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## Preface

This book is a concise introduction to the stochastic calculus of variations (also known as Malliavin calculus) for processes with jumps. It is written for researchers and graduate students who are interested in Malliavin calculus for jump processes. In this book, 'processes with jumps' include both pure jump processes and jump-diffusions. The author has tried to provide many results on this topic in a self-contained way; this also applies to stochastic differential equations (SDEs) 'with jumps'. This book also contains some applications of the stochastic calculus for processes with jumps to control theory and mathematical finance.

The field of jump processes is quite wide-ranging nowadays, from the Lévy measure (jump measure) to SDEs with jumps. Recent developments in stochastic analysis, especially Malliavin calculus with jumps in the 1990s and 2000s, have enabled us to express various results in a compact form. Until now, these topics have been rarely discussed in a monograph. Among the few books on this topic, we would like to mention Bichteler-Gravereaux-Jacod (1987) and Bichteler (2002).

One objective of Malliavin calculus (of jump type) is to prove the existence of the density function $p_{t}(x, y)$ of the transition probability of a jump Markov process $X_{t}$ probabilistically, especially the very important case where $X_{t}$ is given by a (Itô, Marcus, Stratonovich ...) SDE, cf. Léandre (1988). Furthermore, granting the existence of the density, one may apply various methods to obtain the asymptotic behaviour of $p_{t}(x, y)$ as $t \rightarrow 0$ where $x$ and $y$ are fixed. The results are known to be different, according to whether $x \neq y$ or $x=y$. We also describe this topic.

The starting point for this book was July 2009, when Prof. R. Schilling invited me to the Technische Universität Dresden, Germany, to teach a short course on Malliavin's calculus for jump processes. He suggested that I expand the manuscript, thus creating a book. Prof. H. Kunita kindly read and commented on earlier drafts of the manuscript. The author is deeply indebted to Professors R. Schilling, M. Kanda, H. Kunita, J. Picard, R. Léandre, C. Geiss, F. Baumgartner, N. Privault and K. Taira.

This book is dedicated to the memory of the late Professor Paul Malliavin.

## Preface to the second edition

The present edition is an expanded and revised version of the first edition. Several changes have been added. These changes are based on a set lectures given at Osaka city university and the university of Ryukyus, and on seminars in several universities. These lectures were addressed to graduate and undergraduate students with interests in Probability and Analysis.

In 1970s Professor P. Malliavin has begun analytic studies of the Wiener space; he gave a probabilistic proof of the hypoellipticity result in PDE theory due to L. Hörmander. The method he used on the Wiener space is called stochastic calculus of variations, now called Malliavin calculus. The spirit of Malliavin's work was clarified by J.-M. Bismut, S. Watanabe, I. Shigekawa, D. Nualart and others.

In 1980s and 1990s the movement of stochastic calculus of variations on the Wiener space has been extended to the Poisson space by J.-M. Bismut, J. Jacod, K. Bichteler-J. M. Gravereaux-J. Jacod and others. Due to the development of the theory by them, problems concerning integro-differential operators in the potential theory have come to be resolved. The author has encountered with these techniques and the atmospher in Strassburg, Clermont-Ferrand, La Rochelle and Kyoto.

The main purpose of this monograph is to summarize and explain analytic and probabilistic problems concerning jump processes and jump-diffusion processes in perspective. Our approach to those problems relys largely on the recent developments in the stochastic analysis on the Poisson space and that of SDEs on it. Several perturbation methods on the Poisson space are proposed, each resulting in the integration-by-parts formula of its own types.

The analysis of jump processes has its proper value, since processes with discontinuous trajectories are as natural as processes with continuous trajectories. Professor K. Itô has been interested, and has had a sharp sense, in jump processes (especially in Lévy processes) from the period of his inquiry for the theory of stochastic integration. The theory of stochastic calculus of variations for jump processes is still developing. Its application will cover from economics to mathematical biology, although materials for the latter is not contained in this volume.

It is three years since the first edition has appeared. There have been intense activities focused on stochastic calculus for jump and jump-diffusion processes. The present monograph is an expanded and revised version of the first edition. Changes to the present edition are of two types. One is the necessity to correct typos and small errors, and a necessity for a clearer treatment of many topics to improve the expressions or to give sharp estimates. On the other hand, I have included a new material. In Chapter 3 I have added Section 3.6 .5 which treats the analysis of the transition density. In particular it includes a recent development on the Hörmander type hypoellipticity problem for integro-differential operators related to jump-diffusion processes. The notes at the end of the volume are also extended.

During the preparation of the 2nd edition I am indebted to many professors and colleagues in contents and in motivation. Especially, I am indebted to Professors H. Kunita, M. Tsuchiya, E. Hausenblas, A. Kohatsu-Higa, A. Takeuchi, N. Privault and R. Schilling.

A major part of this work was done at Ehime university (1999-) with the aid of Grant-in-Aid for General Scientific Research, Ministry of Education, Culture Sports, Science and Technology, Japan (No. 24540176). I take this opportunity to express my sincere gratitude to all those who related.

The year 2015 is the centennial of the birth of late Professor K. Itô. The development of Itô's theory has been a good example of international cooperation among people in Japan, Europe and U.S. I hope, in this way, we would contribute to peace and development of the world in the future.
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## 0 Introduction

A theme of this book is to describe a close interplay between analysis and probability via Malliavin calculus. Compared to other books on this subject, our focus is mainly on jump processes, especially Lévy processes.

The concept of (abstract) Wiener space has been well known since the 1970s. Since then, despite a genuine difficulty with respect to the definition of the (abstract) Wiener space, many textbooks have been published on the stochastic calculus on the Wiener space. It should be noted that it is directly connected to Itô's theory of stochastic differential equations, which Itô invented while inspired by the work of A. N. Kolmogorov. Already at this stage, a close relation between stochastic calculus and PDE theory has been recognised through the transition probability $p_{t}(x, d y)$, whose density $p_{t}(x, y)$ is the fundamental solution to Kolmogorov's backward equation.

Malliavin calculus started with the paper [159] by P. Malliavin (cf. [160]). One of the motivations of his paper is the problem of hypoellipticity for operators associated with stochastic differential equations of diffusion type. At the beginning, Malliavin's calculus was not very popular (except for his students, and a few researchers such as Bismut, Jacod, Shigekawa, Watanabe and Stroock) due to its technical difficulties.

Malliavin's paper was presented at the international symposium in Kyoto organised by Prof. K. Itô. At that time, a close relation began between P. Malliavin and the Kyoto school of probability in Japan. The outcome was a series of works by Watanabe [217], Ikeda-Watanabe [82], Shigekawa [199], and others.

The relation between Malliavin calculus for diffusion processes and PDEs has been deeply developed by Kusuoka and Stroock [137-139] and others.

On the other hand, Paul Lévy began his study on additive stochastic processes (cf. [152]). The trajectories of his processes are continuous or discontinuous. The additive processes he studied are now called Lévy processes. The discontinuous Lévy processes have an infinitesimal generator of integro-differential type in the semigroup theory in the sense of Hille-Yosida. Such integro-differential operators have been studied in potential theory, by e.g. Ph. Courrège [45] and Bony-CourrègePriouret [34]. The latter paper is related to the boundary value problem associated with integro-differential operators.

The theory developed following that of Fourier integral operators and pseudodifferential operators (cf., e.g. [35]).

My first encounter with Malliavin calculus for jump processes was the paper by Léandre [140], where he proves

$$
\frac{p(t, x, d y)}{t}=\frac{P\left(X_{t} \in d y \mid X_{0}=x\right)}{t} \sim n(x, d y)
$$

as $t \rightarrow 0$, if the jump process $X_{t}$ can reach $y$ by one single jump $(y \neq x)$. Here, $n(x, d y)$ denotes the Lévy kernel. This result has been generalised to the case of $n$ jumps, $n=$ $1,2, \ldots$ in [85], independently of the work by Picard.

When I started my research in this field, I was inspired by the close relation between the theories of integro-differential operators and jump type Markov processes. Consequently, my own research on the short time asymptotics of the transition density plays an important role in this monograph.

Later, Malliavin calculus has found new applications in the theory of finance.
The presentation of the contents follows the historical development of the theory. The technical requirements of this book are usual undergraduate calculus, probability and abstract measure theory.

Historically, the theory was started by Bismut. The approach by Bismut is based on the Girsanov transform of the underlying probability measure. From an analytic point of view, the main idea is to replace the Radon-Nikodým density function in the Girsanov transform of measures induced by the perturbation of the continuous trajectories by that induced by the perturbation of the discontinuous trajectories. Subsequently, the theory was extended to cover singular Lévy measures using perturbation methods (Picard).

Most textbooks on Malliavin calculus on the Wiener space (e.g. [160, 199]) adopt a functional analytic approach, where the abstract Wiener space and the Malliavin operator appear. I do not use such a setting in this book. This is partly because such a setting is not very intuitive, and partly because the setting cannot directly be transferred to the Poisson space from the Wiener space. This is also discussed in Section 3.4.

In the spirit of potential theory and (nonlocal) integro-differential operators, I have adopted the method of perturbations of trajectories on the Wiener-Poisson space. This perspective fits well to the Markov chain approximation method used in Sections 2.2, 2.3, and to the technique of path-decomposition used in Section 3.6. Hence, it constitutes one of the main themes of this book.

In our approach, both in the Wiener space and in the Poisson space, the main characters are the derivative operator $D_{t}$ or the finite difference operator $\tilde{D}_{u}$, and their adjoints $\delta$ or $\tilde{\delta}$. The derivative operator is defined to act on the random variable $F(\omega)$ defined on a given probability space $(\Omega, \mathcal{F}, P)$.

In the Wiener space, $\Omega=C_{0}(\mathbf{T})$ is the space of continuous functions defined on the interval $\mathbf{T}$ equipped with the topology given by the sup-norm. The Malliavin derivative $D_{t} F(\omega)$ of $F(\omega)$ is then given in two ways, either as a functional derivative or in terms of a chaos expansion, see Section 3.1.1 for details. The definition via chaos expansion is quite appealing since it gives an elementary proof of the Clark-Ocone formula, and since the definition can be carried over to the Poisson space in a natural way; details are stated in Section 3.2.

Here is a short outline of all chapters.

## Chapter 1

In Chapter 1, I briefly prepare basic materials which are needed for the theory. Namely, I introduce Lévy processes, Poisson random measures, stochastic integrals, stochas-
tic differential equations (SDE) with jumps driven by Lévy processes, Itô processes, canonical processes, and so on. Some technical issues in the stochastic analysis such as Girsanov transforms of measures, quadratic variation, and the Doléans stochastic exponential are also discussed. The SDEs introduced in Section 1.3 are time independent, i.e. of autonomous (or 'Markovian') type.

In this chapter, technical details on materials concerning SDEs are often referred to citations, as our focus is to expose basic elements for stochastic analysis briefly. Especially, for materials and explanations of diffusion processes, Wiener processes, stochastic integrals with respect to Wiener process, readers can refer to [115].

## Chapter 2

The main subject in Chapter 2 is to relate the integration-by-parts procedure in the Poisson space with the (classically) analytic object, that is, the transition density function. I present several methods and perturbations that lead to the integration-by-parts formula on the Poisson space. I am particularly interested in the Poisson space since such techniques on the Wiener space are already introduced in the textbooks on Malliavin calculus. The integration-by-parts formula induces the existence of the smooth density of the probability law or the functional. Analytically, 'existence' and 'smoothness' are two different subjects to attack. However, they are obtained simultaneously in many cases. I present several upper and lower bounds of the transition densities associated with jump processes. Then, I explain the methods to find those bounds. The results stated here are adopted from several papers written by R. Léandre, J. Picard and by myself in the 1990s.

One motivation for Sections 2.2, 2.3 and 2.4 is to provide the short time asymptotic estimates for jump processes from the view point of analysis (PDE theory). Readers will find sharp estimates of the densities which are closely related to the jumping behaviour of the process. Here, the geometric perspectives as polygonal geometry and chain movement approximation will come into play. Compared to the estimation of the heat kernels associated with Dirichlet forms of jump type, such piecewise methods for the solution to SDEs will give more precise upper and lower bounds for transition densities. In Section 2.5, I provide some auxiliary materials.

## Chapter 3

In Chapter 3, I study the Wiener, Poisson, and Wiener-Poisson space. Here, I use stochastic analysis on the path space. In Section 3.1, I briefly review stochastic calculus on the Wiener space using the Malliavin-Shigekawa's perturbation. I introduce the derivative operator $D$ and its adjoint $\delta$. In Section 3.2, I discuss stochastic calculus on the Poisson space using Picard's perturbation $\tilde{D}$. In Section 3.3, I introduce perturbations on the Wiener-Poisson space, and define Sobolev spaces on the Wiener-Poisson space based on the norms using these perturbations. A Meyer's type inequality for the
adjoint operators on this space is explained in detail. This chapter is the main part in the theoretical aspect of stochastic analysis for processes with jumps.

In Sections 3.5 (General theory) and 3.7 (Itô processes), I define the composition $\Phi \circ F$ of a random variable $F$ on the Wiener-Poisson space with a generalised function $\Phi$ in the space $\mathcal{S}^{\prime}$ of tempered distributions, such as $\Phi(x)=(x-K)^{+}$or $\Phi(x)=\delta(x)$. These results are mostly new. In Section 3.6, I investigate the smoothness of the density of the processes defined on the Wiener-Poisson space as functionals of Itô processes, and inquire into the existence of the density.

## Chapter 4

Chapter 4 is devoted to applications of the material from the previous chapters to problems in mathematical finance and optimal control. In Section 4.1, I explain applications to asymptotic expansions using the composition of a Wiener-Poisson functional with tempered distributions. In Section 4.1.1, I briefly repeat the material on compositions of the type $\Phi \circ F$ given in Sections 3.5, 3.7. Section 4.1.2 treats the asymptotic expansion of the density, which closely relates to the short time asymptotics stated in Sections 2.2, 2.3. In Section 4.2, I give an application to the optimal consumption problem associated to a jump-diffusion process.

I tried to make the content as self-contained as possible and to provide proofs to all major statements (formulae, lemmas, propositions, ...). Nevertheless, in some instances, I decided to refer the reader to papers and textbooks, mostly if the arguments are lengthy or very technical. Sometimes, the proofs are postponed to the end of the current section due to the length. For the readers' convenience, I tried to provide several examples. Also, I have repeated some central definitions and notations.

## How to use this book?

Your choices are:

- If you are interested in the relation of Malliavin calculus with analysis, read Chapters 1 and 2
- If you are interested in the basic theory of Malliavin calculus on the WienerPoisson space, read Chapters 1 and 3
- If you are interested in the application of Malliavin calculus with analysis, read Chapter 4 in reference with Chapter 1.

I hope this book will be useful as a textbook and as a resource for researchers in probability and analysis.

## 1 Lévy processes and Itô calculus

Happy families are all alike; every unhappy family is unhappy in its own way.
Lev Tolstoy, Anna Karenina

In this chapter, we briefly prepare the basic concepts and mathematical tools which are necessary for stochastic calculus with jumps throughout this book. We consider Poisson processes, Lévy processes, and the Itô calculus associated with these processes. Especially, we consider SDEs of Itô and canonical type.

We first introduce Lévy processes in Section 1.1. We provide basic materials to SDEs with jumps in Section 1.2. Then, we introduce SDEs for Itô processes (Section 1.3) in the subsequent section. Since the main objective of this article is to inquire into analytic properties of the functionals on the Wiener-Poisson space, not all of the basic results stated in this chapter are provided with full proofs.

Throughout this book, we shall denote the Itô process on the Poisson space by $x_{t}$ or $x_{t}(x)$, and the canonical process by $Y_{t}$. The expressions $X_{t}, X(t)$ are used for both cases of the above, or just in the sense of a general Itô process on the Wiener-Poisson space.

### 1.1 Poisson random measure and Lévy processes

In this section, we recall the basic materials related to Poisson random measure, Lévy processes and variation norms.

### 1.1.1 Lévy processes

We denote by $(\Omega, \mathcal{F}, P)$ a probability space where $\Omega$ is a set of trajectories defined on $\mathbf{T}=[0, T]$. Here, $T \leq \infty$ and we mean $\mathbf{T}=[0,+\infty)$ in the case $T=+\infty$. In most cases, $T$ is chosen finite. However, the infinite interval $\mathbf{T}=[0,+\infty)$ may appear in some cases. $\mathcal{F}=\left(\mathcal{F}_{t}\right)_{t \in \mathbf{T}}$ is a family of $\sigma$-fields on $\Omega$, where $\mathcal{F}_{t}$ denotes the minimal $\sigma$-field, right continuous in $t$, for which each trajectory $\omega(s)$ is measurable up to time $t$.

Definition 1.1. A Lévy process $(z(t))_{t \in \mathbf{T}}$ on $\mathbf{T}$ is an $m$-dimensional stochastic process defined on $\Omega$ such that ${ }^{1}$

1. $z(0)=0$ a.s.
2. $z(t)$ has independent increments (i.e. for $0 \leq t_{0}<t_{1}<\cdots<t_{n}, t_{i} \in \mathbf{T}$, the random variables $z_{t_{i}}-z_{t_{i-1}}$ are independent)

[^0]3. $z(t)$ has stationary increments (i.e. the distribution of $z_{t+h}-z_{t}$ depends on $h$, but not on $t$ )
4. $z(t)$ is stochastically continuous (i.e. for all $t \in \mathbf{T} \backslash\{0\}$ and all $\epsilon>0 P(\mid z(t+h)-$ $z(t) \mid>\epsilon) \rightarrow 0$ as $h \rightarrow 0$ )
5. $z(t)$ has càdlàg (right continuous on $\mathbf{T}$ with left limits on $\mathbf{T} \backslash\{0\}$ ) paths.

Here, $m \geq 1$. In case $m=1$, we also call $z(t)$ a real-valued process.
We denote

$$
\Delta z(t)=z(t)-z(t-) .
$$

The same notation for $\Delta$ will be applied for processes $X_{t}, M_{t}, x_{t}, \ldots$ which will appear later.

We can associate the counting measure $N$ to $z(t)$ in the following way: for $A \in \mathcal{B}\left(\mathbf{R}^{m} \backslash\{0\}\right)$, we put

$$
N(t, A)=\sum_{0<s \leq t} 1_{A}(\Delta z(s)), t>0 .
$$

Note that this is a counting measure of jumps of $z$ in $A$ up to the time $t$. As the path is càdlàg, for $A \in \mathcal{B}\left(\mathbf{R}^{m} \backslash\{0\}\right)$ such that $\bar{A} \subset \mathbf{R}^{m} \backslash\{0\}$, we have $N(t, A)<+\infty$ a.s.

A random measure on $\mathbf{T} \times\left(\mathbf{R}^{m} \backslash\{0\}\right)$ defined by

$$
N((a, b] \times A)=N(b, A)-N(a, A),
$$

where $a \leq b$ and $\mathbf{T}=[0, T]$, is called a Poisson random measure if it follows the Poisson distribution with mean measure $E[N((a, b] \times A)]$, and if for disjoint $\left(a_{1}, b_{1}\right] \times$ $A_{1}, \ldots,\left(a_{r}, b_{r}\right] \times A_{r} \in \mathcal{B}\left(\mathbf{T} \times\left(\mathbf{R}^{m} \backslash\{0\}\right)\right), N\left(\left(a_{1}, b_{1}\right] \times A_{1}\right), \ldots, N\left(\left(a_{r}, b_{r}\right] \times A_{r}\right)$ are independent.

Proposition 1.1 (Lévy-Itô decomposition theorem, [192] Theorem I.42). Let $z(t)$ be a Lévy process. Then, $z(t)$ admits the following representation

$$
z(t)=t c+\sigma W(t)+\int_{0}^{t} \int_{|z|<1} z \tilde{N}(d s d z)+\int_{0}^{t} \int_{|z| \geq 1} z N(d s d z),
$$

for a.e. $\omega$ for all $t \in \mathbf{T}$. Here, $c \in \mathbf{R}^{m}, \sigma$ is an $m \times m$-matrix, $(W(t))_{t \in \mathbf{T}}, W(0)=0$ is an $m$-dimensional standard Wiener process, $N(d t d z)$ is a Poisson random measure with the mean measure $\hat{N}(d t d z)=E[N(d t d z)]$, and $\tilde{N}(d t d z)=N(d t d z)-\hat{N}(d t d z)$. Here, processes $W(t)$ and $t \mapsto\left(\int_{0}^{t} \int_{|z|<1} z \tilde{N}(d s d z)+\int_{0}^{t} \int_{|z| \geq 1} z N(d s d z)\right)$ are independent. Furthermore, this representation is unique.

A remarkable point of this result is that the definition of Lévy process contains no assertion for the probability law of the process $z(t)$.

By this proposition, $N(.,$.$) derived from z(t)$ defines a Poisson random measure on $\mathbf{T} \times\left(\mathbf{R}^{m} \backslash\{0\}\right)$. Here, we use the notation of stochastic integrals $\int_{0}^{t} \int z N(d s d z)$ and $\int_{0}^{t} \int z \tilde{N}(d s d z)$. The precise meaning of these integrals is postponed to Section 1.2.

However, it should be noted here that the Wiener process $W(t)$ and the Poisson random measure $N(d t d z)$ are adapted to the original filtration $\left(\mathcal{F}_{t}\right)$ generated by the Lévy process $z(t)$.

We take the mean measure

$$
\begin{equation*}
\mu(A)=E[N(1, A)], A \in \mathcal{B}\left(\mathbf{R}^{m} \backslash\{0\}\right) . \tag{1.1}
\end{equation*}
$$

This (deterministic) measure is called the Lévy measure associated to $z$ or to $N$. Note that $\mu$ enjoys

$$
\begin{equation*}
\int_{\mathbf{R}^{m} \backslash\{0\}}\left(1 \wedge|z|^{2}\right) \mu(d z)<+\infty . \tag{1.2}
\end{equation*}
$$

The compensated Poisson random measure associated to $N$ is defined by

$$
\tilde{N}(d t d z)=N(d t d z)-d t \mu(d z)
$$

In particular, if $\mu(d z)$ satisfies

$$
\int_{|z| \geq 1}|z| \mu(d z)<+\infty
$$

then $z(t)$ can be written in the compact form

$$
z(t)=t c^{\prime}+\sigma W(t)+\int_{0}^{t} \int_{\mathbf{R}^{m} \backslash\{0\}} z \tilde{N}(d s d z),
$$

where $c^{\prime}=c+\int_{|z| \geq 1} z \mu(d z)$.
We remark that

$$
E\left[\tilde{N}\left((s, t] \times A_{1}\right) \tilde{N}\left((s, t] \times A_{2}\right)\right]=\hat{N}\left((s, t] \times\left(A_{1} \cap A_{2}\right)\right)=(t-s) \mu\left(A_{1} \cap A_{2}\right)
$$

holds due to the independence property ([127] Proposition 2.1).
A measure $\mu$ on $\mathbf{R}^{m} \backslash\{0\}$ is a Lévy measure associated to some Lévy process if and only if it enjoys the property (1.2). Indeed, we have the following Lévy-Khintchine representation.

## Proposition 1.2.

1. Let $z$ be a Lévy process on $\mathbf{R}^{m} \backslash\{0\}$. Then,

$$
\begin{equation*}
E\left[e^{i(\xi, z(t))}\right]=e^{t \Psi(\xi)}, \quad \xi \in \mathbf{R}^{m} \tag{1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi(\xi)=i(c, \xi)-\frac{1}{2}\left(\xi, \sigma \sigma^{T} \xi\right)+\int\left(e^{i(\xi, z)}-1-i(\xi, z) 1_{\{|z|<1\}}\right) \mu(d z) . \tag{1.4}
\end{equation*}
$$

Here, $c \in \mathbf{R}^{m}, \sigma \sigma^{T}$ is a nonnegative definite matrix and $\mu$ is a measure which satisfies (1.2).
2. Given $c \in \mathbf{R}^{m}$, a matrix $\sigma \sigma^{T} \geq 0$ and a $\sigma$-finite measure $\mu$ on $\mathcal{B}\left(\mathbf{R}^{m} \backslash\{0\}\right)$ satisfying (1.2), there exists a process $z$ for which (1.3) and (1.4) hold. This process $z$ is a Lévy process.

For the proof, we use formulae

$$
\begin{aligned}
E\left[e^{i(\xi, W(t))}\right] & =e^{-\frac{1}{2} t\left(\xi, \sigma \sigma^{T} \xi\right)}, \\
E\left[e^{i\left(\xi, \int_{0}^{t} \int_{|z|<1} z \tilde{N}(d s d z)\right)}\right] & =\exp t\left[\int_{|z|<1}\left(e^{i(\xi, z)}-1-i(\xi, z)\right) \mu(d z)\right],
\end{aligned}
$$

and

$$
E\left[e^{i\left(\xi, \int_{0}^{t} \int_{|z| 11} z N(d s d z)\right)}\right]=\exp t\left[\int_{|z| \geq 1}\left(e^{i(\xi, z)}-1\right) \mu(d z)\right] .
$$

Please refer to Theorem 8.1 in [196], and Section 0 in [105]. In the above statement, $(a, b)$ denotes the inner product of $a$ and $b$.

Let $D_{p}=\{t \in \mathbf{T} ; \Delta z(t) \neq 0\}$. Then, it is a countable subset of $\mathbf{T}$ a.s. Let $A \subset \mathbf{R}^{m} \backslash\{0\}$. In case $\mu(A)<+\infty$, the process $D_{p} \ni t \mapsto \sum_{s \leq t, \Delta z(s) \in A} \delta_{(s, \Delta z(s))}$ is called a Poisson counting measure associated to the Lévy process $z(t)$ (or, the Lévy measure $\mu(d z)$ ) taking values in $A$. The function $D_{p} \ni t \mapsto p(t)=\Delta z(t)$ is called a Poisson point process associated to the Lévy process $z(t)$.

The notion of Poisson point process is defined in a general setting using point functions. A point function $p$ is a mapping from $D_{p}$ to $\mathbf{R}^{m} \backslash\{0\}$, where $D_{p}$ is a countable subset of $\mathbf{T}$. The function $p$ defines a counting measure $N_{p}$ on $\mathbf{T} \times\left(\mathbf{R}^{m} \backslash\{0\}\right)$ by

$$
N_{p}((0, t] \times A)=\#\left\{s \in D_{p} ; s \leq t, p(s) \in A\right\}, t>0, A \in \mathcal{B}\left(\mathbf{R}^{m} \backslash\{0\}\right) .
$$

A point process $p$ on $\mathbf{R}^{m} \backslash\{0\}$ is a random variable $p$ on $\Omega$ consisting of point functions. A point process $p$ is called Poisson if $N_{p}(d t d z)$ is a Poisson random measure on $\mathbf{T} \times$ ( $\mathbf{R}^{m} \backslash\{0\}$ ).

### 1.1.2 Examples of Lévy processes

1. Poisson process

A Poisson process $N_{t}$ with intensity $\lambda>0$ is a nonnegative integer-valued process defined on $[0,+\infty)$ which satisfies the following conditions:
(a) $N_{0}=0, \Delta N_{t}=N_{t}-N_{t-}$ is 0 or 1
(b) For $s<t, N_{t}-N_{s}$ is independent of $\mathcal{F}_{s}$.
(c) For all $t_{1}, t_{2}$ and all $s>0, N_{t_{1}+s}-N_{t_{1}}$ has the same distribution as $N_{t_{2}+s}-N_{t_{2}}$.
(d)

$$
P\left(N_{t}=k\right)=\frac{1}{k!}(\lambda t)^{k} e^{-\lambda t}, k=0,1,2, \ldots
$$

We can choose a version which has càdlàg paths. In fact, the property (iv) follows from (i) to (iii), cf. [192] Theorem I.23. We put (iv) for simplicity. The Lévy measure $\mu$ of the Poisson process is the point mass $\lambda \delta_{\{1\}}$, and $b=0, \sigma=0$.
A Poisson process appears quite naturally as a counting process of (discrete) events whose waiting times are independent and identically distributed (i.i.d.) random variables with exponential distribution.
2. Compound Poisson process

Consider a compound Poisson process $Y_{t}=\sum_{k=1}^{N_{t}} Y_{k}$, where $\left(Y_{k}\right), k=1,2, \ldots$ are i.i.d. random variables with a common finite distribution $\mu$ on $\mathbf{R}^{m} \backslash\{0\}$ and $N_{t}$ denotes a Poisson process with the intensity $\lambda>0$, independent of $\left(Y_{i}\right)$. Then, $Y_{t}$ has a representation

$$
Y_{t}=\int_{0}^{t} \int_{\mathbf{R}^{m} \backslash\{0\}} z N(d s d z),
$$

where $N(d s d z)$ denotes a Poisson random measure on $\mathbf{T} \times\left(\mathbf{R}^{m} \backslash\{0\}\right)$ with the mean measure $\lambda d s \mu(d z)$.
3. Stable process

A Lévy process such that its Lévy measure $\mu$, given by

$$
\mu(d z)=c_{\alpha} \frac{d z}{|z|^{m+\alpha}},
$$

is called a symmetric stable process, where $\alpha \in(0,2)$.
If the measure $\mu$ is given by

$$
\mu(d z)=c_{\alpha}^{\prime} a\left(\frac{z}{|z|}\right) \frac{d z}{|z|^{m+\alpha}},
$$

where $a(\cdot)$ is defined on $S^{m-1}$ and $a(\cdot) \geq 0$, the process is called an asymmetric stable process. In case $m=1, \mu$ takes the form

$$
\mu(d z)=\left(c_{-} 1_{\{z<0\}}+c_{+} 1_{\{z>0\}}\right) \frac{d z}{|z|^{1+\alpha}},
$$

where $c_{-} \geq 0, c_{+} \geq 0$.
4. Wiener process

A continuous process $W(t)$ is called a Wiener process (or Brownian motion) if
(i) for $0 \leq s<t<+\infty W(t)-W(s)$ is independent of $W(s)$,
(ii) for $0 \leq s<t<+\infty W(t)-W(s)$ has a Gaussian random variable with mean zero and variance $(t-s) M$ for a given nonrandom matrix $M$.
It is called a standard Wiener process if $M=I$ (identity matrix).
A Wiener process $W(t)$ (on another probability space) such that $W(0)=0$ satisfies the conditions (1-5) of Definition 1.1. Hence, it is a (continuous) Lévy process.
A Wiener process has a scaling property that if $c>0$, then $c^{-\frac{1}{2}} W(c t)$ is indistinguishable from $W(t)$ in the sense of distribution.

Now, we proceed by presenting Itồs formula.
Proposition 1.3 (Itô's formula (I), [173] Theorems 9.4, 9.5).

1. Let $X(t)$ be a real-valued process given by

$$
X(t)=x+t c+\sigma W(t)+\int_{0}^{t} \int_{\mathbf{R} \backslash\{0\}} \gamma(z) \tilde{N}(d s d z), t \geq 0,
$$

where $\gamma(z)$ is such that $\int_{\mathbf{R} \backslash\{0\}} \gamma(z)^{2} \mu(d z)<\infty$. Let $f: \mathbf{R} \rightarrow \mathbf{R}$ be a function in $C^{2}(\mathbf{R})$, and let

$$
Y(t)=f(X(t)) .
$$

Then, the process $Y(t), t \geq 0$ is a real-valued stochastic process which satisfies

$$
\begin{aligned}
d Y(t)= & \frac{d f}{d x}(X(t)) c d t+\frac{d f}{d x}(X(t)) \sigma d W(t)+\frac{1}{2} \frac{d^{2} f}{d x^{2}}(X(t)) \sigma^{2} d t \\
& +\int_{\mathbf{R} \backslash\{0\}}\left[f(X(t)+\gamma(z))-f(X(t))-\frac{d f}{d x}(X(t)) \gamma(z)\right] \mu(d z) d t \\
& +\int_{\mathbf{R} \backslash\{0\}}[f(X(t-)+\gamma(z))-f(X(t-))] \tilde{N}(d t d z) .
\end{aligned}
$$

2. Let $X(t)=\left(X^{1}(t), \ldots, X^{d}(t)\right)$ be a d-dimensional process given by

$$
X(t)=x+t c+\sigma W(t)+\int_{0}^{t} \int \gamma(z) \tilde{N}(d s d z), \quad t \geq 0
$$

Here, $c \in \mathbf{R}^{d}$, $\sigma$ is a $d \times$ m-matrix, $\gamma(z)=\left[\gamma_{i j}(z)\right]$ is a $d \times m$-matrix-valued function such that the integral exists, $W(t)=\left(W^{1}(t), \ldots, W^{d}(t)\right)^{T}$ is an $m$-dimensional standard Wiener process, and

$$
\begin{aligned}
\tilde{N}(d t d z)= & \left(N_{1}\left(d t d z_{1}\right)-1_{\left\{\left|z_{1}\right|<1\right\}} \mu\left(d z_{1}\right) d t, \ldots, N_{m}\left(d t d z_{m}\right)\right. \\
& \left.-1_{\left\{\left|z_{m}\right|<1\right\}} \mu\left(d z_{m}\right) d t\right),
\end{aligned}
$$

where $N_{j}$ 's are independent Poisson random measures with Lévy measures $\mu_{j}, j=$ $1, \ldots, m$. That is, $X^{i}(t)$ is given by

$$
X^{i}(t)=x_{i}+t c_{i}+\sum_{j=1}^{m} \sigma_{i j} W_{j}(t)+\sum_{j=1}^{m} \int_{0}^{t} \int_{\mathbf{R} \backslash\{0\}} \gamma_{i j}(z) \tilde{N}_{j}\left(d s d z_{j}\right), \quad i=1, \ldots, d .
$$

Let $f: \mathbf{R}^{d} \rightarrow \mathbf{R}$ be a function in $C^{2}\left(\mathbf{R}^{d}\right)$, and let

$$
Y(t)=f(X(t))
$$

Then, the process $Y(t), t \geq 0$ is a real-valued stochastic process which satisfies

$$
\begin{aligned}
d Y(t)= & \sum_{i=1}^{d} \frac{\partial f}{\partial x_{i}}(X(t)) c_{i} d t+\sum_{i=1}^{d} \sum_{j=1}^{m} \frac{\partial f}{\partial x_{i}}(X(t)) \sigma_{i j} d W_{j}(t) \\
& +\frac{1}{2} \sum_{i, j=1}^{d} \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}(X(t))\left(\sigma \sigma^{T}\right)_{i j} d t \\
& +\sum_{j=1}^{m} \int_{\mathbf{R} \backslash\{0\}}\left[f\left(X(t)+\gamma^{j}\left(z_{j}\right)\right)-f(X(t))\right. \\
& \left.\quad-\sum_{i=1}^{d} \frac{\partial f}{\partial x_{i}}(X(t)) \gamma_{i j}(z)\right] \mu_{j}\left(d z_{j}\right) d t \\
& +\sum_{j=1}^{m} \int_{\mathbf{R} \backslash\{0\}}\left[f\left(X(t-)+\gamma^{j}(z)\right)-f(X(t-))\right] \tilde{N}_{j}\left(d t d z_{j}\right) .
\end{aligned}
$$

Here, $\gamma^{j}$ denotes the $j$-th column of the matrix $\gamma=\left[\gamma_{i j}\right]$.
For the precise meaning of the stochastic integrals with respect to $d W(t)$ and $\tilde{N}(d t d z)$, see Section 1.2.

Example 1.1. Let $b=0, \gamma(z)=0, \sigma=1$ and $f(x)=x^{2}$. Then, Itô's formula leads to

$$
\int_{\mathbf{T}} W(t) d W_{t}=\frac{1}{2}\left(W(T)^{2}-T\right) .
$$

### 1.1.3 Stochastic integral for a finite variation process

A Lévy process $z(t)$ is said to have a finite variation if the total variation

$$
\begin{equation*}
|z|_{t}=\sup _{n \geq 1} \sum_{k=1}^{2^{n}}\left|z\left(\frac{t k}{2^{n}}\right)-z\left(\frac{t(k-1)}{2^{n}}\right)\right| \tag{1.5}
\end{equation*}
$$

is finite a.s. on every compact interval of $[0,+\infty)$. If it is not so, the process is said to have infinite variation.

We introduce the Blumenthal-Getoor index of the Lévy process $z(t)$ by

$$
\beta=\inf \left\{\delta \geq 0 ; \int_{|z| \leq 1}|z|^{\delta} \mu(d z)<+\infty\right\}
$$

The index takes values in [0, 2]. It is known (cf. [40, 81]) that if $\beta<1$, then $z$ has a finite variation path a.s., and if $\beta>1$, then $z$ has an infinite variation path a.s.

We shall define the stochastic integral $\int_{s}^{t} f(u, \omega) d z(u, \omega)$ first for the finite variation process and then for the infinite variation process, where $f$ is a bounded, jointly measurable function.

## Definition of stochastic integral for finite variation (FV) processes

For a $F V$ process $z(t)$, we define

$$
I(t, \omega)=\int_{s}^{t} f(u, \omega) d z(u, \omega)
$$

as a Lebesgue-Stieltjes integral ( $\omega$-wisely, a.s.), where $f$ is bounded and jointly measurable.

This is a Stieltjes integral of $f$ by $d z(u)$ given $\omega$-wise. In case that $u \mapsto f(u)$ has a continuous path a.s., it is called a Riemann-Stieltjes integral.

If $z(t)$ is a $F V$ process and if $f(., \omega)$ is differentiable a.s., then we have, in fact the usual rule of the change of variables:

$$
f(z(t))-f(z(0))=\int_{0}^{t} f^{\prime}(z(s)) d z(s) \text { a.s. }
$$

For the integral using the infinite variation process, we need the predictable property for $u \mapsto f(u,$.$) and that of semimartingales. For these, see Section 1.2.2.$

In the following sections of this chapter, we use the notion of a stochastic differential equation (SDE) with respect to the Lévy process $z(t)$. The precise definition and the properties of the solution are postponed to the next section.

Due to a recent development by T. Lyons [156, 157], there is a possibility to define "stochastic integrals" $\omega$-wisely by using the (iterated) Young integrals of processes of finite or infinite variation not using the integration by semimartingales. The theory is called the rough path theory, and it uses the notion of $p$-variation norm and spaces. See also [53].

Indeed, similarly to (1.5), we can define the $p$-variation

$$
\begin{equation*}
|z|_{t}^{(p)}=\sup _{n \geq 1} \sum_{k=1}^{2^{n}}\left|z\left(\frac{t k}{2^{n}}\right)-z\left(\frac{t(k-1)}{2^{n}}\right)\right|^{p} \tag{1.6}
\end{equation*}
$$

for $p \geq 1$. All components in the series

$$
\begin{equation*}
\left(1, z^{1}(t), z^{2}(t), \ldots\right) \tag{1.7}
\end{equation*}
$$

of the iterated integrals $z^{k}(t)=\int_{0 \leq u_{1}<\ldots<u_{k}<t} d z\left(u_{1}\right) \otimes \ldots \otimes d z\left(u_{k}\right), k=1,2, \ldots$ are measured by the $p$-variation norm. The series, viewed as multiplicative functionals of $t$, are called rough paths. The stochastic integral

$$
\int_{0}^{t} h(s) d z(s)
$$

with respect to the integrator $d z(s)$ of finite $p$-variation can be embedded into the theory of integration using rough paths.

## The space $D$

Let $\mathbf{T}=[0, T], T<+\infty . \mathrm{D}=D(\mathbf{T})$ denotes the space of all functions defined on $\mathbf{T}$ with values in $\mathbf{R}^{m}$ or $\mathbf{R}^{d}$ that are right continuous on $[0, T)$ and have left limits on ( $0, T$ ] (càdlàg paths). All discontinuities of an element $f$ in D are of the first kind. Further, for any element $f$ in D , it has at most countably many discontinuities. See [28] Lemma 12.1.

We introduce a topology on $D(\mathbf{T})$ by introducing the Skorohod metric $d_{T}$ defined by

$$
d_{\mathbf{T}}(f, g)=\inf _{\tau} \sup _{t \in \mathbf{T}}\{|f(t)-g(\tau(t))|+|\tau(t)-t|\},
$$

where $\tau$ moves over all strictly increasing, continuous mappings of $\mathbf{T}$ to $\mathbf{T}$ such that $\tau(0)=0, \tau(T)=T$. The topological space $\left(D(\mathbf{T}), d_{\mathbf{T}}\right)$ is called a Skorohod space. The space $\left(D(\mathbf{T}), d_{\mathbf{T}}\right)$ is separable, and by choosing an equivalent metric $d_{\mathbf{T}}^{\circ}$ it is complete ([28] Section 12).
$D([0,+\infty))$ denotes the space of all càdlàg paths on $[0,+\infty)$. It is a Fréchet space metrisable with the metric

$$
d(f, g)=\sum_{n=1}^{\infty} \frac{1}{2^{n}}\left(1 \wedge d_{[0, n]}^{\circ}(f, g)\right),
$$

and the topological space $(D([0,+\infty)), d)$ is complete and separable. Here $d_{[0, n]}^{\circ}$ denotes $d_{\mathbf{T}}^{\circ}$ with $\mathbf{T}=[0, n]$.

If we adopt the sup-norm (as in [104])

$$
d^{\infty}(f, g)=\sum_{n=1}^{\infty} \frac{1}{2^{n}}\left(1 \wedge \sup _{s \in[0, n]}|f(s)-g(s)|\right),
$$

the space $\left(D([0,+\infty)), d^{\infty}\right)$ is complete, but it is not separable. We will encounter this space again in the next section and in Section 2.5.3.

### 1.2 Basic materials for SDEs with jumps

In this section, we study stochastic differential equation (SDE) with jumps. We begin with the definitions of the martingale, semimartingale, and the stochastic integral. We treat usual (Itô's) SDEs and Marcus' canonical SDEs. Solutions to these two SDEs are different from each other. The "canonical" integral is introduced by Marcus [164], and has been developed by Kurtz, Pardoux and Protter [134].

### 1.2.1 Martingales and semimartingales

Let $(\Omega, \mathcal{F}, P)$ be a probability space. A family $\left(\mathcal{F}_{t}\right)_{t \in \mathbf{T}}$ of sub $\sigma$-fields of $\mathcal{F}$ is called a filtration if $\mathcal{F}_{s} \subset \mathcal{F}_{t}$ for all $s<t$. A filtration $\left(\mathcal{F}_{t}\right)_{t \in T}$ is said to satisfy the usual conditions
if $\mathcal{F}_{0}$ contains all null sets of $\mathcal{F}$ and if it is right continuous. Below, we consider probability spaces equipped with filtrations which satisfy the usual conditions.

A stochastic process $\left(X_{t}\right)_{t \in \mathbf{T}}$ is said to be adapted if $X_{t}$ is $\mathcal{F}_{t}$-measurable for all $t$. It is called progressively measurable if the function $X$. : $[0, t] \times \Omega$ is $\mathcal{B}([0, t]) \otimes \mathcal{F}_{t^{-}}$ measurable for all $t \geq 0$. A progressively measurable process is adapted. Conversely, in case $t \mapsto X_{t}$ is a càdlàg process, if $\left(X_{t}\right)_{t \in \mathbf{T}}$ is adapted then it is progressively measurable. ([14] Exercise 1.3.)

An adapted process $M_{t}$ having càdlàg (right continuous with left limit) paths is called a martingale if it satisfies the following two conditions:

$$
\begin{align*}
& \text { (1) } M_{t} \in L^{1}(P), t \in \mathbf{T}  \tag{2.1}\\
& \text { (2) if } \quad s \leq t \text { then } E\left[M_{t} \mid \mathcal{F}_{s}\right]=M_{s} \text {, a.s., } s, t \in \mathbf{T} . \tag{2.2}
\end{align*}
$$

In case that,

$$
\text { if } s \leq t \text { then } E\left[M_{t} \mid \mathcal{F}_{s}\right] \geq M_{s}, \text { a.s., } \quad s, t \in \mathbf{T},
$$

$X_{t}$ is called a submartingale. In case that

$$
\text { if } s \leq t \text { then } E\left[M_{t} \mid \mathcal{F}_{s}\right] \leq M_{s}, \text { a.s., } \quad s, t \in \mathbf{T},
$$

$X_{t}$ is called a supermartingale.
A random variable T : $\Omega \rightarrow[0,+\infty]$ is said to be a stopping time if the event $\{\mathrm{T} \leq t\} \in \mathcal{F}_{t}$ for every $t \in \mathbf{T}$. The set of all stopping times is denoted by $\mathcal{T}$. Let $0=$ $\mathrm{T}_{0} \leq \mathrm{T}_{1} \leq \ldots \leq \mathrm{T}_{n} \leq \ldots$ be a sequence of stopping times such that $\mathrm{T}_{n} \rightarrow+\infty$ a.s. An adapted process $M_{t}$ such that, for some sequence of stopping times as above, $M_{t \wedge T_{n}}$ is a martingale for any $n$ is called a local martingale. A martingale is a local martingale.

A process $X_{t}$ is called a semimartingale if it can be written as

$$
X_{t}=X_{0}+M_{t}+A_{t},
$$

where $M_{t}$ is a local martingale with $M_{0}=0$ and $A_{t}$ is an adapted càdlàg process of finite variation $(F V)$ with $A_{0}=0$, a.s. In particular, an adapted $F V$ process having a càdlàg path is a semimartingale. A martingale is a semimartingale.

The one-dimensional standard Poisson process $N_{t}$ is a semimartingale since it can be written as

$$
N_{t}=\tilde{N}_{t}+t
$$

where $\tilde{N}_{t}=N_{t}-t$ is a local martingale, even a martingale.
For a pure jump Lévy process $z(t)$, the compensated Lévy process $\tilde{z}(t)=z(t)-$ $\int_{0}^{t} d s \int z \mu(d z)$ is a local martingale if $\int|z| \mu(d z)<+\infty$.

A Lévy process is a semimartingale by the Lévy-Itô decomposition theorem.
If $X$ is a martingale, then there exists a unique modification $Y$ of $X$ which is càdlàg. See the Corollary in [192] Chapter I.2.

### 1.2.2 Stochastic integral with respect to semimartingales

We would like to define the stochastic (Itô) integral $\int_{s}^{t} h(s) d X_{u}$ by

$$
\int_{s}^{t} h(u) d X_{u}=\int_{s}^{t} h(s) d M_{u}+\int_{s}^{t} h(s) d A_{u}
$$

where $h(u)$ is a (locally) bounded predictable process.
A process $h$ is said to be predictable if it is measurable with respect to the $\sigma$-field $\mathcal{P}$ on $\Omega \times \mathbf{R}_{+}$. Here, $\mathcal{P}$ denotes the $\sigma$-field generated by adapted processes whose trajectories are left continuous with right limits.

As $t \mapsto A_{t}$ is a finite variation process, the second term on the right-hand side above is given as in the beginning of Chapter 1 (Section 1.1.3). We shall define $\int_{s}^{t} h(s) d M_{u}$ in what follows.

We denote by $0=t_{0} \leq t_{1} \leq t_{2} \leq \ldots \leq t_{n}$ a sequence of times. An elementary process $h(t)$ is a process

$$
h(t)=h_{0} 1_{\{0\}}(t)+\sum_{i=0}^{n-1} h_{i} 1_{\left(t_{i}, t_{i+1}\right]}(t),
$$

where $h_{i}$ is $\mathcal{F}_{t_{i}}$-measurable and $\left|h_{i}\right|<+\infty$ a.s. We denote by $\mathbf{S}$ the set of elementary processes, endowed with the topology given by the uniform convergence in $(t, \omega)$. We define the integral $I(h)$ of an elementary process $h \in \mathbf{S}$ with respect to the martingale $M$ having càdlàg path by

$$
I(h)(t)=h(0) M_{0}+\sum_{i=0}^{n} h_{i}\left(M_{t_{i+1} \wedge t}-M_{t_{i} \wedge t}\right) .
$$

$I(h)$ is called the stochastic integral of $h$ with respect to $M$.
Then, $I(h)$ has the following properties:

1. If $M_{t}=W(t)$ (Brownian motion) or $M_{t}=\tilde{N}_{t}$ (compensated Poisson process), then $I(h)(t)$ is a martingale. That is,

$$
E\left[I(h)(t) \mid \mathcal{F}_{s}\right]=I(h)(s), s \leq t .
$$

2. $\quad I^{2}(h)(t)-\int_{0}^{t} h^{2}(s) d[M]_{s}$ is a martingale.
3. $E\left[I^{2}(h)(t)\right]=E\left[\int_{0}^{t} h^{2}(s) d[M]_{s}\right]$.

Here, $[M$ denotes the quadratic variation of $M$ (see just below for the definition). For the proof of (1), see [190] Proposition 2.5.7. It follows from (3) that $h \mapsto I(h)$ extends to an isometry from the space of elementary processes equipped with the norm on (progressively measurable) adapted processes in $L^{2}\left(\Omega \times[0,+\infty), P \times d[M]_{S}\right)$ into $L^{2}(\Omega, \mathcal{F}, P) .{ }^{2}$ We state this more precisely in (i)-(iii) below.

[^1]1. We denote by $\Lambda$ the set

$$
\begin{aligned}
& \Lambda=\left\{h \in L^{2}\left(\Omega \times[0,+\infty), P \times d[M]_{S}\right) ;\right. \\
& \text { there exists a sequence of elementary functions } h_{n} \\
&\text { such that } \left.h_{n} \rightarrow h \text { in } L^{2}\left(\Omega \times[0,+\infty), P \times d[M]_{S}\right)\right\} .
\end{aligned}
$$

We can then define for $h \in \Lambda$, that is,

$$
I(h)=\lim _{n \rightarrow+\infty} I\left(h_{n}\right), I_{t}(h)=I\left(h \cdot 1_{[0, t]}\right) .
$$

We denote by $\mathbf{D}$ the space of adapted processes with càdlàg paths with the Skorohod topology. It can be observed that the process $I(h)$ for $h \in \mathbf{S}$ takes values in $\mathbf{D}$.
It is known (cf. [47]) that $\Lambda$ contains all predictable processes $h$ such that $E\left[\int_{0}^{\infty} h^{2}(s) d[M]_{s}\right]<+\infty$. Hence, for $h \in \Lambda$, the previous properties (1-3) for $I(h)$ hold true.
2. More precisely, we first extend $I(\cdot): \mathbf{S} \rightarrow \mathbf{D}$ to $I(\cdot): \mathbf{L} \rightarrow \mathbf{D}$, where $\mathbf{L}$ denotes the space of adapted processes with càglàd paths (left continuous paths with right limits) endowed with the topology given by the uniform convergence in probability on compact sets (ucp-topology, for short). Here, we say a sequence $\left(h_{n}\right)$ converges to $h$ in the ucp-topology if for each $t>0$,

$$
\sup _{0 \leq s \leq t}\left|h_{n}(s)-h(s)\right| \rightarrow 0
$$

in probability.
For the proof of this extension, we use the fact that the elements in $\mathbf{S}$ are dense in $\mathbf{L}$ in the ucp-topology, that bounded elements in $\mathbf{L}$ are dense in $\mathbf{L}$, and that the bounded elements in $\mathbf{L}$ can be approximated by the bounded elements in $\mathbf{S}$ in the ucp-topology ([192] Theorems II.10, II.11.).
We then extend $I():. \mathbf{L} \rightarrow \mathbf{D}$ to $I():. \Lambda \rightarrow \mathbf{D}$. The map $I$ is well-defined for each $h \in \Lambda$.
3. In case $M_{t}=W(t)$ or $M_{t}=\tilde{N}_{t}$, we extend $I($.$) thus obtained to I():. L^{2}(\Omega \times$ $\left.[0,+\infty), P \times d[M]_{s}\right) \rightarrow \mathbf{D}$ by using the $L^{2}$-isometry (3) above. Here, we use the fact that $\Lambda$ is dense in $L^{2}\left(\Omega \times[0,+\infty), P \times d[M]_{s}\right)$ and the bounded convergence theorem.
To prove this statement, we first approximate an element in $L^{2}(\Omega \times[0,+\infty), P \times$ $d[M]_{S}$ ) by a sequence of bounded adapted processes in the $L^{2}$-norm, and then we approximate the bounded adapted process by a sequence of elementary processes in the $L^{2}$ norm. For the precise argument, see [190] Proposition 2.5.3. Indeed, integrals of predictable and adapted versions coincide with each other. The extension $I(h)$ does not depend on the choice of the sequences. To prove this, we need the completeness of space of the square integrable martingales.

The extension $I: L^{2}\left(\Omega \times[0,+\infty), P \times d[M]_{S}\right) \rightarrow \mathbf{D}$ thus obtained is called the stochastic integral.

## Quadratic variation process

We introduce the quadratic variation process that was previously mentioned. The following result is due to P.-A. Meyer:

Theorem 1.1 ([192] Theorem III.11).

1. Let $X$ be a càdlàg supermartingale with $X_{0}=0$ such that the class of random variables $\left\{X_{\tau} ; \tau \in \mathcal{T}\right\}$ is uniformly integrable. Then, there exists a unique, increasing, predictable process $A$ with $A_{0}=0$ and a uniformly integrable martingale $M_{t}$ such that $X_{t}=M_{t}-A_{t}$.
2. Let $X$ be a càdlàg submartingale with $X_{0}=0$ such that the class of random variables $\left\{X_{\tau} ; \tau \in \mathcal{T}\right\}$ is uniformly integrable. Then, there exists a unique, increasing, predictable process $A$ with $A_{0}=0$ and a uniformly integrable martingale $M_{t}$ such that $X_{t}=M_{t}+A_{t}$.

Remark 1.1. We have a similar decomposition

$$
X_{t}=M_{t}-A_{t} \quad\left(\text { resp. } \quad X_{t}=M_{t}+A_{t}\right)
$$

without the above mentioned uniform integrability condition, but with replacing $M_{t}$ to be a local martingale ([192] Theorem III.16).

Let $M_{t}$ be a square integrable martingale, null at 0 and bounded in $L^{2}$. Then, by Doob's inequality,

$$
E\left[\sup _{t} M_{t}^{2}\right] \leq 4 E\left[M_{\infty}^{2}\right]<+\infty .
$$

Hence, $M_{t}^{2}$ is a submartingale which satisfies the above property. By Theorem 1.1, there exists a unique, increasing, predictable process $A$ with $A_{0}=0$ such that

$$
X_{t}=M_{t}+A_{t} .
$$

Proposition 1.4 (cf. [194] Theorem IV.26). Let $M$ be a square integrable martingale such that $M_{0}=0$. Then, there exists a unique increasing process $[M],[M]_{0}=0$, such that

1. $M^{2}-[M]$ is a uniformly integrable martingale,
2. $\Delta[M]_{t}=\left(\Delta M_{t}\right)^{2}$ for any $t$.

The process $[M]$ is called the quadratic variation process of $M$. An intuitive meaning of $[M]$ is given by

$$
[M]_{t}=\lim _{n \rightarrow+\infty} \sum_{i}\left\{M_{t_{i}^{n}}-M_{t_{i-1}^{n}}\right\}^{2}
$$

where $t_{i}^{n}=t \wedge \frac{i}{2^{n}}$.
By the two decompositions above, we see that $A_{t}$ in Theorem 1.1(2) coincides with the compensator of $[M]_{t}$. Namely, the compensator is a predictable $F V$ process, null at 0 , such that $[M]_{t}-A_{t}$ is a local martingale. We write it by $\langle M\rangle_{t}$, and call it the conditional quadratic variation, or simply angle bracket of $M_{t}$.

The processes $[M]_{t}$ and $\langle M\rangle_{t}$ coincide if $t \mapsto M_{t}$ is continuous a.s.
We can decompose

$$
M=M^{c}+M^{d},
$$

where $M^{c}$ is the continuous part and $M^{d}$ is the purely discontinuous part. The quadratic variation process $[M]_{t}$ can be decomposed into continuous and discontinuous parts by

$$
[M]_{t}=\left[M^{c}\right]_{t}+\sum_{0 \leq s \leq t}\left(\Delta M_{s}\right)^{2} .
$$

Hence, we can decompose

$$
[M]=[M]^{c}+[M]^{d}
$$

Here, $[M]^{c}=\left[M^{c}\right]$ and $[M]^{d}=\left[M^{d}\right]$, where $\left[M^{d}\right]=\sum_{0 \leq s \leq t}\left(\Delta M_{s}\right)^{2}$.
The property (2) of $I(h)$ above implies that $\left[I^{2}(h)\right]_{t}=\int_{0}^{t} h^{2}(t) d[M]_{t}$.
For square integrable martingales $M, N$ such that $M_{0}=0$ and $N_{0}=0$, the quadratic covariance process $[M, N]$ is given by

$$
\begin{equation*}
[M, N]=\frac{1}{4}([M+N]-[M-N]) . \tag{2.3}
\end{equation*}
$$

Using this notation, we have

$$
[M, N]=[M, N]^{c}+[M, N]^{d} .
$$

For a continuous semimartingale $X=X_{0}+M+A$, we have $[X]=[M]$ since $[A]=0$. For a general case we put

$$
[X]_{t}=\left[X^{c}\right]_{t}+\sum_{0 \leq s \leq t}\left(\Delta X_{s}\right)^{2}
$$

For two semimartingales $X, Y$, we put

$$
[X, Y]=\frac{1}{4}([X+Y]-[X-Y])
$$

as above. An important property for $[X, Y]$ is $d[X, Y]=0$ if $X$ is a continuous semimartingale and $Y$ is a continuous process of finite variation ([194] p.62).

Let ${ }^{p}\langle M\rangle_{t}$ be a predictable (previsible) process

$$
{ }^{p}\langle M\rangle_{t}=E\left[[M] . \mid \mathcal{F}_{t-}\right] .
$$

It is called previsible projection of $[M]$. The dual previsible projection $\langle M\rangle_{t}$ of $[M]$ is similarly defined. See [194] Section VI.21. $\langle M\rangle_{t}$ is simply called the angle barcket process of $M$. If $M$ is continuous then $[M]$ and $\langle M\rangle$ coincide with each other.

By the above definition (2.3) and since $I(h)^{2}(t)-\int_{0}^{t} h^{2}(s) d[M]_{s}, I(g)^{2}(t)-$ $\int_{0}^{t} g^{2}(s) d[M]_{s}$ are uniformly integrable martingales, we have

$$
[I(h), I(g)]_{t}=\int_{0}^{t} h(s) g(s) d[M]_{s}
$$

(cf. [47] Chapter 3).

In summary, we have the following properties of the stochastic integral $I(h), h \in$ $L^{2}\left(\Omega \times[0,+\infty), P \times d[M]_{S}\right)$.

Properties of the stochastic integral $I(h)$ :

1. For constants $\alpha, \beta$ and $h, g \in L^{2}\left(\Omega \times[0,+\infty), P \times d[M]_{s}\right)$,

$$
I(\alpha h+\beta g)=\alpha I(h)+\beta I(g), \text { а.e. }
$$

2. For $0 \leq t_{1} \leq t_{2} \leq t_{3}$

$$
\int_{t_{1}}^{t_{3}} h(t) d M_{t}=\int_{t_{1}}^{t_{2}} h(t) d M_{t}+\int_{t_{2}}^{t_{3}} h(t) d M_{t}
$$

3. $t \mapsto I(h)(t)$ is an adapted process.
4. $I(h)(0)=0$ a.s.
5. If $M_{t}=W(t)$ or $M_{t}=\tilde{N}_{t}$, then $t \mapsto I(h)$ is a martingale, and hence

$$
E[I(h)(t)]=0, \quad t>0 .
$$

6. 

$$
[I(h)]_{t}=\int_{0}^{t}|h(s)|^{2} d[M]_{s}, \quad[I(h), I(g)]_{t}=\int_{0}^{t} h(s) g(s) d[M]_{s} .
$$

Below, up to the end of this subsection, $\left(\mathcal{F}_{t}\right)$ denotes the filtration generated by the Lévy process $z(t)$ satisfying the usual conditions.

We can introduce the integral with respect to $\tilde{N}$ in terms of the $z$ variable (Poisson random measure) by introducing that by elementary Poisson measures. See [127] Section 2.1. Then, for

$$
I(\varphi)=\int \varphi(z) \tilde{N}((s, t] \times d z), \quad I(\psi)=\int \psi(z) \tilde{N}((s, t] \times d z)
$$

we have

$$
\langle I(\varphi), I(\psi)\rangle_{t}=(t-s) \int \varphi(z) \psi(z) \mu(d z) .
$$

Here, $\varphi$ and $\psi$ are measurable functions such that

$$
\int\left(|\varphi(z)|^{2}+|\psi(z)|^{2}\right) \mu(d z)<+\infty
$$

We can define an integral

$$
\iint_{0}^{t} h(s, z) \tilde{N}(d s d z)
$$

by starting from simple predictable processes

$$
h(t, z)=\sum_{i} \psi_{i}(z) 1_{\left(t_{i}, t_{i+1}\right]}(t),
$$

and then approximating a measurable $h(t, z)$ such that

$$
\begin{equation*}
E\left[\int_{0}^{t} \int|h(s, z)|^{2} d s \mu(d z)\right]<+\infty \tag{2.4}
\end{equation*}
$$

Indeed, first we remark

$$
\begin{align*}
E\left[\left(\int_{s}^{t} \int \psi(z) \tilde{N}(d r d z)\right)^{2} \mid \mathcal{F}_{s}\right] & =\int_{s}^{t} \int \psi^{2}(z) \hat{N}(d r d z) \\
& =(t-s) \int \psi^{2}(z) \mu(d z) \tag{2.5}
\end{align*}
$$

if $\psi(z)$ is $\mathcal{F}_{s}$-measurable.
For $h(t, z)=\sum_{i} \psi_{i}(z) 1_{\left(t_{i}, t_{i+1}\right]}(t)$, where $\psi_{i}$ are $\mathcal{F}_{t_{i}}$-measurable, we write

$$
\begin{equation*}
\int_{0}^{t} \int^{t} h(s, z) \tilde{N}(d s d z)=\sum_{i} \psi_{i}(z)\left(\tilde{N}\left(\left(0, t_{i+1} \wedge t\right] \times d z\right)-\tilde{N}\left(\left(0, t_{i} \wedge t\right] \times d z\right)\right) \tag{2.6}
\end{equation*}
$$

Then, by (2.5),

$$
E\left[\left[\int_{0}^{1} \int h(s, z) \tilde{N}(d s d z)\right]_{t}\right]=E\left[\int_{0}^{t} \int h^{2}(s, z) \hat{N}(d s d z)\right]
$$

This implies the $L^{2}$-isometry

$$
E\left[\left|\int_{0}^{t} \int h(s, z) \tilde{N}(d s d z)\right|^{2}\right]=E\left[\int_{0}^{t} \int h^{2}(s, z) \hat{N}(d s d z)\right]
$$

We denote by $L^{2}(\hat{N})$ the set of all predictable functionals $h(s, z)$ satisfying the condition (2.4). The next assertion follows by the standard argument.

Proposition 1.5. Simple predictable processes $h$ with the property (2.4) are dense in $L^{2}(\hat{N})$.

By this proposition, any element $h$ in $L^{2}(\hat{N})$ can be approximated by the stochastic integral of the form (2.6) in $L^{2}(\hat{N})$.

We have the following martingale representation theorem due to Kunita-Watanabe. This result can be compared in the world of $L^{2}$-martingales with the Lévy-Itô decomposition theorem (Proposition 1.1) in the world of Lévy processes.

We assume $m=1$ for simplicity.

Theorem 1.2 (Kunita-Watanabe representation theorem, cf. [121, 192] Theorem IV.43). Let $M_{t}$ be a locally square integrable martingale defined on $(\Omega, \mathcal{F}, P)$. Then, there exist predictable, square integrable processes $\phi(t), \psi(t, z)$ such that

$$
M_{t}=M_{0}+\int_{0}^{t} \phi(s) d W(s)+\int_{0}^{t} \int \psi(t, z) d \tilde{N}(d s d z)
$$

In the above assertion, we take $\mathcal{F}=\left(\mathcal{F}_{t}\right)_{t \in \mathbf{T}}$, where $\mathcal{F}_{t}$ is the minimal sub $\sigma$-field on which $W(s)$ and $\tilde{N}((0, s] \times E), s \leq t$ are measurable for each $E \subset \mathbf{R}^{m} \backslash\{0\}$.

Itô's formula for the Lévy process (Proposition 1.3) can be extended to the following form.

Theorem 1.3 (Itô's formula (II), [192] Theorems II.32, II.33).

1. Let $X(t)$ be a real-valued semimartingale and let $f$ be a $C^{2}$ function on $\mathbf{R}$. Then, $f(X(t))$ is a semimartingale, and it holds that

$$
\begin{aligned}
f(X(t))= & f(X(0))+\int_{0}^{t} f^{\prime}(X(s-)) d X(s)+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}(X(s-)) d[X, X]_{s}^{c} \\
& +\sum_{0<s \leq t}\left[f(X(s))-f(X(s-))-f^{\prime}(X(s)) \Delta X(s)\right]
\end{aligned}
$$

2. Let $X(t)=\left(X^{1}(t), \ldots, X^{d}(t)\right)$ be a d-dimensional semimartingale, and let $f: \mathbf{R}^{d} \rightarrow \mathbf{R}$ be a function in $C^{2}\left(\mathbf{R}^{d}\right)$. Then,

$$
Y(t)=f(X(t))
$$

is a semimartingale, and the following formula holds:

$$
\begin{aligned}
Y(t)-Y(0)= & \sum_{i=1}^{d} \int_{0}^{t} \frac{\partial f}{\partial x_{i}}(X(s-)) d X^{i}(s) \\
& +\frac{1}{2} \sum_{i, j=1}^{d} \int_{0}^{t} \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}(X(s-)) d\left[X^{i}, X^{j}\right]_{s}^{c} \\
& +\sum_{0<s \leq t}\left[f(X(s))-f(X(s-))-\sum_{i=1}^{d} \frac{\partial f}{\partial x_{i}}(X(s-)) \Delta X^{i}(s)\right] .
\end{aligned}
$$

It gives theoretically a good perspective if we rewrite the formula in the following form, in view of $[X, X]=[X, X]^{c}+[X, X]^{d}$. We give it in one dimensional case (1):

$$
\begin{aligned}
f(X(t))= & f(X(0))+\int_{0}^{t} f^{\prime}(X(s-)) d X(s)+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}(X(s-)) d[X, X]_{s} \\
& +\sum_{0<s \leq t}\left[f(X(s))-f(X(s-))-f^{\prime}(X(s)) \Delta X(s)-\frac{1}{2} f^{\prime \prime}(X(s-))(\Delta X(s))^{2}\right] .
\end{aligned}
$$

### 1.2.3 Doléans' exponential and Girsanov transformation

The above formula can be regarded as an equation with respect to the process $X(t)$. Such an equation is called a stochastic differential equation (SDE).

A typical example is Doléans-Dade (local martingale) exponential to the Doléans’ equation

$$
X_{t}=1+\int_{0}^{t} X_{s-} d M_{s},
$$

where $M$ is a local martingale, $M_{0}=0$. The solution is

$$
\mathcal{E}(M)_{t}=\exp \left\{M_{t}-\frac{1}{2}\left[M^{c}, M^{c}\right]_{t}\right\} \Pi_{s \leq t}\left(1+\Delta M_{s}\right) \exp \left(-\Delta M_{s}\right) .
$$

If $M$ is a locally square integrable martingale such that $\Delta M_{t}>-1$ and if it holds that

$$
\begin{equation*}
E\left\{\exp \left(\frac{1}{2}\left\langle M^{c}\right\rangle_{T}+\left[\overline{\sum_{t \leq T} f\left(\Delta M_{t}\right)}\right]\right)\right\}<+\infty \tag{2.7}
\end{equation*}
$$

then $\mathcal{E}(M)_{t}$ is a martingale for $t \in \mathbf{T}$. Here, $f(x)=(1+x) \log (1+x)-x$ and $\tilde{\varphi}$ denotes the compensator of $\varphi$. This result is due to Lépingle and Mémin [151] Theorem III.1. In $\left.\operatorname{case}\left(\sum_{t \leq T} \widetilde{f\left(\Delta M_{t}\right.}\right)\right)=0$, this condition is called the Novikov condition. We remark the use of the conditional quadratic variation in the condition.

In particular, if $M_{t}=\lambda W(t), \lambda \in \mathbf{R}$, then

$$
\mathcal{E}(\lambda W)_{t}=\exp \left(\lambda W(t)-\frac{\lambda^{2}}{2} t\right)
$$

Then, $t \mapsto \mathcal{E}(\lambda W)_{t}$ is again a local martingale.

## Girsanov transformation of measures, martingale exponential (Change of variables)

 The following Girsanov transformation of the underlying probability measures plays an essential role in the perturbation of trajectories in Section 2.1.1. We assume the processes are real-valued (cf. [151], see also [173] Theorem 12.21, [66] p. 149).
## Theorem 1.4.

1. Let $\theta(t, z), t \in \mathbf{T}, z \in \mathbf{R} \backslash\{0\}$ be a predictable process such that $\theta(t, z)<1$, and

$$
\int_{\mathbf{T}} \int\left\{|\log (1-\theta(t, z))|^{2}+\theta(t, z)^{2}\right\} d t \mu(d z)<+\infty
$$

and let $u(t), t \in \mathbf{T}$ be a predictable process such that $\int_{\mathbf{T}} u(t)^{2} d t<+\infty$.

We put

$$
\begin{aligned}
& Z_{t}=\exp \left\{\int_{0}^{t} u(s) d W(s)-\frac{1}{2} \int_{0}^{t} u^{2}(s) d s\right. \\
&+\int_{0}^{t} \int \log (1-\theta(s, z)) \tilde{N}(d s d z) \\
&\left.+\int_{0}^{t} \int\{(\log (1-\theta(s, z))+\theta(s, z))\} d s \mu(d z)\right\}
\end{aligned}
$$

We further assume that it holds the Lépingle-Mémin condition:

$$
\begin{align*}
E[\exp ( & \frac{1}{2} \int_{\mathbf{T}} u^{2}(t) d t \\
& \left.\left.+\int_{\mathbf{T}} \int\{(1-\theta(t, z)) \log (1-\theta(t, z))+\theta(t, z)\} d t \mu(d z)\right)\right]<+\infty \tag{2.8}
\end{align*}
$$

Then, $t \mapsto Z_{t}$ is a martingale, and

$$
E\left[Z_{T}\right]=1
$$

Hence $Q(A)=E\left[1_{A} \cdot Z_{T}\right]$ defines a probability measure on $(\Omega, \mathcal{F})$ such that $Q(A)=$ $E\left[1_{A} . Z_{t}\right]$ for $A \in \mathcal{F}_{t}$. That is,

$$
\left.\frac{d Q}{d P}\right|_{\mathcal{F}_{t}}=Z_{t}, \quad t>0
$$

2. Let

$$
\tilde{N}_{1}(d t d z)=\theta(t, z) d t \mu(d z)+\tilde{N}(d t d z)
$$

and

$$
d W_{1}(t)=-u(t) d t+d W(t) .
$$

Then, $\tilde{N}_{1}$ is a martingale counting measure with respect to $Q$, and $W_{1}$ is a continuous martingale with respect to $Q$.

## Remark 1.2.

1. To see $Z_{t}$ is a martingale, we use the Lépingle-Mémin result above. The condition (2.7) is implied by our assumption (2.8). We put

$$
U(t)=\int_{0}^{t} u(s) d W(s)-\int_{0}^{t} \int \theta(s, z) \tilde{N}(d s d z)
$$

Then, $\Delta U(t)=-\theta(t, z)>-1$. We can show by Itô's formula with $f(x)=e^{x}$ that

$$
d Z_{t}=Z_{t-} d U(t)
$$

with $Z_{0}=1$. Hence,

$$
Z_{t}=\mathcal{E}(U)_{t}
$$

by the uniqueness of the Doléans' exponential. If we assume a uniformity condition in $t$, that is,

$$
|u(t)| \leq C \quad \text { and } \quad|\theta(t, z)| \leq C|z|, z \in \operatorname{supp} \mu
$$

for some $C>0$, then $Z_{t}$ is a positive martingale.
2. In Section 2.1.1 below, we introduce a perturbation method using the Girsanov transform of measures. Bismut [30] used the expression for $Z_{t}$ in terms of SDE above, whereas Bass et al. [15] used the expression $\mathcal{E}(M)_{t}$.
3. Under the assumption that $\left(\mathcal{F}_{t}\right)$ satisfies the usual conditions, $\tilde{N}_{1}=\left.\tilde{N}_{t}\right|_{t=1}$ is not necessarily a compensated Poisson random measure with respect to $Q$, and $W_{1}$ is not necessarily a Brownian motion with respect to $Q$ (cf. [26] Warning 3.9.20).

Let $z(t)$ be a one-dimensional Lévy process with the Lévy measure $\mu(d z): z(t)=$ $\int_{0}^{t} \int z \tilde{N}(d s d z)$ being a martingale. Here, we assume that supp $\mu$ is compact. We put $\theta(t, z)=1-e^{\alpha(t) \cdot z}$ where $\alpha(t)$ is fixed below. Then,

$$
\begin{aligned}
\log (1-\theta(t, z))+\theta(t, z) & =\alpha(t) \cdot z+1-e^{\alpha(t) \cdot z} \\
& =-\left(e^{\alpha(t) \cdot z}-1-\alpha(t) \cdot z\right) .
\end{aligned}
$$

Furthermore, we choose $u(t) \equiv 0$. Then,

$$
Z_{t}=\exp \left\{\int_{0}^{t} \int \alpha(s) \cdot z \tilde{N}(d s d z)-\int_{0}^{t} \int\left(e^{\alpha(s) \cdot z}-1-\alpha(s) \cdot z\right) d s \mu(d z)\right\}
$$

on $\mathcal{F}_{t}$. We see $u(t)$ and $\theta(t, z)$ satisfy the above mentioned condition for the uniformity for a bounded $\alpha(t)$. Hence, putting a new measure $d Q$ by $d Q=Z_{t} d P$ on $\mathcal{F}_{t}$, the process $z_{1}(t)=\int_{0}^{t} \int z \tilde{N}_{1}(d s d z)$ is a Lévy process which is a martingale under $Q$.

Here, we can choose $\alpha(t)$ to be some deterministic function. In particular,

$$
\alpha(t)=\frac{d \mathbf{L}}{d q}(\dot{h}(t)),
$$

where $\mathbf{L}(q)$ denotes the Legendre transform of the Hamiltonian associated with the process $z(t)$ :

$$
H(p)=\log E\left[e^{p \cdot z(1)}\right],
$$

and $h(t)$ is an element in the Sobolev space $W^{1, p}(\mathbf{T}), p>2$. This setting is used in the Bismut perturbation in Section 2.1.1.

From now until Section 2.5, we are mainly interested in the processes which are obtained as a solution to the SDE driven by pure jump Lévy processes, and we may not consider those driven by Lévy processes having the diffusion part.

### 1.3 Itô processes with jumps

In this section, we introduce an Itô SDE driven by a Lévy process, and processes defined by it. A solution to an Itô SDE is called an Itô process.

Let $z(t)$ be a Lévy process, $\mathbf{R}^{m}$-valued, with Lévy measure $\mu(d z)$ such that the characteristic function $\psi_{t}$ is given by

$$
\psi_{t}(\xi)=E\left[e^{i(\xi, z(t))}\right]=\exp t\left(-\frac{1}{2}\left(\xi, \sigma \sigma^{T} \xi\right)+\int\left(e^{i(\xi, z)}-1-i(\xi, z) 1_{\{|z| \leq 1\}}\right) \mu(d z)\right)
$$

We may write

$$
z(t)=\left(z_{1}(t), \ldots, z_{m}(t)\right)=\sigma W(t)+\int_{0}^{t} \int_{\mathbf{R}^{m} \backslash\{0\}} z\left(N(d s d z)-1_{\{|z| \leq 1\}} \cdot \mu(d z) d s\right),
$$

where $N(d s d z)$ is a Poisson random measure on $\mathbf{T} \times \mathbf{R}^{m} \backslash\{0\}$ with mean $d s \times \mu(d z)$. We denote the index of the Lévy measure $\mu$ by $\beta$, that is,

$$
\beta=\inf \left\{\alpha>0 ; \int_{|z| \leq 1}|z|^{\alpha} \mu(d z)<+\infty\right\}
$$

We assume

$$
\begin{equation*}
\int_{\mathbf{R}^{m} \backslash\{0\}}|z|^{2} \mu(d z)<+\infty \tag{3.1}
\end{equation*}
$$

temporarily for simplicity.
We can write the SDE in a general formulation on $\Omega$. That is, consider an SDE

$$
\begin{equation*}
X_{t}=x+\int_{0}^{t} b\left(X_{s_{-}}\right) d s+\int_{0}^{t} f\left(X_{s_{-}}\right) d W(s)+\int_{0}^{t} \int_{\mathbf{R}^{m} \backslash\{0\}} g\left(X_{s_{-}}, z\right) \tilde{N}(d s d z) \tag{*}
\end{equation*}
$$

Here, we assume

$$
|b(x)| \leq K(1+|x|), \quad|f(x)| \leq K(1+|x|), \quad|g(x, z)| \leq K(z)(1+|x|),
$$

and

$$
\begin{aligned}
|b(x)-b(y)| & \leq L|x-y|, \\
|f(x)-f(y)| & \leq L|x-y|, \\
|g(x, z)-g(y, z)| & \leq L(z)|x-y| .
\end{aligned}
$$

Here, $K, L$ are positive constants, and $K(z), L(z)$ are positive functions, satisfying

$$
\int_{\mathbf{R}^{m} \backslash\{0\}}\left\{K^{p}(z)+L^{p}(z)\right\} \mu(d z)<+\infty,
$$

where $p \geq 2$. In Section 4.1, we will use the SDE of this form as a financial model.

Theorem 1.5. Assume $x$ is $p$-th integrable. Under the assumptions on $b(x), f(x), g(x, z)$ above, the SDE has a unique solution in $L^{p}$. The solution is a semimartingale.

The proof depends on making a successive approximation $\left(X_{t}^{n}\right)$ of the solution, and on estimating

$$
E\left[\sup _{t \in \mathbf{T}}\left|X_{t}^{n+1}-X_{t}^{n}\right|^{p}\right]
$$

We omit the detail ([127] Section 3 and [192] Theorem V.6).
To state the notion of the weak solution of $(*)$, we prepare for the enlargement $\left(\mathcal{F}_{t}^{\prime}\right)$ of $\left(\mathcal{F}_{t}\right)$, where $\left(\mathcal{F}_{t}\right)$ denotes the original filtration generated by $z(t)$. Here, $\left(\mathcal{F}_{t}^{\prime}\right)$ satisfies the following properties:

1. $\mathcal{F}_{t} \subset \mathcal{F}_{t}^{\prime}$ for each $t$
2. $\left(\mathcal{F}_{t}^{\prime}\right)$ satisfies the usual conditions
3. $W(t)$ is a Brownian motion with respect to $\mathcal{F}_{t}^{\prime}$
4. $\quad N(d t d z)$ is a Poisson random measure with respect to $\mathcal{F}_{t}^{\prime}$
5. $x$ is $\mathcal{F}_{0}^{\prime}$-measurable.

If we can find a process $\tilde{X}_{t}$ which is $\mathcal{F}_{t}^{\prime}$-measurable for some $\left(\mathcal{F}_{t}^{\prime}\right)$ as above, such that $\tilde{X}_{0}$ and $x$ have the same distribution, and that $\tilde{X}_{t}$ satisfies (*) for some Lévy process $\tilde{z}(t)$, then it is called a weak solution. A solution $X_{t}$ to $(*)$ is called a strong solution if it is an adapted process (to $\left(\mathcal{F}_{t}\right)$ ) and if it is represented as a functional of the integrator $z(t)$ and $x: X .=F(x, z()$.$) .$

A strong solution is a weak solution. Few results are known for the existence of strong solutions in case that $z(t)$ is a general semimartingale. For the uniqueness of the solution (in the strong and weak senses), see [192] Theorems V.6, V.7.

Definition 1.2. We say the pathwise uniqueness of the solution to (*) holds if for any two solutions $X^{1}, X^{2}$ to ( $*$ ) defined on the same probability space and driven by (the same Brownian motion and) the same Poisson random measure $N(d t d z)$, it holds that

$$
P\left(\sup _{t \in \mathbf{T}}\left|X_{t}^{1}-X_{t}^{2}\right|=0\right)=1
$$

There are several conditions known so as that the pathwise uniqueness holds for the solution to the $\operatorname{SDE}(*)$. See [13, 80]. See also [210].

Proposition 1.6 (Yamada-Watanabe type theorem).

1. If the equation (*) has a weak solution and the pathwise uniqueness holds, then it has a strong solution.
2. If the equation (*) has two solutions $X^{1}, X^{2}$ on two distinct probability spaces $\left(\Omega^{i}, \mathcal{F}^{i}, P^{i}\right), i=1,2$, then there exist a probability space $(\Omega, \mathcal{F}, P)$ and two adapted processes $\tilde{X}_{t}^{1}, \tilde{X}_{t}^{2}$ defined on $(\Omega, \mathcal{F}, P)$ such that the law of $\tilde{X}^{i}$ coincides with that of $X^{i}, i=1,2$ and $\tilde{X}^{i}, i=1,2$ satisfy (*) on ( $\Omega, \mathcal{F}, P$ ).

For the proof of this result, see [202] Theorem 137. The proof in [202] is rather complex. In case that the SDE is driven only by the Wiener process, the result is called "Barlow's theorem". See [192] Exercise IV. 40 (p. 246 in Second edition).

In what follows, we consider, in particular, the following SDE on the Poisson space with values in $\mathbf{R}^{d}$ of Itô type

$$
\begin{equation*}
x_{t}(x)=x+\int_{0}^{t} b\left(x_{S}(x)\right) d s+\sum_{s \leq t}^{c} \gamma\left(x_{S-}(x), \Delta z(s)\right), \quad x_{0}(x)=x . \tag{3.2}
\end{equation*}
$$

Here, $\Sigma^{c}$ denotes the compensated sum, that is,

$$
\sum_{s \leq t}^{c} \gamma(x, \Delta z(s))=\lim _{\epsilon \rightarrow 0}\left\{\sum_{s \leq t,|\Delta z(s)| \geq \epsilon} \gamma(x, \Delta z(s))-\int_{0}^{t} d s \int_{|z| \geq \epsilon} \gamma(x, z) \mu(d z)\right\}
$$

(cf. [106] Chapter II). Functions $\gamma(x, z): \mathbf{R}^{d} \times \mathbf{R}^{m} \rightarrow \mathbf{R}^{d}$ and $b(x): \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}$ are $C^{\infty}$-functions whose derivatives of all orders are bounded, satisfying $\gamma(x, 0)=0$.

Equivalently, we may write $x_{t}(x)$ as

$$
\begin{align*}
x_{t}(x)= & x+\int_{0}^{t} b^{\prime}\left(x_{s}(x)\right) d s+\int_{0}^{t} \int_{|z| \leq 1} \gamma\left(x_{s-}(x), z\right) \tilde{N}(d s d z) \\
& +\int_{0}^{t} \int_{|z|>1} \gamma\left(x_{s-}(x), z\right) N(d s d z) \tag{3.3}
\end{align*}
$$

where $\tilde{N}$ denotes the compensated Poisson random measure: $\tilde{N}(d s d z)=N(d s d z)-$ $d s \mu(d z), b^{\prime}(x)=b(x)-\int_{|z| \geq 1} \gamma(x, z) \mu(d z)$, where the integrability of $\gamma(x, z)$ with respect to $1_{\{|z| \geq 1\}} d \mu(z)$ is assumed. We abandon the restriction (3.1) hereafter, and resume condition (1.2).

We assume that the function $\gamma$ is the following form:

$$
\begin{equation*}
\gamma(x, z)=\frac{\partial \gamma}{\partial z}(x, 0) z+\tilde{\gamma}(x, z) \tag{3.4}
\end{equation*}
$$

for some $\tilde{\gamma}(x, z)=o(|z|)$ as $z \rightarrow 0$. We assume further
(A.O) that there exists some $0<\beta<2$ and positive $C_{1}, C_{2}$ such that as $\rho \rightarrow 0$,

$$
C_{1} \rho^{2-\beta} I \leq \int_{|z| \leq \rho} z z^{T} \mu(d z) \leq C_{2} \rho^{2-\beta} I .
$$

(A.1)
(a) For any $p \geq 2$ and any $k \in \mathbf{N}^{d} \backslash\{0\}$,

$$
\int|\gamma(x, z)|^{p} \mu(d z) \leq C(1+|x|)^{p}, \quad \sup _{x} \int\left|\frac{\partial^{k} \gamma}{\partial x^{k}}(x, z)\right|^{p} \mu(d z)<+\infty .
$$

(b) There exists $\delta>0$ such that

$$
\inf \left\{z^{T}\left(\frac{\partial \gamma}{\partial z}(x, 0)\right)\left(\frac{\partial \gamma}{\partial z}(x, 0)\right)^{T} z ; x \in \mathbf{R}^{d}\right\} \geq \delta|z|^{2}
$$

on $\mathbf{R}^{m}$.
(A.2) We assume, for some $C>0$,

$$
\inf _{x \in \mathbf{R}^{d}, z \in \operatorname{supp} \mu}\left|\operatorname{det}\left(I+\frac{\partial \gamma}{\partial x}(x, z)\right)\right|>C .
$$

Due to the previous result (Theorem 1.5), the SDE (3.3) has a unique solution $x_{t}(x)$. Furthermore, the condition (A.2) guarantees the existence of the flow $\phi_{s t}(x)(\omega): \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}$, $x_{s}(x) \mapsto x_{t}(x)$ of diffeomorphisms for all $0<s \leq t$.

Here, we say $\phi_{s t}(x)(\omega): \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}, x_{s}(x) \mapsto x_{t}(x)$ is a flow of diffeomorphisms if it is a bijection a.s. for which $\phi_{s t}(x)$ and its inverse are smooth diffeomorphisms a.s. for each $s<t$. We write $\varphi_{t}(x)$ of $x_{t}(x)$ if $s=0$.

We remark that at the jump time $t=\tau$ of $x_{t}(x)$,

$$
x_{\tau}(x)=x_{\tau-}(x)+\Delta x_{\tau}(x)=x_{\tau-}(x)+\gamma\left(x_{\tau-}(x), \Delta z(\tau)\right)
$$

Hence,

$$
\frac{\partial}{\partial x} \varphi_{\tau}(x)=\left(I+\frac{\partial}{\partial x} \gamma\left(x_{\tau-}(x), \Delta z(\tau)\right)\right)\left(\frac{\partial}{\partial x} \varphi_{\tau-}(x)\right)
$$

and this implies

$$
\left(\frac{\partial}{\partial x} \varphi_{\tau}(x)\right)^{-1}=\left(\frac{\partial}{\partial x} \varphi_{\tau-}(x)\right)^{-1}\left(I+\frac{\partial}{\partial x} \gamma\left(x_{\tau-}(x), \Delta z(\tau)\right)\right)^{-1}
$$

This describes the movements of the coordinate system induced by $x \mapsto x_{\tau}(x)$. We observe that in order for the map $x \mapsto \varphi_{t}(x)$ to be a diffeomorphism a.s., it is necessary that $x \mapsto x+\gamma(x, z)$ is a diffeomorphism for each $z \in \operatorname{supp} \mu$. Otherwise, we can not adequately connect the tangent space at $x_{\tau-}(x)$ to that at $x_{\tau}(x)=x_{\tau}(x)+\gamma\left(x_{\tau-}(x), \Delta z(\tau)\right)$. To this end, we assume (A.2).

## $L^{p}$-estimates

The $L^{p}$-estimate for the solution of (3.2) is not easy in general. Here, we provide a simple one. Suppose $x_{t}(x)$ is given by

$$
x_{t}(x)=x+b t+\int_{0}^{t} \int \gamma(z) \tilde{N}(d r d z)
$$

Under the integrability of $\gamma(z)$ with respect to $1_{\{|z| \geq 1\}} \cdot d \mu(z)$, we have the following $L^{p}$ estimate for $x_{t}(x)$.

Proposition 1.7 (cf. [127] Corollary 2.12). For $p \geq 2$, we have

$$
\begin{aligned}
& E\left[\sup _{0 \leq s \leq t}\left|x_{S}(x)\right|^{p}\right] \leq C_{p}\left\{|x|^{p}+|b|^{p} t\right. \\
&\left.+t\left(\int|\gamma(z)|^{2} \mu(d z)\right)^{p / 2}+t \int|\gamma(z)|^{p} \mu(d z)\right\},
\end{aligned}
$$

for some $C_{p}>0$.

## Jacobian

In order to inquire the flow property of $x_{t}(x)$, we need the derivative $\nabla x_{t}(x)=\frac{\partial x_{t}}{\partial x}(x)$ of $x_{t}(x)$. It is known that under the conditions (A.O-A.2), the derivative satisfies the following linear equation:

Proposition 1.8. Under the assumptions (A.O-A.2), the derivative $\nabla x_{t}(x)$ satisfies the following SDE:

$$
\begin{align*}
\nabla x_{t}(x)= & I+\int_{0}^{t} \nabla b^{\prime}\left(x_{s-}(x)\right) d s \nabla x_{s-}(x) \\
& +\int_{0}^{t} \int_{|z| \leq 1} \nabla \gamma\left(x_{s-}(x), z\right) \tilde{N}(d s d z) \nabla x_{s-}(x) \\
& +\int_{0}^{t} \int_{|z|>1} \nabla \gamma\left(x_{s-}(x), z\right) N(d s d z) \nabla x_{s-}(x) . \tag{3.5}
\end{align*}
$$

Proof. We skip the proof for the differentiability since it is considerably long ([127] Theorem 3.3). The SDE for which $\nabla x_{t}(x)$ should satisfy is given as below.

Let $e$ be a unit vector in $\mathbf{R}^{d}$, and let

$$
X^{\prime}(t)=\frac{1}{\lambda}\left(x_{t}(x+\lambda e)-x_{t}(x)\right), \quad 0<|\lambda|<1 .
$$

Then, $X^{\prime}(t)$ satisfies the following SDE

$$
X^{\prime}(t)=e+\int_{0}^{t} b_{\lambda}^{\prime}(s) d s+\int_{0}^{t} \int_{|z| \leq 1} \gamma_{\lambda}^{\prime}(s, z) \tilde{N}(d s d z)+\int_{0}^{t} \int_{|z|>1} \gamma_{\lambda}^{\prime}(s, z) N(d s d z)
$$

where

$$
\begin{aligned}
b_{\lambda}^{\prime}(s) & =\frac{1}{\lambda}\left(b^{\prime}\left(x_{s-}(x+\lambda e)\right)-b^{\prime}\left(x_{s-}(x)\right)\right), \\
\gamma_{\lambda}^{\prime}(s, z) & =\frac{1}{\lambda}\left(\gamma\left(x_{s-}(x+\lambda e), z\right)-\gamma\left(x_{s-}(x), z\right)\right) .
\end{aligned}
$$

We let $\lambda \rightarrow 0$. Then, by the chain rule,

$$
\lim _{\lambda \rightarrow 0} b_{\lambda}^{\prime}(s)=\nabla b^{\prime}\left(x_{s-}(x)\right) \cdot \nabla x_{s-}(x) \text { a.s. },
$$

and

$$
\lim _{\lambda \rightarrow 0} \gamma_{\lambda}^{\prime}(s, z)=\nabla \gamma\left(x_{s-}(x), z\right) \cdot \nabla x_{s-}(x) \text { a.s. }
$$

for each $s$. Hence, we have

$$
\begin{aligned}
\nabla x_{t}(x)= & I+\int_{0}^{t} \nabla b^{\prime}\left(x_{s-}(x)\right) d s \nabla x_{s-}(x) \\
& +\int_{0}^{t} \int_{|z| \leq 1} \nabla \gamma\left(x_{s-}(x), z\right) \tilde{N}(d s d z) \nabla x_{s-}(x) \\
& +\int_{0}^{t} \int_{|z|>1} \nabla \gamma\left(x_{s-}(x), z\right) N(d s d z) \nabla x_{s-}(x) .
\end{aligned}
$$

The equation (3.5) is fundamental in considering the stochastic quadratic form (an analogue of Malliavin matrix for the jump process). See Chapter 2.

The derivative $\nabla x_{t}(x)$ depends on the choice of $e \in \mathbf{R}^{d}$, and is indeed a directional derivative. We denote the Jacobian matrix by the same symbol, namely, $\nabla x_{t}(x)=$ $\nabla_{x} x_{t}(x)$.

Let $m=d$. Here is an expression of $\operatorname{det} \nabla x_{t}(x)$ which will be useful in the analytic (volume) estimates.

Let

$$
\begin{aligned}
A_{t}= & \int_{0}^{t} \sum_{i=1}^{d} \frac{\partial}{\partial x_{i}} b^{\prime i}\left(x_{S}(x)\right) d s \\
& +\int_{0}^{t} \int_{|z| \leq 1}\left[\operatorname{det}\left(I+\nabla \gamma\left(x_{s-}(x), z\right)\right)-1-\sum_{i=1}^{d} \frac{\partial}{\partial x_{i}} \gamma^{i}\left(x_{s-}(x), z\right)\right] d s \mu(d z) \\
& +\int_{0}^{t} \int_{|z|>1}\left[\operatorname{det}\left(I+\nabla \gamma\left(x_{S-}(x), z\right)\right)-1\right] N(d s, d z) \\
M_{t}= & \int_{0}^{t} \int_{|z| \leq 1}\left[\operatorname{det}\left(I+\nabla \gamma\left(x_{s-}(x), z\right)\right)-1\right] \tilde{N}(d s d z)
\end{aligned}
$$

We then have

## Lemma 1.1.

$$
\begin{equation*}
\operatorname{det}\left(\nabla x_{t}(x)\right)=\exp A_{t} \cdot \mathcal{E}(M)_{t} \tag{3.6}
\end{equation*}
$$

Proof. By Itô's formula applied to det ${ }^{\circ} \nabla x_{t}(x)$,

$$
\begin{aligned}
\operatorname{det}\left(\nabla x_{t}(x)\right)= & 1+\int_{0}^{t} \sum_{i=1}^{d} \frac{\partial}{\partial x_{i}} b^{\prime i}\left(x_{s}(x)\right) \operatorname{det}\left(\nabla x_{S}(x)\right) d s \\
& +\int_{0}^{t} \int_{|z| \leq 1}\left[\operatorname{det}\left(\left(I+\nabla \gamma\left(x_{s-}(x), z\right)\right) \nabla x_{s-}(x)\right)\right. \\
& +\int_{0}^{t} \int_{|z|>1}\left[\operatorname{det}\left(\nabla x_{s-}(x)\right)\right] \tilde{N}(d s d z) \\
& +\int_{0}^{t} \int_{|z| \leq 1}\left[\left(I+\nabla \gamma\left(x_{s-}(x), z\right)\right) \nabla x_{s-}(x)\right) \\
& -\sum_{i=1}^{d} \frac{\partial}{\partial x_{i}} \gamma^{i}\left(x_{s-}(x), z\right) \operatorname{det}\left(\left(\nabla x_{s-}(x)\right)\right] N\left(\nabla x^{\prime}(d s d z)\right. \\
= & \left.\left.\left.\left.\left.1+\int_{0}^{t} \operatorname{det}\left(\nabla x_{s-}(x)\right)\right] d s \mu(d z), z\right)\right) \nabla x_{s-}(x)\right)\right) d\left(A_{s}+M_{s}\right)
\end{aligned}
$$

Here we used the formula

$$
\left.\frac{d}{d t} \operatorname{det}(A+t B A)\right|_{t=0}=\operatorname{tr} B \operatorname{det} A
$$

in the right-hand side. Hence, we apply the Doléans' exponential formula and Girsanov's theorem (Theorem 1.4) from Section 1.2.3. In view of $[A, M]=0,[A+M]=[M]$, we have the assertion.

Using (3.6), it is possible to show the boundedness of $E\left[\sup _{t \in \mathbf{T}} \operatorname{det}\left(\nabla x_{t}(x)\right)^{-p}\right]$ by a constant which depends on $p>1$ and the coefficients of the SDE (3.2). (cf. [224] Lemmas 3.1, 3.2.)

## Inverse flow

Using the Jacobian $\nabla x_{t}(x)$, we can show the existence of the inverse flow $x_{t}^{-1}(x)$ as a representation of the flow property. By the inverse mapping theorem, this is due to the (local) invertibility of the Jacobian $\nabla x_{t}(x)$.

Associated to the above mentioned process $\nabla x_{t}(x)=U(t)$ :

$$
\begin{aligned}
U(t)= & \int_{0}^{t} \nabla b^{\prime}\left(x_{s-}(x)\right) U(s) d s+\int_{0}^{t} \int_{|z| \leq 1} \nabla \gamma\left(x_{s-}(x), z\right) U(s) \tilde{N}(d s d z) \\
& +\int_{0}^{t} \int_{|z|>1} \nabla \gamma\left(x_{s-}(x), z\right) U(s) N(d s d z),
\end{aligned}
$$

we introduce

$$
V(t)=-U(t)+[U, U]_{t}^{c}+\sum_{0<s \leq t}(I+\Delta U(s))^{-1}(\Delta U(s))^{2} .
$$

Then, $\Psi_{t}=\left(\nabla x_{t}(x)\right)^{-1}$ follows the SDE, satisfying

$$
\Psi_{t}=I+\int_{0}^{t} \Psi_{s-} d V(s)
$$

([192] Theorem V. 63).
More precisely, this reads for $x_{t}(x)$, solving (3.3) as

$$
\begin{aligned}
\left(\nabla x_{t}(x)\right)^{-1}= & I-\int_{0}^{t}\left(\nabla x_{s}(x)\right)^{-1} \nabla b^{\prime}\left(x_{s}(s)\right) d s \\
& +\int_{0}^{t} \int_{|z| \leq 1}\left(\nabla x_{S}(x)\right)^{-1}\left\{\nabla \phi_{z}\left(x_{s}(x)\right)^{-1}-I+\nabla \gamma\left(x_{s}(x), z\right)\right\} d s \mu(d z) \\
& +\int_{0}^{t} \int_{|z| \leq 1}\left(\nabla x_{s-}(x)\right)^{-1}\left\{\nabla \phi_{z}\left(x_{s-}(x)\right)^{-1}-I\right\} \tilde{N}(d s d z) \\
& +\int_{0}^{t} \int_{|z|>1}\left(\nabla x_{s-}(x)\right)^{-1}\left\{\nabla \phi_{z}\left(x_{s-}(x)\right)^{-1}-I\right\} N(d s d z)
\end{aligned}
$$

Here, $\phi_{z}(x)=x+\gamma(x, z)$.

## 2 Perturbations and properties of the probability law

Let me have men about me that are fat; Sleek-headed men and such as sleep o' nights: Yond Cassius has a lean and hungry look; He thinks too much: such men are dangerous.

W. Shakespeare, Julius Caesar, Act 1, Scene 2

In this chapter, we briefly sketch the perturbation methods in the Poisson space and their applications. Namely, we relate Lévy processes (and SDEs) to perturbations for functionals on the Poisson space. The perturbation induces the integration-by-parts formula which is an essential tool leading to the existence of the smooth density of the probability law.

In Section 2.1, we reflect several types of perturbations on the Poisson space. In Sections 2.2, 2.3, granting the existence of the density, we present the short time asymptotics from both above and below the density function $p_{t}(x, y)$ obtained as a result of the integration-by-parts calculation, which uses a perturbation method given in Section 2.1. We can observe distinct differences in the short time bounds of densities from those obtained for diffusion processes with analytic methods.

The existence of the smooth density is closely related to the behaviour of the Fourier transform $\hat{p}(v)$ as $|v| \rightarrow \infty$ of the density function $y \mapsto p_{t}(x, y)$. We will inquire into the existence and behaviour of $p_{t}(x, y)$ more precisely in Sections 3.3, 3.6, relating to the SDE with jumps.

In Section 2.4, we give a summary on the short time asymptotics of the density functions of various types. Section 2.5 will be devoted to the auxiliary topics concerning the absolute continuity of the infinitely divisible laws and the characterisation of the "support" of the probability laws in the path space.

### 2.1 Integration-by-parts on Poisson space

We are going to inquire into the details on the absolute continuity and on the smoothness of the transition density for the functionals given as solutions to the SDE of jumpdiffusion type, by using Malliavin calculus for processes with jumps. In Malliavin calculus, we make perturbations of the trajectories of processes with respect to the jump times or to the jump size and directions.

Our general aim is to show the integration-by-parts formula for a certain $d$ dimensional Poisson functional $F$. The formula is described as follows. For any smooth random variable $G$, there exists a certain $L^{p}$-random variable determined from $F$ and $G$, denoted by $\mathcal{H}(F, G)$, such that the equality

$$
\begin{equation*}
E[\partial \phi(F) G]=E[\phi(F) \mathcal{H}(F, G)] \tag{1.1}
\end{equation*}
$$

holds for any smooth function $\phi$. Formula (1.1) is called an integration-by-parts formula. We will show in this section that the formula holds for "non-degenerate" Poisson functionals in various cases.

The formula can be applied to proving the existence of the smooth density of the law of $F$. Indeed, let $p_{F}(d x)$ denote the law of $F$. Its Fourier transform $\hat{p}_{F}(v)$ is written by $E\left[\phi_{v}(F)\right]$, where $\phi_{v}(x)=\exp (-i(x, v))$. We apply the formula above $k$ times by setting $\phi=\phi_{v}$ and $G=1$, and thus

$$
\begin{aligned}
E\left[\partial^{k} \phi_{V}(F)\right] & =E\left[\partial^{k-1} \phi_{V}(F) \mathcal{H}(F, 1)\right] \\
& =\ldots=E\left[\phi_{V}(F) \mathcal{H}(F, \mathcal{H}(F, \cdots, \mathcal{H}(F, 1)))\right] .
\end{aligned}
$$

Since $\left|\phi_{v}(F)\right| \leq 1$ holds for all $v \in \mathbf{R}^{d}$, the above formula implies that there exists a positive constant $C_{k}$ such that

$$
\begin{equation*}
\left|E\left[\partial^{k} \phi_{v}(F)\right]\right| \leq C_{k}, \forall v \tag{1.2}
\end{equation*}
$$

for each multi-index $k$.
Since $\partial^{k} \phi_{v}=(-i)^{|k|} v^{k} \phi_{v}$, we have

$$
\left|v^{k}\right|\left|\hat{p}_{F}(v)\right| \leq C_{k}, \forall v
$$

for each $k$, where $\hat{p}_{F}(v)=E\left[\phi_{v}(F)\right]$. Hence,

$$
\left(\frac{1}{2 \pi}\right)^{d} \int e^{i(x, v) i^{l \mid l} v^{l} \hat{p}_{F}(v) d v}
$$

is well-defined for $l$ such that $|l|<|k|-d$ ([194] Lemma (38.52)).
Then, the theory of the Fourier transform tells us that $p_{F}(d x)$ has a density $p_{F}(x)$ and the above integral is equal to $\partial_{x}^{l} p_{F}(x)$. This result is closely related to analysis and the classical potential theory.

The original Malliavin calculus for diffusion processes by Malliavin ([160]) began with this observation, and the aim was to derive the integration-by-parts formula on a probability space. The aim of early works by $\operatorname{Bismut}([29,30])$ for jump processes was also the same. In this perspective, one of the most important subjects was to decide which kind of perturbation on the trajectories should be chosen in order to derive the integration-by-parts formula.

Malliavin's approach uses the Malliavin operator $L$ and makes a formalism for the integration-by-parts. It has succeeded in the analysis on the Wiener space, and signified the importance of the integration-by-parts formula. Bismut's approach, on the other hand, uses the perturbation of trajectories by making use of the derivative operator $D$, and then makes use of the Girsanov transform of the underlying probability measures to show the integration-by-parts formula. We adopt Bismut's approach in this section.

Bismut's approach was originally developed on the Poisson space under the condition that the Lévy measure $\mu$ of the base Poisson random measure has a smooth
density function. Accordingly, along the idea of the Bismut's approach, the condition has been relaxed by Picard to accept singular Lévy measures where we use the difference operator. See Section 3.3 for Picard's approach.

Malliavin's approach can adopt general functionals on the Wiener (and on the Poisson) space. On the other hand, Bismut's approach, in the formulation treated in this book, can only adopt those Poisson functionals which appear as solutions to SDEs with jumps. For an interpretation of the use of Malliavin's approach to the solutions of SDEs with jumps on the Poisson space, see [25] Section 10.

Remark 2.1. Bismut also considered the approach regarding the Poisson process as a boundary process of a diffusion process in a higher dimensional space, that is, the method of subordination ([32] and [144]). The calculation is a bit messy. We will not adopt this approach.

### 2.1.1 Bismut's method

In this subsection, we assume the Lévy measure $\mu$ has a density with respect to the Lebesgue measure. The Bismut method is the way to make a variation of the intensity, i.e. the density of the Lévy measure. We can use the Girsanov transform of the underlying probability measures of the driving Lévy processes to make perturbations on the jump size and the direction, leading to the integration by parts formula. This method has been initiated by Bismut [30], and has been developed by Bichteler et al. [25, 27] and Bass [15]. Although the idea is simple, the calculation using this method is a bit complicated.

We denote by $\Omega_{1}$ the set of continuous functions from $\mathbf{T}$ to $\mathbf{R}^{m}$, by $\mathcal{F}_{1}$ the smallest $\sigma$-field associated to $W$ 's in $\Omega_{1}$, and by $P_{1}$ the probability of $W$ for which $W(0)=0$ and $W(t):=\omega(t)$ behaves as a standard Wiener process (Brownian motion). The triplet $\left(\Omega_{1}, \mathcal{F}_{1}, P_{1}\right)$ is called a Wiener space.

Let $\Omega_{2}$ be the set of all nonnegative integer-valued measures on $U=\mathbf{T} \times\left(\mathbf{R}^{m} \backslash\{0\}\right)$ such that $\omega(\mathbf{T} \times\{0\})=0, \omega(\{u\}) \leq 1$ for all $u$, and that $\omega(A)<+\infty$ if $\hat{N}(A)<+\infty$, $A \in \mathcal{U}$. Here, $u=(t, z)$ denotes a generic element of $U, \mathcal{U}$ denotes the Borel $\sigma$-field on $U$, and $\hat{N}(d t d z)=d t \mu(d z)$, where $\mu$ is a Lévy measure. Let $\mathcal{F}_{2}$ be the smallest $\sigma$-field of $\Omega_{2}$ with respect to which $\omega(A) \in \mathcal{F}_{2}, A \in \mathcal{U}$. Let $P_{2}$ be a probability measure on $\left(\Omega_{2}, \mathcal{F}_{2}\right)$ such that $N(d t d z):=\omega(d t d z)$ is a Poisson random measure with intensity measure $\hat{N}(d t d z)$. The space $\left(\Omega_{2}, \mathcal{F}_{2}, P_{2}\right)$ is called the Poisson space.

Given $\alpha \in(0,2)$, let $z_{j}(t)$ be the independent, symmetric jump processes on $\mathbf{R}$ such that $z_{j}(0) \equiv 0, j=1, \ldots, m$. We assume they have the same law, and that they have the infinitesimal generator

$$
L \varphi(x)=\int_{\mathbf{R} \backslash\{0\}}[\varphi(x+z)-\varphi(x)]|z|^{-1-\alpha} d z, x \in \mathbf{R}, \varphi \in C_{0}^{\infty}(\mathbf{R}) .
$$

We put $g(z) d z \equiv|z|^{-1-\alpha} d z$, that is, $\mu(d z)=g(z) d z$ is the Lévy measure of $z_{j}(t)$ having the law of a symmetric $\alpha$-stable process.

The assumption for the Lévy measure $\mu$ to be the $\alpha$-stable type plays an essential role in this method. See the proof of Lemma 2.2 below.

## [A] Integration by parts of order 1

## (Step 1)

The symmetric Lévy process $z_{j}(s)$ has a Poisson random measure representation

$$
z_{j}(s)=\int_{0}^{s} \int z \tilde{N}_{j}(d s d z)
$$

where $\tilde{N}_{j}(d s d z)$ is the compensated Poisson random measure on $\mathbf{R}$ associated to $z_{j}(s)$, with the mean measure

$$
\begin{equation*}
d s \times g(z) d z \tag{1.3}
\end{equation*}
$$

Here,

$$
g(z) d z=|z|^{-1-\alpha} d z, \quad \alpha \in(0,2) .
$$

We denote by $P$ the law of $z_{j}(s), j=1, \cdots, m$.
Let the process $x_{S}(x)$ be given by the following linear SDE, that is,

$$
\begin{cases}d x_{s}(x) & =\sum_{j=1}^{m} X_{j}\left(x_{s-}(x)\right) d z_{j}(s)+X_{0}\left(x_{s}(x)\right) d s \\ x_{0}(x) & \equiv x\end{cases}
$$

Here, the $X_{j}(x)$ s denote $d$-dimensional smooth vector fields on $\mathbf{R}^{d}$ whose derivatives of all orders are bounded, $j=0,1, \ldots, m$, satisfying

$$
\operatorname{Span}\left(X_{1}, \ldots, X_{m}\right)=T_{x}\left(\mathbf{R}^{d}\right)
$$

at each point $x \in \mathbf{R}^{d}$.
We assume assumptions (A.O) to (A.2) in Section 1.3 for $x_{t}(x)$, with $b(x)=X_{0}(x)$ and $\gamma(x, z)=\sum_{j=1}^{m} X_{j}(x) z_{j}$. In particular, (A.2) takes the following form: for some $C>0$,

$$
\inf _{x \in \mathbf{R}^{d}, z \in \operatorname{supp} \mu}\left|\operatorname{det}\left(I+\frac{\partial X_{j}(x)}{\partial x} z_{j}\right)\right|>C, \quad j=1, \ldots, m .
$$

We denote by $\varphi_{s}$ the mapping $x \mapsto x_{S}(x)$.
We use the Girsanov transform of measures, see Section 1.2.3 above (cf. [25] Section 6). Let $v=\left(v_{1}, \cdots, v_{m}\right)$ be a bounded predictable process on $[0,+\infty)$ to $\mathbf{R}^{m}$. We consider the perturbation

$$
\theta_{j}^{\lambda}: z_{j} \mapsto z_{j}+\lambda v\left(z_{j}\right) v_{j}, \quad \lambda \in \mathbf{R}, j=1, \ldots, m
$$

Here, $v($.$) is a C^{2}$-function such that

$$
v\left(z_{j}\right) \sim z_{j}^{2}
$$

for $z_{j}$ small, $j=1, \ldots, m$. We consider the above transformation for $|\lambda|$ as sufficiently small.

Let $N_{j}^{\lambda}(d s d z)$ be the Poisson random measure defined by

$$
\begin{equation*}
\int_{0}^{t} \int \phi(z) N_{j}^{\lambda}(d s d z)=\int_{0}^{t} \int \phi\left(\theta_{j}^{\lambda}(z)\right) N_{j}(d s d z), \quad \phi \in C_{0}^{\infty}(\mathbf{R}), \lambda \in \mathbf{R} \tag{1.4}
\end{equation*}
$$

It is a Poisson random measure with respect to $P$.
We set $\Lambda_{j}^{\lambda}(z)=\left\{1+\lambda v^{\prime}(z) v_{j}\right\} \frac{g\left(\theta_{j}^{\lambda}(z)\right)}{g(z)}$, and

$$
\begin{equation*}
Z_{t}^{\lambda}=\exp \left[\sum_{j=1}^{m}\left\{\int_{0}^{t} \int \log \Lambda_{j}^{\lambda}\left(z_{j}\right) N_{j}\left(d s d z_{j}\right)-\int_{0}^{t} d s \int\left(\Lambda_{j}^{\lambda}\left(z_{j}\right)-1\right) g\left(z_{j}\right) d z_{j}\right\}\right] \tag{1.5}
\end{equation*}
$$

We will apply $m$-dimensional version of Theorem 1.4 in Section 1.2. It implies that $Z_{t}^{\lambda}$ is a martingale with mean 1 . We define a probability measure $P^{\lambda}$ by $P^{\lambda}(A)=E\left[Z_{t}^{\lambda} 1_{A}\right]$, $A \in \mathcal{F}_{t}$. Then, due to (1.5), the compensator of $N_{j}\left(d s d z_{j}\right)$ with respect to $P^{\lambda}$ is $d s \Lambda_{j}^{\lambda}\left(z_{j}\right) g\left(z_{j}\right) d z_{j}$.

Furthermore, we can compute the compensator of $N_{j}^{\lambda}\left(d s d z_{j}\right)$ with respect to $P^{\lambda}$ as follows. We have

$$
\begin{align*}
E^{P^{\lambda}}\left[\int_{0}^{t} \int \phi\left(z_{j}\right) N_{j}^{\lambda}\left(d s d z_{j}\right)\right] & =E^{P^{\lambda}}\left[\int_{0}^{t} \int \phi\left(\theta_{j}\left(z_{j}\right)\right) N_{j}\left(d s d z_{j}\right)\right] \\
& =t \int \phi\left(\theta_{j}\left(z_{j}\right)\right) \Lambda_{j}^{\lambda}\left(z_{j}\right) g\left(z_{j}\right) d z_{j} \tag{1.6}
\end{align*}
$$

Setting $y_{j}=\theta_{j}^{\lambda}\left(z_{j}\right)$, we find by the definition that the above integral is equal to $t \int \phi\left(y_{j}\right) g\left(y_{j}\right) d y_{j}$. Consequently, the compensator of $N_{j}^{\lambda}\left(d s d z_{j}\right)$ with respect to $P^{\lambda}$ is equal to $d s g\left(z_{j}\right) d z_{j}$. Hence, as Poisson random measures, the law of $N_{j}^{\lambda}\left(d s d z_{j}\right)$ with respect to $P^{\lambda}$ coincides with that of $N_{j}\left(d s d z_{j}\right)$ with respect to $P$. Consider the perturbed process $x_{s}^{\lambda}(x)$ of $x_{s}(x)$ defined by

$$
\begin{cases}d x_{s}^{\lambda}(x) & =\sum_{j=1}^{m} X_{j}\left(x_{s-}^{\lambda}(x)\right) d z_{j}^{\lambda}(s)+X_{0}\left(x_{s}^{\lambda}(x)\right) d s  \tag{1.7}\\ x_{0}^{\lambda}(x) & \equiv x .\end{cases}
$$

Here, $z_{j}^{\lambda}(t)=\int_{0}^{t} \int z N_{j}^{\lambda}(d s d z)$. Then, $E^{P}\left[f\left(x_{t}(x)\right)\right]=E^{P^{\lambda}}\left[f\left(x_{t}^{\lambda}(x)\right)\right]=E^{P}\left[f\left(x_{t}^{\lambda}(x)\right) Z_{t}^{\lambda}\right]$, and we have $0=\frac{\partial}{\partial \lambda} E^{P}\left[f\left(x_{t}^{\lambda}(x)\right) Z_{t}^{\lambda}\right], f \in C_{0}^{\infty}\left(\mathbf{R}^{d}\right)$. A result of the differentiability of ODE can be applied jump by jump to show that for $|\lambda|$ small, we have

$$
\frac{\partial}{\partial \lambda}\left(f \circ x_{t}^{\lambda}(x)\right)=D_{x} f\left(x_{t}^{\lambda}(x)\right) \cdot \frac{\partial x_{t}^{\lambda}(x)}{\partial \lambda}, \quad f \in C_{0}^{\infty}\left(\mathbf{R}^{d}\right)
$$

We would like to differentiate $E\left[f \circ \chi_{t}^{\lambda}(x)\right]$ at $\lambda=0$. To this end, we introduce the following notion.

Definition 2.1. A family $\left(G^{\lambda}\right)_{\lambda \in \Lambda}$ of processes is called F -differentiable at 0 with derivative $\partial G$ if

1. $\sup _{t \in \mathbf{T}}\left|G^{\lambda}\right| \in \cap_{p<\infty} L^{p}$ for all $\lambda \in \Lambda$ and
2. $\left\|\sup _{t \in \mathbf{T}}\left|G^{\lambda}-G^{0}-\partial G \cdot \lambda\right|\right\|_{L^{p}}=o(|\lambda|)$ as $\lambda \rightarrow 0$ for all $p \geq 1$.

## Lemma 2.1.

1. The family $\left(x_{t}^{\lambda}(x)\right)$ is F-differentiable at $\lambda=0$.
2. The family $\left(Z_{t}^{\lambda}\right)$ is $F$-differentiable at $\lambda=0$.

Proof. (i) By the assumption that $X_{0}(x), X_{j}(x), j=1, \ldots, m$ are smooth vector-valued functions whose derivatives of all orders are bounded, the assumption ( $\mathrm{A}^{\prime}-2$ ) in [25] Section 6-a is met with $b(x)=X_{0}(x), c(x, z)=X_{j}(x) z_{j}, j=1, \ldots, m$. We use the differentiability result ([25] Theorem 6-24) to assert that $x_{t}^{\lambda}(x)$ is F-differentiable at 0 .
(ii) As noted in Section 1.2, $Z_{t}^{\lambda}$ is the solution of the SDE

$$
d Z_{t}^{\lambda}=\sum_{j=1}^{m} \int Z_{t-}^{\lambda}\left(1-\Lambda_{j}^{\lambda}\right)(z) \tilde{N}_{j}(d t d z)
$$

The jump coefficient $\gamma(x, z)=x\left(1-\Lambda_{j}^{\lambda}\right)(z)$ and the Lévy measure $\mu(d z)=g(z) d z$ satisfy the conditions (A.O-A.2) in Section 1.3. Hence, we have the $L^{p}$-estimate (Proposition 1.7) for $Z_{t}^{\lambda}$ for $\lambda \in(-1,1)$. By applying [25] Theorem 6-24 again, we see that $\left(Z_{t}^{\lambda}\right)$ is F-differentiable at $\lambda=0$.

As $G^{\lambda}=x_{t}^{\lambda}(x)$ is F-differentiable, we have by (ii) for $\partial G$

$$
\left\|\sup _{t \in \mathbf{T}}\left|\frac{G^{\lambda}-G^{0}}{\lambda}-\partial G\right|\right\|_{L^{p}}=o(1) \quad \text { as } \lambda \rightarrow 0 .
$$

The first term on the left-hand side should be finite for all $\lambda \in \Lambda$ by (i), and $\partial G$ is uniformly integrable with respect to $\lambda$ in a neighbourhood of $\lambda=0$. We write

$$
H_{t}^{\lambda}=\frac{\partial x_{t}^{\lambda}(x)}{\partial \lambda}, \quad \lambda \in \Lambda,
$$

and put $H_{t}=\left.H_{t}^{\lambda}\right|_{\lambda=0}$ hereafter. We give an explicit form of $H_{t}$ later.
(Step 2)
We can take differentiation $\frac{\partial}{\partial \lambda}$ under the expectation on both sides of the equation

$$
E^{P}\left[f\left(x_{t}(x)\right)\right]=E^{P^{\lambda}}\left[f\left(x_{t}^{\lambda}(x)\right)\right]=E^{P}\left[f\left(x_{t}^{\lambda}(x)\right) Z_{t}^{\lambda}\right]
$$

to have

$$
\begin{equation*}
E^{P}\left[D_{x} f\left(x_{t}(x)\right) \cdot H_{t}\right]=-E^{P}\left[\left.f\left(x_{t}(x)\right) \frac{\partial}{\partial \lambda} Z_{t}^{\lambda} \right\rvert\, \lambda=0\right] \tag{1.8}
\end{equation*}
$$

Here, on the right-hand side of (1.8), from (1.5), we obtain

$$
\begin{equation*}
\left.\frac{\partial}{\partial \lambda} Z_{t}^{\lambda}\right|_{\lambda=0}=\sum_{j=1}^{m} \int_{0}^{t} \int \frac{\operatorname{div}\left[g(\cdot) v_{j} v(\cdot)\right]\left(z_{j}\right)}{g\left(z_{j}\right)}\left[N_{j}\left(d s d z_{j}\right)-d s g\left(z_{j}\right) d z_{j}\right] . \tag{1.9}
\end{equation*}
$$

Here,

$$
\begin{aligned}
\int_{0}^{t} \int \frac{\operatorname{div}\left[g(\cdot) v_{j} v(\cdot)\right]\left(z_{j}\right)}{g\left(z_{j}\right)}\left[N_{j}\left(d s d z_{j}\right)-\right. & \left.d s g\left(z_{j}\right) d z_{j}\right] \\
& =\sum_{s \leq t}^{c}\left[v_{j} \cdot v^{\prime}\left(\Delta z_{j}(s)\right)+v_{j} \cdot v\left(\Delta z_{j}(s)\right) \frac{g^{\prime}\left(\Delta z_{j}(s)\right)}{g\left(\Delta z_{j}(s)\right)}\right] .
\end{aligned}
$$

We write $\left.R_{t} \equiv \frac{\partial}{\partial \lambda} Z_{t}^{\lambda}\right|_{\lambda=0}$ below.
Here, we have
Lemma 2.2. With a suitable choice of $v_{j}$ fixed later,

$$
\begin{equation*}
\left|H_{t}^{-1}\right| \in L^{p}, \quad p \geq 1, t>0 . \tag{1.10}
\end{equation*}
$$

This lemma is proved at the end of this subsection.
With the choice of $v_{j}$ below (given in the proof of Lemma 2.2 below), we can regard $H_{t}$ as a linear mapping from $\mathbf{R}^{d}$ to $\mathbf{R}^{d}$ which is non-degenerate a.s. See (1.24) below. By the inverse mapping theorem, we can guarantee the existence and the differentiability of the inverse of $H_{t}^{\lambda}$ for $|\lambda|$ as small, which we denote by $H_{t}^{\lambda,-1}$ : $H_{t}^{\lambda,-1}=\left[H_{t}^{\lambda}\right]^{-1}$.
(Step 3)
We carry out the integration-by-parts procedure for $F_{t}^{\lambda}(x)=f\left(x_{t}^{\lambda}(x)\right) H_{t}^{\lambda,-1}$ as follows. Recall that we have $E\left[F_{t}^{0}(x)\right]=E\left[F_{t}^{\lambda}(x) \cdot Z_{t}^{\lambda}\right]$. Taking the F-derivation $\left.\frac{\partial}{\partial \lambda}\right|_{\lambda=0}$ for both sides yields

$$
\begin{align*}
0= & E\left[D_{x} f\left(x_{t}(x)\right) H_{t}^{-1} H_{t}\right]+E\left[\left.f\left(x_{t}(x)\right) \frac{\partial}{\partial \lambda} H_{t}^{\lambda,-1}\right|_{\lambda=0}\right] \\
& +E\left[f\left(x_{t}(x)\right) H_{t}^{-1} \cdot R_{t}\right] . \tag{1.11}
\end{align*}
$$

Here, $\frac{\partial}{\partial \lambda} H_{t}^{\lambda,-1}$ is defined by $\left\langle\frac{\partial}{\partial \lambda} H_{t}^{\lambda,-1}, e\right\rangle=\operatorname{trace}\left[e^{\prime} \mapsto\left\langle-H_{t}^{\lambda,-1}\left(\frac{\partial}{\partial \lambda} H_{t}^{\lambda} \cdot e^{\prime}\right) H_{t}^{\lambda,-1}, e\right\rangle\right]$, $e \in \mathbf{R}^{d}$, where $\frac{\partial}{\partial \lambda} H_{t}^{\lambda}$ is the second F-derivative of $x_{t}^{\lambda}(x)$ defined as in [25] Theorem 644. As $H^{\lambda}$ is F-differentiable at $\lambda=0$, we put $D H_{t}=\left.\frac{\partial}{\partial \lambda} H_{t}^{\lambda}\right|_{\lambda=0}$. Then $\left.\frac{\partial}{\partial \lambda} H_{t}^{\lambda,-1}\right|_{\lambda=0}=$ $-H_{t}^{-1} D H_{t} H_{t}^{-1}$.

This yields the integration-by-parts formula

$$
\begin{equation*}
E\left[D_{x} f\left(x_{t}(x)\right)\right]=E\left[f\left(x_{t}(x)\right) \mathcal{H}_{t}^{(1)}\right] \tag{1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{H}_{t}^{(1)}=H_{t}^{-1} D H_{t} H_{t}^{-1}-H_{t}^{-1} R_{t} . \tag{1.13}
\end{equation*}
$$

Lastly, we compute $H_{t}^{-1} D H_{t} H_{t}^{-1}$. By the argument similar to that in [29] p. 477, we have

$$
\begin{align*}
D H_{t} & =\sum_{j=1}^{m} \varphi_{t}^{*}\left\{\sum_{s \leq t}\left(\varphi_{s}^{*-1} X_{j}\right)(x) v^{\prime}\left(\Delta z_{j}(u)\right) v_{j}(s) v\left(\Delta z_{j}(u)\right) v_{j}(s)\right\} \\
& =\sum_{j=1}^{m} \varphi_{t}^{*}\left\{\sum_{s \leq t} M_{j}^{(1)}(t, s) v\left(\Delta z_{j}(s)\right)\right\} \quad \text { (say). } \tag{1.14}
\end{align*}
$$

Here,

$$
\begin{equation*}
\left\|\sum_{s \leq t} v\left(\Delta z_{j}(s)\right) M_{j}^{(1)}(t, s)\right\| \in L^{p}, \quad p \geq 1 \tag{1.15}
\end{equation*}
$$

$j=1, \cdots, m$.
Combining (1.10), (1.15) $(t=1)$

$$
\begin{equation*}
E\left[D_{\chi} f\left(x_{1}(x)\right)\right]=E\left[f\left(x_{1}(x)\right) \mathcal{H}_{1}^{(1)}\right] . \tag{1.16}
\end{equation*}
$$

This leads our assertion of order 1.

## [B] Higher order formulae and smoothness of the density

We can repeat the above argument to obtain the integration-by-parts formulae for higher orders by a direct application of the above method. Instead of describing the detail, we will repeat the argument in [A] in a general setting, and paraphrase the argument mentioned in the introduction to Section 2.1.

Let $g\left(\omega_{2}\right)$ be a functional on $\left(\Omega_{2}, \mathcal{F}_{2}, P_{2}\right)$, and put

$$
\begin{equation*}
G^{0}=g(N(d u d z)), G^{\lambda}=g\left(N^{\lambda}(d u d z)\right) \text { for } \lambda \neq 0 . \tag{1.17}
\end{equation*}
$$

Theorem 2.1. Suppose that the family $\left(G^{\lambda}\right)_{\lambda \in(-1,1)}$ is F-differentiable at $\lambda=0$. Then, we have an integration-by-parts formula

$$
\begin{equation*}
E\left[D_{x} f(F) G^{0}\right]=E\left[f(F) \mathcal{H}\left(F, G^{0}\right)\right] \tag{1.18}
\end{equation*}
$$

for any smooth function $f$. Here,

$$
\begin{equation*}
\mathcal{H}\left(F, G^{0}\right)=\left(H_{t}^{-1} D H_{t} H_{t}^{-1}-H_{t}^{-1} R_{t}\right) G^{0}-H_{t}^{-1} \partial G \tag{1.19}
\end{equation*}
$$

where $\partial G=\left.\frac{\partial G^{\lambda}}{\partial \lambda}\right|_{\lambda=0}$.
Proof. We put $\Phi^{\lambda}=f\left(F^{\lambda}\right) \cdot H_{t}^{\lambda,-1}$ with $F^{\lambda}=x_{t}^{\lambda}(x)$. Using Girsanov's theorem (Theorem 1.4), we have

$$
\begin{equation*}
E\left[\Phi^{0} G^{0}\right]=E\left[\Phi^{\lambda} Z_{t} G^{\lambda}\right] \tag{1.20}
\end{equation*}
$$

where $Z_{t}^{\lambda}$ is given by (1.5).

We take $\lambda=0$ after derivating the two sides, and obtain

$$
\begin{aligned}
0= & E\left[D_{\chi} f(F) H_{t}^{-1} H_{t} G^{0}\right]+E\left[\left.f(F) \frac{\partial}{\partial \lambda} H_{t}^{\lambda,-1}\right|_{\lambda=0} G^{0}\right] \\
& +E\left[f(F) H_{t}^{-1} R_{t} G^{0}\right]+E\left[\left.f(F) H_{t}^{-1} \frac{\partial}{\partial \lambda} G^{\lambda}\right|_{\lambda=0}\right]
\end{aligned}
$$

using (1.8), (1.9).
This leads to the integration-by-parts formula (1.18) with

$$
\mathcal{H}\left(F, G^{0}\right)=-\left(\left.\frac{\partial}{\partial \lambda} H_{t}^{\lambda,-1}\right|_{\lambda=0}+H_{t}^{-1} R_{t}\right) G^{0}-\left.H_{t}^{-1} \frac{\partial}{\partial \lambda} G^{\lambda}\right|_{\lambda=0} .
$$

The formula (1.16) is obtained from this theorem by putting $G=1$.
If we apply the above result with $G^{0}=\mathcal{H}(F, 1)$ and $G^{\lambda}=\mathcal{H}\left(F^{\lambda}, 1\right)$ for $\lambda \neq 0$, then the family $\left(G^{\lambda}\right)_{\lambda \in(-1,1)}$ is F-differentiable at $\lambda=0$ by (1.10). This leads to the second order formula

$$
E\left[D_{\chi}^{2} f(F)\right]=E\left[D_{\chi} f(F) \mathcal{H}(F, 1)\right]=E[f(F) \mathcal{H}(F, \mathcal{H}(F, 1))] .
$$

Repeating this argument, we obtain the integration-by-parts formulae of higher orders. We then can prove the smoothness of the density $p_{F}(x)$ as explained in the introduction to Section 2.1.

## Proof of Lemma 2.2

Proof. Part (i) We begin by computing $H_{t}^{\lambda} \equiv \frac{\partial x_{t}^{\lambda}}{\partial \lambda}$ at $\lambda=0$.
We recall the SDE (1.7)

$$
\begin{equation*}
d G^{\lambda}=\sum_{j=1}^{m} X_{j}\left(G^{\lambda}(x)\right) d z_{j}^{\lambda}(t)+X_{0}\left(G^{\lambda}\right) d t \tag{1.7}
\end{equation*}
$$

where $z_{j}^{\lambda}(t)=\int_{0}^{t} \int z N_{j}^{\lambda}(d s d z)$. Recalling the definition of $\theta_{j}^{\lambda}\left(z_{j}\right)=z_{j}+\lambda v\left(z_{j}\right) v_{j}$, we take differentiation with respect to $\lambda$ of both sides of (1.7), and put $\lambda=0$. Then, $H_{t}=H_{t}^{0}=$ $\partial G$ is obtained as the solution of the following equation, that is,

$$
\begin{align*}
H_{t}= & \sum_{j=1}^{m}\left\{\sum_{s \leq t}^{c}\left(\frac{\partial X_{j}}{\partial x}\left(x_{s_{-}}\right)\right) H_{s-} \Delta z_{j}(s)+\sum_{s \leq t} X_{j}\left(x_{s-}\right) v_{j}(s) v\left(\Delta z_{j}(s)\right)\right\} \\
& +\int_{0}^{t} \frac{\partial X_{0}}{\partial x}\left(x_{s-}\right) H_{s-} d s \tag{1.21}
\end{align*}
$$

(cf. [25] Theorem 6-24).

Then, $H_{t}$ is given according to the method of variation of constants, similar to the Duhamel's formula $e^{t(A+B)}=e^{t A}\left(1+\int_{0}^{t} e^{-s A} B e^{s(A+B)} d s\right)$ with $B$ corresponding to the second term in the right-hand side of (1.21), by

$$
\begin{align*}
\varphi_{t}^{*} & \left\{\sum_{j^{\prime}=1}^{m} \sum_{s \leq t}\left(\frac{\partial}{\partial x} \varphi_{s-}(x)\right)^{-1}\left\{\sum_{j=1}^{m}\left(I+\frac{\partial}{\partial x} X_{j}\left(x_{s-}(x)\right) \Delta z_{j}(s)\right)^{-1}\right\}\right. \\
& \left.\times v\left(\Delta z_{j^{\prime}}(s)\right) X_{j^{\prime}}\left(x_{s-}(x)\right) v_{j^{\prime}}(s)\right\} \tag{1.22}
\end{align*}
$$

(cf. [25] (6-37), (7-16)).
In the above equation, $\sum_{s \leq t}^{c}$ denotes the compensated sum, and $\varphi_{t}^{*}$ denotes the push-forward $\varphi_{t}^{*} Y(x)=\left(\frac{\partial \varphi_{t}}{\partial x}(x)\right) Y(x)$ by $\varphi_{t}$, that is, $\varphi_{t}^{*}=\left(\frac{\partial \varphi_{t}}{\partial x}(x)\right)$. Below we will also use the following notation; $\varphi_{t}^{*-1}$ denotes the pull back $\varphi_{t}^{*-1} Y(x)=\left(\frac{\partial}{\partial x} \varphi_{t}(x)\right)^{-1} Y\left(x_{t-}(x)\right)$ by $\varphi_{t}$, where

$$
\left(\frac{\partial}{\partial x} \varphi_{t}(x)\right)^{-1}=\left(\frac{\partial}{\partial x} \varphi_{t-}(x)\right)^{-1}\left\{\sum_{j=1}^{m}\left(I+\frac{\partial}{\partial x} X_{j}\left(x_{t-}(x)\right) \Delta z_{j}(t)\right)^{-1}\right\} .
$$

We remark $H_{t}$ is the F-derivative of $\chi_{t}^{\lambda}(x)$ to the direction of $v_{j}$. Notice also that we can regard $H_{t}$ as a linear functional: $\mathbf{R}^{d} \rightarrow \mathbf{R}$ by (using the above notation)

$$
\begin{equation*}
\left\langle H_{t}, p\right\rangle=\left\langle\varphi_{t}^{*} \sum_{j=1}^{m} \sum_{s \leq t} v\left(\Delta z_{j}(s)\right)\left(\varphi_{s}^{*-1} X_{j}\right)(x) v_{j}(s), p\right\rangle, \quad p \in \mathbf{R}^{d} . \tag{1.23}
\end{equation*}
$$

Furthermore, the process $v_{j}$ may be replaced by the process $\tilde{v}_{j}$ with values in $T_{x}\left(\mathbf{R}^{d}\right)$, which can be identified with the former one by the expression $v_{j}=\left\langle\tilde{v}_{j}, q\right\rangle, q \in \mathbf{R}^{d}$. That is, $v_{j}=\tilde{v}_{j}(q)$.

We put

$$
\tilde{v}_{j} \equiv\left(\frac{\partial}{\partial x} \varphi_{s}(x)\right)^{-1} X_{j}\left(x_{s-}(x)\right)
$$

in what follows. Using this expression, $H_{t}$ defines a linear mapping from $T_{x}^{*}\left(\mathbf{R}^{d}\right)$ to $T_{x}\left(\mathbf{R}^{d}\right)$ defined by

$$
\begin{equation*}
q \mapsto H_{t}(q)=\varphi_{t}^{*} \sum_{j=1}^{m} \sum_{s \leq t} v\left(\Delta z_{j}(s)\right)\left(\varphi_{s}^{*-1} X_{j}\right)(x) \tilde{v}_{j}(q) . \tag{1.24}
\end{equation*}
$$

We shall identify $H_{t}$ with this linear mapping.
Let $K_{t}=K_{t}(x)$ be the stochastic quadratic form on $\mathbf{R}^{d} \times \mathbf{R}^{d}$ :

$$
K_{t}(p, q)=\sum_{j=1}^{m} \sum_{s \leq t} v\left(\Delta z_{j}(s)\right)\left\langle\left(\varphi_{s}^{*-1} X_{j}\right)(x), p\right\rangle\left\langle q,\left(\varphi_{s}^{*-1} X_{j}\right)(x)\right\rangle
$$

Here, $v(z)$ is a function such that $v(z) \sim|z|^{2}$ for $|z|$ small. For $0<s<t, K_{s, t}=K_{s, t}(\cdot, \cdot)$ is the bilinear form

$$
\begin{equation*}
K_{s, t}(p, q)=\sum_{j=1}^{m} \sum_{s<u \leq t} v\left(\Delta z_{j}(u)\right)\left\langle\left(\varphi_{u}^{*-1} X_{j}\right)(x), p\right\rangle\left\langle q,\left(\varphi_{u}^{*-1} X_{j}\right)(x)\right\rangle . \tag{1.25}
\end{equation*}
$$

That is, $K_{t}=K_{0, t}$. Let $K_{t}(p)$ be the quadratic form associated to $K_{t}(p, q)$ :

$$
K_{t}(p)=\sum_{j=1}^{m} \sum_{0<s \leq t} v\left(\Delta z_{j}(s)\right)\left\langle\left(\varphi_{s}^{*-1} X_{j}\right)(x), p\right\rangle^{2} .
$$

We associate it with $H_{t}(q)$ in (1.24) with $\tilde{v}_{j}(p)$ above.
Proof. Part (ii) Since $\sup _{s \leq t}\left|\frac{\partial}{\partial x} \varphi_{s}(x)\right| \in L^{p}$ for all $p>1$ by [87] (1.4), we only have to show

$$
E\left[\left|K_{t}^{-1}(v)\right|^{p}\right] \leq C(p), \quad v \in S^{d-1} .
$$

We may put $t=1$, and we write $K_{1}(v)$ as $K_{1}$.
We shall show

$$
\begin{equation*}
P\left\{K_{1}^{-1}>\eta^{-1}\right\}=P\left\{K_{1}<\eta\right\}=o_{v, k}\left(\eta^{\infty}\right) \tag{1.26}
\end{equation*}
$$

as $\eta \rightarrow 0$. Here, and in what follows, for $\eta>0$ small, we write $f_{i}(\eta)=o_{i}(1)$ if $\lim _{\eta \rightarrow 0} f_{i}(\eta)=0$ uniformly in $i$, and $f_{i}(\eta)=o_{i}\left(\eta^{\infty}\right)$ if $\left(f_{i}(\eta) / \eta^{p}\right)=o_{i}(1)$ for all $p>1$. Furthermore, since $P\left(\sup _{k \leq \frac{1}{\eta}}\left|\left(\frac{\partial \varphi_{k \eta}}{\partial x}\right)^{-1}\right|>\frac{1}{\eta}\right)=o_{k}\left(\eta^{\infty}\right)$ (cf. [143] (1.11)), it is sufficient to show, for some $r>0$,

$$
\begin{equation*}
P\left\{K_{(k+1) \eta}(\bar{v})-K_{k \eta}(\bar{v})<\eta^{r} \mid \mathscr{F}_{k \eta}\right\}=o_{v, k}(1) \tag{1.27}
\end{equation*}
$$

for $(k+1) \eta \leq 1$. Here $\bar{v}=\left|\left(\frac{\partial \varphi_{k \eta}}{\partial x}\right)^{-1}\right|^{-1} v$.
To this end, it is enough to show

$$
\begin{equation*}
P\left\{\left[\int_{k \eta}^{(k+1) \eta} d s 1_{\left(\eta^{-r_{1}}, \infty\right)}\left(\int_{|u|>\eta^{r}} d v_{s}(k, \eta)(u)\right)\right] \leq \eta^{r_{2}} \mid \mathcal{F}_{k \eta}\right\}=o_{v, k}(1) \tag{1.28}
\end{equation*}
$$

for some $r_{1}>0, r_{2}>0, r_{1}>r_{2}$ suitably chosen. Here, $d v_{s}(u)=d v_{s}(k, \eta)(u)$ is the Lévy measure of $\Delta K_{s}$ given $\mathcal{F}_{k \eta}$ for $s>k \eta$ (i.e. $d s \times d v_{s}(u)$ is the compensator of $\Delta K_{s}$ with respect to $d P$ ).

Indeed, since

$$
Y_{t}=\exp \left[\sum_{k \eta \leq s \leq t} 1_{\left(\eta^{r}, \infty\right)}\left(\Delta K_{s}\right)-\int_{k \eta}^{t} d s \int_{|u|>\eta^{r}}\left(e^{-1}-1\right) d v_{s}(u)\right]
$$

is a martingale (given $\mathcal{F}_{k \eta}$ ), we have

$$
\begin{aligned}
& P\left\{\sum_{k \eta \leq s \leq(k+1) \eta} 1_{\left(\eta^{r}, \infty\right)}\left(\Delta K_{s}\right)=0 \mid \mathcal{F}_{k \eta}\right\} \\
& \leq E\left[\exp \left[\int_{k \eta}^{(k+1) \eta} d s \int_{|u|>\eta^{r}}\left(e^{-1}-1\right) d v_{s}(u)\right]\right. \\
&\left.:\left\{\omega ;\left[\int_{k \eta}^{(k+1) \eta} d s 1_{\left(\eta^{-r_{1}}, \infty\right)}\left(\int_{|u|>\eta^{r}} d v_{s}(u)\right)\right]>\eta^{r_{2}}\right\} \mid \mathcal{F}_{k \eta}\right] \\
&+ E\left[\exp \left[\int_{k \eta}^{(k+1) \eta} d s \int_{|u|>\eta^{r}}\left(e^{-1}-1\right) d v_{s}(u)\right]\right. \\
&\left.:\left\{\omega ;\left[\int_{k \eta}^{(k+1) \eta} d s 1_{\left(\eta^{\left.-r_{1}, \infty\right)}\right.}\left(\int_{|u|>\eta^{r}} d v_{s}(u)\right)\right] \leq \eta^{r_{2}}\right\} \mid \mathcal{F}_{k \eta}\right] .
\end{aligned}
$$

By (1.28), the right-hand side is inferior to

$$
\begin{aligned}
& o_{k}(1)+E\left[\exp \left[\int_{k \eta}^{(k+1) \eta} d s \int_{|u|>\eta^{r}}\left(e^{-1}-1\right) d v_{s}(u)\right]\right. \\
& \left.\quad:\left\{\omega ; \int_{k \eta}^{(k+1) \eta} d s 1_{\left(\eta^{-r_{1}}, \infty\right)}\left(\int_{|u|>\eta^{r}} d v_{s}(u)\right)>\eta^{r_{2}}\right\} \mid \mathcal{F}_{k \eta}\right] \\
& \leq o_{v, k}(1)+\exp \left[\left(e^{-1}-1\right)\left(\eta^{-r_{1}} \times \eta^{r_{2}}\right)\right]=o_{v, k}(1)
\end{aligned}
$$

since $\eta^{r_{2}-r_{1}} \rightarrow \infty$ as $\eta \rightarrow 0$. Hence, we have (1.27).
The proof of (1.28). For each vector field $X$, we put the criterion processes

$$
\begin{aligned}
\operatorname{Cr}(s, X, v, k, \eta) & \equiv\left\langle\left(\frac{\partial \varphi_{s}}{\partial x}\right)^{-1} X\left(x_{s-}(x)\right), \bar{v}\right\rangle, \\
\operatorname{Cr}(s, v, k, \eta) & \equiv \sum_{j=1}^{d}\left|\operatorname{Cr}\left(s, X_{j}, v, k, \eta\right)\right|
\end{aligned}
$$

for $s \in[k \eta,(k+1) \eta]$. By $d v_{s}^{\prime}(X, v, k, \eta)$, we denote the Lévy measure of $\operatorname{Cr}(s, X, v, k, \eta)$.
To get (1.28), it is sufficient to show that for the given $\eta>0$, there exist integers $n=n(\eta), n_{1}=n_{1}(\eta)$ such that

$$
\begin{equation*}
P\left\{\int_{k \eta}^{(k+1) \eta} d s 1_{\left(\eta^{n}, \infty\right)}(\operatorname{Cr}(s, v, k, \eta))<\eta^{n_{1}} \mid \mathcal{F}_{k \eta}\right\}=o_{v, k}(1) . \tag{1.29}
\end{equation*}
$$

Indeed, consider the event $\{\operatorname{Cr}(s, v, k, \eta) \geq c>0, s \in[k \eta,(k+1) \eta]\}$. Then, we can show on this event

$$
\begin{equation*}
\int_{|u|>\eta^{r}} d v_{s}(k, \eta)(u) \geq C \eta^{-\alpha r / 2} \tag{1.30}
\end{equation*}
$$

for $\eta>0$ small. Here, $\alpha>0$ is what appeared in the definition of $g(z)$.
This is because $d v_{t}(k, \eta)(u)$ is the sum of transformed measures of $g_{j}(z)$ by the mapping

$$
F_{j, t}: z \mapsto v(z)\left\langle\varphi_{t}^{*-1} X_{j}(x), \bar{v}\right\rangle^{2} .
$$

Since $v(z)$ is equal to $|z|^{2}$ in a neighbourhood of 0 ,

$$
\int_{|z|>\eta^{r}} \int d v_{t}(k, \eta)(u) \geq C_{1} \int_{\eta^{r / 2}}^{\infty} g_{j}(z) d z
$$

for each $j$. By the definition of $g(z)$, the right-hand side is equal to

$$
C_{1} \int_{\eta^{r / 2}}^{\infty}|z|^{-1-\alpha} d z>C \eta^{-\alpha r / 2}
$$

Hence, we can choose $r>0$ such that $C \eta^{-\alpha r / 2} \geq \eta^{-r_{1}}$ for $\eta$ small, and thus

$$
\begin{equation*}
\int_{k \eta}^{(k+1) \eta} d s 1_{\left(\eta^{-r_{1}}, \infty\right)}\left(\int_{|u|>\eta^{r}} d v_{s}(k, \eta)(u)\right) \geq \eta^{r_{2}} \tag{1.31}
\end{equation*}
$$

for some $r_{1}>0, r_{2}>r_{1}$ on this event.
Following (1.29), the probability of the complement of this event is small( $\left.=o_{e, k}(1)\right)$. Hence, (1.28) follows.

To show (1.29), note that it is equivalent to

$$
\begin{equation*}
P\left\{\int_{k \eta}^{(k+1) \eta} d s 1_{\left(\eta^{n}, \infty\right)}(\operatorname{Cr}(s, v, k, \eta)) \geq \eta^{n_{1}} \mid \mathscr{F}_{k \eta}\right\}=1-o_{v, k}(1) . \tag{1.32}
\end{equation*}
$$

This is proved similarly to [87] Section 3, and we omit the detail.
Remark 2.2. According to [143] Section 3, the result (1.28) follows under a weaker condition (URH) (cf. Section 2.5.1). If $Y_{t}=x_{t}(x)$ is a canonical process in Section 2.5.1, we do not need the condition (A.2).

### 2.1.2 Picard's method

Picard's method is also a way to make a variation of the jump intensity, however it is more general. That is, in the previous method for the jump size perturbation, the
key assumption is that the Lévy measure $\mu$ has a density $g$ which is differentiable. In case that this assumption fails (e.g. the case of the discrete Lévy measure), we have to use a completely different method for the perturbation. Picard [181] has introduced a method of perturbation using the difference operator based on the previous work by Nualart-Vives [171].

We put $\varphi(\rho)=\int_{|z| \leq \rho}|z|^{2} \mu(d z), \rho>0$, which is supposed to satisfy the order condition

$$
\begin{equation*}
\varphi(\rho) \geq c \rho^{\alpha} \quad \text { as } \quad \rho \rightarrow 0 \tag{*}
\end{equation*}
$$

for some $c>0$ and $\alpha \in(0,2)$. Here, we remark, contrary to the Bismut's case, the Lévy measure can be singular with respect to the Lebesgue measure.

Remark 2.3. The order condition is a non-degeneracy condition for the Lévy measure. It is a basic requirement in the stochastic calculus for jump processes by Picard's method. The quantity $2-\alpha$ is called the characteristic exponent. The power $\alpha$ describes the order of concentration of masses or "weight" of $\mu$ around a small neighbourhood of the origin. Indeed, suppose we extend $\mu$ to $\bar{\mu}=a \delta_{\{0\}}+\mu$ on $\mathbf{R}^{m}, a \geq 0$, and we interpret $a>0$ as though the continuous (Wiener) component is nonempty. Let $\bar{\varphi}(\rho)=\int_{|z| \leq \rho}|z|^{2} \bar{\mu}(d z)$. Then, the condition (*) holds for $\bar{\varphi}(\rho)$ with $\alpha=0$.

In the sequel, we will study a stochastic calculus of variations (Malliavin calculus) on the Poisson space $\left(\Omega_{2}, \mathcal{F}_{2}, P_{2}\right)$.

We work on $\Omega_{2}$ for a moment, and will denote by $\omega$ elements of $\Omega_{2}$ in place of $\omega_{2}$. In the sequel, we set $u=(t, z)$ and $\hat{N}(d u)=\hat{N}(d t d z), \tilde{N}(d u)=N(d u)-\hat{N}(d u)$. Here, $\mu$ is a Lévy measure on $\mathbf{R}^{m}$ such that $\mu(\{0\})=0$ and $\int_{\mathbf{R}^{m}}\left(|z|^{2} \wedge 1\right) \mu(d z)<+\infty$.

On the measurable space ( $U \times \Omega_{2}, \mathcal{U} \otimes \mathcal{F}_{2}$ ), we put the measures $\mu^{+}, \mu^{-}$by

$$
\begin{aligned}
& \mu^{+}(d u d \omega)=N(\omega, d u) P(d \omega), \\
& \mu^{-}(d u d \omega)=\hat{N}(\omega, d u) P(d \omega) .
\end{aligned}
$$

Let $|\mu|=\mu^{+}+\mu^{-}$.
Next, we shall introduce the difference operator $\tilde{D}_{u}, u \in U$, acting on the Poisson space as follows.

For each $u=(t, z)=\left(t, z_{1}, \ldots, z_{m}\right) \in U$, we define a map $\varepsilon_{u}^{-}: \Omega_{2} \rightarrow \Omega_{2}$ by

$$
\varepsilon_{u}^{-} \omega(E)=\omega\left(E \cap\{u\}^{c}\right),
$$

and $\varepsilon_{u}^{+}: \Omega_{2} \rightarrow \Omega_{2}$ by

$$
\varepsilon_{u}^{+} \omega(E)=\omega\left(E \cap\{u\}^{c}\right)+1_{E}(u) .
$$

Here, $\omega(E)$ denotes de value of the random measure on the set $E$. We write $\varepsilon_{u}^{ \pm} \omega=\omega \circ \varepsilon_{u}^{ \pm}$, respectively. These are extended to $\Omega$ by setting $\varepsilon_{u}^{ \pm}\left(\omega_{1}, \omega\right)=\left(\omega_{1}, \varepsilon_{u}^{ \pm} \omega\right)$.

We observe

$$
\text { if } u_{1} \neq u_{2} \text { then } \varepsilon_{u_{1}}^{\theta_{1}} \circ \varepsilon_{u_{2}}^{\theta_{2}}=\varepsilon_{u_{2}}^{\theta_{2}} \circ \varepsilon_{u_{1}}^{\theta_{1}}, \theta_{1}, \theta_{2} \in\{+,-\}
$$

and

$$
\varepsilon_{u}^{\theta_{1}} \circ \varepsilon_{u}^{\theta_{2}}=\varepsilon_{u}^{\theta_{1}}, \quad \theta_{1}, \theta_{2} \in\{+,-\}
$$

It holds $\varepsilon_{u}^{-} \omega=\omega$ a.s. $P_{2}$ for $\hat{N}$-almost all $u$ since $\omega(\{u\})=0$ holds for almost all $\omega$ for $\hat{N}$-almost all $u$. Also, we have $\varepsilon_{u}^{+} \omega=\omega$ a.s. $P_{2}$ for $N$-almost all $u$.

In what follows, we denote a random field indexed by $u \in U$ by $Z_{u}$. Let $\mathcal{J} \subset \mathcal{U} \times \mathcal{F}_{2}$ be the sub $\sigma$-field generated by the set $A \times E, A \in \mathcal{U}, E \in \mathcal{F}_{A^{c}}$. Here $\mathcal{F}_{B}$ for $B \in U$ denotes the $\sigma$-field on $\Omega_{2}$ generated by $N(C), C \subset B$.

We remark that for $Z_{u}$ positive, $Z_{u}{ }^{\circ} \varepsilon_{u}^{+}$and $Z_{u}{ }^{\circ} \varepsilon_{u}^{-}$are $\mathcal{J}$-measurable by the definition of $\varepsilon_{u}^{ \pm}$.

We cite the following property of the operators $\varepsilon_{u}^{+}, \varepsilon_{u}^{-}$.
Lemma 2.3 ([182] Corollary 1). Let $Z_{u}$ be a positive, $\mu^{ \pm}$-integrable random field. Then, we have

$$
\begin{aligned}
& E\left[\int Z_{u} N(d u)\right]=E\left[\int Z_{u} \circ \varepsilon_{u}^{+} \hat{N}(d u)\right], \\
& E\left[\int Z_{u} \hat{N}(d u)\right]=E\left[\int Z_{u} \circ \varepsilon_{u}^{-} N(d u)\right] .
\end{aligned}
$$

The difference operators $\tilde{D}_{u}$ for a $\mathcal{F}_{2}$-measurable random variable $F$ is defined by

$$
\begin{equation*}
\tilde{D}_{u} F=F \circ \varepsilon_{u}^{+}-F . \tag{1.33}
\end{equation*}
$$

Since the image of $P_{2}$ by $\varepsilon_{u}^{+}$is not absolutely continuous with respect to $P_{2}, \tilde{D}_{u}$ is not well-defined for a fixed $u$. However, it is defined by $\hat{N}(u) \otimes P_{2}$-almost surely due to Lemma 2.3.

Since $\tilde{D}_{u}$ is a difference operator, it enjoys the property

$$
\tilde{D}_{u}(F G)=F \tilde{D}_{u} G+G \tilde{D}_{u} F+\tilde{D}_{u} F \tilde{D}_{u} G,
$$

assuming that the left-hand side is finite a.s. See (2.11).
The next proposition is a key to the integration-by-parts (duality) formula which appears below.

Proposition 2.1 ([182] Theorem 2). Let $Z_{u}^{1}, Z_{u}^{2}$ be processes such that $Z_{u}^{1} \tilde{D}_{u} Z_{u}^{2}$ and $Z_{u}^{2} \tilde{D}_{u} Z_{u}^{1}$ are $|\mu|$-integrable. Then, we have

$$
E\left[\int Z_{u}^{1} \tilde{D}_{u} Z_{u}^{2} \tilde{N}(d u)\right]=E\left[\int Z_{u}^{2} \tilde{D}_{u} Z_{u}^{1} \tilde{N}(d u)\right]=E\left[\int \tilde{D}_{u} Z_{u}^{1} \tilde{D}_{u} Z_{u}^{2} \hat{N}(d u)\right]
$$

Proof. We see

$$
\begin{aligned}
E\left[\int Z_{u}^{1} \tilde{D}_{u} Z_{u}^{2} \tilde{N}(d u)\right] & =E\left[\int Z_{u}^{1} \tilde{D}_{u} Z_{u}^{2} N(d u)\right]-E\left[\int Z_{u}^{1} \tilde{D}_{u} Z_{u}^{2} \hat{N}(d u)\right] \\
& =E\left[\int\left(Z_{u}^{1} \circ \varepsilon_{u}^{+}\right) \tilde{D}_{u} Z_{u}^{2} \hat{N}(d u)\right]-E\left[\int Z_{u}^{1} \tilde{D}_{u} Z_{u}^{2} \hat{N}(d u)\right] \\
& =E\left[\int \tilde{D}_{u} Z_{u}^{1} \tilde{D}_{u} Z_{u}^{2} \hat{N}(d u)\right]
\end{aligned}
$$

due to Lemma 2.3. If we interchange $Z_{u}^{1}$ and $Z_{u}^{2}$, we have another equality.
This leads to the following proposition.
Proposition 2.2 ([182] Corollary 5). Let $F$ be a bounded variable, and let $Z_{u}$ be a random field which is $\mu^{ \pm}$-integrable. Then, we have

$$
\begin{align*}
& E\left[\int Z_{u} \tilde{D}_{u} F N(d u)\right]=E\left[F \int\left(Z_{u} \circ \varepsilon_{u}^{+}\right) \tilde{N}(d u)\right]  \tag{1}\\
& E\left[\int Z_{u} \tilde{D}_{u} F \hat{N}(d u)\right]=E\left[F \int\left(Z_{u} \circ \varepsilon_{u}^{-}\right) \tilde{N}(d u)\right] . \tag{2}
\end{align*}
$$

In particular, if $Z_{u}$ is J-measurable,

$$
E\left[\int Z_{u} \tilde{D}_{u} F \hat{N}(d u)\right]=E\left[F \int Z_{u} \tilde{N}(d u)\right]
$$

Proof. The assertion (2) is obtained from the previous proposition and Lemma 2.3 by putting $Z_{u}^{1}=F$ and $Z_{u}^{2}=Z_{u}$. Assertion (1) is obtained similarly by putting $Z_{u}^{1}=Z_{u}$, $Z_{u}^{2}=F$ and from the assertion (2).

The adjoint $\tilde{\delta}$ of the operator $\tilde{D}=\left(\tilde{D}_{u}\right)_{u \in U}$ is defined as follows.
We denote by $\mathcal{S}$ the set of the random fields $Z_{u}$ which are J-measurable, bounded, and of compact support ${ }^{1}$. Let

$$
\overline{\mathcal{S}}=\left\{Z \in L^{2}\left(U \times \Omega_{2}, \mathcal{J}, \mu^{-}\right) ; \quad \text { there exist } Z_{n} \in \mathcal{S}, Z_{n} \rightarrow Z \text { in }\|\cdot\|\right\} .
$$

Here, $\|$.$\| is given by$

$$
\|Z\|^{2}=E\left[\int\left|Z_{u}\right|^{2} \hat{N}(d u)\right]+E\left[\left(\int Z_{u} \tilde{N}(d u)\right)^{2}\right] .
$$

For $Z \in \mathcal{S}$, we define $\delta_{0}(Z)$ by

$$
E\left[F \delta_{0}(Z)\right]=E\left[\int Z_{u} \tilde{D}_{u} F \hat{N}(d u)\right]
$$

as an adjoint operator of $\tilde{D}_{u}$, where $F$ is bounded and of compact support. The last assertion of Proposition 2.1 implies that the mapping $Z \mapsto \int Z_{u} \tilde{N}(d u)$ can be extended to the elements in $\overline{\mathcal{S}}$. Hence, we define $\delta_{0}(Z)$ as above for $Z \in \overline{\mathcal{S}}$.

Let $Z_{u} \in L^{2}\left(U \times \Omega_{2}, \mathcal{U} \otimes \mathcal{F}_{2}, \mu^{-}\right)$be such that $\|Z\|<+\infty$. We denote by $z$ the set of all such random fields $Z_{u}$. We observe

$$
Z_{u} \circ \varepsilon_{u}^{-} \in \overline{\mathcal{S}} .
$$

1 It means it is zero outside of a set which is of finite $\mu^{-}$measure.

Hence, we put

$$
\tilde{\delta}(Z)=\delta_{0}\left(Z_{u} \circ \varepsilon_{u}^{-}\right)
$$

to extend $\delta_{0}$ to $\tilde{\delta}$. In view of the last assertion of Proposition 2.2, we are ready to define the adjoint operator.

We set for $Z \in \mathcal{Z}$,

$$
\begin{equation*}
\tilde{\delta}(Z)=\int_{U} Z_{u} \circ \varepsilon_{u}^{-} \tilde{N}(d u) . \tag{1.34}
\end{equation*}
$$

By Proposition 2.2 and by the definition of $\tilde{\delta}$, the operator satisfies the adjoint property

$$
\begin{equation*}
E[F \tilde{\delta}(Z)]=E\left[\int_{U} \tilde{D}_{u} F Z_{u} \hat{N}(d u)\right] \tag{1.35}
\end{equation*}
$$

for any bounded $\mathcal{F}_{2}$-measurable random variable $F([181]$ (1.12)).
Remark 2.4. The origin of the operators $\varepsilon_{u}^{+}, \varepsilon_{u}^{-}$are $\varepsilon_{t}^{+}, \varepsilon_{t}^{-}$, respectively, used in [172, 182], where $\varepsilon_{t}^{+}=\varepsilon_{(t, 1)}^{+}$and $\varepsilon_{t}^{-}=\varepsilon_{(t, 1)}^{-}$. A main point in those days was to show the duality formula using the operator $D_{t}$ given by $D_{t} F=F \circ \varepsilon_{t}^{+}-F \circ \varepsilon_{t}^{-}$. Nualart-Vives [172] showed the duality formula (1.35) for $D_{t}$ by using the chaos decomposition on the Poisson space. We will discuss this topic in Section 3.2.

We have the Meyer's type inequality (Theorem 3.4 in Section 3.3), and the operator $\tilde{\delta}$ is well-defined on the Sobolev space $\mathbf{D}_{k, 0, p}$ for $k \geq 0$ and $p \geq 2$. This implies $\tilde{D}_{u}$ is closable for $p \geq 2$. (For the Sobolev space $\mathbf{D}_{k, l, p}$ over the Wiener-Poisson space, see Section 3.3.)

In the remaining part of this subsection, we shall briefly sketch how to derive the integration-by-parts setting using these operators.

We introduce a linear map $\tilde{Q}_{\rho}$ by

$$
\begin{equation*}
\tilde{Q}_{\rho} Y=\frac{1}{\varphi(\rho)} \int_{A(\rho)}\left(\tilde{D}_{u} F\right) \tilde{D}_{u} Y \hat{N}(d u) \tag{1.36}
\end{equation*}
$$

Lemma 2.4. The adjoint of $\tilde{Q}_{\rho}$ exists and is equal to

$$
\begin{equation*}
\tilde{Q}_{\rho}^{*} X=\tilde{\delta}_{\rho}\left((\tilde{D} F)^{T} X\right), \tag{1.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\delta}_{\rho}(Z)=\frac{1}{\varphi(\rho)} \tilde{\delta}\left(Z 1_{A(\rho)}\right)=\frac{1}{\varphi(\rho)} \int_{A(\rho)} Z_{u} \circ \varepsilon_{u}^{-} \tilde{N}(d u) \tag{1.38}
\end{equation*}
$$

Here $A(\rho)=\{u=(t, z) \in U ;|z| \leq \rho\}$.
Let $f(x)$ be a $C^{2}$-function with bounded derivatives. We claim a modified formula of integration by parts. Concerning the difference operator $\tilde{D}_{u}$, we have by the mean value theorem,

$$
\begin{equation*}
\tilde{D}_{u}(f(G))=\left(\tilde{D}_{u} G\right)^{T} \int_{0}^{1} \partial f\left(G+\theta \tilde{D}_{u} G\right) d \theta \tag{1.39}
\end{equation*}
$$

for a random variable $G$ on the Poisson space. This implies

$$
\begin{align*}
& \tilde{Q}_{\rho} f(F)=\tilde{R}_{\rho} \partial f(F) \\
& \quad+\frac{1}{\varphi(\rho)} \int_{A(\rho)} \tilde{D}_{u} F\left(\tilde{D}_{u} F\right)^{T}\left(\int_{0}^{1}\left\{\partial f\left(F+\theta \tilde{D}_{u} F\right)-\partial f(F)\right\} d \theta\right) \hat{N}(d u) . \tag{1.40}
\end{align*}
$$

Here,

$$
\begin{equation*}
\tilde{R}_{\rho}=\frac{1}{\varphi(\rho)} \int_{A(\rho)} \tilde{D}_{u} F\left(\tilde{D}_{u} F\right)^{T} \hat{N}(d u) \tag{1.41}
\end{equation*}
$$

Use (1.40) and then take the inner product of this with $S_{\rho} X$. Its expectation yields the following.

Proposition 2.3 ([95] Analogue of the formula of integration by parts). For any $X$, we have

$$
\begin{align*}
& E[(X, \partial f(F))]=E\left[\tilde{Q}_{\rho}^{*}\left(S_{\rho} X\right) f(F)\right] \\
& -\frac{1}{\varphi(\rho)} E\left[\left(X, S_{\rho} \int_{A(\rho)} \tilde{D}_{u} F\left(\tilde{D}_{u} F\right)^{T}\left(\int_{0}^{1}\left\{\partial f\left(F+\theta \tilde{D}_{u} F\right)-\partial f(F)\right\} d \theta\right) \hat{N}(d u)\right)\right] . \tag{1.42}
\end{align*}
$$

Here, $S_{\rho}=\tilde{R}_{\rho}^{-1}$.
Remark 2.5. If $F$ is a Wiener functional, then the formula is written shortly as

$$
\begin{equation*}
E[(X, \partial f(F))]=E\left[Q^{*}\left(R^{-1} X\right) f(F)\right]=E\left[\delta\left(\left(R^{-1} X, D F\right)\right) f(F)\right] . \tag{1.43}
\end{equation*}
$$

See [95] for details.
On the other hand, if $\tilde{R}_{\rho}$ is not zero or equivalently $\tilde{Q}_{\rho}$ is not zero, we have a remaining term (the last term of (1.42)). We have this term even if $Z_{t}$ is a simple Poisson process $N_{t}$ or its sums. However, if we take $f(x)=e^{i(w, x)}, w \in \mathbf{R}^{d} \backslash\{0\}$, then $\partial f(x)=i e^{i(w, x)} w$ and

$$
e^{i\left(w, F+\theta \tilde{D}_{u} F\right)}-e^{i(w, F)}=e^{i(1-\theta)(w, F)} \tilde{D}_{u}\left(e^{i(w, \theta F)}\right) .
$$

Hence, we have an expression of the integration-by-parts for the functional

$$
\begin{equation*}
E\left[(X, w) \partial_{x}\left(e^{i(w, F)}\right)\right]=E\left[\left(\tilde{Q}_{\rho}^{*}+R_{\rho, w}^{*}\right) S_{\rho} X \cdot e^{i(w, F)}\right], \quad \forall w . \tag{1.44}
\end{equation*}
$$

Here,

$$
\begin{equation*}
R_{\rho, w}^{*} Y=-\frac{i}{\varphi(\rho)} \int_{0}^{1}\left(\tilde{\delta}\left(e^{i(1-\theta)(w, F)} \chi_{\rho} \tilde{D} F(\tilde{D} F)^{T} Y\right), e^{i(\theta-1)(w, F)} w\right) d \theta \tag{1.45}
\end{equation*}
$$

We will continue the analysis using this method in Section 3.3.

### 2.1.3 Some previous methods

Apart from perturbation methods by Bismut and Picard (stated in Sections 2.1.1, 2.1.2) on the Poisson space, there are previously examined perturbation methods which are intuitively more comprehensive. We will briefly recall two of them in this section.

## Bismut method (2)

Apart from the Bismut method in Section 2.1.1, a very naive integration by parts formula based on Bismut's idea (perturbation on the jump size and the direction) can be carried out. See P. Graczyk [40, 73] for more details.

In effect, Graczyk has applied this method on a nilpotent group G. Here, we adapt his method to the case $G=\mathbf{R}^{d}$ for simplicity. A key point of this method is that we can explicitly describe the probability law of the jumps caused by the Lévy process by using the Lévy measure.

Let $m=d$. We consider a jump process given by the stochastic differential equation (SDE)

$$
d x_{t}(x)=\sum_{j=1}^{d} X_{j} d z_{j}(t), \quad x_{0}(x)=x .
$$

Here, $X_{j}^{\prime} s$ denote $d$-dimensional vectors in $\mathbf{R}^{d}$ which constitute a linear basis, and $z_{j}(t)$ 's are scalar Lévy processes. That is,

$$
x_{t}(x)=A z(t)+x, \quad x_{0}(x)=x .
$$

Here, $A$ is a $d \times d$-matrix $A=\left(X_{1}, \ldots, X_{d}\right)$, and $z(t)=\left(z_{1}(t), \ldots, z_{d}(t)\right)$. By taking a linear transformation, we may assume $A$ is a unitary matrix without loss of generality.

We choose a positive function $\rho \in C^{\infty}, 0 \leq \rho \leq 1$ such that $\rho(z)=1$ if $|z| \geq 1$, $\rho(z)=0$ if $|z| \leq \frac{1}{2}$. We put $\rho_{\eta}(z) \equiv \rho\left(\frac{z}{\eta}\right), \eta>0$.

We would like to have the integration-by-parts formula

$$
E\left[f^{(\alpha)}\left(x_{T}(x)\right)\right]=E\left[f\left(x_{T}(x)\right) \cdot M_{T}^{(\alpha)}\right], \quad \alpha=1,2, \ldots, f \in C^{\infty}
$$

This can be done by elementary calculus as below. We put $T=1$ for simplicity. In fact, Graczyk [73] has studied a kind of stable process on a homogeneous group. Viewing $\mathbf{R}^{d}$ as a special case of a nilpotent group, we mimic his calculation to illustrate the idea in the simple case.
(Step 1)
Let $v(z)$ be a $C^{2}$-function such that

$$
\begin{equation*}
v(z) \sim z^{2} \tag{1.46}
\end{equation*}
$$

for $|z|$ small. Choose $\epsilon>0$ and fix it.

Let $N_{j}^{\epsilon}(d s d z)$ be the Poisson counting measure with mean measure

$$
d s \times \mathrm{g}^{\epsilon}(z) d z \equiv d s \times \rho_{2 \epsilon}(z) g(z) d z
$$

We write $z_{j}^{\epsilon}(s)=\int_{0}^{s} \int z N_{j}^{\epsilon}(d s d z), j=1, \cdots, d$. We denote by $N=N^{\epsilon} \equiv N_{1}^{\epsilon}+\cdots+N_{d}^{\epsilon}$ where $N_{j}^{\epsilon}=\int_{0}^{1} \int N_{j}^{\epsilon}(d s d z)$, and by $S_{1}, S_{2}, \cdots$, the jump times of $N^{\epsilon}$. Let $\left\langle e_{1}, \cdots, e_{d}\right\rangle$ be a standard basis of $\mathbf{R}^{d}$, and let $\left\langle\bar{e}_{1}, \cdots, \bar{e}_{d}\right\rangle=\left\langle A e_{1}, \cdots, A e_{d}\right\rangle$.

Let $x_{s}^{\epsilon}$ be the solution of the SDE

$$
\begin{equation*}
d x_{s}^{\epsilon}=\sum_{j=1}^{d} X_{j} d z_{j}^{\epsilon}(s), \quad x_{0}^{\epsilon} \equiv x . \tag{1.47}
\end{equation*}
$$

First, we integrate by parts with respect to the process $\left\{x_{s}^{\epsilon}\right\}$. We shall calculate the expectation of

$$
\left\langle D f\left(x_{1}^{\epsilon}\right), e\right\rangle=\sum_{r=1}^{d} D_{r} f\left(x_{1}^{\epsilon}\right) e_{r}
$$

below. Here and in the following calculation, we use $D f$ and $D_{r} f$ in the sense $\left(\frac{\partial f}{\partial x_{i}}\right)_{i=1, \ldots, d}$ and $\frac{\partial f}{\partial x_{r}}$, respectively.

Since $\left|\Delta z_{j}^{\epsilon}(s)\right|>\epsilon$ uniformly, we have

$$
\begin{aligned}
& E\left[\rho_{\eta}\left(\sum_{r^{\prime}=1}^{d} \sum_{s \leq 1} \sum_{j=1}^{d} v\left(\Delta z_{j}^{\epsilon}(s)\right)\left\langle X_{j}, e_{r^{\prime}}\right\rangle^{2}\right) \times \sum_{r=1}^{d}\left\langle D f\left(x_{1}^{\epsilon}\right), e_{r}\right\rangle\right] \\
& =\sum_{n=1}^{\infty} P(N=n) E\left[\rho _ { \eta } \left(\sum_{r^{\prime}=1}^{d} \sum_{k=1}^{n} \sum_{j=1}^{d} v\left(\Delta z_{j}^{\epsilon}\left(S_{k}\right)\right)\right.\right. \\
& \left.\left.\quad \times\left\langle X_{j}, e_{r^{\prime}}\right\rangle^{2}\right) \sum_{r=1}^{d}\left\langle D f\left(x_{1}^{\epsilon}\right), e_{r}\right\rangle\right] .
\end{aligned}
$$

We introduce the following notations to simplify the argument:

$$
\begin{aligned}
(X * v)(1) & =\sum_{r^{\prime}=1}^{d} \sum_{s \leq 1} \sum_{j=1}^{d} v\left(\Delta z_{j}^{\epsilon}(s)\right)\left\langle X_{j}, e_{r^{\prime}}\right\rangle^{2}, \\
X * v & =\sum_{r^{\prime}=1}^{d} \sum_{i=1}^{n} \sum_{j=1}^{d} v\left(\Delta z_{j}^{\epsilon}\left(S_{i}\right)\right)\left\langle X_{j}, e_{r^{\prime}}\right\rangle^{2}, \\
(X * v)_{k} & =\sum_{r^{\prime}=1}^{d} \sum_{j=1}^{d} v\left(\Delta z_{j}^{\epsilon}\left(S_{k}\right)\right)\left\langle X_{j}, e_{r^{\prime}}\right\rangle^{2},
\end{aligned}
$$

Then, $X * v=\sum_{k=1}^{n}(X * v)_{k}$, and

$$
\sum_{r^{\prime}=1}^{d} \sum_{i \neq k}^{n} \sum_{j=1}^{d} v\left(\Delta z_{j}^{\epsilon}\left(S_{i}\right)\right)\left\langle X_{j}, e_{r^{\prime}}\right\rangle^{2}=\sum_{i \neq k}(X * v)_{i}
$$

In the right-hand side of the above formula, we freeze the variable $\Delta z_{j}^{\epsilon}\left(s_{k}\right)$ and view it as $z_{\ell} \in \operatorname{supp} g^{\epsilon}$, showing that

$$
\begin{aligned}
E[\cdots]= & \sum_{k=1}^{n} \sum_{r=1}^{d} E\left[\left(\frac{\rho_{\eta}(X * v)}{X * v}\right)(X * v)_{k}\left\langle D f\left(x_{1}^{\epsilon}\right), e_{r}\right\rangle\right] \\
= & \sum_{k=1}^{n} \sum_{r=1}^{d} \sum_{\ell=1}^{d} E\left[\int\left(\frac{\rho_{\eta}\left(\sum_{i \neq k}(X * v)_{i}+\sum_{r^{\prime}=1}^{d} v\left(z_{\ell}\right)\left\langle X_{\ell}, e_{r^{\prime}}\right\rangle^{2}\right)}{\sum_{i \neq k}(X * v)_{i}+\sum_{r^{\prime}=1}^{d} v\left(z_{\ell}\right)\left\langle X_{\ell}, e_{\left.r^{\prime}\right\rangle^{2}}\right.}\right)\right. \\
& \left.\times\left\{\sum_{r^{\prime}=1}^{d} v\left(z_{\ell}\right)\left\langle X_{\ell}, e_{r^{\prime}}\right\rangle^{2}\right\}\left\langle D f\left(x_{1}^{\epsilon}\right), e_{r}\right\rangle \times \frac{g^{\epsilon}\left(z_{\ell}\right)}{\int g^{\epsilon}\left(z_{\ell}\right) d z_{\ell}} d z_{\ell}\right] .
\end{aligned}
$$

Here, we make an integration by parts on $\mathbf{R}^{d}$ with respect to $z_{\ell}$, viewing $x_{1}^{\epsilon}$ as a functional of $z=\left(z_{1}, \ldots, z_{d}\right)$. To this end, we compare $D f\left(x_{1}^{\epsilon}(z)\right)=\frac{\partial f}{\partial x}\left(x_{1}^{\epsilon}(z)\right)$ with $\frac{\partial}{\partial z}(f \circ$ $\left.x_{1}^{\epsilon}\right)(z)=D f\left(x_{1}^{\epsilon}(z)\right) \cdot \frac{\partial x_{1}^{\epsilon}}{\partial z}(z)$. Here $\frac{\partial x_{1}^{\epsilon}}{\partial z}(z)=A$ if $\left|z_{i}\right|>\epsilon, i=1, \ldots, d$.

Then, we have

$$
\begin{align*}
& \int \cdots d z_{\ell} \\
& =-\int\left[\frac{\rho_{\eta}^{\prime}\left(\sum_{i \neq k}(X * v)_{i}+\sum_{r^{\prime}=1}^{d} v\left(z_{\ell}\right)\left\langle X_{\ell}, e_{r^{\prime}}\right\rangle^{2}\right)}{\left(\sum_{i \neq k}(X * v)_{i}+\sum_{r^{\prime}=1}^{d} v\left(z_{\ell}\right)\left\langle X_{\ell}, e_{r^{\prime}}\right\rangle^{2}\right)}\right. \\
& \quad-\frac{\rho_{\eta}\left(\sum_{i \neq k}(X * v)_{i}+\sum_{r^{\prime}=1}^{d} v\left(z_{\ell}\right)\left\langle X_{\ell}, e_{r^{\prime}}\right\rangle^{2}\right)}{\left.\left(\sum_{i \neq k}(X * v)_{i}+\sum_{r^{\prime}=1}^{d} v\left(z_{\ell}\right)\left\langle X_{\ell}, e_{r^{\prime}}\right\rangle^{2}\right)^{2}\right]} \\
& \quad \times \frac{\partial}{\partial z_{\ell}}\left\{\sum_{r^{\prime}=1}^{d} v\left(z_{\ell}\right)\left\langle X_{\ell}, \bar{e}_{r^{\prime}}\right\rangle^{2}\right\} \\
& \quad \times\left\{\sum_{r^{\prime}=1}^{d} v\left(z_{\ell}\right)\left\langle X_{\ell}, e_{\left.r^{\prime}\right\rangle^{2}}\right\} f\left(x_{1}^{\epsilon}\right) \frac{g^{\epsilon}\left(z_{\ell}\right)}{\int g^{\epsilon}\left(z_{\ell}\right) d z_{\ell}} d z_{\ell}\right. \\
& -\int\left(\frac{\rho_{\eta}\left(\sum_{i \neq k}(X * v)_{i}+\sum_{r^{\prime}=1}^{d} v\left(z_{\ell}\right)\left\langle X_{\ell}, e_{r^{\prime}}\right\rangle^{2}\right)}{\sum_{i \neq k}(X * v)_{i}+\sum_{r^{\prime}=1}^{d} v\left(z_{\ell}\right)\left\langle X_{\ell}, e_{r^{\prime}}\right\rangle^{2}}\right) \\
& \quad \times \sum_{r^{\prime}=1}^{d} \frac{\nabla_{z_{\ell}}\left\{v\left(z_{\ell}\right)\left\langle X_{\ell}, \bar{e}_{r^{\prime}}\right\rangle^{2} \cdot g^{\epsilon}\left(z_{\ell}\right)\right\}}{g^{\epsilon}\left(z_{\ell}\right)} f\left(x_{1}^{\epsilon}\right) \frac{g^{\epsilon}\left(z_{\ell}\right)}{\int g^{\epsilon}\left(z_{\ell}\right) d z_{\ell}} d z_{\ell} . \tag{1.48}
\end{align*}
$$

We suppress below the superscript $\epsilon$ for simplicity. Note that we have

$$
\begin{equation*}
\nabla_{z_{\ell}}\left\{v\left(z_{\ell}\right)\left\langle X_{\ell}, \bar{e}_{r^{\prime}}\right\rangle^{2} \cdot g\left(z_{\ell}\right)\right\}=\nabla_{z_{\ell}}\left\{v\left(z_{\ell}\right) \cdot g\left(z_{\ell}\right)\right\} \times\left\langle X_{\ell}, \bar{e}_{r^{\prime}}\right\rangle^{2} . \tag{1.49}
\end{equation*}
$$

We put

$$
\begin{align*}
& \Phi_{0}=\frac{\rho_{\eta}((X * v)(1))}{(X * v)(1)},  \tag{1.50}\\
& \Phi_{1}=\left[\frac{\rho_{\eta}^{\prime}((X * v)(1))}{((X * v)(1))}-\frac{\rho_{\eta}((X * v)(1))}{((X * v)(1))^{2}}\right] . \tag{1.51}
\end{align*}
$$

Then, we have the following expression:

$$
\begin{aligned}
& E\left[\rho_{\eta}((X * v)(1)) \times \sum_{r=1}^{d}\left\langle D f\left(x_{1}\right), e_{r}\right\rangle\right] \\
&=-E\left[\Phi _ { 1 } \left\{\sum_{k=1}^{N} \sum_{\ell=1}^{d} \sum_{r=1}^{d} \frac{\partial}{\partial z_{\ell}}\left\{v\left(z_{\ell}\right)\left\langle X_{\ell}, \bar{e}_{r}\right\rangle^{2}\right\}\left(\Delta z_{\ell}\left(S_{k}\right)\right)\right.\right. \\
&\left.\left.\times\left\{\sum_{r^{\prime}=1}^{d} v\left(\Delta z_{\ell}\left(S_{k}\right)\right)\left\langle X_{\ell}, e_{r^{\prime}}\right\rangle^{2}\right\} f\left(x_{1}^{\epsilon}\right)\right\}\right] \\
&-E\left[\Phi_{0}\left\{\sum_{k=1}^{N} \sum_{\ell=1}^{d} \sum_{r=1}^{d}\left\{\left(\frac{\nabla_{z_{\ell}}\left\{v\left(z_{\ell}\right) \cdot g\left(z_{\ell}\right)\right\}}{g\left(z_{\ell}\right)}\right)\left(\Delta z_{\ell}\left(S_{k}\right)\right) \times\left\langle X_{\ell}, \bar{e}_{r}\right\rangle^{2}\right\} f\left(x_{1}^{\epsilon}\right)\right\}\right] .
\end{aligned}
$$

We put (cf. (1.48), (1.49))

$$
\begin{align*}
\psi_{1, \ell}(z) & =\sum_{r=1}^{d} \frac{\partial}{\partial z}\left\{v(z)\left\langle X_{\ell}, \bar{e}_{r}\right\rangle^{2}\right\}(z),  \tag{1.52}\\
\psi_{2}(z) & =\frac{\nabla_{z}\{v(z) \cdot g(z)\}}{g(z)}
\end{align*}
$$

Then,

$$
\begin{aligned}
& \left|E\left[\rho_{\eta}((X * v)(1)) \sum_{r=1}^{d}\left\langle D f\left(x_{1}\right), e_{r}\right\rangle\right]\right| \\
& \leq\|f\|_{\infty}\left\{E\left[\left|\Phi_{1} \sum_{s \leq 1} \sum_{\ell=1}^{d} \psi_{1, \ell}\left(\Delta z_{\ell}(s)\right)\left\{\sum_{r^{\prime}=1}^{d} v\left(\Delta z_{\ell}(s)\right)\left\langle X_{\ell}, e_{r^{\prime}}\right\rangle^{2}\right\}\right|\right]\right. \\
& \left.+E\left[\left|\Phi_{0} \sum_{s \leq 1} \sum_{\ell=1}^{d} \sum_{r=1}^{d}\left\{\psi_{2}\left(\Delta z_{\ell}(s)\right)\left\langle X_{\ell}, \bar{e}_{r}\right\rangle^{2}\right\}\right|\right]\right\} .
\end{aligned}
$$

Hence, we can let $\epsilon \rightarrow 0$ to obtain

$$
\begin{align*}
& E\left[\rho_{\eta}((X * v)(1)) \sum_{r=1}^{d}\left\langle D f\left(x_{1}\right), e_{r}\right\rangle\right] \\
& =-E\left[\Phi_{1}\left(\sum_{s \leq 1} \sum_{\ell=1}^{d} \psi_{1, \ell}\left(\Delta z_{\ell}(s)\right) \times\left(\sum_{r^{\prime}=1}^{d} v\left(\Delta z_{\ell}(s)\right)\left\langle X_{\ell}, e_{r^{\prime}}\right\rangle^{2}\right)\right) f\left(x_{1}^{\epsilon}\right)\right]  \tag{1.53}\\
& \\
& \quad-E\left[\sum_{r=1}^{d} \Phi_{0}\left(\sum_{s \leq 1} \sum_{\ell=1}^{d} \psi_{2}\left(\Delta z_{\ell}(s)\right) \times\left\langle X_{\ell}, \bar{e}_{r}\right\rangle^{2}\right) f\left(x_{1}^{\epsilon}\right)\right] .
\end{align*}
$$

In the left-hand side of (1.53), we can show

$$
\begin{equation*}
[(X * v)(1)]^{-1} \in L^{p}, \quad p \geq 1 \tag{1.54}
\end{equation*}
$$

The proof proceeds similarly to Lemma 2.2, and we omit the detail. Indeed, we consider the form

$$
t \mapsto \sum_{r^{\prime}=1}^{d} \sum_{s \leq t} \sum_{j=1}^{d} v\left(\Delta z_{j}^{\epsilon}(s)\right)\left\langle X_{j}, e_{r^{\prime}}\right\rangle^{2}
$$

instead of $K_{t}(p)$, and the idea of the proof is the same as in Section 2.1.1.
(Step 2, $\eta \rightarrow 0$ )
By the last expression, we have

$$
\begin{aligned}
\mid E\left[\rho_{\eta}((X * v)(1))\right. & \left.\sum_{r=1}^{d}\left\langle D f\left(x_{1}\right), e_{r}\right\rangle\right] \mid \\
\leq & \|f\|_{\infty}\left\{E\left[\left|\Phi_{1} \sum_{s \leq 1} \sum_{\ell=1}^{d} \psi_{1, \ell}\left(\Delta z_{\ell}(s)\right)\left\{\sum_{r^{\prime}=1}^{d} v\left(\Delta z_{\ell}(s)\right)\left\langle X_{\ell}, e_{r^{\prime}}\right\rangle^{2}\right\}\right|\right]\right. \\
& \left.+E\left[\left|\Phi_{0}\left\{\sum_{s \leq 1} \sum_{\ell=1}^{d} \sum_{r=1}^{d}\left\{\psi_{2}\left(\Delta z_{\ell}(s)\right)\left\langle X_{\ell}, \bar{e}_{r}\right\rangle^{2}\right\}\right\}\right|\right]\right\}
\end{aligned}
$$

and the right-hand side is independent of $\eta>0$. By (1.54), $\left\{\sum_{r^{\prime}=1}^{d} \sum_{s \leq 1} \sum_{j=1}^{d} v\left(\Delta z_{j}(s)\right)\langle\cdots\rangle^{2}\right\}>0$ a.e. Hence, by letting $\eta \rightarrow 0$, we have

$$
\begin{align*}
& E\left[\rho_{\eta}\left(\sum_{r^{\prime}=1}^{d} \sum_{s \leq 1} \sum_{j=1}^{d} v\left(\Delta z_{j}(s)\right)\left\langle X_{j}, e_{r^{\prime}}\right\rangle^{2}\right) \sum_{r=1}^{d}\left\langle D f\left(x_{1}\right), e_{r}\right\rangle\right] \\
& \rightarrow E\left[\sum_{r=1}^{d}\left\langle D f\left(x_{1}\right), e_{r}\right\rangle\right] \tag{1.55}
\end{align*}
$$

in $L^{p}$.
On the other hand, $\sum_{s \leq 1} \sum_{\ell=1}^{d} \psi_{1, \ell}\left(\Delta z_{\ell}(s)\right)\left\langle X_{\ell}, e_{r^{\prime}}\right\rangle^{2} \in L^{p}, p>1$, and $\sum_{s \leq 1} \sum_{\ell=1}^{d} \psi_{2}\left(\Delta z_{\ell}(s)\right)\left\langle X_{\ell}, \bar{e}_{r}\right\rangle^{2} \in L^{p}, p>1$, since $v(\cdot)$ and $v^{\prime}(\cdot)$ are $C^{\infty}$ and have compact support. Hence, we can let $\eta \rightarrow 0$ in the above as before, and we have

$$
\begin{equation*}
E\left[\sum_{r=1}^{d}\left\langle D f\left(x_{1}\right), e_{r}\right\rangle\right]=E\left[f\left(x_{1}\right) \mathcal{H}_{1}\right] \tag{1.56}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{H}_{1}= & {[(X * v)(1)]^{-2} \times \sum_{s \leq 1} \sum_{\ell=1}^{d} \psi_{1, \ell}\left(\Delta z_{\ell}(s)\right) \sum_{r^{\prime}=1}^{d}\left\langle X_{\ell}, e_{r^{\prime}}\right\rangle^{2} } \\
& -[(X * v)(1)]^{-1} \times \sum_{s \leq 1} \sum_{\ell=1}^{d} \sum_{r=1}^{d} \psi_{2}\left(\Delta z_{\ell}(s)\right)\left\langle X_{\ell}, \bar{e}_{r}\right\rangle^{2} .
\end{aligned}
$$

We have an integration-by-parts formula of order 1.
Calculation for the integration by parts of order 2 is similar, and we omit the detail. We can proceed to the higher order calculation in a similar way.

## Time shifts

Consider a one-dimensional standard Poisson process $N_{t}$ and denote one of its jump times (jump moment) by $T$. We consider the shift of the jump times of $N_{t}$. This works in principle since the inter jump times of the Poisson process has an exponential law which has smooth density. We can compare this method with the previous ones by Bismut which make shifts with respect to the jump size (and direction) of the driving process.

It was first studied by E. Carlen and E. Pardoux [43] in 1990, and subsequently (and presumably, independently) by R. J. Elliot and A. H. Tsoi [56] in 1993. Elliot and Tsoi have obtained the following integration-by-parts formula:

$$
E\left[\frac{\partial G}{\partial t}(T) \int_{0}^{T} x_{s} d s\right]=-E\left[\left(\sum_{s \geq 0} x_{s} \Delta N_{s}\right) G(T)\right]
$$

where $G(t)$ denotes some suitable function and $T$ denotes a jump time. Note that the right-hand side $=-E[\delta(u) G(T)]$ in the contemporary notation.

Subsequently, V. Bally et al. [8] has proceeded along this idea. Namely, let $T_{1}, T_{2}, \ldots$ be the successive jump times of $N_{t}$ and let $F=f\left(T_{1}, \ldots, T_{n}\right)$ be a functional of $N$. The gradient operator $D=D_{t}$ is given by

$$
\begin{equation*}
D_{t} F=\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}} f\left(T_{1}, \ldots, T_{n}\right) \cdot 1_{\left\{T_{i}>t\right\}} . \tag{1.57}
\end{equation*}
$$

This gradient operator is a differential operator and enjoys the chain rule. This is a main point of this operator, compared to the difference operator $\tilde{D}_{u}$ which appeared in Section 2.1.2.

However, by operating $D$ again to both sides of (1.57), $D^{2} F$ contains the term $D 1_{\left\{T_{i}>t\right\}}$, which is singular. This is the price one pays for enjoying the chain rule. As a result, there are some problems with respect to showing the smoothness of the density. Precisely, since we can not expect the iterated use of the operator, we can not apply the higher order derivatives at the same point of time within this theory.

In Bally et al. [8] [9], to avoid the iterated use of the operation by $D$, a more moderate expression of the gradient operator using the approximation procedure is adopted. We introduce it below.

Let us introduce dumping functions $\left(\pi_{i}\right)$ which cancel the effect of singularities coming from $D^{2} F, D^{3} F, \ldots$ in the manner of (1.57). Namely, let $a_{i}, b_{i}, i=1,2, \ldots, m$ be random variables on $\Omega_{2}$ such that $-\infty \leq a_{i}<b_{i} \leq+\infty$, and consider weight functions $\left(\pi_{i}\right)$ such that $0 \leq \pi_{i} \leq 1, \pi_{i}$ is smooth on ( $a_{i}, b_{i}$ ), $\pi_{i}\left(a_{i}\right)=\pi_{i}\left(b_{i}\right)=0$, and that $\pi_{i}>0$ on $\left(a_{i}, b_{i}\right), i=1,2, \ldots, m$. We remark that the intervals $\left(a_{i}, b_{i}\right)$ are not necessarily distinct.

For $F=f\left(T_{1}, \ldots, T_{m}\right)$, we give the dumped derivative by

$$
\begin{equation*}
D_{i}^{\pi} F=\pi_{i} \cdot \partial_{i} f\left(T_{1}, \ldots, T_{m}\right) . \tag{1.58}
\end{equation*}
$$

Let $D^{\pi} F=\left(D_{i}^{\pi} F\right)_{i=1, \ldots, m}$, and call them $\pi$ derivatives. Then, we can use $D^{\pi} F$ in place of $D F$ in (1.57) (viewed at $t=T_{i}$ ).

One advantage of this notation is that it is a differential operator, and thus it still satisfies the chain rule

$$
\begin{equation*}
D_{i}^{\pi} \varphi(F)=\varphi^{\prime}(F) \cdot D_{i}^{\pi} F \tag{1.59}
\end{equation*}
$$

for $F=f\left(T_{1}, \ldots, T_{m}\right)$.
The other advantage is that, due to the dumping effect of $\pi_{i}$ at each edge of $\left(a_{i}, b_{i}\right)$, we can obtain the integration-by-parts formula: for $F_{m}=f\left(T_{1}, \ldots, T_{m}\right)$,

$$
\begin{equation*}
E\left[\partial^{\beta} g\left(F_{m}\right)\right]=E\left[g\left(F_{m}\right) H_{\beta}^{m}\right], \quad \beta=1,2, \ldots \tag{1.60}
\end{equation*}
$$

where $H_{\beta}^{m}$ is a random variable defined by using $D^{\pi}$.
More precisely, consider a functional $F=f\left(\left(T_{i}\right)\right)$ on $\Omega_{2}$ of the form

$$
f\left(\left(T_{i}\right)\right)=\sum_{j=1}^{\infty} f^{j}\left(T_{1}, \ldots, T_{j}\right) 1_{\{J(\omega)=j\}} .
$$

Here, $J(\omega)$ is an integer-valued random variable on $\Omega_{2}$.
A functional $F$ of such form with some $f \in C_{\pi}^{\infty}$ is called a simple functional. The set of simple functionals is denoted by $S$. Here, we put

$$
\begin{aligned}
& C_{\pi}^{k}=\left\{f ; f \text { admits partial } \pi \text { derivatives up to order } k \text { on }\left(a_{i}, b_{i}\right)\right. \\
& \left.\quad \text { w.r.t. each variable } t_{i}\right\}
\end{aligned}
$$

and $C_{\pi}^{\infty}=\cap_{k=1}^{\infty} C_{\pi}^{k}$. A sequence $U=\left(U_{i}\right)$ of simple functionals $U_{i} \in S$ is called a simple process. The set of simple processes is denoted by $\mathcal{P}$ in this subsection.

The adjoint operator $\delta$ of $D^{\pi}$ is defined for $U \in \mathcal{P}$ by

$$
\delta_{i}(U)=-\partial_{i}\left(\pi_{i} U_{i}\right)+U_{i} 1_{\left\{p_{J}>0\right\}} \partial_{i}^{\pi} \log p_{J}
$$

and

$$
\delta(U)=\sum_{i=1}^{J} \delta_{i}(U)
$$

Here, $p_{J}$ denotes the density of the law of $\left(T_{1}, \ldots, T_{j}\right)$ with respect to the Lebesgue measure on $\{J=j\}$. We assume $\left\{p_{J}>0\right\}$ is open in $\mathbf{R}^{J}$ and $p_{J} \in C_{\pi}^{\infty}$ on $\left\{p_{J}>0\right\}$. We remark that $\pi_{i}$ is a localization factor (weight), and thus it is expected that

$$
\Pi_{i=1}^{j} \operatorname{supp} \pi_{i} \subset \operatorname{supp} p_{j} \quad \text { on }\{J=j\}
$$

Then, we have
Proposition 2.4. Under the above assumption

$$
\begin{equation*}
E\left[\left(D^{\pi} F, U\right)\right]=E[F \delta(U)] \tag{1.61}
\end{equation*}
$$

for $F \in S, U \in \mathcal{P}$.
See [9] Proposition 1.

Repeating this calculus and using the chain rule (1.59), we reach the formula (1.60) under the assumption that

$$
E\left[|\gamma(F)|^{p}\right]<+\infty \quad \text { for all } p \geq 1
$$

Here,

$$
\gamma(F)=\sigma^{-1}(F)
$$

with $\sigma(F)=\sum_{j=1}^{J}\left(D_{j}^{\pi} F\right)^{2}$. In particular, $H_{1}^{m}=\delta\left(\gamma(F) D^{\pi} F\right)$ for $\beta=1$.
The formula (1.60) gives

$$
\left|\hat{p}_{F_{m}}(v)\right| \leq|v|^{-\beta} E\left[\left|H_{\beta}^{m}\right|\right]
$$

by choosing $g(x)=e^{i(x, v)}$. Instead of letting $F_{m} \rightarrow F$ in $L^{2}\left(\Omega_{2}\right)$ as $m \rightarrow+\infty$, we would show

$$
\sup _{m} E\left[\left|H_{\beta}^{m}\right|\right]<+\infty
$$

with a suitable choice of $\left(\pi_{i}\right)$. This implies

$$
\left|\hat{p}_{F}(v)\right| \leq C\left(1+|v|^{2}\right)^{-\beta / 2}, \quad \beta=1,2, \ldots
$$

as desired.
The time stratification method by A. $\operatorname{Kulik}[119,120]$ can also be regarded as a variation of the time shift method. See also Fournier [64].

In the process of inquiring into the Fock space representation of the Poisson space, Nualart and Vives [171] have introduced the translation operator

$$
\Psi_{t}(\omega)=\omega+\delta_{\{t\}},
$$

where $\omega$ is a generic element in the Poisson space. This operation can be viewed as adding a new jump time at $t$ to $\omega$ associated to $N$. This operator induces a translation of the functionals by

$$
\Psi_{t}(F)(\omega)=F\left(\omega+\delta_{\{t\}}\right)-F(\omega) .
$$

This operation leads to the difference operator $\tilde{D}_{u}$ by Picard [181]. Confer Section 2.1.2.

### 2.2 Methods of finding the asymptotic bounds (I)

In this section and the next, we recall some results stated in Sections 2.1.1, 2.1.2 and, assuming the existence of a transition density $p_{t}(x, y)$ for the process $X_{t}$, we explain various ideas of finding the asymptotic bounds of the density function $p_{t}(x, y)$ as $t \rightarrow 0$ based on methods employed in the proof. Here, $X_{t}$ denotes a solution of some SDE. The analysis to lead the existence and smoothness of the density function is carried out throughout Chapter 3.

The estimate is closely related, as will be seen in proofs, with fine properties of the trajectories in the short time, and thus with the perturbation methods stated in the previous section. Also, from an analytical point of view, it provides fine properties of the fundamental solution in the short time associated with the integro-differential equation.

In this section, we construct Markov chains which approximate the trajectory of $X_{t}$. Throughout this and the next sections, we confine ourselves to the case of the Itô process $X_{t}=x_{t}(x)$ given in Section 1.3. In the proof of Theorem 2.3 (b) below, we introduce a supplementary process $x_{s}\left(r, S_{t}, x\right)$ which is obtained from $x_{s}(x)$ by directing the times (moments) of big jumps of $x_{s}(x)$ during $[0, t]$. We will encounter this again in Section 3.6.4.

Our method stated in this and in the next section is not effective to lead the large time ( $t>1$ ) estimate of the density, and we can not obtain sharp results in such a case. We do not mention this case in this book.

### 2.2.1 Markov chain approximation

Let $z(s)$ be an $\mathbf{R}^{m}$-valued Lévy process with Lévy measure $\mu(d z): \int_{\mathbf{R}^{m}}\left(|z|^{2} \wedge 1\right) \mu(d z)<$ $+\infty$. That is, the characteristic function $\psi_{t}$ is given by

$$
\psi_{t}(v)=E\left[e^{i(v, z(t))}\right]=\exp \left(i t(v, c)+t \int\left(e^{i(v, z)}-1-i(v, z) 1_{\{|z| \leq 1\}}\right) \mu(d z)\right)
$$

We may write $z(s)=c s+\int_{0}^{s} \int_{\mathbf{R}^{m}\{\{0\}} z\left(N(d u d z)-d u 1_{\{|z| \leq 1\}} \cdot \mu(d z)\right)$, where $N$ is a Poisson random measure with mean $d u \times \mu(d z)$. Let $\gamma(x, z): \mathbf{R}^{d} \times \mathbf{R}^{m} \rightarrow \mathbf{R}^{d}$ and $b(x): \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}$ be $C^{\infty}$-functions, whose derivatives of all orders are bounded, satisfying $\gamma(x, 0)=0$.

We carry out our study in the probability space $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, P\right)$, where $\Omega=D([0,+\infty])$ (Skorohod space), $\left(\mathcal{F}_{t}\right)_{t \geq 0}=$ filtration generated by $z(s)$, and $P=$ probability measure on $\omega$ of $z(s)$. That is, $\mu(d z)=P(z(s+d s)-z(s) \in d z \mid z(s)) / d s$.

Consider the following SDE studied in Section 1.3, that is,

$$
\begin{equation*}
x_{t}(x)=x+\int_{0}^{t} b\left(x_{s}(x)\right) d s+\sum_{s \leq t}^{c} \gamma\left(x_{s-}(x), \Delta z(s)\right) . \tag{2.1}
\end{equation*}
$$

Equivalently, we may write $x_{t}(x)$ as

$$
\begin{align*}
x_{t}(x)= & x+\int_{0}^{t} b^{\prime}\left(x_{s}(x)\right) d s+\int_{0}^{t} \int_{|z| \leq 1} \gamma\left(x_{s-}(x), z\right) \tilde{N}(d s d z) \\
& +\int_{0}^{t} \int_{|z|>1} \gamma\left(x_{s-}(x), z\right) N(d s d z) \tag{2.2}
\end{align*}
$$

where $\tilde{N}$ denotes the compensated Poisson random measure: $\tilde{N}(d s d z)=N(d s d z)-$ $d s \mu(d z), b^{\prime}(x)=b(x)-\int_{|z| \geq 1} \gamma(x, z) \mu(d z)$, where the integrability of $\gamma(x, z)$ with respect to $1_{\{|z| \geq 1\}} \cdot d \mu(z)$ is assumed. We remark that

$$
\begin{equation*}
\gamma(x, z)=\frac{\partial \gamma}{\partial z}(x, 0) z+\tilde{\gamma}(x, z) \tag{2.3}
\end{equation*}
$$

for some $\tilde{\gamma}(x, z)$ such that

$$
\left|\left(\frac{\partial}{\partial x}\right)^{k} \tilde{\gamma}(x, z)\right| \leq C_{k}|z|^{\alpha}
$$

for some $\alpha>\beta \vee 1$ and for $k \in \mathbf{N}^{d}$ on $\{|z| \leq 1\}$. Here $\beta>0$ is what appeared in (A.O).
Throughout this section, we assume the following four assumptions; (A.0~A.2) in Section 1.3, and
(A.3) (3-a) If $0<\beta<1$, we assume that $c=\int_{|z| \leq 1} z \mu(d z), b=0$ and for all $u \in S^{d-1}$,

$$
\begin{equation*}
\int_{\{|z| \leq \rho\}}\langle z, u\rangle^{2} 1_{\{\langle z, u\rangle>0\}}(z) \mu(d z)=\rho^{2-\beta} \tag{2.4}
\end{equation*}
$$

as $\rho \rightarrow 0$.
(3-b) If $\beta=1$, then

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0}\left|\int_{\{\epsilon<|z| \leq 1\}} z \mu(d z)\right|<+\infty . \tag{2.5}
\end{equation*}
$$

Then, equation (2.1) (resp. (2.2)) has a unique solution. This follows from the fact that (2.1) can be written in the form (in Itô integral)

$$
\begin{equation*}
d x_{t}(x)=d \Theta_{t}\left(x_{t-}(x)\right), \quad x_{0}(x)=0, \tag{2.6}
\end{equation*}
$$

where

$$
\Theta_{t}(y)=b^{\prime}(y) t+\int_{0}^{t}\left\{\int_{|z| \leq 1} \gamma(y, z) \tilde{N}(d s d z)+\int_{|z|>1} \gamma(y, z) N(d s d z)\right\},
$$

and that equation (2.6) has a unique solution due to [123] Theorem 3.1. Furthermore, due to the inversibility assumption (A.2), there exists a stochastic flow of diffeomorphisms denoted by $\phi_{s, t}(s<t): \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}$ such that $x_{t}(x)=\phi_{s, t}\left(x_{s}(x)\right)$, which is inversible ([140] Section 1, [25]; see also [192] Theorem V. 65 for the simple case $\gamma(x, z)=$ $X(x) z)$.

We cite the following basic result due to Picard [184] using the perturbation stated in Section 2.1.2.

Proposition 2.5 ([184] Theorem 1). Under the conditions (A.0~A.3), $x_{t}(x)$ has a $C_{b}^{\infty}$ density for each $t>0$ which we denote by $y \mapsto p_{t}(x, y)$.

Methodologies leading to the existence of the smooth density under various conditions have much developed following this result. We shall go a bit into detail in Sections 3.5, 3.6.

The following result is an extension of Theorem 1 in [184] to the above mentioned process.

Theorem 2.2 (general upper bound). The density $p_{t}(x, y)$ satisfies the following estimate:
(a) $\sup _{x, y} p_{t}(x, y) \leq C_{0} t^{-\frac{d}{\beta}} \quad$ as $t \rightarrow 0$, for some $C_{0}>0$,

$$
\begin{equation*}
p_{t}(x, x)=t^{-\frac{d}{\beta}} \quad \text { as } t \rightarrow 0 \text { uniformly in } x . \tag{2.7}
\end{equation*}
$$

(b) For all $k \in \mathbf{N}^{d}$ there exists $C_{k}>0$ such that

$$
\begin{equation*}
\sup _{x, y}\left|p_{t}^{(k)}(x, y)\right| \leq C_{k} t^{-\frac{(k \mid+d)}{\beta}} \quad \text { as } t \rightarrow 0 \text {, } \tag{2.9}
\end{equation*}
$$

where $p^{(k)}$ denotes the $k$-th derivative with respect to $y$.
Below, we give a refinement of this theorem (Theorem 2.3) and provide the proof (Section 2.2.2).

We can give examples that the supremum in (a) is in fact attained on the diagonal $\{x=y\}$ (diagonal estimate):

$$
p_{t}(x, x)=t^{-\frac{d}{\beta}} \quad \text { as } t \rightarrow 0
$$

uniformly in $x$. It is well known in the case of a one-dimensional symmetric stable process with index $\beta=\alpha$ that the density function satisfies $p_{t}(0) \sim C t^{1 / \alpha}$ as $t \rightarrow 0$ ([84] Section 2-4).

The estimate above is more exact than the one by Hoh-Jacob [79] using functional analytic methods: there exist $C>0, v \in(1,+\infty)$ such that

$$
\sup _{x, y} p_{t}(x, y) \leq C t^{-v} \quad \text { as } t \rightarrow 0
$$

Below, we construct a Markov chain associated to $x_{t}(x)$. Let $v(d z)$ be the probability measure on $\mathbf{R}^{d}$ given by

$$
\begin{equation*}
v(d z)=\frac{\left(|z|^{2} \wedge 1\right) \mu(d z)}{\int\left(|z|^{2} \wedge 1\right) \mu(d z)} \tag{2.10}
\end{equation*}
$$

Then, $d v \sim d \mu$ ( $\mu$ and $v$ are mutually absolutely continuous), and the Radon-Nikodym derivative $\frac{d v}{d \mu}$ is globally bounded from above.

Consider a series of functions $\left(A_{n}\right)_{n=0}^{\infty}, A_{n}: \mathbf{R}^{d+m \times n} \rightarrow \mathbf{R}^{d}$ defined by $A_{0}(x)=x$ and $A_{n+1}\left(x, x_{1}, \ldots, x_{n+1}\right)=A_{n}\left(x, x_{1}, \ldots, x_{n}\right)+\gamma\left(A_{n}\left(x, x_{1}, \ldots, x_{n}\right), x_{n+1}\right)$. Fix $x \in \mathbf{R}^{d}$. We put $\S_{n}$ to be the support of the image measure of $\mu^{\otimes n}$ by the mapping $\left(x_{1}, \ldots, x_{n}\right) \mapsto$ $A_{n}\left(x, x_{1}, \ldots, x_{n}\right)$, and $\mathcal{S} \equiv \bigcup_{n} \mathcal{S}_{n}$.

Definition 2.2 (accessible points). Points in $\mathcal{S}$, regarded as points in $\mathbf{R}^{d}$, are called accessible points. Points in $\overline{\mathcal{S}} \backslash \mathcal{S}$ are called asymptotically accessible points.

Intuitively accessible points are those points which can be reached by $x_{t}(x)$ by only using a finite number of jumps of $z(s)$. We remark that $\mathcal{S}$ is not necessarily closed, although each $S_{n}$ is.

We define for each $x$ the mapping $H_{x}: \operatorname{supp} \mu \rightarrow P_{x} \equiv x+\{\gamma(x, z) ; z \in \operatorname{supp} \mu\}$ by $z \mapsto x+\gamma(x, z)$. Let $P_{x}^{(n)}=\left\{y \in P_{z_{n-1}} ; z_{1} \in P_{x}, z_{i} \in P_{z_{i-1}}, i=2, \ldots, n-1\right\}, n=$ $1,2, \ldots\left(z_{0}=x\right)$. Then, $P_{x}^{(1)}=P_{x}$, and $P_{x}^{(n)}$ can be interpreted as points which can be reached from $x$ by $n$ jumps along the trajectory $x_{t}(x)$. Given $x, y \in \mathbf{R}^{d}(y \neq x)$, let $\alpha(x, y)$ be the minimum number $l$ such that $y \in P_{x}^{(l)}$ if such $l$ exists, and put $\alpha(x, y)=+\infty$ if not. Or equivalently, $\alpha(x, y)=\inf \left\{n ; y \in \cup_{k \leq n} \mathscr{S}_{k}\right\}$.

To be more precise, we introduce a concrete "singular" Lévy measure of $z(s)$ which has already been described in [209] Example 3.7. Let $\mu(d z)=\sum_{n=0}^{\infty} k_{n} \delta_{\left\{a_{n}\right\}}(d z)$ be an $m$-dimensional Lévy measure such that ( $a_{n} ; n \in \mathbf{N}$ ) and ( $k_{n} ; n \in \mathbf{N}$ ) are sequences of points in $\mathbf{R}^{d}$ and real numbers, respectively, satisfying
(i) $\left|a_{n}\right|$ decreases to 0 as $n \rightarrow+\infty$,
(ii) $k_{n}>0$,
(iii) $\sum_{n=0}^{\infty} k_{n}\left|a_{n}\right|^{2}<+\infty$.

For this Lévy measure, we can show the unique existence of the solution $x_{t}(x)$ of (2.2) ([209] Theorems 1.1, 2.1), and the existence of the density under the assumptions (A.O-A.3).

We further assume that

$$
\begin{equation*}
N=N(t) \equiv \max \left\{n ;\left|a_{n}\right|>t^{1 / \beta}\right\} \asymp \log \left(\frac{1}{t}\right) . \tag{2.11}
\end{equation*}
$$

Part (b) of the next theorem can be viewed as an extension of Proposition 5.1 in [183].
Theorem 2.3 ([89], Theorem 2). Assume $\mu$ is given as above. Let $y \neq x$.
(a) Assume $y \in \mathcal{S}$, that is, $\alpha(x, y)<+\infty$. Then, we have

$$
\begin{equation*}
p_{t}(x, y)=t^{\alpha(x, y)-d / \beta} \quad \text { as } t \rightarrow 0 . \tag{2.12}
\end{equation*}
$$

(b) Assume $y \in \overline{\mathcal{S}} \backslash \mathcal{S}(\alpha(x, y)=+\infty)$. Suppose $b(x) \equiv 0$ and let $\beta^{\prime}>\beta$. Then, $\log p_{t}(x, y)$ is bounded from above by the expression of type $\Gamma=\Gamma(t)$ :

$$
\begin{equation*}
\Gamma \equiv-\min \sum_{n=0}^{N}\left(w_{n} \log \left(\frac{1}{t k_{n}}\right)+\log \left(w_{n}!\right)\right)+O\left(\log \left(\frac{1}{t}\right) \log \log \left(\frac{1}{t}\right)\right) \tag{2.13}
\end{equation*}
$$

as $t \rightarrow 0$. Here, the minimum is taken with respect to all choices of $a_{0}, \ldots, a_{N}$ by $\xi_{n}$ for $n=1,2, \ldots, n_{1}$ and $n_{1} \in \mathbf{N}$ such that

$$
\begin{equation*}
\left|y-A_{n_{1}}\left(x, \xi_{1}, \ldots, \xi_{n_{1}}\right)\right| \leq t^{1 / \beta^{\prime}} \tag{2.14}
\end{equation*}
$$

where $w_{n}=\#$ of $a_{n}$ in the choice and $n_{1}=\sum_{n=0}^{N} w_{n}$.

We remark that in finding the above minimum, the conditions (2.11) and (2.14) work complementarily. That is, as $t>0$ gets smaller, (2.14) becomes apparently more strict, whereas we may use more combinations of $a_{i}$ 's to approximate $y$ due to (2.11). Since $\beta^{\prime}>\beta$, the condition (2.14) does not prevent $A_{n_{1}}\left(x, \xi_{1}, \ldots, \xi_{n_{1}}\right)$ from attaining $y$ as $t \rightarrow 0$, using $a_{0}, \ldots, a_{N}$ under (2.11). We also remark that if $x$ and $a_{n}$ are rational points (e.g. $m=1, x=0, a_{n}=2^{-n}$ ), then the result (b) holds for almost all $y \in \overline{\mathcal{S}}(=[0,1])$ relative to the Lebesgue measure, whereas for $t>0, y \mapsto p_{t}(x, y)$ is smooth on $\overline{\mathcal{S}}$ due to Proposition 2.5.

### 2.2.2 Proof of Theorem 2.3

In this subsection, we prove Theorem 2.3. The main idea is to replace the Lévy measure $\mu$ by another probability measure $v$ which is absolutely continuous with respect to $\mu$, and consider another process $\tilde{x}$. of pure jump (bounded variation) whose Lévy measure is proportional to $v$. The Markov chain which approximates the trajectory of $x$. is constructed on the basis of $\tilde{x}$.

First, we prove two lemmas which are essential for our estimation. These lemmas are inspired by Picard [184].

Lemma 2.5 (lower bound for accessible points). Let $\left(\xi_{n}\right)_{n \in \mathbf{N}}$ be the $\mathbf{R}^{d}$-valued independent and identically distributed random variables obeying the probability law $v(d z)$ given by (2.10), independent of $z(s)$. We define a Markov chain $\left(U_{n}\right)_{n \in \mathbf{N}}$ by $U_{0}=x$ and $U_{n+1}=U_{n}+\gamma\left(U_{n}, \xi_{n+1}\right), n \in \mathbf{N}$. Assume that for $y \in \mathbf{R}^{d}$, there exist some $n \geq 1$, $\gamma=\gamma_{n} \geq 0$ and $c>0$ such that for all $\epsilon \in(0,1], P\left(\left|U_{n}-y\right| \leq \epsilon\right) \geq c \epsilon^{\gamma}$. Then, we have

$$
\begin{equation*}
p_{t}(x, y) \geq C t^{n+(\gamma-d) / \beta} \quad \text { as } t \rightarrow 0 \tag{2.15}
\end{equation*}
$$

We notice that the lower bound on the right-hand side depends on $\left(n, \gamma_{n}\right)$. Put $g(x, d z)=d\left(H_{x}^{*} v\right)(z), z \in P_{x} \backslash\{x\}$, where $H_{x}^{*} v=v \circ H_{x}^{-1}$. Then, we have an expression of the probability above:

$$
\begin{equation*}
P\left(\left|U_{n}-y\right| \leq \epsilon\right)=\int_{P_{x}} \ldots \int_{P_{z_{n-1}}} 1_{\left\{z_{n} ;\left|z_{n}-y\right| \leq \epsilon\right\}}\left(z_{n}\right) g\left(x, d z_{1}\right) \ldots g\left(z_{n-1}, d z_{n}\right) . \tag{2.16}
\end{equation*}
$$

Hence, the condition $P\left(\left|U_{n}-y\right| \leq \epsilon\right) \geq c \epsilon^{\gamma}$ implies:
$y$ can be attained with the singular Lévy measure ( $\operatorname{dim} \operatorname{supp} v=0$ ) if $\gamma=0$.
In order to obtain the upper bound, we introduce the perturbation of the chain.
Let $\left(\varphi_{n}\right)_{n \in \mathbf{N}}$ be a series of smooth functions: $\mathbf{R}^{d} \rightarrow \mathbf{R}^{d}$. We define another Markov chain $\left(V_{n}\right)_{n \in \mathbf{N}}$ by $V_{0}=\varphi_{0}(x)$ and $V_{n+1}=V_{n}+\left(\varphi_{n+1} \circ \gamma\right)\left(V_{n}, \xi_{n+1}\right)$. Furthermore, we define the series of real numbers $\left(\Phi_{n}\right)_{n \in \mathbf{N}}$ by

$$
\begin{equation*}
\Phi_{n} \equiv \sup _{k \leq n, y \in \mathbf{R}^{d}}\left(\left|\varphi_{k}(y)-y\right|+\left|\varphi_{k}^{\prime}(y)-I\right|\right) . \tag{2.17}
\end{equation*}
$$

Under these preparations, we have:
Lemma 2.6 (upper bound). Choose $y \neq x$. Assume there exist a sequence $\left(\gamma_{n}\right)_{n \in \mathbf{N}}, \gamma_{n} \in$ $[0,+\infty]$, and a nondecreasing sequence $\left(K_{n}\right)_{n \in \mathbf{N}}, K_{n}>0$, such that the following condition holds true for each $n$ and for any $\left(\varphi_{k}\right)_{k=0}^{n}$ satisfying $\Phi_{n} \leq K_{n}: V_{n}$ defined as above satisfies with some $C_{n}>0$ that

$$
\begin{equation*}
\text { if } \gamma_{n}<+\infty \text {, then } P\left(\left|V_{n}-y\right| \leq \epsilon\right) \leq C_{n} \epsilon^{\gamma_{n}} \text { for all } \epsilon>0 \text {, } \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { if } \gamma_{n}=+\infty \text {, then } P\left(\left|V_{n}-y\right| \leq \epsilon\right)=0 \text { for } \epsilon>0 \quad \text { small. } \tag{2.19}
\end{equation*}
$$

Furthermore, we put $\Gamma \equiv \min _{n}\left(n+\left(\gamma_{n}-d\right) / \beta\right)$. Then we have:

1. If $\Gamma<+\infty$, then $p_{t}(x, y)=O\left(t^{\Gamma}\right)$ as $t \rightarrow 0$.
2. If $\Gamma=+\infty$, then for any $n \in \mathbf{N} p_{t}(x, y)=o\left(t^{n}\right)$ as $t \rightarrow 0$.

Note that $\Gamma$ depends implicitly on the choice of $\left(K_{n}\right)$. Whereas, for each $n$, the bigger $\gamma_{n}$ gives the better upper bound.

Given the perturbations $\left(\varphi_{j}\right)$, we define $Q_{x}^{(0)}=\left\{\varphi_{0}(x)\right\}$ and the sequence $\left(Q_{x}^{(n)}\right)$ successively by

$$
Q_{x}^{(n)} \equiv\left\{z_{n-1}+\left(\varphi_{n} \circ \gamma\right)\left(z_{n-1}, z\right) ; z \in \operatorname{supp} v, z_{n-1} \in Q_{x}^{(n-1)}\right\}
$$

for $n=1,2, \ldots$. Hence, the set $Q_{x}^{(n)}$ can be interpreted as the points which can be reached from $x$ by $V_{n}$, and we have

$$
\begin{align*}
P\left(\mid V_{n}\right. & -y \mid \leq \epsilon) \\
& =\int_{P_{\varphi_{0}(x)} P_{\varphi_{n-1}\left(z_{n-1}\right)}} \cdots \int_{\left\{z_{n} ;\left|\varphi_{n}\left(z_{n}\right)-y\right| \leq \epsilon\right\}}\left(z_{n}\right) g\left(\varphi_{0}(x), d z_{1}\right) \ldots g\left(\varphi_{n-1}\left(z_{n-1}\right), d z_{n}\right) \tag{2.20}
\end{align*}
$$

for $n=0,1,2, \ldots$. We remark that if $y \notin P_{x}^{(n)}(n \geq 1)$, then by choosing $\varphi_{n}$ such that the size $\Phi_{n}$ of perturbations is small enough, we can let $y \notin Q_{x}^{(n)}$. Therefore, by choosing $K_{n}>0$ small and $\epsilon>0$ small, $\gamma_{n}$ may be $+\infty$ in the above.

Proofs of Lemmas 2.5, 2.6, and that of Lemma 2.7 below will be provided in the next subsection.

Proof of statement (a) of Theorem 2.3.
For $n \geq \alpha(x, y)$, we have $P\left(\left|U_{n}-y\right| \leq \epsilon\right) \geq c$ for $\epsilon \in(0,1]$ since $\mu$ has point masses. Hence, $p_{t}(x, y) \geq C t^{\alpha(x, y)-d / \beta}$ by Lemma 2.5.

For the upper bound, if $n<\alpha(x, y)$, then by choosing $K_{n}$ small, we have $y \notin Q_{x}^{(n)}$. That is,

$$
P\left(\left|V_{n}-y\right| \leq \epsilon\right)=0 \quad \text { for } \epsilon>0 \text { small, }
$$

and we may choose $\gamma_{n}=+\infty$ in (2.18) and (2.19). On the other hand, if $n \geq \alpha(x, y)$, then we must choose $\gamma_{n}=0$ in (2.18) ( $\varphi_{n}=i d$ must satisfy it).

Hence, we may choose $\Gamma=\alpha(x, y)-d / \beta$ in the conclusion. These imply

$$
\begin{equation*}
p_{t}(x, y)=t^{\alpha(x, y)-d / \beta} \tag{2.21}
\end{equation*}
$$

Proof of the statement (b) of Theorem 2.3.
We set $\delta_{t, k}=\left([0, t]^{k} / \sim\right)$ and $S_{t}=\amalg_{k \geq 0} \delta_{t, k}$, where $\amalg_{k \geq 0}$ denotes the disjoint sum and $\sim$ means the identification of the coordinates on the product space $[0, t]^{k}$ by the permutation.

Let $r=r(t)=t^{1 / \beta}$. We denote by $\tilde{z}^{r}(s)$ the Lévy process having the Lévy measure $\mu \cdot 1_{\{|z|>r\}}(z)$. That is, $\tilde{z}^{r}(s)=\sum_{u \leq s} \Delta z(u) 1_{\{|\Delta z(u)|>r\}}$. The distribution $\tilde{P}_{t, r}$ of the moments (instants) of jumps related to $\tilde{z}^{r}(s)$ during $[0, t]$ is given by

$$
\begin{align*}
\int_{\left\{\# S_{t}=k\right\}} f\left(S_{t}\right) d \tilde{P}_{t, r}\left(S_{t}\right) & \\
= & \left\{\left(t \int 1_{\{|z|>r\}}(z) \mu(d z)\right)^{k}\left(\frac{1}{k!}\right) \exp \left(-t \int 1_{\{|z|>r\}}(z) \mu(d z)\right)\right\} \\
& \times \frac{1}{t^{k}} \int_{0}^{t} \cdots \int_{0}^{t} f\left(s_{1}, \ldots, s_{k}\right) d s_{1} \cdots d s_{k} \tag{2.22}
\end{align*}
$$

where $f$ is a function on $\mathcal{S}_{t, k}$ (a symmetric function on $[0, t]^{k}$ ). Given $S_{t} \in \mathcal{S}_{t}$, we introduce the process $x_{s}\left(r, S_{t}, x\right)$ as the solution of the following SDE:

$$
\begin{align*}
x_{S}\left(r, S_{t}, x\right)= & x-\int_{0}^{s} d u \int 1_{\{|z|>r\}}(z) \gamma\left(x_{u}\left(r, S_{t}, x\right), z\right) \mu^{r}(d z) \\
& +\sum_{u \leq s}^{c} \gamma\left(x_{u^{-}}\left(r, S_{t}, x\right), \Delta z^{r}(u)\right)+\sum_{s_{i} \in S_{t}, s_{i} \leq s} \gamma\left(x_{s_{i}-}\left(r, S_{t}, x\right), \xi_{i}^{r}\right), \tag{2.23}
\end{align*}
$$

where $\left(\xi_{n}^{r}\right)_{n \in \mathbf{N}}$ denotes a series of independent and identically distributed random variables obeying the probability law

$$
\mu^{r}(d z)=\frac{1_{\{|z|>r\}}(z) \cdot \mu(d z)}{\int 1_{\{|z|>r\}}(z) \cdot \mu(d z)} .
$$

We remark that $x_{S}\left(r, S_{t}, x\right)$ is a martingale for each $0<r<1$ due to the assumption $b(x) \equiv 0$. We define a new Markov chain $\left(U_{n}^{r}\right)_{n \in \mathbf{N}}$ by $U_{0}^{r}=x$ and $U_{n+1}^{r}=U_{n}^{r}+$ $\gamma\left(U_{n}^{r}, \xi_{n+1}^{r}\right), n \in \mathbf{N}$.

We can prove, due to Proposition 2.5, that under (A.O) through (A.3), the law of $x_{s}\left(r, S_{t}, x\right)$ for (ds-a.e.) $s>0$ has a $C_{b}^{\infty}$-density denoted by $p_{s}\left(r, S_{t}, x, y\right)$.

Indeed, let $0 \leq s \leq t$. In the case $S_{t}=\emptyset$, we can choose $1_{\{|z| \leq r\}} \cdot \mu(d z)$ for the measure $\mu(d z)$ in Proposition 2.5. Hence, we have the existence of the density for the law $p_{s}(r, \emptyset, x, d y)$ of $x_{s}(r, \emptyset, x)\left(=\left.x_{s}\left(r, S_{t}, x\right)\right|_{S_{t}} \emptyset\right): p_{s}(r, \emptyset, x, d y)=p_{s}(r, \emptyset, x, y) d y$.

Next, we consider the general case. Since $\tilde{z}^{r}(s)$ and $z^{r}(s)$ are independent, we have by the Markov property that the law $p_{s}\left(r, S_{t}, x, d y\right) \equiv P\left(x_{S}\left(r, S_{t}, x\right) \in d y\right)$ of $x_{s}\left(r, S_{t}, x\right)$ is represented by

$$
\begin{aligned}
p_{s}\left(r, S_{t}, x, d y\right)= & \int d z_{0}^{\prime} \int_{P_{z_{0}^{\prime}}^{\prime}} p_{s_{1}}\left(r, \emptyset, x, z_{0}^{\prime}\right) g_{r}\left(z_{0}^{\prime}, d z_{1}\right) \\
& \times \int d z_{1}^{\prime} \int_{P_{z_{1}}^{\prime}} p_{s_{2}-s_{1}}\left(r, \emptyset, z_{1}, z_{1}^{\prime}\right) g_{r}\left(z_{1}^{\prime}, d z_{2}\right) \\
& \ldots \int d z_{n_{1}-1}^{\prime} \int_{P_{z_{n_{1}-1}}^{\prime}} p_{s_{n_{1}-s_{n_{1}-1}}}\left(r, \emptyset, z_{n_{1}-1}, z_{n_{1}-1}^{\prime}\right) g_{r}\left(z_{n_{1}-1}^{\prime}, d z_{n_{1}}\right) \\
& \times p_{t-s_{n_{1}}}\left(r, \emptyset, z_{n_{1}}, d y\right)
\end{aligned}
$$

if $S_{t} \in \mathcal{S}_{t, n_{1}}$. Here, $g_{r}(x, d z)=P\left(x+\gamma\left(x, \xi_{i}^{r}\right) \in d z\right)$.
On the other hand, once again, we have by the independence of $\tilde{z}^{r}(s)$ and $z^{r}(s)$,

$$
p_{s}(x, d y)=\int_{S_{t}} p_{s}\left(r, S_{t}, x, d y\right) d \tilde{P}_{t, r}\left(S_{t}\right),
$$

using the factorization of the measure $N$ (cf. [106] p. 71). By Proposition 2.5, the lefthand side has a density $p_{s}(x, y)$ with respect to $d y$. Hence, $p_{s}\left(r, S_{t}, x, d y\right)$ is absolutely continuous with respect to $d y$ ( $d \tilde{P}_{t, r}$-a.s.). Hence, we have by the derivation under the integral sign,

$$
p_{s}(x, y)=\int_{S_{t}}\left(p_{s}\left(r, S_{t}, x, d y\right) / d y\right)(y) d \tilde{P}_{t, r}\left(S_{t}\right) .
$$

We denote by $p_{s}\left(r, S_{t}, x, y\right)$ the derivative $p_{s}\left(r, S_{t}, x, d y\right) / d y(y)$ which is defined uniquely $d \tilde{P}_{t, r} \otimes d y$-a.e. (Since $d \tilde{P}_{t, r} \mid \delta_{t, k}$ is the uniform distribution on $\mathcal{S}_{t, k}, p_{s}\left(r, S_{t}, x, y\right)$ is defined uniquely as $d s \otimes d y$-a.e.) Since $y \mapsto p_{s}(x, y)$ is smooth, so is $y \mapsto p_{s}\left(r, S_{t}, x, y\right)$ $d s$-a.s., and hence $p_{s}\left(r, S_{t}, x, y\right)$ is defined as a smooth density $d s$-a.e.

Thus, by taking $s=t$,

$$
\begin{equation*}
p_{t}(x, y)=\int_{S_{t}} p_{t}\left(r, S_{t}, x, y\right) d \tilde{P}_{t, r}\left(S_{t}\right)=\sum_{k=0}^{\infty} p_{t}(k, r, x, y), \tag{2.24}
\end{equation*}
$$

where

$$
p_{t}(k, r, x, y)=\int_{S_{t, k}} p_{t}\left(r, S_{t}, x, y\right) d \tilde{P}_{t, r}\left(S_{t}\right) .
$$

Hence,

$$
\begin{align*}
p_{t}(x, y) d y & =E^{\tilde{P}_{t, r}}\left[P\left(x_{t}\left(r, S_{t}, x\right) \in d y\right)\right] \\
& =E^{\tilde{P}_{t, r}} E^{\left(\mu^{r}\right)^{\otimes+S_{t}}}\left[P\left(x_{t}\left(r, S_{t}, x\right) \in d y \mid S_{t}, \xi_{1}^{r}, \ldots, \xi_{\# S_{t}}^{r}\right)\right] . \tag{2.25}
\end{align*}
$$

For each $S_{t} \in \mathcal{S}_{t}$, we put $n_{1}=k$ if $S_{t} \in \mathcal{S}_{t, k}$. We then have

$$
\begin{align*}
& P\left(x_{t}\left(r, S_{t}, x\right) \in d y \mid S_{t}\right) \\
& =E^{\left(\mu^{r}\right)^{8 * S_{t}}}\left[P\left(x_{t}\left(r, S_{t}, x\right) \in d y:\left|y-U_{n_{1}}^{r}\right| \leq t^{1 / \beta^{\prime}} \mid S_{t}, \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right)\right] \\
& \quad+E^{\left(\mu^{r}\right)^{\otimes * S_{t}}}\left[P\left(x_{t}\left(r, S_{t}, x\right) \in d y:\left|y-U_{n_{1}}^{r}\right|>t^{1 / \beta^{\prime}} \mid S_{t}, \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right)\right] . \tag{2.26}
\end{align*}
$$

First, we have to compute $P\left(\left|y-U_{n_{1}}^{r}\right| \leq t^{1 / \beta^{\prime}}\right) \equiv E^{\left(\mu^{r}\right)^{8 n_{1}}}\left[P\left(\left|y-U_{n_{1}}^{r}\right| \leq t^{1 / \beta^{\prime}} \mid \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right)\right]$ for a given $y=x_{t}\left(r, S_{t}, x\right)$ with $S_{t} \in \mathcal{S}_{t, n_{1}}$. We denote, by the random variable $W_{n}$, the number of $a_{n}$ in $\left(\xi_{i}^{r}\right)_{i=1}^{n_{1}}$.

Given $n_{1} \in \mathbf{N}$, let $\left(w_{n}\right)_{n=0}^{N}$ and $w_{n} \in \mathbf{N} \cup\{0\}$ be a series of integers such that $n_{1}=$ $\sum_{n=0}^{N} w_{n}$. We then have

$$
\begin{aligned}
P(\text { for all } n & \left.\leq N, W_{n}=w_{n} \text { and }\left|y-U_{n_{1}}^{r}\right| \leq t^{1 / \beta^{\prime}}\right) \\
& \leq \prod_{n=0}^{N} \frac{1}{w_{n}!}\left(t k_{n}\right)^{w_{n}} e^{-t k_{n}},
\end{aligned}
$$

since each $W_{n}$ is a Poisson random variable with mean $t k_{n}$. Hence,

$$
\begin{align*}
\log P(\text { for all } n & \left.\leq N, W_{n}=w_{n} \text { and }\left|y-U_{n_{1}}^{r}\right| \leq t^{1 / \beta^{\prime}}\right) \\
& \leq-\sum_{n=0}^{N}\left(w_{n} \log \left(1 /\left(t k_{n}\right)\right)+\log \left(w_{n}!\right)+t k_{n}\right) \\
& =-\sum_{n=0}^{N}\left(w_{n} \log \left(1 /\left(t k_{n}\right)\right)+\log \left(w_{n}!\right)\right)+O(1) . \tag{2.27}
\end{align*}
$$

We introduce the set $\mathcal{W}$ of all $\left(w_{n}\right)_{n=0}^{N}$ such that for some $n_{1} \in \mathbf{N}, U_{n_{1}}^{r}$ directed by the following condition (*) satisfies $\left|y-U_{n_{1}}^{r}\right| \leq t^{1 / \beta^{\prime}}$, that is,
(*) $\quad w_{n}=\left(\#\right.$ of $a_{n}$ 's which appear in $\left.\xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right)$ and $n_{1}=\sum_{n=1}^{N} w_{n}$.
Then, from (2.27), it follows that

$$
\begin{align*}
& \log P\left(\begin{array}{c}
\text { there exists }\left(w_{n}\right) \in \mathcal{W} \text { such that for all } n \leq N, \\
W_{n}= \\
w_{n} \text { and }\left|y-U_{n_{1}}^{r}\right| \leq t^{1 / \beta^{\prime}} \\
\\
\leq-\min _{\mathcal{W}} \sum_{n=0}^{N}\left(w_{n} \log \left(1 /\left(t k_{n}\right)\right)+\log \left(w_{n}!\right)\right)+O(\log |\mathcal{W}|)
\end{array} .\right.
\end{align*}
$$

On the other hand, we have

$$
\begin{equation*}
P\left(W_{n} \geq N^{3} \text { and }\left|y-U_{n_{1}}^{r}\right| \leq t^{1 / \beta^{\prime}}\right) \leq C e^{-N^{3}} \leq C e^{-c(\log (1 / t))^{3}} \tag{2.29}
\end{equation*}
$$

since $W_{n}$ is a Poisson variable with mean $t k_{n}$. Since this is very small relative to the probability above, we may put the restriction $w_{n} \leq N^{3}$ and $n_{1} \leq N^{4}$. Hence, we may write $|\mathcal{W}|=O\left(\left(N^{3}\right)^{N}\right)$, and

$$
\log |\mathcal{W}|=O(N \log N)=O(\log (1 / t) \log \log (1 / t)) .
$$

Let $x_{t}(r, \emptyset, x)$ denote the process defined by (2.23) with $S_{t}=\emptyset$, and $p_{t}(r, \emptyset, x, y)$ as its density. By Theorem 2.2 (a), $p_{t}(r, \emptyset, x, y) \leq C t^{-d / \beta}$ as $t \rightarrow 0$, and this implies, for a given $S_{t} \in \mathcal{S}_{t, n_{1}}, \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}$, that $P\left(x_{t}\left(r, S_{t}, x\right) \in d y \mid S_{t}, \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right) / d y=O\left(t^{-d / \beta}\right)$ as $t \rightarrow 0$. Since $z^{r}(u)$ and $\left(\xi_{i}^{r}\right)$ are independent, by (2.24) and Fubini's Theorem, we have

$$
\begin{align*}
& \log \left(E^{\left.\tilde{P}_{t, r}\right|_{t, n_{1}}}\right. \\
& \left.\quad E^{\left(\mu^{r}\right)^{\otimes n_{1}}}\left[P\left(x_{t}\left(r, S_{t}, x\right) \in d y:\left|y-U_{n_{1}}^{r}\right| \leq t^{1 / \beta^{\prime}} \mid S_{t}, \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right)\right] / d y\right) \\
& \leq \log \left(t ^ { - d / \beta } \operatorname { e x p } \left(-\min _{\mathcal{W}} \sum_{n=0}^{N}\left(w_{n} \log \left(1 /\left(t k_{n}\right)\right)+\log \left(w_{n}!\right)\right)\right.\right. \\
& \quad+O(\log (1 / t) \log \log (1 / t)))) \\
& \leq-\min _{\mathcal{W}} \sum_{n=0}^{N}\left(w_{n} \log \left(1 /\left(t k_{n}\right)\right)+\log \left(w_{n}!\right)\right)+O(\log (1 / t) \log \log (1 / t)) . \tag{2.30}
\end{align*}
$$

For the second term of (2.26), we have the following lemma, whose proof is given later.
Lemma 2.7. Given $y=x_{t}\left(r, S_{t}, x\right), S_{t} \in \mathcal{S}_{t, n_{1}}$ and $U_{n_{1}}^{r}=A_{n_{1}}\left(x, \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right)$, there exist $k>0$ and $C_{0}>0$ such that for every $p>k$,

$$
\begin{aligned}
& E^{\tilde{P}_{t, r} \mid s_{t, n_{1}}} E^{\left(\mu^{r}\right)^{\otimes n_{1}}}\left[P\left(\left|y-U_{n_{1}}^{r}\right|>t^{1 / \beta^{\prime}} \mid S_{t}, \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right)\right] \\
& \leq n_{1} C_{0} \exp \left[-(p-k)(\log (1 / t))^{2}\right]
\end{aligned}
$$

as $t \rightarrow 0$.
Given $\xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}$, we have, as above, $E^{\left.\tilde{P}_{t, r \mid}\right|_{t, n_{1}}}\left[P\left(x_{t}\left(r, S_{t}, x\right) \in d y \mid S_{t}, \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right) / d y\right]=$ $O\left(t^{-d / \beta}\right)$ as $t \rightarrow 0$. We integrate this with respect to $\left(\mu^{r}\right)^{\otimes n_{1}}$ on $\left\{\left|y-U_{n_{1}}^{r}\right|>t^{1 / \beta^{\prime}}\right\}$. Since $z^{r}(u)$ and $\left(\xi_{i}^{r}\right)$ are independent, by Lemma 2.7, we then have

$$
\begin{aligned}
E^{\tilde{P}_{t, r}| |_{t, n_{1}}} E^{\left(\mu^{r}\right)^{\otimes n_{1}}} & {\left[P\left(x_{t}\left(r, S_{t}, x\right) \in d y:\left|y-U_{n_{1}}^{r}\right|>t^{1 / \beta^{\prime}} \mid S_{t}, \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right)\right] / d y } \\
& \leq n_{1} C_{0}^{\prime} t^{-d / \beta} \exp \left[-(p-k)(\log (1 / t))^{2}\right], \text { as } t \rightarrow 0 .
\end{aligned}
$$

We get

$$
\begin{aligned}
& \log \left(E^{\tilde{P}_{t, r}| |_{t, n_{1}}}\right. \\
& \left.\quad E^{\left(\mu^{r}\right)^{\otimes n_{1}}}\left[P\left(x_{t}\left(r, S_{t}, x\right) \in d y:\left|y-U_{n_{1}}^{r}\right|>t^{1 / \beta^{\prime}} \mid S_{t}, \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right)\right] / d y\right) \\
& \leq-(p-k)(\log (1 / t))^{2}+\max _{n_{1} \leq N^{4}} \log n_{1}+\log C_{0}^{\prime}+O(\log (1 / t)) \\
& \leq-(p-k)(\log (1 / t))^{2}+O(\log (1 / t))
\end{aligned}
$$

since $\max _{n_{1} \leq N^{4}} \log n_{1}=\log N^{4}=O(\log (1 / t))$. Since $p>k$ is arbitrary, this can be neglected in view of the right-hand side of (2.30) and (2.26).

After summing up $E^{\left.\tilde{P}_{t, r}\right|_{t, n_{1}}} E^{\left(\mu^{r}\right)^{\otimes n_{1}}}[\ldots]$ with respect to $n_{1}=0, \ldots, N^{4}$, we get

$$
\begin{align*}
& \log \left(E^{\left.\tilde{P}_{t, r} l_{U_{\leqslant N^{4}} s_{t, k}} E^{\left(\mu^{r}\right)^{* \# S_{t}}}\left[P\left(x_{t}\left(r, S_{t}, x\right) \in d y \mid S_{t}, \xi_{1}^{r}, \ldots, \xi_{\# S_{t}}^{r}\right)\right] / d y\right)}\right. \\
& \leq-\min _{\mathcal{W}} \sum_{n=0}^{N}\left(w_{n} \log \left(1 /\left(t k_{n}\right)\right)+\log \left(w_{n}!\right)\right) \\
& \quad+O(\log (1 / t) \log \log (1 / t))+O(\log (1 / t)) . \tag{2.31}
\end{align*}
$$

In view of (2.25), (2.31),

$$
\begin{align*}
\log p_{t}(x, y) \leq & -\min _{\mathcal{W}} \sum_{n=0}^{N}\left(w_{n} \log \left(1 /\left(t k_{n}\right)\right)+\log \left(w_{n}!\right)\right) \\
& +O(\log (1 / t) \log \log (1 / t)) \tag{2.32}
\end{align*}
$$

Since there is no difference between the trajectories of the deterministic chain $A_{n_{1}}\left(x, \xi_{1}, \ldots, \xi_{n_{1}}\right)$ and $U_{n_{1}}^{r}$ obtained by using $\left\{a_{n} ; n=0, \ldots, N\right\}$ under (2.11), we have the assertion.

In Section 2.5.4, we will see the image of (Markov) chain approximations using planar chains.

### 2.2.3 Proof of lemmas

In this subsection, we give proofs of lemmas $2.5,2.6$, and 2.7 which appeared in the previous subsection.

## (A) Proof of Lemma 2.5

To show Lemma 2.5, we prepare several sublemmas.
We recall that $\mu$ satisfies (A.O). As stated above, we introduce a probability measure $v$ by

$$
v(d z)=\frac{\left(|z|^{2} \wedge 1\right) \mu(d z)}{\int\left(|z|^{2} \wedge 1\right) \mu(d z)}
$$

Then, $\mu \sim v$. Let $1 / c_{0}$ be the upper bound of $\frac{d v}{d \mu}$.
We decompose $z(s)$ into an independent sum

$$
z(s)=\tilde{z}(s)+Z(s),
$$

where $\tilde{z}(s)$ is a Lévy process with the Lévy measure $c_{0} v$ which is a pure jump process, and $Z(s)$ is a Lévy process with the Lévy measure $\mu-c_{0} v$. Let $N=N(t)$ the number of jumps of $\tilde{z}$ before time $t$, and let $r=r(t)=t^{1 / \beta}$.

We further decompose $Z(s)$ into an independent sum $Z(s)=Z^{r}(s)+\tilde{Z}^{r}(s)$ as

$$
\tilde{Z}^{r}(s)=\sum_{u \leq s} \Delta Z(u) 1_{\{|\Delta Z(u)|>r\}}
$$

and

$$
Z^{r}(s)=Z(s)-\tilde{Z}^{r}(s) .
$$

Then, $\tilde{z}, Z^{r}, \tilde{Z}^{r}$ are chosen to be independent processes, making $z=\tilde{z}+Z^{r}+\tilde{Z}^{r}$.
We introduce three processes $x_{s}^{r}(x), x_{s}^{(r)}(x), \tilde{x}_{s}(x)$ by using (3.2) in Chapter 1, and replacing $z($.$) with Z^{r}, \tilde{z}+Z^{r}, \tilde{z}$, respectively.

Let

$$
\Gamma=\left\{\omega ; \tilde{Z}_{s}^{r} \equiv 0, s \in[0, t]\right\} .
$$

By (A.O), we have

$$
P(\Gamma)>c_{t}>0
$$

by using the small deviations property ([90], cf. Section 2.5.4). We observe $x_{t}=x_{t}^{(r)}$ on $\Gamma$. Hence, it is sufficient to estimate the density of $x_{t}^{(r)}$ at $y$ for the lower bound.

Here, we give three sublemmas.
Sublemma 2.1. Let $h>0$ and $k \in \mathbf{N}^{d}$. Denote by $p_{r, t}(x, y)$ the density of $x_{t}^{r}(x)$. Then, $\left|p_{r, r^{\beta} h}^{(k)}(x, y)\right| \leq C_{k h} r^{-(|k|+d)}$ for $0<r \leq 1$.
Proof. Let $h>0$ and $r>0$. We put $\bar{x}_{h}^{r}(x) \equiv \frac{1}{r} x_{r \beta}^{r}(x) . \bar{x}_{h}^{r}(x)$ satisfies $\bar{x}_{h}^{r}(x)=$ $\int_{0}^{h} b_{r}\left(\bar{x}_{h^{\prime}}^{r}(x)\right) d h^{\prime}+\sum_{h^{\prime} \leq h}^{c} \gamma_{r}\left(\bar{x}_{h^{\prime}-}^{r}(x), \Delta \bar{z}^{r}\left(h^{\prime}\right)\right)+\frac{1}{r} x$, where $\bar{z}^{r}(t) \equiv \frac{1}{r} Z^{r}\left(r^{\beta} t\right), b_{r}(y) \equiv r^{\beta-1} b(r y)$ and $\gamma_{r}(x, \zeta) \equiv \frac{1}{r} \gamma(r x, r \zeta)$. Assumption (A.3) (3-b) is used here to guarantee that the scaled drift parameter $c_{r}=r^{\beta-1}\left(c-\int_{\{r<|\zeta| \leq 1\}} \zeta \mu(d \zeta)\right)$ is finite. Then, by the definition of $h \mapsto \bar{x}_{h}^{r}(x), P\left(\left.\bar{x}_{h}^{r}(x) \in d\left(\frac{y}{r}\right) \right\rvert\, \bar{x}_{0}^{r}(x)=\frac{x}{r}\right)=P\left(x_{r^{\beta} h}^{r}(x) \in d y\right)$.

On the other hand, $y \mapsto b_{r}(y)$ is $C_{b}^{\infty}$ (we use here the assumption for the case $\alpha<1$ ). $\gamma_{r}(x, \zeta)$ satisfies the assumptions (A.O) ~ (A.3) uniformly in $r$. Hence, by Proposition 2.5, $\left(\bar{x}_{h}^{r}(x) ; r>0\right)$ have $C_{b}^{\infty}$-densities $\bar{p}_{h}\left(\frac{x}{r}, y: r\right)$ which are uniformly bounded
 This implies $\left\lvert\, p_{r, \left.r^{\beta} h\left(\frac{X}{r}, y: r\right) \right\rvert\, \leq C_{h} r^{-d} \text {. Estimates for the derivatives with respect to } y}^{y}\right.$ follow by differentiating the equality.

The next two sublemmas are cited from [184].
Sublemma 2.2 ([184] Lemma 8). There exists a matrix-valued function A such that

$$
x_{t}^{(r)}(x)=\tilde{x}_{t}(x)+\sum_{s \leq t}^{c} A(s, \tilde{z}(.)) \frac{\partial}{\partial z} \gamma\left(\tilde{x}_{s}(x), 0\right) \Delta Z_{s}^{r}+o\left(t^{\frac{1}{\beta}}\right)
$$

in case $\beta \neq 1$, and

$$
x_{t}^{(r)}(x)=\tilde{x}_{t}(x)+\sum_{s \leq t}^{c} A(s, \tilde{z}(.))\left(\frac{\partial}{\partial z} \gamma\left(\tilde{x}_{s}(x), 0\right) \Delta Z_{s}^{r}+b\left(\tilde{x}_{s}(x)\right) d s\right)+o\left(t^{\frac{1}{\beta}}\right)
$$

in case $\beta=1$. $A(s, \tilde{z})$ and its inverse are bounded by some $C(n)$ on $\{N=n\}$.

Sublemma 2.3 ([184] Lemma 6). Consider a family of $\mathbf{R}^{d}$-valued infinitely divisible random variables $\Theta_{t}^{i}$ indexed by $t>0$ and $i \in \mathcal{J}$, and another family of $\mathbf{R}^{d}$-valued random variables $Y_{t}^{i}$. We assume
(i) $Y_{t}^{i}$ has a $C_{b}^{\infty}$ transition density uniformly in ( $t, i$ ).
(ii) $\left\|Y_{t}^{i}-\Theta_{t}^{i}\right\|_{L^{1}} \rightarrow 0$ as $t \rightarrow 0$ uniformly in $i$.
(iii) The drift parameter of $\Theta_{t}^{i}$ is uniformly bounded.
(iv) We denote by $\mu_{t}^{i}$ the Lévy measure of $\Theta_{t}^{i}$. There exists a compact $K \subset \mathbf{R}^{m}$ such that supp $\mu_{t}^{i} \subset K$ uniformly in $i$, the measure $|x|^{2} \mu_{t}^{i}(d x)$ is bounded uniformly in $(t, i)$, and $\mu_{t}^{i}$ satisfies the condition (A.O), or (A.3) (3-a) if $\beta<1$ uniformly, respectively.
Then, the density of $Y_{t}^{i}$ is bounded away from zero as $t \rightarrow 0$ on any compact set uniformly in $i$.

## Proof of Lemma 2.5. (continued)

Put $A_{n}=\{N=n\} \cap\left\{T_{n} \leq \frac{t}{2}\right\}$. Here, $T_{1}, T_{2}, \ldots$ are jump times of $\tilde{z}$.
On the set $A_{n}, \tilde{z}$ has $n$ jumps on $\left[0, \frac{t}{2}\right]$ and no jump on $\left[\frac{t}{2}, t\right]$. We have

$$
P\left(A_{n}\right) \geq c t^{n} \quad \text { with } c>0,
$$

since the left-hand side is greater than $\frac{1}{n!}\left(\lambda_{t}\right)^{n} e^{-\lambda_{t}} \geq \frac{1}{n!}\left(\lambda_{t}\right)^{n}$ with $\lambda_{t}=\frac{t}{2} \times v\left(\mathbf{R}^{d} \backslash\{0\}\right)$.
On the other hand, the conditional law of $x_{s}^{(r)}(x)$ given $\left(\tilde{z}, x_{t / 2}^{(r)}(x)\right)$ coincides with the transition function of $x_{s}^{(r)}(x)$ on $\left[\frac{t}{2}, t\right]$. We apply Sublemma 2.1 to see that the conditional density of $\frac{\chi_{t}^{(r)}(x)}{t^{1 / \beta}}=\frac{\chi_{t}^{(r)}(x)}{r}$ given $\tilde{z}$ is uniformly $C_{b}^{1}$ on $A_{n}$. By the definition of $\tilde{x}_{t}(x)$, the process

$$
U_{t}=\frac{1}{t^{1 / \beta}}\left(x_{t}^{(r)}(x)-\tilde{x}_{t}(x)\right)
$$

satisfies the same property. By Sublemma 2.2 applied to the process $U_{t}, U_{t}$ is equivalent to an infinitely divisible variable

$$
\frac{1}{t^{1 / \beta}}\left(\int_{0}^{t} A\left(s, \tilde{x}_{s}(x)\right) \frac{\partial}{\partial z} \gamma\left(\tilde{x}_{s}(x), 0\right) d Z_{s}^{r}\right)+o(1)
$$

conditionally on $\tilde{z}(t)$.
We use Sublemma 2.3 (the index $i$ is the path $\tilde{z}$ ) to obtain that

$$
P\left(U_{t} \in d z \mid \tilde{z}\right) \geq c d z
$$

on $A_{n}, z$ in a compact set. This implies

$$
P\left(x_{t}^{(r)}(x) \in d y \mid \tilde{z}\right) \geq c t^{-d / \beta} d y \quad \text { on } \quad\left\{\left|y-\tilde{x}_{t}(x)\right| \leq t^{1 / \beta}\right\} \cap A_{n}
$$

This implies

$$
\begin{equation*}
P\left(x_{t}^{(r)}(x) \in d y\right) \geq c t^{-d / \beta} P\left(\left|\tilde{x}_{t}(x)-y\right| \leq t^{1 / \beta}, A_{n}\right) d y \tag{2.33}
\end{equation*}
$$

On the other hand, each jump $\Delta \tilde{z}(t)$ of $\tilde{z}(t)$ is independent with the common law $v$, and the jumps are independent of $\left(T_{i}\right)$. Hence, conditionally on $A_{n}$, the variables $\tilde{x}_{t}(x)$ and $U_{n}$ have the same law. Thus,

$$
\begin{align*}
P\left(\left|\tilde{x}_{t}(x)-y\right| \leq t^{1 / \beta}, A_{n}\right) & =P\left(\left|U_{n}-y\right| \leq t^{1 / \beta}, A_{n}\right) \\
& =P\left(\left|U_{n}-y\right| \leq t^{1 / \beta}\right) \times P\left(A_{n}\right) \geq c t^{n+\gamma / \beta} . \tag{2.34}
\end{align*}
$$

From (2.33) and (2.34), we get the conclusion.

## (B) Proof of Lemma 2.6

Note that if $y$ is not an accessible point, then $y$ is not in the support of $U_{n}$. By choosing the size of $K_{n}$ small enough, it is not in the support of $V_{n}$. Hence, we can take $\gamma_{n}=+\infty$ for any $n$, and hence $\Gamma=+\infty$.

It is sufficient to prove the case $\gamma_{n}<+\infty$.
To show Lemma 2.6, we again prepare several sublemmas which are cited from [184].

Sublemma 2.4 ([184] Lemma 9). Consider a family of d-dimensional variables $H$ admitting uniformly $C_{b}^{1}$ densities $p(y)$. Then, for any $q \geq 1$,

$$
p(y) \leq C_{q}\left(\frac{E\left[|H|^{q}\right]+1}{1+|y|^{q}}\right)^{1 /(d+1)}
$$

Sublemma 2.5 ([184] Lemma 10). Consider the pure jump process $\tilde{z}^{r}(s)$ and $\tilde{x}_{s}^{r}(x)$ as defined above for $r=r(t)=t^{1 / \beta}$. Let $N=N(t)$ be the number of jumps of $\tilde{z}^{r}$ before $t$. Then, for any $\lambda>0$, we have

$$
P\left(\left|\tilde{x}_{t}^{\gamma}(x)-y\right| \leq \lambda t^{1 / \beta}\right) \leq C\left(1+\lambda^{L}+N^{L}\right) t^{\Gamma+\beta / d}
$$

for some $L>0$.
Sublemma 2.6 ([184] Lemma 11). With the same notation as in Sublemma 2.5, for any $k \in \mathbf{N}^{d}$, the conditional density $\tilde{p}(y)$ of $x_{t}$ given $\tilde{z}^{r}$ satisfies

$$
\left|\tilde{p}^{(k)}(y)\right| \leq C_{k} t^{(d+|k|) / \beta} \exp \left(C_{k} N\right)
$$

for some $C_{k}>0$.
Sublemma 2.7 ([184] Lemma 12). With the same notation as in Sublemma 2.5, for each $q \geq 1$, we have

$$
E\left[\left|x_{t}(x)-\tilde{x}_{t}^{r}(x)\right|^{q} \mid \tilde{z}^{r}\right]^{1 / q} \leq c_{q} t^{1 / \beta} \exp \left(c_{q} N\right) .
$$

## Proof of Lemma 2.6. (continued)

Let

$$
H=\exp (C N)\left(x_{t}-\tilde{x}_{t}^{r}\right) / t^{1 / \beta}
$$

Here, the constant $C$ is chosen large enough so that the conditional density of $H$ given $\tilde{z}^{r}$ is uniformly $C_{b}^{1}$, which is possible due to Sublemma 2.6. By Sublemma 2.7, the conditional moments of $H$ given $\tilde{z}^{r}$ are at most of exponential growth with respect to $N$. Hence, we apply Sublemma 2.4 to obtain that for each $q \geq 1$,

$$
P\left(H \in d h \mid \tilde{z}^{r}\right) / d h \leq c_{q}(1+|h|)^{-q} \exp \left(c_{q} N\right) .
$$

Hence, the conditional density $\tilde{p}(y)$ of $x_{t}(x)$ satisfies

$$
\begin{aligned}
\tilde{p}(y) & \leq c_{q} t^{-d / \beta}\left\{\exp \left(c_{q} N\right)\left(1+t^{-1 / \beta}\left|y-\tilde{x}_{t}^{r}(x)\right| \exp (C N)\right)^{-q}\right\} \\
& \leq c_{q} t^{-d / \beta}\left\{\exp \left(c_{q} N\right)\left(1+t^{-1 / \beta}\left|y-\tilde{x}_{t}^{r}(x)\right|\right)^{-1}\right\}^{q}
\end{aligned}
$$

due to Sublemma 2.6.
The density $p_{t}(x, y)$ is the expectation of $\tilde{p}(y)$. To this end, we apply the distribution identity

$$
E\left[Z^{q}\right]=q \int_{0}^{\infty} u^{q-1} P(Z \geq u) d u, \quad Z \geq 0
$$

Then, we have

$$
\begin{aligned}
p_{t}(x, y) & \leq q c_{q} t^{-d / \beta} \int_{0}^{\infty} u^{q-1} P\left(1+t^{-1 / \beta}\left|y-\tilde{x}_{t}^{r}(x)\right| \leq \exp \left(c_{q} N\right) / u\right) d u \\
& \leq c_{q} t^{\Gamma} \int_{0}^{\infty} u^{q-1} E\left[\left(1+N^{L}+u^{-L} \exp \left(L c_{q} N\right)\right) \times 1_{\left\{N \geq(\log u) / c_{q}\right\}}\right] d u
\end{aligned}
$$

by Sublemma 2.5.
The variable $N=N(t)$ is a Poisson variable with bounded exponential mean. Hence, the expectation above is uniformly $o\left(u^{-k}\right)$ for any $k$ as $u \rightarrow+\infty$, and uniformly $O\left(u^{-L}\right)$ as $u \rightarrow 0$. Hence, the integral is bounded for $q>L$.

## (C) Proof of Lemma 2.7

We fix $0<r<1$, and put $\xi(r, \cdot, x) \equiv x+\gamma(x, \cdot)$ when $\cdot$ is occupied by the random variables $\xi_{i}^{r}$.

Choose $S_{t}=\emptyset$ and consider the process $s \mapsto \chi_{s}(r, \emptyset, x)$ as the solution of (2.23). Given ( $s_{1}, y$ ), the solution for $s_{2} \geq s_{1}$ with the initial value $z$ at $s=s_{1}$ is given by a smooth stochastic semiflow $\phi_{s_{1}, s_{2}}(z)$. This is proved in [67]. Assuming $y=x_{t}\left(r, S_{t}, x\right)$, $S_{t} \in \mathcal{S}_{t, n_{1}}$, we shall estimate $\left|U_{n_{1}}^{r}-x_{t}\left(r, S_{t}, x\right)\right|$, and show that for $p>k$ and $t \leq 1$,

$$
\begin{align*}
& E^{\tilde{P}_{t, r}| |_{t, n_{1}}} E^{\left(\mu^{r}\right)^{\otimes n_{1}}}\left[P\left(\left|U_{n_{1}}^{r}-x_{t}\left(r, S_{t}, x\right)\right|>t^{1 / \beta^{\prime}} \mid S_{t}, \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right)\right] \\
& \leq n_{1} C_{0} \exp \left[-(p-k)(\log (1 / t))^{2}\right] . \tag{2.35}
\end{align*}
$$

We first recall that $U_{n_{1}}^{r}$ and $x_{t}\left(r, S_{t}, x\right)$ can be represented by

$$
U_{n_{1}}^{r}=A_{n_{1}}\left(x, \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right)=\xi\left(r, \xi_{n_{1}}^{r}, \cdot\right) \circ \xi\left(r, \xi_{n_{1}-1}^{r}, \cdot\right) \circ \cdots \circ \xi\left(r, \xi_{n_{1}}^{r}, x\right)
$$

and

$$
\begin{aligned}
x_{t}\left(r, S_{t}, x\right)= & \phi_{t_{n_{1}}, t} \circ \xi\left(r, \xi_{n_{1}}^{r}, \cdot\right) \circ \phi_{t_{n_{1}-1}, t_{n_{1}}} \circ \cdots \\
& \circ \xi\left(r, \xi_{2}^{r}, \cdot\right) \circ \phi_{t_{1}, t_{2}} \circ \xi\left(r, \xi_{1}^{r}, \cdot\right) \circ \phi_{0, t_{1}}(x) .
\end{aligned}
$$

(1) Case $n_{1}=0$. In this case, $S_{t}=\emptyset$ and $U_{n_{1}}^{r}=x$. The process $x_{t}(r, \emptyset, x)$ is a martingale whose quadratic variation $[x(r, \emptyset, x), x(r, \emptyset, x)]_{t}$ is bounded by

$$
\begin{aligned}
& \int_{0}^{t} d u \int_{-r}^{r}\left\{\gamma\left(x_{u-}(r, \emptyset, x), \zeta\right)\right\}^{2} \mu(d \zeta) \\
& \quad \leq t \cdot\left(2 \sup _{x, \zeta}\left|\frac{\partial \gamma}{\partial \zeta}(x, \zeta)\right|\right)^{2} \cdot \int\left(\zeta^{2} \wedge 1\right) \mu(d \zeta) \leq k t
\end{aligned}
$$

for some $k>0$, which is uniform in $0<r<1$ and $x$. We have that, for given $p>k$ and $t \leq 1$,

$$
\begin{equation*}
P\left(\sup _{0 \leq s \leq t, x}\left|x_{S}(r, \emptyset, x)-x\right|>t^{1 / \beta^{\prime}}\right) \leq C_{0} \exp \left[-(p-k)(\log (1 / t))^{2}\right] \tag{2.36}
\end{equation*}
$$

with $C_{0}$ not depending on $x, r$, and hence the assertion follows for this case.
Indeed, by the upper bound of exponential type ([150] Theorem 13),

$$
P\left(\sup _{0 \leq s \leq t, x}\left|x_{S}(r, \emptyset, x)-x\right| \geq C\right) \leq 2 \exp \left[-\lambda C+\frac{1}{2}(\lambda S)^{2} k t(1+\exp \lambda S)\right]
$$

for $C>0, \lambda>0$. We choose $C=p S \log (1 / t)$ and $\lambda=(\log (1 / t)) / S$. Then,

$$
\begin{aligned}
& P\left(\sup _{0 \leq s \leq t, x}\left|x_{S}(r, \emptyset, x)-x\right| \geq p S \log (1 / t)\right) \\
& \quad \leq 2 \exp \left[-p(\log (1 / t))^{2}+(\log (1 / t))^{2} k t+k(\log (1 / t))^{2}\right] \\
& \quad \leq C_{0} \exp \left[-(p-k)(\log (1 / t))^{2}\right] \quad \text { as } \quad t \rightarrow 0 .
\end{aligned}
$$

We choose $S=(1 / p) t^{1 / \beta}$. Then,

$$
\begin{aligned}
& P\left(\sup _{0 \leq s \leq t, x}\left|x_{S}(r, \emptyset, x)-x\right| \geq t^{1 / \beta^{\prime}}\right) \\
& \quad \leq P\left(\sup _{0 \leq s \leq t, x}\left|x_{s}(r, \emptyset, x)-x\right| \geq t^{1 / \beta} \log (1 / t)\right) \\
& \quad \leq C_{0} \exp \left[-(p-k)(\log (1 / t))^{2}\right],
\end{aligned}
$$

as $t \rightarrow 0$. Here, $\beta^{\prime}>\beta$ and the constant $C_{0}$ does not depend on $x, r$.
(2) Case $n_{1} \geq 1$. Assume $S_{t}=\left\{t_{1}, \ldots, t_{n_{1}}\right\}$ with $t_{1}<\ldots<t_{n_{1}}$. Given $\xi_{1}^{r}, \ldots$, $\xi_{n_{1}}^{r}$, we put

$$
I_{n_{1}} \equiv U_{n_{1}}^{r}-x_{t}\left(r, S_{t}, x\right)
$$

and

$$
M \equiv \max \left(\sup _{x, \zeta}\left\|\frac{\partial \xi}{\partial x}(r, \zeta, x)\right\|, 1\right)=\max \left(\sup _{x, \zeta} \| I+\frac{\partial \gamma}{\partial x}(x, \zeta \|, 1),\right.
$$

which exists by the assumption on $\gamma$. Here, $\|\cdot\|$ denotes the norm of the matrix. In rewriting the above, by an elementary calculation, we have

$$
\begin{aligned}
\left|I_{n_{1}}\right| \leq & \sup _{y}\left|\phi_{t_{n_{1}}}, t(y)-y\right|+M \sup _{y}\left|\phi_{t_{n_{1}-1}, t_{n_{1}}}(y)-y\right| \\
& +M^{2} \sup _{y}\left|\phi_{t_{n_{1}-2}, t_{n_{1}-1}}(y)-y\right|+\ldots+M^{n_{1}} \sup _{x}\left|\phi_{0, t_{1}}(x)-x\right| .
\end{aligned}
$$

We assume $\left|I_{n_{1}}\right|>t^{1 / \beta^{\prime}}$. Then, for some $j \in\left\{1, \ldots, n_{1}\right\}$,

$$
\sup _{y}\left|\phi_{t_{j-1}, t_{j}}(y)-y\right|>\left(1 / n_{1}\right) M^{-n_{1}} t^{1 / \beta^{\prime}}
$$

Indeed, if for all $j, \sup _{y}\left|\phi_{t_{j-1}, t_{j}}(y)-y\right| \leq\left(1 / n_{1}\right) M^{-n_{1}} t^{1 / \beta^{\prime}}$, then

$$
\begin{aligned}
\left|I_{n_{1}}\right| \leq & \sup _{y}\left|\phi_{t_{n_{1}}, t}(y)-y\right|+M \sup _{y}\left|\phi_{t_{n_{1}-1}, t_{n_{1}}}(y)-y\right| \\
& +M^{2} \sup _{y}\left|\phi_{t_{n_{1}-2}, t_{n_{1}-1}}(y)-y\right|+\ldots+M^{n_{1}} \sup _{x}\left|\phi_{0, t_{1}}(x)-x\right| \\
\leq & \left(1 / n_{1}\right) M^{-n_{1}} t^{1 / \beta^{\prime}}+\left(1 / n_{1}\right) M^{-n_{1}+1} t^{1 / \beta^{\prime}}+\ldots+\left(1 / n_{1}\right) t^{1 / \beta^{\prime}} \leq t^{1 / \beta^{\prime}},
\end{aligned}
$$

which is a contradiction. Hence,

$$
\begin{aligned}
& E^{\left.\tilde{P}_{t, r}\right|_{t, n_{1}}} E^{\left(\mu^{r}\right)^{\otimes n_{1}}}\left[P\left(\left|I_{n_{1}}\right|>t^{1 / \beta^{\prime}}\left|S_{t}, \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right| S_{t}\right)\right] \\
& \quad \leq E^{\tilde{P}_{t, r} \mid s_{t, n_{1}}}[P(\text { there exists } j \text { such that } \\
& \left.\left.\quad \sup _{y}\left|\phi_{t_{j-1}, t_{j}}(y)-y\right|>\left(1 / n_{1}\right) M^{-n_{1}} t^{1 / \beta^{\prime}}\right)\right] \\
& \quad \leq n_{1} P\left(\sup _{0 \leq s \leq t, x}\left|x_{s}(r, \emptyset, x)-x\right|>\left(1 / n_{1}\right) M^{-n_{1}} t^{1 / \beta^{\prime}}\right) .
\end{aligned}
$$

We choose $\beta^{\prime \prime}=\beta^{\prime \prime}\left(n_{1}\right)$ such that $\beta<\beta^{\prime \prime}<\beta^{\prime}$ and $t^{1 / \beta}<t^{1 / \beta^{\prime \prime}}<\left(1 / n_{1}\right) M^{-n_{1}} t^{1 / \beta^{\prime}}<$ $t^{1 / \beta^{\prime}}$ for $t>0$ small. Then, by the proof of (2.36),

$$
\begin{aligned}
& E^{\left.\tilde{P}_{t, r}\right|_{t, n_{1}}} E^{\left(\mu^{r}\right)^{\otimes n_{1}}}\left[P\left(\left|I_{n_{1}}\right|>t^{1 / \beta^{\prime}} \mid S_{t}, \xi_{1}^{r}, \ldots, \xi_{n_{1}}^{r}\right)\right] \\
& \quad \leq n_{1} P\left(\sup _{0 \leq s \leq t, x}\left|x_{S}(r, \emptyset, x)-x\right|>t^{1 / \beta^{\prime \prime}}\right) \\
& \quad \leq n_{1} C_{0} \exp \left[-(p-k)(\log (1 / t))^{2}\right]
\end{aligned}
$$

as $t \rightarrow 0$. This proves (2.35).

### 2.3 Methods of finding the asymptotic bounds (II)

Assume $x_{t}(x)$ is an Itô process given by (3.2). In this section, we use an approximation method called the polygonal geometry method. Intuitively, we make polygonal lines along with the trajectories of jump paths connecting jump points in between,
instead of chains described in the previous section. This intuitive view will help us to understand the support theorems stated in Section 2.5. In contrast to the Markov chain method, this method is applied (at least here) only to the case where the Lévy measure has a density.

By using this method, we can obtain similar results on the short time asymptotic bounds of the density. Statements are simple compared to those obtained by the previous method, although the conditions are more restrictive.

### 2.3.1 Polygonal geometry

We assume, in particular, the following assumptions on the Lévy measure $\mu(d z)$ :
$\mu(d z)$ has a $C^{\infty}$-density $h(z)$ on $\mathbf{R}^{m} \backslash\{0\}$ such that

$$
\begin{align*}
& \text { supp } h(\cdot) \subset\left\{z \in \mathbf{R}^{m} ;|z| \leq c\right\}, \\
& \text { where } 0<c \leq+\infty, \\
& \int_{\mathbf{R}^{m} \backslash\{0\}} \min \left(|z|^{2}, 1\right) h(z) d z<+\infty, \\
& \int_{|z| \geq \epsilon}\left(\frac{|\partial h / \partial z|^{2}}{h(z)}\right) d z<+\infty \quad \text { for } \epsilon>0, \tag{3.1}
\end{align*}
$$

and that

$$
\begin{equation*}
h(z)=a\left(\frac{z}{|z|}\right) \cdot|z|^{-m-\alpha} \tag{3.2}
\end{equation*}
$$

in a neighbourhood of the origin for some $\alpha \in(0,2)$, and some strictly positive function $a(\cdot) \in C^{\infty}\left(S^{m-1}\right)$.

Here, we are assuming the smoothness of the Lévy measure. This is due to the fact that we employ Bismut's perturbation method. The latter half of the condition in (3.1) is also the requirement from this method. It may seem too restrictive, however, this method will well illustrate the behaviour of the jump trajectories, as will be seen below.

We repeat several notations that appeared in Section 2.2. Set

$$
P_{x}=x+\gamma(x, \operatorname{supp} h)=x+\{\gamma(x, z) ; z \in \operatorname{supp} h\} .
$$

Then, each $P_{x}$ is a compact set in $\mathbf{R}^{d}$ since $\gamma$ is bounded. For each $y \in \mathbf{R}^{d}(y \neq x)$, we put

$$
\alpha(x, y) \equiv l_{0}(x, y)+1 .
$$

Here, $l_{0}(x, y)$ denotes the minimum number of distinct points $z_{1}, \ldots, z_{l} \in \mathbf{R}^{d}$ such that

$$
\begin{equation*}
z_{1} \in P_{x}, z_{i} \in P_{z_{i-1}}, \quad i=2, \ldots, l \text { and } y \in P_{z_{l}}\left(z_{0}=x\right) . \tag{3.3}
\end{equation*}
$$

We always have $\alpha(x, y)<+\infty$ for each given $x, y \in \mathbf{R}^{d}(x \neq y)$ by (3.2) and (A.1).

We set

$$
\begin{equation*}
\left.g(x, z)=h\left(H_{x}^{-1}(z)\right) \mid U \gamma\right]^{-1}\left(x, H_{x}^{-1}(z)\right) \mid \quad \text { for } z \in P_{x} \backslash\{x\} \tag{3.4}
\end{equation*}
$$

and $g(x, z)=0$ otherwise. Here, we put $H_{x}: \operatorname{supp} h \rightarrow P_{x}, z \mapsto x+\gamma(x, z)(=z)$, and $J \gamma=(\partial \gamma / \partial z)(x, z)$ is the Jacobian matrix of $\gamma$. The kernel $g(x, z)$ is well-defined and satisfies

$$
\begin{equation*}
\int f(z) g(x, z) d z=\int f(x+\gamma(x, z)) h(z) d z, \quad \text { for } \quad f \in C\left(P_{x}\right) \tag{3.5}
\end{equation*}
$$

That is, $g(x, d z)=g(x, z) d z$ is the Lévy measure of $x_{t}(x)$; supp $g(x, \cdot) \subset P_{x}$ by definition.

Remark 2.6. An intuitive view of the polygonal geometry is that one can cover polygonal lines connecting $x$ and $y \in \mathbf{R}^{d}$ by a sequence of "small balls" $P_{z_{i}}$ 's with $z_{i}$ 's at the jump points of $x_{t}(x)$ and connecting those $z_{i}$ 's by piecewise linear lines. Historically, the polygonal geometry method has been employed earlier than the Markov chain method. In the Markov chain approximation setting, assumptions stated in (3.1) are not necessary.

Theorem 2.4 ([85]). Under the assumptions (3.1, 3.2) and (A.1, A.2), we have, for each distinct pair $(x, y) \in \mathbf{R}^{d}$ for which $\kappa=\alpha(x, y)(<+\infty)$,

$$
\lim _{t \rightarrow 0} \frac{p_{t}(x, y)}{t^{k}}=C
$$

where

$$
\begin{align*}
C & =C(x, y, \kappa) \\
& = \begin{cases}(1 / \kappa!)\left\{\int_{P_{x}} d z_{1} \cdots \int_{P_{z_{k-2}}} d z_{\kappa-1} g\left(x, z_{1}\right) \cdots g\left(z_{\kappa-1}, y\right)\right\}, & \kappa \geq 2, \\
g(x, y), & \kappa=1 .\end{cases} \tag{3.6}
\end{align*}
$$

The proof of this theorem will be given below.

### 2.3.2 Proof of Theorem 2.4

## Decomposition of the transition density

In this section we give a decomposition of $p_{t}(x, y)$, which plays a crucial role. We partly repeat a similar argument to what appeared in Section 2.2.2.

Given $\epsilon>0$, let $\phi_{\epsilon}: \mathbf{R}^{m} \rightarrow \mathbf{R}$ be a non-negative $C^{\infty}$-function such that $\phi_{\epsilon}(z)=1$ if $|z| \geq \epsilon$ and $\phi_{\epsilon}(z)=0$ if $|z| \leq \epsilon / 2$. Let $z_{t}(\epsilon)$ and $z_{t}^{\prime}(\epsilon)$ be two independent Lévy processes whose Lévy measures are given by $\phi_{\epsilon}(z) h(z) d z$ and $\left(1-\phi_{\epsilon}(z)\right) h(z) d z$, respectively. Then the process $z(t)$ has the same law as that of $z_{t}(\epsilon)+z_{t}^{\prime}(\epsilon)$. Since the process $z_{t}(\epsilon)$ has finite Lévy measure on $\mathbf{R}^{m} \backslash\{0\}$, the corresponding Poisson random measure $N_{s}(\epsilon)$ on $[0,+\infty) \times\left(\mathbf{R}^{m} \backslash\{0\}\right)$ counts only finite times in each finite interval [ $\left.0, t\right]$. We set
$\mathcal{S}_{t, k}=\left([0, t]^{k} / \sim\right)$ and $\mathcal{S}_{t}=\amalg_{k \geq 0} \delta_{t, k}$, where $\amalg_{k \geq 0}$ denotes the disjoint sum and $\sim$ means the identification of the coordinates on the product space $[0, t]^{k}$ by the permutation. The distribution $\tilde{P}_{t, \epsilon}$ of the moments (instants) of jumps related to $N_{s}(\epsilon)$ in $[0, t]$ is given by

$$
\begin{align*}
\int_{\left\{\# S_{t}=k\right\}} f\left(S_{t}\right) d \tilde{P}_{t, \epsilon}\left(S_{t}\right)= & \left\{\left(t \int \phi_{\epsilon}(z) h(z) d z\right)^{k}\left(\frac{1}{k!}\right) \exp \left(-t \int \phi_{\epsilon}(z) h(z) d z\right)\right\} \\
& \times \frac{1}{t^{k}} \int_{0}^{t} \cdots \int_{0}^{t} f\left(s_{1}, \cdots, s_{k}\right) d s_{1} \cdots d s_{k} \tag{3.7}
\end{align*}
$$

where $f$ is a function on $S_{t, k}$ (a symmetric function on $[0, t]^{k}$ ).
Let $J(\epsilon)$ be a random variable whose law is $\phi_{\epsilon}(z) h(z) d z /\left(\int \phi_{\epsilon}(z) h(z) d z\right)$, and choose a family of independent random variables $J_{i}(\epsilon), i=1,2, \cdots$ having the same law as $J(\epsilon)$. Choose $0 \leq s \leq t<+\infty$. For a fixed $S_{t} \in S_{t}$, we consider the solution of the following SDE with jumps:

$$
\begin{align*}
x_{s}\left(\epsilon, S_{t}, x\right)= & x+\sum_{u \leq s}^{c} \gamma\left(x_{u^{-}}\left(\epsilon, s_{t}, x\right), \Delta z_{u}^{\prime}(\epsilon)\right) \\
& +\sum_{s_{i} \in S_{t}, s_{i} \leq s} \gamma\left(x_{s_{i}-}\left(\epsilon, S_{t}, x\right), J_{i}(\epsilon)\right) . \tag{3.8}
\end{align*}
$$

Then, the law of $x_{s}\left(\epsilon, S_{t}, x\right)$ has a smooth density denoted by $p_{s}\left(\epsilon, S_{t}, x, y\right)$ (cf. [140] p.87). Then,

$$
\begin{equation*}
p_{s}(x, y)=\int_{S_{t}} p_{s}\left(\epsilon, S_{t}, x, y\right) d \tilde{P}_{t, \epsilon}\left(S_{t}\right) \tag{3.9}
\end{equation*}
$$

because $z_{t}(\epsilon)$ and $z_{t}^{\prime}(\epsilon)$ are independent, which is written in a decomposed form (by putting $s=t$ )

$$
\begin{equation*}
p_{t}(x, y)=\sum_{i=0}^{N-1} p_{t}(i, \epsilon, x, y)+\bar{p}_{t}(N, \epsilon, x, y), \tag{3.10}
\end{equation*}
$$

where

$$
p_{t}(i, \epsilon, x, y)=\int_{s_{t, i}} p_{t}\left(\epsilon, S_{t}, x, y\right) d \tilde{P}_{t, \epsilon}\left(S_{t}\right)
$$

and $\bar{p}_{t}(N, \epsilon, x, y)$ is the remaining term. Then, it follows from the definition and (3.7) that

$$
\begin{align*}
p_{t}(k, \epsilon, x, y)= & (1 / k!) \cdot \exp \left(-t \int \phi_{\epsilon}(z) h(z) d z\right) \cdot\left(\int \phi_{\epsilon}(z) h(z) d z\right)^{k} \\
& \times \int_{0}^{t} \ldots \int_{0}^{t} p_{t}\left(\epsilon,\left\{s_{1}, \ldots, s_{k}\right\}, x, y\right) d s_{k} \ldots d s_{1} . \tag{3.11}
\end{align*}
$$

We denote by $x_{S}(\epsilon, \emptyset, x)$ the process in (3.8) with $S_{t} \in \mathcal{S}_{t, 0}$, and its density by $p_{s}(\epsilon, \emptyset, x, y)$.

For the random variable $J(\epsilon)$ introduced above, there exists a density $g_{\epsilon}(x, z)$ such that $P(x+\gamma(x, J(\epsilon)) \in d z)=g_{\epsilon}(x, z) d z$. Indeed, $g_{\epsilon}(x, z)$ is given by

$$
\begin{equation*}
g_{\epsilon}(x, z)=\frac{\phi_{\epsilon}\left(H_{x}^{-1}(z)\right) g(x, z)}{\int \phi_{\epsilon}(z) h(z) d z} \tag{3.12}
\end{equation*}
$$

where $g(x, z)$ is the density of the Lévy measure of $x_{t}(x)$ (cf. (3.4)). Note that by definition, supp $g_{\epsilon}(x, \cdot) \subset P_{x}$, and that $g_{\epsilon}(x, z)$ is of class $C^{\infty}$ whose derivatives are uniformly bounded (since $g(x, z)$ only has a singularity at $x=z$ ). Now, for each $s_{1}<\cdots<$ $s_{k}<t$, we have

$$
\begin{align*}
& p_{t}\left(\epsilon,\left\{s_{1}, \ldots, s_{k}\right\}, x, y\right)=\int d z_{0}^{\prime} \int_{P_{z_{0}^{\prime}}} d z_{1} \cdots \int d z_{k-1}^{\prime} \int_{P_{z_{k-1}^{\prime}}} d z_{k} \\
& \left\{p_{s_{1}}\left(\epsilon, \emptyset, x, z_{0}^{\prime}\right) g_{\epsilon}\left(z_{0}^{\prime}, z_{1}\right) p_{s_{2}-s_{1}}\left(\epsilon, \emptyset, z_{1}, z_{1}^{\prime}\right) g_{\epsilon}\left(z_{1}^{\prime}, z_{2}\right)\right. \\
& \left.\times p_{s_{3}-s_{2}}\left(\epsilon, \emptyset, z_{2}, z_{2}^{\prime}\right) \cdots g_{\epsilon}\left(z_{k-1}^{\prime}, z_{k}\right) p_{t-s_{k}}\left(\epsilon, \emptyset, z_{k}, y\right)\right\} . \tag{3.13}
\end{align*}
$$

Indeed, the increment $x_{s_{i}+u}\left(\epsilon,\left\{s_{1}, \ldots, s_{k}\right\}, x\right)-x_{s_{i}}\left(\epsilon,\left\{s_{1}, \ldots, s_{k}\right\}, x\right)$ has the same law as that of $x_{u}(\epsilon, \emptyset, x)-x$ on $\left(0, s_{i+1}-s_{i}\right)$ for $i=0, \ldots, k\left(s_{0}=0, s_{k+1}=t\right)$, and $x_{\left(s_{i}+u\right)^{-}}\left(\epsilon,\left\{s_{1}, \ldots, s_{k}\right\}, x\right)$ is going to make a "big jump" (i.e. a jump derived from $\left.J_{i+1}(\epsilon)\right)$ at $u=s_{i+1}-s_{i}$ according to the law $g_{\epsilon}\left(x_{\left(s_{i+1}\right)^{-}}\left(\epsilon,\left\{s_{1}, \ldots, s_{k}\right\}, x\right), z\right) d z$.

## Lower bound

Let $\epsilon_{c} \equiv \sup \{\epsilon>0 ;\{|z|<\epsilon\} \subset \operatorname{supp} h\}>0$, and choose $0<\epsilon<\epsilon_{c}$. First, we note that for each $\eta>0$ and a compact set $K$, uniformly in $y \in K$, we have

$$
\begin{equation*}
\lim _{s \rightarrow 0} \int_{\{z ;|z-y| \leq \eta\}} p_{s}(\epsilon, \emptyset, z, y) d z=1 \tag{3.14}
\end{equation*}
$$

by Proposition I. 2 in Léandre [140]. Then, we have:
Lemma 2.8. Let $\mathcal{K}$ be a class of nonnegative, equicontinuous, uniformly bounded functions whose supports are contained in a fixed compact set $K$. Then, given $\delta>0$, there exists a $t_{0}>0$ such that

$$
\begin{equation*}
\inf _{s \leq t} \int f(z) p_{t-s}(\epsilon, \emptyset, z, y) d z \geq f(y)-\delta \tag{3.15}
\end{equation*}
$$

for every $f \in \mathcal{K}, y \in K$ and every $t \in\left(0, t_{0}\right)$.

Proof. Given $\delta>0$, choose $\eta>0$ so that $|f(z)-f(y)|<\delta / 2$ for each $|z-y|<\eta$. Then,

$$
\begin{aligned}
\int f(z) p_{t-s}(\epsilon, \emptyset, z, y) d z \geq & \int_{\{z ;|z-y| \leq \eta\}} f(z) p_{t-s}(\epsilon, \emptyset, z, y) d z \\
= & \int_{\{z ;|z-y| \leq \eta\}}(f(z)-f(y)) p_{t-s}(\epsilon, \emptyset, z, y) d z+f(y) \\
& \times \int_{\{z ;|z-y| \leq \eta\}} p_{t-s}(\epsilon, \emptyset, z, y) d z \\
\geq & (f(y)-\delta / 2) \int_{\{z ;|z-y| \leq \eta\}} p_{t-s}(\epsilon, \emptyset, z, y) d z .
\end{aligned}
$$

By (3.14), we can choose $t_{0}>0$ so that if $t<t_{0}$, then

$$
\left\{\inf _{y \in K, s \leq t} \int_{\{z ;|z-y| \leq \eta\}} p_{t-s}(\epsilon, \emptyset, z, y) d z\right\}(f(y)-\delta / 2) \geq f(y)-\delta \quad \text { for all } y \in K .
$$

Now, we choose an arbitrary compact neighbourhood $\bar{U}(x)$ of $x$ and arbitrary compact sets $K_{1}, \cdots, K_{k-1}$ of $\mathbf{R}^{d}$, and set

$$
\begin{aligned}
& \mathcal{K}=\left\{g_{\epsilon}\left(z_{0}^{\prime}, \cdot\right), g_{\epsilon}\left(z_{1}^{\prime}, \cdot\right), \cdots, g_{\epsilon}\left(z_{k-1}^{\prime}, \cdot\right)\right. \\
&\left.z_{0}^{\prime} \in \bar{U}(x), z_{1}^{\prime} \in K_{1}, \cdots, z_{k-1}^{\prime} \in K_{k-1}\right\} .
\end{aligned}
$$

Since $\mathcal{K}$ has the property in Lemma 2.8 (cf. (3.15)), it follows from (3.13) that for every $\delta>0$, there exists $t_{0}>0$ such that for every $0<t<t_{0}$,

$$
\begin{align*}
& p_{t}\left(\epsilon,\left\{s_{1}, \ldots, s_{k}\right\}, x, y\right) \\
& \geq \int_{U(x)} p_{s_{1}}\left(\epsilon, \emptyset, x, z_{0}^{\prime}\right) d z_{0}^{\prime} \int_{K_{1}} d z_{1}^{\prime} \cdots \int_{K_{k-1}} d z_{k-1}^{\prime}\left(g_{\epsilon}\left(z_{0}^{\prime}, z_{1}^{\prime}\right)-\delta\right) \\
& \quad \cdots\left(g_{\epsilon}\left(z_{k-1}^{\prime}, y\right)-\delta\right) . \tag{3.16}
\end{align*}
$$

However, for each fixed $\eta>0$, we have

$$
\begin{equation*}
\lim _{t \rightarrow 0} \inf _{s_{1} \leq t, x \in \mathbf{R}^{d}} \int_{\left\{\left|x-z_{0}^{\prime}\right| \leq \eta\right\}} p_{s_{1}}\left(\epsilon, \emptyset, x, z_{0}^{\prime}\right) d z_{0}^{\prime}=1, \tag{3.17}
\end{equation*}
$$

by (2.13) in [140]. Therefore, for every sufficiently small $t>0$, it holds that

$$
\begin{align*}
& p_{t}\left(\epsilon,\left\{s_{1}, \ldots, s_{k}\right\}, x, y\right) \geq(1-\delta) \int_{\dot{U}(x)} \int_{K_{1}} d z_{1}^{\prime} \int_{K_{2}} d z_{2}^{\prime} \cdots \\
& \quad \cdots \int_{K_{k-1}} d z_{k-1}^{\prime}\left(g_{\epsilon}\left(z_{0}^{\prime}, z_{1}^{\prime}\right)-\delta\right)\left(g_{\epsilon}\left(z_{1}^{\prime}, z_{2}^{\prime}\right)-\delta\right) \cdots\left(g_{\epsilon}\left(z_{k-1}^{\prime}, y\right)-\delta\right) . \tag{3.18}
\end{align*}
$$

Combining (3.11) with (3.18), we have

$$
\begin{align*}
& \liminf _{t \rightarrow 0}\left(\frac{1}{t^{k}}\right) p_{t}(k, \epsilon, x, y) \\
& \geq(1 / k!) \cdot(1-\delta) \cdot\left(\int_{\epsilon} \phi_{\epsilon}(z) h(z) d z\right)^{k} \\
& \quad \times \int_{K_{1}} d z_{1}^{\prime} \int_{K_{2}} d z_{2}^{\prime} \cdots \int_{K_{k-1}} d z_{k-1}^{\prime} \\
& \quad\left\{\left(g_{\epsilon}\left(x, z_{1}^{\prime}\right)-\delta\right)\left(g_{\epsilon}\left(z_{1}^{\prime}, z_{2}^{\prime}\right)-\delta\right) \cdots\left(g_{\epsilon}\left(z_{k-1}^{\prime}, y\right)-\delta\right)\right\} . \tag{3.19}
\end{align*}
$$

Since $\delta>0$ and $K_{1}, \cdots, K_{k-1}$ are arbitrary, and since supp $g_{\epsilon}\left(z_{i-1}^{\prime}, \cdot\right) \subset P_{z_{i-1}^{\prime}}, i=$ $1, \cdots, k-1$, we have

$$
\begin{align*}
& \liminf _{t \rightarrow 0}\left(\frac{1}{t^{k}}\right) p_{t}(k, \epsilon, x, y) \\
& \geq(1 / k!) \cdot\left(\int_{\epsilon}(z) h(z) d z\right)^{k} \\
& \quad \times \int_{P_{x}} d z_{1} \int_{P_{z_{1}}} d z_{2} \cdots \int_{P_{z_{k-2}}} d z_{k-1} g_{\epsilon}\left(x, z_{1}\right) g_{\epsilon}\left(z_{1}, z_{2}\right) \cdots g_{\epsilon}\left(z_{k-1}, y\right) . \tag{3.20}
\end{align*}
$$

Hence, it follows from (3.10) that

$$
\begin{align*}
& \liminf _{t \rightarrow 0}\left(\frac{1}{t^{\alpha(x, y)}}\right) p_{t}(x, y) \\
& \geq(1 / \alpha(x, y)!) \cdot\left(\int \phi_{\epsilon}(z) h(z) d z\right)^{k} \\
& \quad \times \int_{P_{x}} d z_{1} \int_{P_{z_{1}}} d z_{2} \cdots \int_{P_{z_{k-2}}} d z_{k-1} g_{\epsilon}\left(x, z_{1}\right) g_{\epsilon}\left(z_{1}, z_{2}\right) \cdots g_{\epsilon}\left(z_{k-1}, y\right) . \tag{3.21}
\end{align*}
$$

Since $\epsilon>0$ is arbitrary, in view of (3.12), we have

$$
\begin{align*}
& \liminf _{t \rightarrow 0}\left(\frac{1}{t^{\alpha(x, y)}}\right) p_{t}(x, y) \\
& \geq(1 / \alpha(x, y)!) \int_{P_{x}} d z_{1} \int_{P_{z_{1}}} d z_{2} \cdots \int_{P_{z_{k-2}}} d z_{k-1} \\
& \quad\left\{g\left(x, z_{1}\right) g\left(z_{1}, z_{2}\right) \cdots g\left(z_{k-1}, y\right)\right\} . \tag{3.22}
\end{align*}
$$

The proof for the lower bound is now complete.

## Upper bound

The proof of the upper bound $\lim \sup _{t \rightarrow 0}\left(1 / t^{\alpha(x, y)}\right) p_{t}(x, y)$ is rather delicate and is carried out in the same way as in [140], but it is a little more tedious in our case.

First, we choose and fix $N \geq \alpha(x, y)+1$. Noting that $\sup \left\{p_{t}\left(\epsilon, S_{t}, x, y\right)\right.$; \#S $S_{t} \geq 2$, $\left.x, y \in \mathbf{R}^{d}\right\} \leq \tilde{C}(\epsilon)$ (cf. [140] (3.23)), we have:

Lemma 2.9. For every $\epsilon>0$ and $t>0$, we have

$$
\begin{equation*}
\sup _{y \in \mathbf{R}^{d}} \bar{p}_{t}(N, \epsilon, x, y) \leq C(\epsilon) t^{N} . \tag{3.23}
\end{equation*}
$$

Proof. Recall that

$$
\bar{p}_{t}(N, \epsilon, x, y)=\int_{\mathcal{S}_{t} \backslash\left(\bigcup_{i=0}^{N-1} S_{t, i}\right)} p_{t}\left(\epsilon, S_{t}, x, y\right) d \tilde{P}_{t, \epsilon}\left(S_{t}\right)
$$

Since

$$
\tilde{P}_{t, \epsilon}\left(\# S_{t} \geq N\right) \leq C(\epsilon) t^{N}
$$

by the Poisson law, we have

$$
\begin{aligned}
\bar{p}_{t}(N, \epsilon, x, y) & \leq \sup _{\# S_{t} \geq N} p_{t}\left(\epsilon, S_{t}, x, y\right) \tilde{P}_{t, \epsilon}\left(\# S_{t} \geq N\right) \\
& \leq \sup \left\{p_{t}\left(\epsilon, S_{t}, x, y\right) ; \# S_{t} \geq 2, x, y \in \mathbf{R}^{d}\right\} C(\epsilon) t^{N} \\
& \leq \tilde{C}(\epsilon) C(\epsilon) t^{N} .
\end{aligned}
$$

Lemma 2.10. For every $p>1$ and any $\eta>0$, there exists $\epsilon>0$ such that for all $t \leq 1$ and every $\epsilon^{\prime} \in(0, \epsilon)$,

$$
\begin{equation*}
\sup _{|x-y| \geq \eta} p_{t}\left(0, \epsilon^{\prime}, x, y\right) \leq C\left(\epsilon^{\prime}, \eta\right) t^{p} \tag{3.24}
\end{equation*}
$$

Combining Lemma 2.9 with Lemma 2.10, we see that it is sufficient to study $p_{t}(k, \epsilon, x, y)$ for $1 \leq k \leq \alpha(x, y)$. For a given $\eta>0$, make a subdivision of the space

$$
\mathbf{A} \equiv\left\{\left(z_{0}^{\prime}, z_{1}, \ldots, z_{k-1}^{\prime}, z_{k}\right) \in \mathbf{R}^{d} \times \cdots \times \mathbf{R}^{d} ; z_{1} \in P_{z_{0}^{\prime}}, z_{2} \in P_{z_{1}^{\prime}}, \cdots, z_{k} \in P_{z_{k-1}^{\prime}}\right\}
$$

as $\mathbf{A}=\bigcup_{i=1}^{2^{k+1}} A_{i}(\eta)$, where

$$
\begin{gathered}
A_{1}(\eta)=\left\{\left(z_{0}^{\prime}, z_{1}, \ldots, z_{k-1}^{\prime}, z_{k}\right) \in \mathbf{R}^{d} \times \cdots \times \mathbf{R}^{d} ; z_{1} \in P_{z_{0}^{\prime}}, z_{2} \in P_{z_{1}^{\prime}}, \cdots, z_{k} \in P_{z_{k-1}^{\prime}}\right. \\
\text { and } \left.\left|x-z_{0}^{\prime}\right| \leq \eta,\left|z_{1}-z_{1}^{\prime}\right| \leq \eta,\left|z_{2}-z_{2}^{\prime}\right| \leq \eta, \cdots,\left|z_{k}-y\right| \leq \eta\right\}, \\
A_{2}(\eta)=\left\{\left(z_{0}^{\prime}, z_{1}, \ldots, z_{k-1}^{\prime}, z_{k}\right) \in \mathbf{R}^{d} \times \cdots \times \mathbf{R}^{d} ; z_{1} \in P_{z_{0}^{\prime}}, z_{2} \in P_{z_{1}^{\prime}}, \cdots, z_{k} \in P_{z_{k-1}^{\prime}}\right. \\
\text { and } \left.\left|x-z_{0}^{\prime}\right| \leq \eta,\left|z_{1}-z_{1}^{\prime}\right|>\eta,\left|z_{2}-z_{2}^{\prime}\right| \leq \eta, \cdots,\left|z_{k}-y\right| \leq \eta\right\},
\end{gathered}
$$

and

$$
\begin{gathered}
A_{2^{k+1}}(\eta)=\left\{\left(z_{0}^{\prime}, z_{1}, \ldots, z_{k-1}^{\prime}, z_{k}\right) \in \mathbf{R}^{d} \times \cdots \times \mathbf{R}^{d} ; z_{1} \in P_{z_{0}^{\prime}}, z_{2} \in P_{z_{1}^{\prime}}, \cdots,\right. \\
\left.z_{k} \in P_{z_{k-1}^{\prime}} \text { and }\left|x-z_{0}^{\prime}\right|>\eta,\left|z_{1}-z_{1}^{\prime}\right|>\eta,\left|z_{2}-z_{2}^{\prime}\right|>\eta, \cdots,\left|z_{k}-y\right|>\eta\right\},
\end{gathered}
$$

and we shall classify those divisions into four cases:

$$
\begin{aligned}
{[A]=} & \left\{A_{i}(\eta) ;\left|z_{k}-y\right|>\eta\right\}, \\
{[B]=} & \left\{A_{i}(\eta) ;\left|x-z_{0}^{\prime}\right|>\eta \text { and }\left|z_{k}-y\right| \leq \eta\right\}, \\
{[C]=} & \left\{A_{1}(\eta)\right\} \equiv\left\{\left\{\left|x-z_{0}^{\prime}\right| \leq \eta,\left|z_{1}-z_{1}^{\prime}\right| \leq \eta,\left|z_{2}-z_{2}^{\prime}\right| \leq \eta, \cdots,\right.\right. \\
& \left.\left.\left|z_{k}-y\right| \leq \eta\right\}\right\},
\end{aligned}
$$

and

$$
[D]=\left\{A_{i}(\eta) ;\left|x-z_{0}^{\prime}\right| \leq \eta \text { and }\left|z_{k}-y\right| \leq \eta\right\} \backslash\left\{A_{1}(\eta)\right\}
$$

We put

$$
\begin{align*}
& I_{[N], t, \eta}\left(\epsilon,\left\{s_{1}, \ldots, s_{k}\right\}, x, y\right) \\
& =\sum_{A_{i}(\eta) \in[N]_{A_{i}(\eta)}} \int_{s_{1}}\left\{p_{s_{1}}\left(\epsilon, \emptyset, x, z_{0}^{\prime}\right) g_{\epsilon}\left(z_{0}^{\prime}, z_{1}\right) p_{s_{2}-s_{1}}\left(\epsilon, \emptyset, z_{1}, z_{1}^{\prime}\right)\right. \\
& \left.g_{\epsilon}\left(z_{1}^{\prime}, z_{2}\right) p_{s_{3}-s_{2}}\left(\epsilon, \emptyset, z_{2}, z_{2}^{\prime}\right) \times \cdots \times g_{\epsilon}\left(z_{k-1}^{\prime}, z_{k}\right) p_{t-s_{k}}\left(\epsilon, \emptyset, z_{k}, y\right)\right\} \\
& d z_{k} d z_{k-1}^{\prime} \ldots d z_{1} d z_{0}^{\prime}, \quad[N]=[A],[B],[C],[D] . \tag{3.25}
\end{align*}
$$

Then, in view of (3.13), we have

$$
\begin{align*}
p_{t}\left(\epsilon,\left\{s_{1}, \ldots,\right.\right. & \left.\left.s_{k}\right\}, x, y\right) \\
& =\left(I_{[A], t, \eta}+I_{[B], t, \eta}+I_{[C], t, \eta}+I_{[D], t, \eta}\right)\left(\epsilon,\left\{s_{1}, \ldots, s_{k}\right\}, x, y\right), \tag{3.26}
\end{align*}
$$

$\operatorname{since} \operatorname{supp}\left(g_{\epsilon}\left(z_{i-1}^{\prime}, \cdot\right)\right) \subset P_{z_{i-1}^{\prime}} \quad$ for $\quad i=1, \cdots, k$.
Lemma 2.11. For any $(x, y) \in\left(\mathbf{R}^{d} \times \mathbf{R}^{d}\right) \backslash \Delta\left(\Delta \equiv\left\{(x, x) ; x \in \mathbf{R}^{d}\right\}\right)$, any $\left\{s_{1}, \ldots, s_{k}\right\}$, any $\eta>0$ and any $p>1$, there exists $\epsilon>0$ such that if $0<\epsilon^{\prime}<\epsilon$ and $t \leq 1$, then

$$
\left(I_{[A], t, \eta}+I_{[B], t, \eta}+I_{[D], t, \eta}\right)\left(\epsilon^{\prime},\left\{s_{1}, \ldots, s_{k}\right\}, x, y\right) \leq C\left(\epsilon^{\prime}, \eta, k, p\right) t^{p}
$$

Proof. The proof is essentially the same as that in [140] Proposition III.4, but is a little more complicated.

First, note that there exists $\epsilon>0$ such that if $0<\epsilon^{\prime}<\epsilon$ and $t \leq 1$, then

$$
\begin{equation*}
P\left\{\sup _{0 \leq s \leq t}\left|x_{s}\left(\epsilon^{\prime}, \emptyset, x\right)-x\right|>\eta\right\} \leq c\left(\epsilon^{\prime}, \eta, p\right) t^{p} \tag{3.27}
\end{equation*}
$$

([140] Proposition I. 4 and Lepeltier-Marchal [150] Lemme 17). Then, we observe

$$
I_{[B], t, \eta}\left(\epsilon^{\prime},\left\{s_{1}, \ldots, s_{k}\right\}, x, y\right) \leq C_{1}\left(\epsilon^{\prime}, \eta, k, p\right) t^{p}
$$

Next, let $G_{z}: \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}, x \mapsto \chi+\gamma(x, z)$. If $z \in \operatorname{int}(\operatorname{supp} h)$, then $G_{z}$ defines a diffeomorphism by (A.2). Let $G_{z}^{-1}$ denote its inverse mapping, and put $\tilde{\gamma}(x, z) \equiv G_{z}^{-1}(x)-x$, $z \in \operatorname{int}(\operatorname{supp} h)$. Since $\gamma(x, z)$ is a bounded, $C^{\infty}$-function both in $x$ and $z$, (A.1) and (A.2) imply that $\tilde{\gamma}(x, z)$ is also bounded, and $C^{\infty}$ in $x \in \mathbf{R}^{d}$ and $z \in \operatorname{int}(\operatorname{supp} h)$. Note that $\tilde{\gamma}(x, 0)=0$ since $G_{0}(x)=x$. For fixed $\epsilon>0$, put

$$
\tilde{S}_{\epsilon}=\sup \left\{|\tilde{\gamma}(x, z)| ; x \in \mathbf{R}^{d}, z \in \operatorname{int}\left(\operatorname{supp}\left(1-\phi_{\epsilon}\right) \cdot h\right)\right\} .
$$

The following estimate, also obtained by Léandre [140] Proposition I.3, is used in the estimate of $I_{[A], t, \eta}\left(\epsilon^{\prime},\left\{s_{1}, \ldots, s_{k}\right\}, x, y\right)$ :
for every $p>1$, and every $\eta$ with $\tilde{S}_{\epsilon}<\eta$,

$$
\begin{equation*}
\limsup _{s \rightarrow 0} \sup _{y \in \mathbf{R}^{d}}\left(1 / s^{p}\right) \int_{\{x ;|x-y|>\eta\}} p_{s}(\epsilon, \emptyset, x, y) d x<+\infty . \tag{3.28}
\end{equation*}
$$

Since $\tilde{S}_{\epsilon} \rightarrow 0$ as $\epsilon \rightarrow 0$, it follows from (3.25), (3.28) that

$$
I_{[A], t, \eta}\left(\epsilon^{\prime},\left\{s_{1}, \ldots, s_{k}\right\}, x, y\right) \leq C_{2}\left(\epsilon^{\prime}, \eta, k, p\right) t^{p}
$$

Using the inequality (3.27), we can prove a similar estimate for

$$
I_{[D], t, \eta}\left(\epsilon^{\prime},\left\{s_{1}, \ldots, s_{k}\right\}, x, y\right)
$$

Noting Lemma 2.11, we only have to study $I_{[C], t, \eta}\left(\epsilon^{\prime},\left\{s_{1}, \ldots, s_{k}\right\}, x, y\right)$ for each small $\eta>0$ and $0<\epsilon^{\prime}<\epsilon$. Put $\alpha(x, y)=\kappa(1 \leq \kappa<+\infty)$. Then, we have:

Lemma 2.12. If $\eta$ is small and $1 \leq i<\kappa=\alpha(x, y)$, then

$$
\begin{equation*}
I_{[C], t, \eta}\left(\epsilon^{\prime}, S_{t}, x, y\right)=0 \text { for } S_{t} \in \mathcal{S}_{t, i}, \tag{3.29}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\int_{S_{t, i}} I_{[C], t, \eta}\left(\epsilon^{\prime}, S_{t}, x, y\right) d \tilde{P}_{t, \epsilon^{\prime}}\left(S_{t}\right)=0 . \tag{3.30}
\end{equation*}
$$

Proof. Let $Q_{x, \eta, i}$ and $Q_{x, i}$ be as follows:

$$
\begin{aligned}
Q_{x, \eta, i} \equiv & \left\{z \in \mathbf{R}^{d} ; \exists\left(z_{0}^{\prime}, z_{1}, z_{1}^{\prime}, \cdots, z_{i-1}^{\prime}, z_{i}\right) \in \mathbf{R}^{d} \times \cdots \times \mathbf{R}^{d},\right. \\
& z_{1} \in P_{z_{0}^{\prime}}, z_{2} \in P_{z_{1}^{\prime}}, \cdots, z_{i} \in P_{z_{i-1}^{\prime}}, \\
& \left.\left|x-z_{0}^{\prime}\right| \leq \eta,\left|z_{1}-z_{1}^{\prime}\right| \leq \eta,\left|z_{2}-z_{2}^{\prime}\right| \leq \eta, \cdots,\left|z_{i}-z\right| \leq \eta\right\}, \\
Q_{x, i} \equiv & \left\{z \in \mathbf{R}^{d} ; \exists\left(z_{1}, \cdots, z_{i-1}\right) \in \mathbf{R}^{d} \times \cdots \times \mathbf{R}^{d},\right. \\
& \left.z_{1} \in P_{x}, z_{2} \in P_{z_{1}}, \cdots, z_{i-1} \in P_{z_{i-2}}, z \in P_{z_{i-1}}\right\} \\
= & \bigcup\left\{P_{z_{i-1}} ; z_{1} \in P_{x}, \cdots, z_{i-1} \in P_{z_{i-2}}\right\} .
\end{aligned}
$$

Here, we put $z_{0}=x$. Then, $Q_{x, i}$ is a closed set in $\mathbf{R}^{d}$ since each $P_{z_{j}}$ is compact and $z_{j} \mapsto P_{z_{j}}$ is continuous. Observe that $Q_{x, \eta, i} \supset Q_{x, i}$ for all $\eta>0$, and $\bigcap_{\eta>0} Q_{x, \eta, i}=Q_{x, i}$. That is, $y \in Q_{x, i}$ if and only if $y \in Q_{x, \eta, i}$ for all $\eta>0$. Since $\operatorname{supp}\left(g_{\epsilon^{\prime}}\left(z_{j}^{\prime}, \cdot\right)\right) \subset P_{z_{j}^{\prime}}$ for $j=0, \cdots, i-1$, we observe

$$
\begin{align*}
& I_{[C], t, \eta}\left(\epsilon^{\prime}, S_{t}, x, y\right) \\
& \equiv \int_{A_{1}(\eta)}\left\{p_{s_{1}}\left(\epsilon^{\prime}, \emptyset, x, z_{0}^{\prime}\right) g_{\epsilon^{\prime}}\left(z_{0}^{\prime}, z_{1}\right) p_{s_{2}-s_{1}}\left(\epsilon^{\prime}, \emptyset, z_{1}, z_{1}^{\prime}\right)\right. \\
& \left.g_{\epsilon^{\prime}}\left(z_{1}^{\prime}, z_{2}\right) p_{s_{3}-s_{2}}\left(\epsilon^{\prime}, \emptyset, z_{2}, z_{2}^{\prime}\right) \times \cdots \times g_{\epsilon^{\prime}}\left(z_{i-1}^{\prime}, z_{i}\right) p_{t-s_{i}}\left(\epsilon^{\prime}, \emptyset, z_{i}, y\right)\right\} \\
& d z_{i} d z_{i-1}^{\prime} \ldots d z_{1} d z_{0}^{\prime} . \tag{3.31}
\end{align*}
$$

In view of the condition in $Q_{x, \eta, i}$, we see that

$$
\begin{equation*}
\text { if } y \notin Q_{x, \eta, i} \text { then } I_{[C], t, \eta}\left(\epsilon^{\prime}, S_{t}, x, y\right)=0 \text {. } \tag{3.32}
\end{equation*}
$$

Recall that $\alpha(x, y)=\kappa$ and $i<\kappa$. By the definition of $\alpha(x, y)$ in Section 2.3.1, we have that $y \notin Q_{x, i}$, which implies $y \notin Q_{x, \eta, i}$ for every sufficiently small $\eta>0$. Hence, $I_{[C], t, \eta}\left(\epsilon^{\prime}, S_{t}, x, y\right)=0$ for $S_{t} \in \mathcal{S}_{t, i}$ if $i<\kappa=\alpha(x, y)$. Thus,

$$
\int_{S_{t, i}} I_{[C], t, \eta}\left(\epsilon^{\prime}, S_{t}, x, y\right) d \tilde{P}_{t, \epsilon^{\prime}}\left(S_{t}\right)=0 .
$$

Lemma 2.13. Let $\mathcal{K}$ be a class of nonnegative, equicontinuous, uniformly bounded functions whose supports are contained in a fixed compact set $K$. Let the constants $\eta>0$ and $\epsilon^{\prime}>0$ be those appearing in $I_{[C], t, \eta}\left(\epsilon^{\prime}, S_{t}, x, y\right)$ and (3.32), respectively. Then, for every $\delta>0$, there exists $t_{0}>0$ such that

$$
\begin{equation*}
\sup _{s \leq t} \int_{\{z ;|z-y| \leq \eta\}} f(z) p_{t-s}\left(\epsilon^{\prime}, \emptyset, z, y\right) d z \leq f(y)+\delta \tag{3.33}
\end{equation*}
$$

for every $f \in \mathcal{K}, y \in K$ and every $t \in\left(0, t_{0}\right)$.
Proof. For a given $\delta>0$, there exists $\eta_{1}=\eta_{1}(K, \mathcal{K}, \delta)>0$ such that $|f(z)-f(y)|<\delta / 4$ for each $|z-y|<\eta_{1}$. We may assume $\eta_{1} \leq \eta$ by choosing small $\delta$. Then, we have

$$
\begin{align*}
& \sup _{s \leq t} \int_{\{z ;|z-y| \leq \eta\}} f(z) p_{t-s}\left(\epsilon^{\prime}, \emptyset, z, y\right) d z \\
& \leq \sup _{s \leq t} \int_{\left\{z ;|z-y| \leq \eta_{1}\right\}} f(z) p_{t-s}\left(\epsilon^{\prime}, \emptyset, z, y\right) d z \\
& \quad+\sup _{s \leq t} \int_{\left\{z ; \eta_{1}<|z-y| \leq \eta\right\}} f(z) p_{t-s}\left(\epsilon^{\prime}, \emptyset, z, y\right) d z . \tag{3.34}
\end{align*}
$$

The first term can be estimated as in Lemma 2.8 by $f(y)+\delta / 2$ for $t \in\left(0, t_{1}\right)$ for some $t_{1}>0$. As for the second term, since $\eta>0$ is arbitrary in (3.14) and since all $f$ 's in $\mathcal{K}$ are uniformly bounded, there exists $t_{2}>0$ such that

$$
\sup _{s \leq t} \int_{\left\{z ; \eta_{1}<|z-y| \leq \eta\right\}} f(z) p_{t-s}\left(\epsilon^{\prime}, \emptyset, z, y\right) d z \leq \delta / 2
$$

for every $f \in \mathcal{K}, y \in K$ and $t \in\left(0, t_{2}\right)$.
Letting $t_{0} \equiv \min \left\{t_{1}, t_{2}\right\}>0$, we have the assertion.
Choose an arbitrary compact neighbourhood $\bar{U}(x)$ of $x$ and arbitrary compact sets $K_{1}, \cdots, K_{\kappa-1}$ of $\mathbf{R}^{d}$ such that $\{z ;|z-x| \leq \eta\} \subset \bar{U}(x)$ and that $Q_{x, \eta, i} \subset K_{i}, i=1, \cdots, \kappa-1$. Set

$$
\begin{aligned}
\mathcal{K}=\{ & \left\{g_{\epsilon^{\prime}}\left(z_{0}^{\prime}, \cdot\right), g_{\epsilon^{\prime}}\left(z_{1}^{\prime}, \cdot\right), \cdots, g_{\epsilon^{\prime}}\left(z_{\kappa-1}^{\prime}, \cdot\right) ;\right. \\
& \left.z_{0}^{\prime} \in \bar{U}(x), z_{1}^{\prime} \in K_{1}, \cdots, z_{\kappa-1}^{\prime} \in K_{\kappa-1}\right\} .
\end{aligned}
$$

To apply Lemma 2.13, we should be a little more careful since $\epsilon^{\prime}>0$ depends on the choice of $\eta>0$ by Lemma 2.11. Since $\mathcal{K}$ has the property in Lemma 2.13, for a given $\delta>0, \eta>0, \epsilon^{\prime}>0$, there exists $t_{0}>0$ such that for every $0<t<t_{0}$,

$$
\begin{equation*}
\sup _{s \leq t} \int_{\left\{\left\{z_{i}-z_{i}^{\prime} \mid \leq \eta\right\}\right.} g_{\epsilon^{\prime}}\left(z_{i-1}^{\prime}, z_{i}\right) p_{t-s}\left(\epsilon^{\prime}, \emptyset, z_{i}, z_{i}^{\prime}\right) d z_{i} \leq g_{\epsilon^{\prime}}\left(z_{i-1}^{\prime}, z_{i}^{\prime}\right)+\delta, \tag{3.35}
\end{equation*}
$$

for $z_{0}^{\prime} \in \bar{U}(x), z_{i-1}^{\prime} \in K_{i-1}, i=2, \cdots, \kappa\left(z_{\kappa}^{\prime}=y\right)$.
From (3.35), we have, in view of (3.31), for $0<t<t_{0}$,

$$
\begin{align*}
& I_{[C], t, \eta}\left(\epsilon^{\prime},\left\{s_{1}, \ldots, s_{k}\right\}, x, y\right) \\
& \leq \int_{\tilde{U}(x)} p_{s_{1}}\left(\epsilon^{\prime}, \emptyset, x, z_{0}^{\prime}\right) d z_{0}^{\prime} \int_{K_{1}} d z_{1}^{\prime} \cdots \int_{K_{\kappa-1}} d z_{\kappa-1}^{\prime} \\
&  \tag{3.36}\\
& \left\{\left(g_{\epsilon^{\prime}}\left(z_{0}^{\prime}, z_{1}^{\prime}\right)+\delta\right) \cdots\left(g_{\epsilon^{\prime}}\left(z_{\kappa-1}^{\prime}, y\right)+\delta\right)\right\} .
\end{align*}
$$

Hence, by (3.17),

$$
\begin{align*}
\limsup _{t \rightarrow 0}\left(1 / t^{\kappa}\right) \int_{0}^{t} \cdots & \int_{0}^{t}\left(\int \phi_{\epsilon^{\prime}}(z) h(z) d z\right)^{\kappa} \\
& \times I_{[C], t, \eta}\left(\epsilon^{\prime},\left\{s_{1}, \ldots, s_{\kappa}\right\}, x, y\right) d s_{\kappa} \cdots d s_{1} \\
\leq & \left(\int \phi_{\epsilon^{\prime}}(z) h(z) d z\right)^{\kappa} \int_{K_{1}} d z_{1} \int_{K_{2}} d z_{2} \cdots \int_{K_{\kappa-1}} d z_{\kappa-1} \\
& \left\{\left(g_{\epsilon^{\prime}}\left(x, z_{1}\right)+\delta\right)\left(g_{\epsilon^{\prime}}\left(z_{1}, z_{2}\right)+\delta\right) \cdots\left(g_{\epsilon^{\prime}}\left(z_{\kappa-1}, y\right)+\delta\right)\right\} \tag{3.37}
\end{align*}
$$

Since $\delta>0$ and $K_{1}, \cdots, K_{\kappa-1}$ are arbitrary, we have, in view of Lemma 2.9 (with $N=\kappa+1$ ), Lemmas 2.10 and 2.11, 2.12 and (3.10), (3.11), (3.26), that is,

$$
\begin{align*}
& \limsup _{t \rightarrow 0}\left(\frac{1}{t^{\kappa}}\right) p_{t}(x, y) \\
& \leq(1 / \kappa!) \cdot\left(\int_{\epsilon^{\prime}}(z) h(z) d z\right)^{\kappa} \\
& \quad \times \int_{P_{\chi}} d z_{1} \int_{P_{z_{1}}} d z_{2} \cdots \int_{P_{z_{\kappa-2}}} d z_{\kappa-1}\left\{g_{\epsilon^{\prime}}\left(x, z_{1}\right) g_{\epsilon^{\prime}}\left(z_{1}, z_{2}\right) \cdots g_{\epsilon^{\prime}}\left(z_{\kappa-1}, y\right)\right\} . \tag{3.38}
\end{align*}
$$

Letting $\epsilon^{\prime} \rightarrow 0$, we have, in view of (3.12),

$$
\begin{align*}
& \limsup _{t \rightarrow 0}\left(\frac{1}{t^{\kappa}}\right) p_{t}(x, y) \\
& \leq(1 / \kappa!) \times \int_{P_{x}} d z_{1} \int_{P_{z_{1}}} d z_{2} \cdots \\
& \quad \times \int_{P_{z_{k-2}}} d z_{\kappa-1}\left\{g\left(x, z_{1}\right) g\left(z_{1}, z_{2}\right) \cdots g\left(z_{\kappa-1}, y\right)\right\} \tag{3.39}
\end{align*}
$$

The proof for the upper bound is now complete.

The statement of Theorem 2.4 is immediate from (3.22) (with $k=\alpha(x, y)$ ) and (3.39). The condition on the continuity of the Lévy measure has well illustrated the nature of the polygonal method.

### 2.3.3 Example of Theorem 2.4-easy cases

In this subsection, we are concerned with the constant in the upper bound of $p_{t}(x, y)$ as $t \rightarrow 0$, mentioned in Theorem 2.4. We shall restrict ourselves to a simple Lévy process to exhibit the virtue of the polygonal method.

Example 2.1. Let $d=m=2$, and let a smooth radial function $\eta$ satisfy supp $\eta=$ $\{x ;|x| \leq 1\}$ and $\eta(x) \equiv 1$ in $\{x ;|x| \leq 1 / 2\}$. Put

$$
\begin{equation*}
h(z)=\eta(z)|z|^{-2-\alpha}, \alpha \in(0,1), \quad \text { for } z \in \mathbf{R}^{2} \backslash\{0\}, \tag{3.40}
\end{equation*}
$$

that is, $h(z) d z$ is the Lévy measure for a truncated stable process (cf. [73], Section 3) with index $\alpha \in(0,1)$. Then, $h$ satisfies (3.1) with $c=1$ and (3.2). Let $\gamma(x, z)=z$, and let $x_{t}(x)$ be given by

$$
\begin{equation*}
x_{t}(x)=x+\sum_{s \leq t} \Delta z(s) \tag{3.41}
\end{equation*}
$$

Then, $P_{x}=x+\operatorname{supp} h=x+B(1)(B(1) \equiv\{x ;|x| \leq 1\})$, and $g(x, z)$ is reduced to $g(x, z)=h(z-x)$ (cf. (3.4)).

Let $x_{0}=(0,0)$ and choose $y_{0}=(e, 0)$ so that $1<e<2$. We then have $\alpha\left(x_{0}, y_{0}\right)=$ 2. The constant $C\left(x_{0}, y_{0}, 2\right)$ is calculated as follows:

$$
\begin{equation*}
C\left(x_{0}, y_{0}, 2\right)=\int_{P_{x_{0}}} g\left(x_{0}, z\right) g\left(z, y_{0}\right) d z=\int_{B(1)} h\left(z-x_{0}\right) h\left(y_{0}-z\right) d z \tag{3.42}
\end{equation*}
$$

The integral (3.42) makes sense. Indeed, if $z=0$, then $h\left(y_{0}-0\right)=h\left(y_{0}\right)=0$. Since $y_{0} \in\{x ;|x|>1\}$, by the continuity of $x \mapsto P_{x}$, there exists $\delta>0$ such that if $\left|z-x_{0}\right|<\delta$, and then $y_{0} \notin \operatorname{supp}(g(z, \cdot))$. That is, $g\left(z, y_{0}\right)=0$ for $z \in\left\{z ;\left|z-x_{0}\right|<\delta\right\}$, and this implies that the integral exists.

Example 2.2. Let $m=d$. Let $z_{1}(t), \cdots, z_{d}(t)$ be an independent one-dimensional truncated stable processes (stationary martingales with jumps), whose common characteristic function is given by

$$
\psi_{t}(v)=\exp \left[t \int_{\mathbf{R} \backslash\{0\}}\left(e^{i\langle z, v\rangle}-1-i\langle z, v\rangle\right) h(z) d z\right]
$$

That is,

$$
z_{j}(t)=\int_{0}^{t+} \int_{\mathbf{R} \backslash\{0\}} z \tilde{N}_{j}(d s d z), \quad j=1, \cdots, d
$$

where $\tilde{N}_{j}(d s d z)$ 's denote the compensated Poisson random measures on $[0,+\infty) \times$ $(\mathbf{R} \backslash\{0\})$, having the common mean measure $h(z) d z \times d s: \tilde{N}_{j}(d s d z)=N_{j}(d s d z)-$ $h(z) d z \times d s$. Here, the Lévy measure $h(z) d z$ is given by

$$
\begin{equation*}
h(z)=\eta(z)|z|^{-1-\alpha}, \quad \alpha \in(1,2), z \in \mathbf{R} \backslash\{0\}, \tag{3.43}
\end{equation*}
$$

where $\eta(z) \in \mathcal{C}_{0}^{\infty}(\mathbf{R}), 0 \leq \eta(z) \leq 1$, supp $\eta=\{z ;|z| \leq c\}$, and $\eta(z) \equiv 1$ in $\left\{z ;|z| \leq \frac{c}{2}\right\}$ for some $0<c<+\infty$.

Let $e_{0}, e_{1}, \ldots, e_{d}$ be constant vectors in $\mathbf{R}^{d}$ such that $\left\langle e_{1}, \cdots, e_{d}\right\rangle$ forms a basis of $T_{0} \mathbf{R}^{d}$. Given $x \in \mathbf{R}^{d}$, consider the jump process $x_{t}(x)$ given by

$$
\begin{equation*}
x_{t}(x)=x+\sum_{j=1}^{d} \sum_{s \leq t}^{c} e_{j} \Delta z_{j}(s)+e_{0} t=x+e_{1} z_{1}(t)+\cdots+e_{d} z_{d}(t)+e_{0} t, \tag{3.44}
\end{equation*}
$$

where $\sum^{c}$ denotes the compensated sum stated in Section 1.3. As a linear combination of truncated stable processes $z_{1}(t), \cdots, z_{d}(t)$ and a uniform motion $e_{0} t, x_{t}(x)$ possesses a transition density $p_{t}(x, y)$ which is $C^{\infty}$ with respect to $y(y \neq x)$ for $t>0$ (cf. [143]).

In [84], the lower bound of $p_{t}(x, y)$ as $t \rightarrow 0$ for given distinct $x, y$ is obtained for processes including the above type. However, the analysis to obtain the upper bound for $p_{t}(x, y)$ is somewhat complicated. This is because in order to get the upper bound, we have to track all the possible trajectories of $x_{t}(x)$, each having a Lévy measure which is singular with respect to the $d$-dimensional Lebesgue measure. To do this, we make use of a kind of homogeneity of the process, which is due to the vector fields $e_{1}, \cdots, e_{d}$ being constant, and make a combinatorial discussion. For this purpose, we prepare the following notation.

Let

$$
\begin{equation*}
\mathcal{J}(d)=\left\{\left(i_{1}, \cdots, i_{d}\right) ; i_{1}, \cdots, i_{d}=0 \text { or } 1\right\} . \tag{3.45}
\end{equation*}
$$

For $I=\left(i_{1}, \cdots, i_{d}\right) \in \mathcal{J}(d)$, we put $|I|=$ the length of $I=i_{1}+\cdots+i_{d}$. We put $I^{\prime}=$ $\left(i_{1}^{\prime}, \cdots, i_{d}^{\prime}\right) \in \mathcal{J}(d)$ for $I=\left(i_{1}, \cdots, i_{d}\right)$ in the following way: $i_{j}^{\prime}=1$ if $i_{j}=0$ and $i_{j}^{\prime}=0$ otherwise. We write $I=\left(i_{1}, \cdots, i_{d}\right) \leq J=\left(j_{1}, \cdots, j_{d}\right)$ for $I, J \in \mathcal{J}(d)$ if $i_{r} \leq j_{r}, r=$ $1, \cdots, d$. Consider a sequence $\mathbf{b}=\left(I_{1}, \cdots, I_{\ell}\right)$ of elements of $I$ 's in $\mathcal{J}(d)$. We denote by $\mathcal{S}(k, \ell)$ the following family of sequences:

$$
\begin{equation*}
\mathcal{S}(k, \ell)=\left\{\mathbf{b}=\left(I_{1}, \cdots, I_{\ell}\right) ;\left|I_{1}\right|+\cdots+\left|I_{\ell}\right|=k,\left|I_{j}\right| \geq 1, j=1, \cdots, \ell\right\} . \tag{3.46}
\end{equation*}
$$

For $\mathbf{b}=\left(I_{1}, \cdots, I_{\ell}\right) \in \mathcal{S}(k, \ell)$, we put the weight $\omega(\mathbf{b})$ and the $\alpha$-weight $\omega_{\alpha}(\mathbf{b})$ of indices $I_{1}, \cdots, I_{\ell}$ as follows: $\omega(\mathbf{b})=\left|I_{1}\right|+\cdots+\left|I_{\ell}\right|, \omega_{\alpha}(\mathbf{b})=\sum_{r=1}^{\ell}\left(\left|I_{r}\right|-\left|I_{r}^{\prime}\right| / \alpha\right)$.

Consider the parallelepiped of $\mathbf{R}^{d}$ built on the basis $\left\langle e_{1}, \cdots, e_{d}\right\rangle$

$$
Q=\left\{t_{1} e_{1}+\cdots+t_{d} e_{d} ; t_{j} \in(\operatorname{supp} h), j=1, \cdots, d\right\}
$$

and put $P_{x}=x+Q$. Similarly, define sets

$$
Q^{I}=\left\{t_{i_{1}} e_{1}+\cdots+t_{i_{d}} e_{d} ; t_{i_{r}} \in(\operatorname{supp} h) \text { if } i_{r}=1, t_{i_{r}}=0 \text { if } i_{r}=0\right\}
$$

and $P_{x}^{I}=x+Q^{I}$ for $I=\left(i_{1}, \cdots, i_{d}\right) \in \mathcal{J}(d)$.

For each $y \in \mathbf{R}^{d}(y \neq x)$, we put

$$
\begin{equation*}
\beta(x, y) \equiv \ell_{0}(x, y)+1 \tag{3.47}
\end{equation*}
$$

Here, $\ell_{0}(x, y)$ denotes the minimum number of distinct points $z_{1}, \cdots, z_{\ell} \in \mathbf{R}^{d}$ such that $z_{1} \in P_{x}, z_{2} \in P_{z_{1}}, \cdots, z_{\ell} \in P_{z_{\ell-1}}$ and $y \in P_{z_{\ell}}$. This means that $y \in \mathbf{R}^{d}$ can be joined to $x$ by a polygonal line with $\ell_{0}(x, y)$-corners passing along the combination of the parallelepipeds $P_{x} \cup P_{z_{1}} \cup \cdots \cup P_{z_{0}(x, y)}$. Furthermore, we put

$$
\begin{align*}
& \tilde{\beta}(x, y)=\min \left\{\omega(\mathbf{b}) ; \mathbf{b}=\left(I_{1}, \cdots, I_{\ell}\right) \in(\mathcal{J}(d))^{\ell}, \ell=\beta(x, y),\right. \\
& \quad \text { such that } z_{1} \in P_{x}^{I_{1}}, z_{2} \in P_{z_{1}}^{I_{2}}, \cdots, z_{\ell-1} \in P_{z_{\ell-2}}^{I_{\ell-1}} \\
& \left.\quad \text { and } y \in P_{z_{\ell-1}}^{I_{\ell}} \text { for some } z_{1}, \cdots, z_{\ell-1} \in \mathbf{R}^{d}\right\},  \tag{3.48}\\
& \rho_{\alpha}(x, y)=\min \left\{\omega_{\alpha}(\mathbf{b}) ; \mathbf{b}=\left(I_{1}, \cdots, I_{\ell}\right) \in(\mathcal{J}(d))^{\ell},\right. \\
& \quad \ell=\beta(x, y), \omega(\mathbf{b})=\tilde{\beta}(x, y)\} \tag{3.49}
\end{align*}
$$

We remark that $\tilde{\beta}(x, y) \leq d \beta(x, y)$ with $\beta(x, y)<+\infty$ (since $c>0$ ), and that $\rho_{\alpha}(x, y) \leq$ $\tilde{\beta}(x, y)$. In case $c=+\infty$, we always have $\beta(x, y)=1(x \neq y)$.

We fix $x \in \mathbf{R}^{d}$ and $I=\left(i_{1}, \cdots, i_{d}\right) \in \mathcal{J}(d)$ in what follows. We assume $|I|=b$, and denote by $i_{1}^{*}, \cdots, i_{b}^{*}$ the nonzero indices $i_{r}$ arrayed in numerical order. Consider the mapping

$$
\begin{equation*}
H_{x}^{I}:(\operatorname{supp} h)^{|I|} \longrightarrow P_{x}^{I}, \quad\left(t_{i_{1}^{*}}, \cdots, t_{i_{b}^{*}}\right) \longmapsto x+\sum_{r=1}^{b} t_{i_{r}^{*}} e_{i_{r}^{*}} \tag{3.50}
\end{equation*}
$$

This introduces the Lévy measure $d \mu_{x}^{I}$ on $P_{x}^{I}$ by

$$
\begin{align*}
\int_{P_{x}^{I}} f(z) d \mu_{x}^{I}(z)=\int \cdots \int & f\left(x+t_{i_{1}^{*}} e_{i_{1}^{*}}+\cdots+t_{i_{b}^{*}} e_{i_{b}^{*}}\right) \\
& \times h\left(t_{i_{1}^{*}}\right) \cdots h\left(t_{i_{b}^{*}}\right) d t_{i_{1}^{*}} \cdots d t_{i_{b}^{*}} \tag{3.51}
\end{align*}
$$

for $f \in C\left(P_{x}^{I}\right)$. We abbreviate this by $\mu_{x}^{I}(\bar{d} z)$ for simplicity. Here, $\bar{d} z$ denoted the volume element induced on $P_{x}^{I}$ by

$$
\begin{equation*}
\bar{d} z=\left|d e^{i_{1}^{*}} \wedge \cdots \wedge d e^{i_{b}^{*}}\right|, \quad z \in P_{x}^{I} \tag{3.52}
\end{equation*}
$$

where ( $d e^{i_{1}^{*}}, \cdots, d e^{i_{b}^{*}}$ ) denotes the covector field on $P_{x}^{I}$ corresponding to ( $e_{i_{1}^{*}}, \cdots, e_{i_{b}^{*}}$ ). Since $d \mu_{x}^{I}(z)$ is the measure transformed from $h\left(t_{1}\right) \otimes \cdots \otimes h\left(t_{b}\right) d t_{1} \cdots d t_{b}$ by the linear mapping

$$
H_{x}^{I}:\left(t_{1}, \cdots, t_{b}\right) \longmapsto x+A^{I t}\left(t_{1}, \cdots, t_{b}\right)
$$

$\left(A^{I} \equiv\left(e_{i_{1}^{*}}, \cdots, e_{i_{b}^{*}}\right)\right)$, it possesses the density with respect to $\bar{d} z$, which is $C^{\infty}$ with respect to $z \in P_{x}^{I} \backslash\{x\}$ and $x \in \mathbf{R}^{d}$. We shall put

$$
\begin{equation*}
g^{I}(x, z)=\frac{d \mu_{x}^{I}}{\bar{d} z}(z) \text { if } z \in P_{x}^{I} \backslash\{x\}, g^{I}(x, z)=0 \quad \text { otherwise. } \tag{3.53}
\end{equation*}
$$

Explicitly,

$$
\begin{equation*}
g^{I}(x, z)=(h \otimes \cdots \otimes h)\left(\left(H_{x}^{I}\right)^{-1}(z)\right)\left|\left[J H_{x}^{I}\right]^{-1}\right|, \quad z \in P_{x}^{I} \backslash\{x\} . \tag{3.54}
\end{equation*}
$$

Obviously, we have for $I^{*}=(1,1, \cdots, 1), g^{I^{*}}(x, z)=g(x, z)$, the density of the original Lévy measure of $x_{t}(x)$.

Proposition 2.6. For each $x, y \in \mathbf{R}^{d}(y \neq x)$, suppose that the numbers $\lambda=\beta(x, y)$, $\kappa=\tilde{\beta}(x, y)$ and $\rho=\rho_{\alpha}(x, y)$, defined as above, are finite. If $\kappa \geq d-1$, then we have

$$
\limsup _{t \rightarrow 0}\left(\frac{1}{t^{\rho}}\right) p_{t}(x, y) \leq C .
$$

The constant C has an expression

Here, we put $c\left(I_{1}, \cdots, I_{\ell}\right)=\left(\kappa!\Pi_{j=1}^{d}\left(1 / r_{j}!\right)\right) . c^{*}(\kappa, \ell)$, where $r_{j} \equiv \sharp\left\{r \in\{1, \cdots, \ell\} ; i_{r, j}=\right.$ 1\} for $I_{r}=\left(i_{r, 1}, \cdots, i_{r, d}\right)$ and

$$
\begin{aligned}
c^{*}(\kappa, \ell)= & \limsup _{t \rightarrow 0}\left(\frac{1}{t^{\rho}}\right) \int_{0}^{t} d s_{1} \int_{s_{1}}^{t} d s_{2} \cdots \int_{s_{\ell-1}}^{t} d s_{\ell} \\
& \left\{s_{1}^{\left|I_{1}\right|-1-\left|I_{1}^{\prime}\right| / \alpha}\left(s_{2}-s_{1}\right)^{\left|I_{2}\right|-1-\left|I_{2}^{\prime}\right| / \alpha} \cdots\left(s_{\ell}-s_{\ell-1}\right)^{\left|I_{\ell}\right|-1-\left|I_{\ell}^{\prime}\right| / \alpha}\right\} .
\end{aligned}
$$

The proof of this proposition depends on Léandre's method in [140], and on some discussions in [84, 85]. A crucial idea in our proof is the (intuitive) notion of polygonal trajectories. A polygonal trajectory is a trajectory obtained from a piecewise linear line whose segment from a corner point $z_{i}$ to the next corner point $z_{i+1}$ is parallel to some combination of vectors contained in $\left\{e_{1}, \cdots, e_{d}\right\}$. It should be noted that in a small time interval, there is a tendency that the process $x_{t}(x)$ makes use of those trajectories which jump as few times as possible and stay at a point until just before the moment of the next jump.

Intuitively, $\beta(x, y)$ above can be interpreted as the minimum number of jumps by which the trajectory can reach $y$ from $x$ along a polygonal line, and $\tilde{\beta}(x, y)$ corresponds to the weight of such a line. We need another notion of $\alpha$-weight $\rho_{\alpha}(x, y)$ of a line for considering the factors which 'stay' in the same corner point at each jump moment, and this gives the real power in $t$. The decomposition of jumps to those factors which really jump and to those that stay in is carried out in terms of indices $I$ and $I^{\prime}$.

## Examples of Proposition 2.6

We shall provide some simple examples of Proposition 2.6.
Example 2.3. Let $d=2, c=1, e_{1}=\frac{\partial}{\partial x_{1}}, e_{2}=\frac{\partial}{\partial x_{2}}, x_{0}=(0,0)$ and $y_{0}=(e, f), 0<e<$ $1,0<f<1$. Clearly, $\beta\left(x_{0}, y_{0}\right)=1, \tilde{\beta}\left(x_{0}, y_{0}\right)=2$, and we have $\mathcal{S}(2,1)=\{((1,1))\}$, and hence $\rho_{\alpha}\left(x_{0}, y_{0}\right)=2$. We have

$$
C=C\left(x_{0}, y_{0}, 2,1,2\right)=c((1,1)) g^{(1,1)}\left(x_{0}, y_{0}\right)=h(e) h(f)<+\infty .
$$

In this case, we know exactly that

$$
p_{t}\left(x_{0}, y_{0}\right)=\wp_{t}(e) \wp_{t}(f) \sim h(e) h(f) t^{2},
$$

as $t \rightarrow 0$ (cf. [84]). Hence, the constant is the best possibility.
Example 2.4. Let $d=2, c=1, e_{1}=\frac{\partial}{\partial x_{1}}, e_{2}=\frac{\partial}{\partial x_{2}}, x_{0}=(0,0)$ and $y_{0}=(e, 0)$, $0<e<1$. Clearly, $\beta\left(x_{0}, y_{0}\right)=\tilde{\beta}\left(x_{0}, y_{0}\right)=1$, and we have $\mathcal{S}(1,1)=\{((1,0)),((0,1))\} \equiv$ $\left\{\left(I_{1}\right),\left(I_{2}\right)\right\}$, and hence $\rho_{\alpha}\left(x_{0}, y_{0}\right)=1-1 / \alpha$. We have

$$
\begin{aligned}
C & =C\left(x_{0}, y_{0}, 1,1,1-1 / \alpha\right)=\sum_{(I) \in \mathcal{S}(1,1)} c(I) g^{I}\left(x_{0}, y_{0}\right) \\
& =c\left(I_{1}\right) g^{I_{1}}\left(x_{0}, y_{0}\right)+c\left(I_{2}\right) g^{I_{2}}\left(x_{0}, y_{0}\right) \\
& =\left(\frac{1}{1-\frac{1}{\alpha}}\right) h(e)<+\infty
\end{aligned}
$$

since $y_{0} \notin P_{x_{0}}^{I_{2}} \backslash\left\{x_{0}\right\}$.
In this case, we know exactly

$$
p_{t}\left(x_{0}, y_{0}\right)=\wp_{t}(e) \wp_{t}(0) \sim \frac{1}{\pi} \Gamma\left(1+\frac{1}{\alpha}\right) h(e) t^{1-\frac{1}{\alpha}}
$$

as $t \rightarrow 0$ (cf. [225], (2.2.11)). Here, $\frac{1}{\pi} \Gamma\left(1+\frac{1}{\alpha}\right)=\frac{1}{\pi} \frac{1}{\alpha} \Gamma\left(\frac{1}{\alpha}\right)<\frac{1}{\pi} \Gamma\left(\frac{1}{2}\right)<\left(\frac{1}{1-\frac{1}{\alpha}}\right)$ for all $1<\alpha<2$, and hence our constant is overestimated.
Example 2.5. Let $d=2, c=1, e_{1}=\frac{\partial}{\partial x_{1}}, e_{2}=\frac{\partial}{\partial x_{2}}, x_{0}=(0,0)$ and $y_{0}=(e, 0)$, $1<e<2$. Then, $\beta\left(x_{0}, y_{0}\right)=\tilde{\beta}\left(x_{0}, y_{0}\right)=2$. We have

$$
\mathcal{S}(2,2)=\{((1,0),(1,0)),((1,0),(0,1)),((0,1),(1,0)),((0,1),(0,1))\},
$$

and hence $\rho_{\alpha}\left(x_{0}, y_{0}\right)=2-2 / \alpha$.

We can calculate $C\left(x_{0}, y_{0}, 2,2,2-2 / \alpha\right)$ as follows:

$$
\begin{aligned}
C\left(x_{0}, y_{0}, 2,2,2-2 / \alpha\right)= & \sum_{\substack{\left(I_{1}, I_{2}\right) \in \in(2,2) \\
I_{1} \leq I_{2}}} c\left(I_{1}, I_{2}\right) \times\left\{\int_{\substack{P_{x_{0}}}} g^{I_{1}}\left(x, z_{2}\right) g^{I_{2}}\left(z_{2}, y_{0}\right) \bar{d} z_{2}\right\} \\
= & c((1,0),(1,0)) \int_{P_{x_{0}}^{(1,0)}} g^{(1,0)}\left(x_{0}, z_{2}\right) g^{(1,0)}\left(z_{2}, y_{0}\right) \bar{d} z_{2} \\
& +c((0,1),(0,1)) \int_{P_{x_{0}}^{(0,1)}} g^{(0,1)}\left(x_{0}, z_{2}\right) g^{(0,1)}\left(z_{2}, y_{0}\right) \bar{d} z_{2} \\
= & A+B \quad \text { (say) } .
\end{aligned}
$$

For A, we have, for $z_{2}=(u, v)$,

$$
\begin{aligned}
g^{(1,0)}\left(x_{0}, z_{2}\right) & =h(u-0) & & \text { if } u \in(-1,1), \\
& =0 & & \text { otherwise, } \\
g^{(1,0)}\left(z_{2}, y_{0}\right) & =h(e-u) & & \text { if } e \in(u-1, u+1), \\
& =0 & & \text { otherwise, }
\end{aligned}
$$

and $\bar{d} z_{2}$ is reduced to $d u$. Hence, $A=c((1,0),(1,0)) \int_{e-1}^{1} h(u) h(e-u) d u$.
For B, we have, for $z_{2}=(u, v)$,

$$
\begin{aligned}
g^{(0,1)}\left(x_{0}, z_{2}\right) & =h(v-0) & & \text { if } v \in(-1,1), u=0 \\
& =0 & & \text { otherwise , } \\
g^{(0,1)}\left(z_{2}, y_{0}\right) & =h(-v) & & \text { if } v \in(-1,1), u=e \\
& =0 & & \text { otherwise, }
\end{aligned}
$$

and $\bar{d} z_{2}$ is reduced to $d v$. Hence, $B=c((0,1),(0,1)) \int_{-1}^{1} h(v-0) \times 0 d v=0$ since $y_{0} \notin P_{(0, v)}^{(0,1)} \backslash\{(0, v)\}$ for $-1<v<1$. Hence,

$$
C\left(z_{0}, y_{0}, 2,2,2-1 / \alpha\right)=\left(\frac{1}{1-\frac{1}{\alpha}}\right) B\left(1-\frac{1}{\alpha}, 2-\frac{1}{2}\right) \times \int_{e-1}^{1} h(u) h(e-u) d u<+\infty
$$

Here, we used

$$
\begin{aligned}
c((1,0),(1,0)) \equiv \frac{2!}{2!0!} \times \limsup _{t \rightarrow 0}\left(\frac{1}{t^{2-2 / \alpha}}\right) \times \int_{0}^{t} d s_{1} & \int_{s_{1}}^{t} d s_{2}\left\{s_{1}^{-1 / \alpha}\left(s_{2}-s_{1}\right)^{-1 / \alpha}\right\} \\
& =\left(\frac{1}{1-\frac{1}{\alpha}}\right) B\left(1-\frac{1}{\alpha}, 2-\frac{1}{\alpha}\right),
\end{aligned}
$$

where $B(p, q)$ denotes the Beta-function.

Example 2.6. Let $d=2, c=1, e_{1}=\frac{\partial}{\partial x_{1}}, e_{2}=\frac{\partial}{\partial x_{2}}, x_{0}=(0,0), y_{0}=\left(\frac{3}{2}, \frac{7}{4}\right)$. Then, $\beta\left(x_{0}, y_{0}\right)=2, \tilde{\beta}\left(x_{0}, y_{0}\right)=4$. We have $\mathcal{S}(4,2)=\{((1,1),(1,1))\}$, and hence $\rho_{\alpha}\left(x_{0}, y_{0}\right)=4$.

We can calculate $C\left(x_{0}, y_{0}, 2,4,4\right)$ as follows:

$$
\begin{aligned}
& C\left(x_{0}, y_{0}, 2,4,4\right) \\
& =\sum_{\substack{\left(I_{1}, \cdots, \ldots\right)\left(I_{\ell} \in S(4, \ell), 2 \leq \ell_{\leq 4} \\
I_{1} \leq \cdots L_{\ell}\right.}} c\left(I_{1}, \cdots, I_{\ell}\right)\left\{\int_{\substack{I_{1} \\
P_{x_{0}}^{I_{1}}}} \bar{d} z_{2} \cdots \int_{\substack{I_{\ell} \\
P_{z_{\ell-1}}}} \bar{d} z_{\ell} g^{I_{1}}\left(x, z_{2}\right) \cdots g^{I_{\ell}}\left(z_{\ell}, y_{0}\right)\right\} \\
& =\sum_{\substack{\left(I_{1}, I_{2}\right) \in S(4,2) \\
I_{1} \leq I_{2}}} c\left(I_{1}, I_{2}\right) \int_{\substack{ \\
P_{x_{0}}^{I_{1}}}} g^{I_{1}}\left(x, z_{2}\right) g^{I_{2}}\left(z_{2}, y_{0}\right) \bar{d} z_{2}+\sum_{\substack{\left(I_{1}, L_{2}, I_{3}\right) \in S(4,3) \\
I_{1} \leq I_{2} \leq I_{3}}} c\left(I_{1}, I_{2}, I_{3}\right) \\
& \times\left\{\int_{P_{x_{0}}^{I_{1}}} \bar{d} z_{2} \int_{P_{z_{2}}^{I_{2}}} \bar{d} z_{3} g^{I_{1}}\left(x, z_{2}\right) g^{I_{2}}\left(z_{2}, z_{3}\right) g^{I_{3}}\left(z_{3}, y_{0}\right)\right\} \\
& +\sum_{\substack{\left(I_{1}, I_{2}, I_{3}, I_{4}\right) \in 5(4,4) \\
I_{1} \leq I_{2} \leq I_{3} \leq I_{4}}} c\left(I_{1}, I_{2}, I_{3}, I_{4}\right) \\
& \times\left\{\int_{P_{x_{0}}^{I_{1}}} \bar{d} z_{2} \int_{P_{z_{2}}^{I_{2}}} \bar{d} z_{3} \int_{P_{z_{3}}^{I_{3}}} \bar{d} z_{4} g^{I_{1}}\left(x, z_{2}\right) g^{I_{2}}\left(z_{2}, z_{3}\right) g^{I_{3}}\left(z_{3}, z_{4}\right) g^{I_{4}}\left(z_{4}, y_{0}\right)\right\} \\
& =A+B+C \quad \text { (say). }
\end{aligned}
$$

We have, for $z_{2}=(u, v)$,

$$
A=c((1,1),(1,1)) \int_{\frac{1}{2}}^{1} d u \int_{\frac{3}{4}}^{1} d v h(u) h(v) h\left(\frac{3}{2}-u\right) h\left(\frac{7}{4}-v\right) .
$$

We observe

$$
\begin{aligned}
\mathcal{S}(4,3) \cap\{\mathbf{b} & \left.=\left(I_{1}, I_{2}, I_{3}\right) \in(\mathcal{J}(2))^{3} ; I_{1} \leq I_{2} \leq I_{3}\right\} \\
& =\{((1,0),(1,0),(1,1)),((0,1),(0,1),(1,1))\},
\end{aligned}
$$

and hence for $z_{2}=(u, v), z_{3}=(w, t)$, we have

$$
\begin{aligned}
& B= c((1,0),(1,0),(1,1)) \int_{-1}^{1} d u \int_{u-1}^{u+1} d w\left\{h(u-0) h(w-u) h\left(\frac{3}{2}-w\right) h\left(\frac{7}{4}\right)\right\} \\
&+c((0,1),(0,1),(1,1)) \int_{-1}^{1} d v \int_{u-1}^{u+1} d t\left\{h(v-0) h(t-v) h\left(\frac{7}{4}-w\right) h\left(\frac{3}{2}\right)\right\} \\
&=0+0
\end{aligned}
$$

since $h\left(\frac{7}{4}\right)=h\left(\frac{3}{2}\right)=0$. The term $C$ turns out to vanish for a similar reason. Hence,

$$
C\left(x_{0}, y_{0}, 2,4,4\right)=\frac{1}{4} \int_{\frac{1}{2}}^{1} d u \int_{\frac{3}{4}}^{1} d v h(u) h(v) h\left(\frac{3}{2}-u\right) h\left(\frac{2}{4}-v\right) .
$$

Here, we used

$$
\begin{aligned}
c((1,1),(1,1)) & =\frac{4!}{2!2!} \times \limsup _{t \rightarrow 0}\left(\frac{1}{t^{4}}\right) \int_{0}^{t} d s_{1} \int_{s_{1}}^{t} d s_{2} s_{1}\left(s_{2}-s_{1}\right) \\
& =6 \times \limsup _{t \rightarrow 0}\left(\frac{1}{t^{4}}\right)\left(\frac{1}{24} t^{4}\right)=\frac{1}{4} .
\end{aligned}
$$

### 2.4 Summary of short time asymptotic bounds

By using the integration-by-parts formula and the Fourier formula, we can show the existence of a smooth density for the probability law associated with a process $X_{t}$, which derives from the SDE with jumps.

In this section, we provide a summary of various types of the short time bounds of the density function $p_{t}(x, y)$ with given $x, y$. Results are basically proved in similar ways to what was stated in the previous sections or in the references therein. Hence, we omit the proof of each case. These bounds are closely related to the short time behaviour of $X_{t}$.

### 2.4.1 Case that $\mu(d z)$ is absolutely continuous with respect to the $m$-dimensional Lebesgue measure $d z$

In this subsection, we assume that $x_{t}(x)$ is given in Section 1.3.

## Case that the coefficient $\boldsymbol{\gamma}(x, z)$ is non-degenerate

Proposition 2.7 ([184]). The density $p_{t}(x, y)$ satisfies the following estimate:
(a) $\sup _{x, y} p_{t}(x, y) \leq C_{0} t^{-\frac{d}{\beta}} \quad$ as $t \rightarrow 0$,
(b) $p_{t}(x, x)=t^{-\frac{d}{\beta}}$ as $t \rightarrow 0$ uniformly in $x$.

Proposition 2.8 ([85]).
(1) off-diagonal estimate

Assume $y \in \mathcal{S}$, that is, $\alpha(x, y)<+\infty$. Then, we have

$$
\begin{equation*}
p_{t}(x, y)=t^{\alpha(x, y)} \quad \text { as } t \rightarrow 0 . \tag{4.3}
\end{equation*}
$$

(2) diagonal estimate

$$
\begin{equation*}
p_{t}(x, x)=t^{-\frac{d}{\beta}} \quad \text { as } t \rightarrow 0 \text { uniformly in } x . \tag{4.2}
\end{equation*}
$$

These results have been mentioned in Theorems 2.2 (a), 2.3, respectively.

## Case that the coefficients are degenerate

There is no result at this point.

### 2.4.2 Case that $\mu(d z)$ is singular with respect to $d z$

Now, we introduce a concrete "singular" Lévy measure of $z(s)$ which has already been described in [209] (Example 3.7), and in [25] (Section 2). Let $\mu(d z)=\sum_{n=0}^{\infty} k_{n} \delta_{\left\{a_{n}\right\}}(d z)$ be the $d$-dimensional Lévy measure such that ( $a_{n} ; n \in \mathbf{N}$ ) and ( $k_{n} ; n \in \mathbf{N}$ ) are sequences of points in $\mathbf{R}^{d}$ and real numbers, respectively, satisfying
(i) $\left|a_{n}\right|$ decreases to 0 as $n \rightarrow+\infty$,
(ii) $k_{n}>0$,
(iii) $\sum_{n=0}^{\infty} k_{n}\left|a_{n}\right|^{2}<+\infty$.

For this Lévy measure, we can show the unique existence of the solution $x_{t}(x)$ or $Y_{t}$ given in Sections 1.3, 2.5.1 (below), respectively, and the existence of the density functions under some of the assumptions ([126, 181]). We further assume that

$$
\begin{equation*}
N=N(t) \equiv \max \left\{n ;\left|a_{n}\right|>t^{1 / \beta}\right\} \asymp \log \left(\frac{1}{t}\right) . \tag{4.4}
\end{equation*}
$$

## Case that the coefficients are non-degenerate

Proposition 2.9 ([89, 93]). (1) off-diagonal estimate
(a) Assume $y \in \mathcal{S}$, that is, $\alpha(x, y)<+\infty$. Then, we have

$$
\begin{equation*}
p_{t}(x, y)=t^{\alpha(x, y)-d / \beta} \quad \text { as } t \rightarrow 0 . \tag{4.5}
\end{equation*}
$$

(b) Assume $y \in \overline{\mathcal{S}} \backslash \mathcal{S}(\alpha(x, y)=+\infty)$. Suppose $b(x) \equiv 0$ and let $\beta^{\prime}>\beta$. Then, $\log p_{t}(x, y)$ is bounded from above by the expression of type $\Gamma=\Gamma(t)$ :

$$
\begin{equation*}
\Gamma \equiv-\min \sum_{n=0}^{N}\left(w_{n} \log \left(\frac{1}{t k_{n}}\right)+\log \left(w_{n}!\right)\right)+O\left(\log \left(\frac{1}{t}\right) \log \log \left(\frac{1}{t}\right)\right), \tag{4.6}
\end{equation*}
$$

and is bounded from below by the expression of type

$$
-(c / \beta)\left(\log \left(\frac{1}{t}\right)\right)^{2}+O\left(\log \left(\frac{1}{t}\right)\right)
$$

with some $c>0$ independent of $\beta$ and $y$ as $t \rightarrow 0$.

Here, the minimum in (4.6) is taken with respect to all choices of $a_{0}, \ldots, a_{N}$ by $\xi_{n}$ for $n=1,2, \ldots, n_{1}$ and $n_{1} \in \mathbf{N}$ such that

$$
\begin{equation*}
\left|y-A_{n_{1}}\left(x, \xi_{1}, \ldots, \xi_{n_{1}}\right)\right| \leq t^{1 / \beta^{\prime}} \tag{4.7}
\end{equation*}
$$

where $w_{n}=\#$ of $a_{n}$ in the choice and $n_{1}=\sum_{n=0}^{N} w_{n}$, where $\left(A_{n}\right)_{n=0}^{\infty}, A_{n}: \mathbf{R}^{d+m \times n} \rightarrow \mathbf{R}^{d}$ are functions defined by

$$
\left\{\begin{array}{l}
A_{0}(x)=x, \\
A_{n+1}\left(x, x_{1}, \ldots, x_{n+1}\right)=A_{n}\left(x, x_{1}, \ldots, x_{n}\right)+\gamma\left(A_{n}\left(x, x_{1}, \ldots, x_{n}\right), x_{n+1}\right) .
\end{array}\right.
$$

(2) diagonal estimate

$$
\begin{equation*}
p_{t}(x, x)=t^{-\frac{d}{\beta}} \quad \text { as } t \rightarrow 0 \text { uniformly in } x . \tag{4.2}
\end{equation*}
$$

These results have been mentioned in Theorems 2.2(b), 2.3.

## Case that the coefficients are degenerate

(The result has only been obtained in the case that $X_{t}$ is a canonical process as defined in Section 2.5.1. See [101] for a case of Itô process.)
(1) off-diagonal estimate

Consider, in particular, a singular Lévy measure

$$
\begin{equation*}
\mu=\sum_{j=1}^{m} \tilde{\mu}_{j}=\sum_{j=1}^{m} T_{j}^{*} \mu_{j} . \tag{4.8}
\end{equation*}
$$

Here, $T_{j}^{*} \mu_{j}=\mu_{j} \circ T_{j}^{-1}, \mu_{j}$ is a 1-dimensional Lévy measure of form $\sum_{n=1}^{\infty} k_{n} \delta_{\left\{ \pm \tilde{a}_{n}\right\}}($.$) and$ $T_{j}: z_{j} \mapsto\left(0, \ldots, 0, z_{j}, 0, \ldots, 0\right)$. We let

$$
\begin{equation*}
\mu_{j}(.)=\sum_{n=0}^{\infty} k_{n}\left(\delta_{\left\{\tilde{a}_{n}\right\}}(.)+\delta_{\left\{-\tilde{a}_{n}\right\}}(.)\right), j=1, \ldots, m \tag{4.9}
\end{equation*}
$$

where

$$
k_{n}=p^{n \beta}, \beta \in(0,2), \quad \text { and } \quad \tilde{a}_{n}=p^{-n}
$$

Here, $p$ denotes an arbitrary prime number.
Proposition 2.10 ([91]). Let $\mu$ be given by (3.8) above. Let $y \neq x$. Under certain assumptions, we have the following estimates for the density $p_{t}(x, y)$.
(a) Assume $y \in \mathcal{S}$, that is, $\alpha(x, y)<+\infty$. Then, we have

$$
p_{t}(x, y) \leq C t^{\alpha(x, y)-d / \beta} \quad \text { as } t \rightarrow 0 .
$$

(b) Assume $y \in \overline{\mathcal{S}} \backslash \mathcal{S}(\alpha(x, y)=+\infty)$. Then, $\log p_{t}(x, y)$ is bounded from above by the expression of type

$$
\begin{equation*}
\Gamma(t)+O\left(\log \left(\frac{1}{t}\right) \log \log \left(\frac{1}{t}\right)\right) \tag{4.10}
\end{equation*}
$$

as $t \rightarrow 0$.

Here, $\alpha(x, y)$ is defined as above, and $\Gamma(t)$ is given similarly to (4.6). Namely the chain $\left(A_{n}\right)_{n=0}^{\infty}$ above is replaced by $\left(C_{n}\right)_{n=0}^{\infty}$ given below: let $\left(C_{n}\right)_{n \in \mathbf{N}}, C_{n}: \mathbf{R}^{d+m \times n} \rightarrow \mathbf{R}^{d}$ be a deterministic chain given by

$$
\begin{align*}
C_{0}(x)= & x, \\
C_{n+1}\left(x ; x_{1}, \ldots, x_{n+1}\right)= & C_{n}\left(x ; x_{1}, \ldots, x_{n}\right) \\
& +\left(\sum_{j=1}^{m} x_{n+1}^{(j)} X_{j}\right)\left(C_{n}\left(x ; x_{1}, \ldots, x_{n}\right)\right) \\
& +\left\{\operatorname{Exp}\left(\left(\sum_{j=1}^{m} x_{n+1}^{(j)} X_{j}\right)\left(C_{n}\left(x ; x_{1}, \ldots, x_{n}\right)\right)\right)\right. \\
& \left.-C_{n}\left(x ; x_{1}, \ldots, x_{n}\right)-\sum_{j=1}^{m} x_{n+1}^{(j)} X_{j}\left(C_{n}\left(x ; x_{1}, \ldots, x_{n}\right)\right)\right\} \\
= & \operatorname{Exp}\left(\left(\sum_{j=1}^{m} x_{n+1}^{(j)} X_{j}\right)\left(C_{n}\left(x ; x_{1}, \ldots, x_{n}\right)\right)\right) . \tag{4.11}
\end{align*}
$$

(2) diagonal estimate

$$
\begin{equation*}
p_{t}(x, x)=t^{-\frac{d}{\beta}} \quad \text { as } t \rightarrow 0 \text { uniformly in } x . \tag{4.2}
\end{equation*}
$$

### 2.5 Auxiliary topics

In this section, we state some topics which are related, but not directly connected, to Malliavin calculus of jump type. In Section 2.5.1, we state Marcus' canonical processes. In Section 2.5.2, we state the absolute continuity of the infinitely divisible laws in an elementary way. In Section 2.5.3, we state some examples of chain movement approximations of Section 2.2.2. In Section 2.5.4, we state the support theorem for canonical processes. The proofs of the results in Sections 2.5.2, 2.5.4 are carried out by utilising classical analytic methods, and we omit the details.

### 2.5.1 Marcus' canonical processes

In this section, we introduce Marcus' canonical process ([164]), or geometric process, and the stochastic analysis on it.

Let $X_{1}, \ldots, X_{m}$ be $C^{\infty}$, bounded vector-valued functions (viewed as the vector fields on $\mathbf{R}^{d}$ ), whose derivatives of all orders are bounded. We assume that the restricted Hörmander condition for $X_{1}, \cdots, X_{m}$ holds, that is,
(RH)

$$
\operatorname{Lie}\left(X_{1}, \cdots, X_{m}\right)(x)=T_{x}\left(\mathbf{R}^{d}\right) \text { for all } x \in \mathbf{R}^{d} .
$$

We also introduce the space of vectors $\Sigma_{k}, k=0,1,2, \ldots$ by

$$
\Sigma_{0}=\left\{X_{1}, \ldots, X_{m}\right\}
$$

and

$$
\Sigma_{k}=\left\{\left[X_{i}, Y\right] ; i=1, \ldots, m, Y \in \Sigma_{k-1}\right\} .
$$

Here, $[X, Y]$ denotes the Lie bracket between $X$ and $Y$.
We say the vectors satisfy the uniformly restricted Hörmander condition if there exist $N_{0} \in \mathbf{N}$ and $C>0$ such that

$$
\begin{equation*}
\sum_{k=0}^{N_{0}} \sum_{Y \in \Sigma_{k}}(v, Y(x))^{2} \geq C|v|^{2} \tag{URH}
\end{equation*}
$$

for all $x \in \mathbf{R}^{d}$ and all $v \in \mathbf{R}^{d}$.
Let $Y_{t}(x)$ be an $\mathbf{R}^{d}$-valued canonical process given by

$$
\begin{equation*}
d Y_{t}(x)=\sum_{j=1}^{m} X_{j}\left(Y_{t-}(x)\right) \circ d z_{j}(t), \quad Y_{0}(x)=x \tag{5.1}
\end{equation*}
$$

with $z(t)=\left(z_{1}(t), \ldots, z_{m}(t)\right)$.
The above notation can be paraphrased in Itô form as

$$
\begin{align*}
d Y_{t}(x)= & \sum_{j=1}^{m} X_{j}\left(Y_{t-}(x)\right) d z_{j}(t) \\
& +\left\{\operatorname{Exp}\left(\sum_{j=1}^{m} \Delta z_{j}(t) X_{j}\right)\left(Y_{t-}(x)\right)-Y_{t-}(x)-\sum_{j=1}^{m} \Delta z_{j}(t) X_{j}\left(Y_{t-}(x)\right)\right\} . \tag{5.2}
\end{align*}
$$

Here, the second term is a sum of terms of order $O\left(|\Delta z(s)|^{2}\right)$, which in effect takes into account all higher order variations of $z(t)$ at time $s$, and $\phi(t, x) \equiv \operatorname{Exp}(t v)(x)$ is the solution flow of the differential equation

$$
\frac{d \phi}{d t}(t, x)=v(\phi(t, x)), \quad \phi(0, x)=x .
$$

In (5.1), (5.2), we have omitted the drift (and the diffusion) term(s) for simplicity. In a geometrically intrinsic form on a manifold $M=\mathbf{R}^{d}$, the process $Y_{t}$ can be written by

$$
d Y_{t}=\operatorname{Exp}\left(\sum_{j=1}^{m} d z_{j}(t) X_{j}\left(Y_{t-}\right)\right)(x), \quad Y_{0}(x)=x
$$

According to this model, a particle jumps from $x$ along the integral curve (geometric flow) described by $\phi(s, x)$ instantly, that is, the particle moves along $\phi(s, x)$ during $0 \leq s \leq 1$ outside of the real time $t$ and ends up at $\left.\operatorname{Exp}(s v)(x)\right|_{s=1}$. In this sense, a canonical process $Y_{t}$ is a real jump process with a fictitious auxiliary process, and $Y_{t}$
is connected to this continuous process through the fictitious time. The fictitious time can also be viewed as idealized time which man can not observe. In this perspective a canonical process is a continuous process on the idealized time interval which is partially observed.

The equivalence between (5.1) and (5.2) implies that the canonical process is also an Itô process (refer to (5.3) below).

In [134], the process $Y_{t}(x)$ is called "Stratonovich" stochastic integral due to the last correction term on the right-hand side of (5.2). However, it is different from the original Stratonovich integral. In [134], they used this name since two integrals resemble each other in spirit. The difference lies in the fact that $Y_{t}(x)$ uses a geometric flow as correction term instead of the algebraic average in the original one. We mimic their notation $\circ d z(t)$ in this book. (Some papers use the notation $\diamond d z(t)$ instead of it.) The SDE (5.1) has a unique solution which is a semimartingale ([134] Theorem 3.2). By $p_{t}(x, d y)$ we denote the transition function of $Y_{t}(x)$.

The main point of introducing this process is that the solutions are the flows of diffeomorphisms in the sense explained in Section 1.3 (cf. [123] Theorem 3.1, [134] Theorem 3.9). It is shown (cf. [134] Lemma 2.1) that $Y_{t}(x)$ can be represented as

$$
\begin{equation*}
Y_{t}(x)=x+\sum_{j=1}^{m} \int_{0}^{t} X_{j}\left(Y_{s-}(x)\right) d z_{j}(s)+\int_{0}^{t} h\left(s, Y_{s-}(x)\right) d[z]_{s}^{d} \tag{5.3}
\end{equation*}
$$

where

$$
h(s, x)=\frac{\operatorname{Exp}\left(\sum_{j=1}^{m} \Delta z_{j}(s) X_{j}\right)(x)-x-\sum_{j=1}^{m} \Delta z_{j}(s) X_{j}(x)}{|\Delta z(s)|^{2}}
$$

is a Lipschitz process in $s$ with a bounded Lipschitz constant, and $[z]_{S}^{d}=\sum_{j=1}^{m}\left[z_{j}, z_{j}\right]_{s}^{d}$ denotes the discontinuous part of the quadratic variation process. An intuitive meaning of this formula is as follows. At each jump time $t$ of $z$, we open a unit length interval of fictitious time, over which the state $Y_{t-}(x)$ changes continuously along the integral curve $\operatorname{Exp}\left(r \sum_{j=1}^{m} \Delta z_{j}(t) X_{j}\right)(),. 0 \leq r \leq 1$ to the state

$$
Y_{t}(x)=\operatorname{Exp}\left(\sum_{j=1}^{m} \Delta z_{j}(t) X_{j}\right)\left(Y_{t-}(x)\right) .
$$

Viewing this expression, the canonical process $Y_{t}$ seems to be near to the FiskStratonovich integral of $h$ (cf. [192] Chapter V.5). However, it differs from the FiskStratonovich integral in that the latter cares only for the continuous part of the quadratic variation process of $z$, whereas the former also cares for the discontinuous part of it.

Hence, an intuitive view of the canonical process is that as the Itô integral takes care of, up to the second order of discontinuities, $\Delta z(t)$ of the integrator, the canonical process also takes care of the higher orders $(\Delta z(t))^{r}, r=1,2, \ldots$ of discontinuities in terms of the exponential function in $h(t, x)$. This enables us to naturally treat the jump part geometrically. See the support theorems in Section 2.5.4.

For the Jacobian process $\nabla Y_{t}(x)$ and its inverse process $\left(\nabla Y_{t}(x)\right)^{-1}$, we refer to [95] Lemma 6.2, [128] Lemma 3.1.

For this process, we have the following:
Theorem 2.5 ([128] Theorem 1.1). Under the uniformly restricted Hörmander condition (URH) on ( $X_{j}, j=1, \ldots, m$ ) and a non-degeneracy condition (A.O) on $\mu$, the density of the law of $Y_{t}$ exists for all $x \in \mathbf{R}^{d}$ and all $t>0: p_{t}(x, d y)=p_{t}(x, y) d y$.

Equation (5.2) is a coordinate free formulation on SDEs with jumps. See [134] for the precise definition for this type of integrals for semimartingales. We shall call it a canonical SDE driven by a vector field valued semimartingale $Y(t)=\sum_{j=1}^{m} Z^{j}(t) X_{j}$, according to Kunita [123, 124, 128].

### 2.5.2 Absolute continuity of the infinitely divisible laws

As it is called, the infinitely divisible law (ID) on $\mathbf{R}$ is the probability law which has power-roots of any order in the sense of convolutions. That is, $\pi$ is an ID law if for any $n$, there exists a probability law $\pi_{n}$ such that

$$
\begin{equation*}
\pi=\pi_{n} * \cdots * \pi_{n} . \tag{5.4}
\end{equation*}
$$

We recall the Lévy-Khintchine formula which characterises the Fourier transform of the ID law. The law $\pi$ is an ID law if and only if there exist $a \in \mathbf{R}, b \geq 0$ and a $\sigma$-finite measure $\mu$ satisfying $\int_{\mathbf{R} \backslash\{\{ \}}\left(1 \wedge|x|^{2}\right) \mu(d x)<\infty$, for which $\pi$ can be written as

$$
\begin{equation*}
\hat{\pi}(\lambda)=\exp \left[i a \lambda-\frac{b^{2} \lambda^{2}}{2}+\int_{\mathbf{R} \backslash\{0\}}\left(e^{i \lambda x}-1-i \lambda x 1_{\{|x| \leq 1\}}\right) \mu(d x)\right] . \tag{5.5}
\end{equation*}
$$

By (5.5), this ID law is the law of $X_{1}$. Here, $\left(X_{t}\right)_{t \geq 0}$ is a Lévy process. More precisely, this process is given by the Lévy-Itô decomposition

$$
\begin{equation*}
X_{t}=a t+b W_{t}+\int_{0}^{t} \int_{|x| \leq 1} x \tilde{N}(d s d x)+\int_{0}^{t} \int_{|x|>1} x N(d s d x) \tag{5.6}
\end{equation*}
$$

Here, $W$ is a real Brownian motion, $N$ is a Poisson measure which has the density $d s \mu(d x)$ on $\mathbf{R}^{+} \times \mathbf{R}$.

Here, we see by the infinite divisibility that for a Lévy process $X_{t}$ such that $X_{1} \sim \pi$, every $X_{t}$ has an infinitely divisible law $\pi_{t}$, and it is given by

$$
\begin{equation*}
\hat{\pi}_{t}(\lambda)=\exp t\left[i a \lambda-\frac{b^{2} \lambda^{2}}{2}+\int_{\mathbf{R} \backslash\{0\}}\left(e^{i \lambda x}-1-i \lambda x 1_{\{|x| \leq 1\}}\right) \mu(d x)\right] \tag{5.7}
\end{equation*}
$$

( $X_{t} \sim \pi_{t}$ ). As we shall see below, the parameter $t$ is important to inquire into the absolute continuity of the ID law. The next theorem due to W. Döblin characterises the continuity of the ID laws.

Theorem 2.6. Let $\pi$ be an ID law whose characteristic function is given by (5.5). $\pi$ is continuous if and only if $b \neq 0$ or $\mu$ is an infinite measure.

Then, we have the following corollary.
Corollary 2.1. Let $\pi$ be an ID law whose characteristic function is given by (5.5). $\pi$ is discrete if and only if $b=0$ and $\mu$ is a finite or discrete measure.

In what follows, we assume $\pi$ contains no Gaussian part ( $b=0$ ). For a Lévy measure $\mu$, let $\bar{\mu}(d x)=\left(|x|^{2} \wedge 1\right) \mu(d x)$.

Theorem 2.7 (Sato [195]). Let $\pi$ be an ID law whose characteristic function is given by (5.5). Assume $b=0$ and that $\mu$ is an infinite measure. Suppose that there exists some $p \in \mathbf{N}$ such that $\bar{\mu}^{* p}$ is absolutely continuous. Then, $\pi$ is absolutely continuous.

This theorem assumes a (very weak) smoothness for the Lévy measure. This assumption is used in stochastic calculus of variations developed by J.-M. Bismut (cf. [160]). A weak point of this theorem is that it excludes the discrete Lévy measure. The following theorem admits the case for a discrete Lévy measure and holds under a weaker assumption on small jumps.

Theorem 2.8 (Kallenberg [111]). Let $\pi$ be an ID law whose characteristic function is given by (5.5), and let $b=0$. If

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \epsilon^{-2}|\log \epsilon|^{-1} \bar{\mu}(-\epsilon, \epsilon)=+\infty, \tag{5.8}
\end{equation*}
$$

then $\pi$ has a $C^{\infty}$ density whose derivatives of all orders decrease at infinity.
We introduce a weaker assumption:

$$
\begin{equation*}
\liminf _{\epsilon \rightarrow 0} \epsilon^{-2}|\log \epsilon|^{-1} \bar{\mu}(-\epsilon, \epsilon)>2 \tag{5.9}
\end{equation*}
$$

Since $\cos x \sim 1-x^{2} / 2(x \rightarrow 0)$, it follows from the above calculation that

$$
|\hat{\pi}(z)| \leq|z|^{-(1+\epsilon) / 2} \quad|z| \rightarrow \infty,
$$

and hence $\pi$ is absolutely continuous by a Fourier lemma.
Conversely, let $\pi$ be the law of $X_{1}$. We do not know a priori if $X_{1 / 2}$ is absolutely continuous under (5.9).

Indeed, we only see by (5.7)

$$
\left|\hat{\pi}_{1 / 2}(z)\right| \leq|z|^{-(1+\epsilon) / 2} \quad|z| \rightarrow \infty,
$$

whereas $\hat{\pi}_{1 / 2}$ may not be integrable. As we shall see in Theorem 27.23 in [196], it happens that $X_{1}$ is absolutely continuous and $X_{1 / 2}$ is not.

The condition (5.9) is very weak; apart from the condition on the logarithmic rate of convergence of $\bar{\mu}(-\epsilon, \epsilon)$ to 0 as $\epsilon \rightarrow 0$, it is quite near to the infiniteness of $\mu$. Indeed, if

$$
\begin{equation*}
\liminf _{\epsilon \rightarrow 0} \epsilon^{-2} \bar{\mu}(-\epsilon, \epsilon)>0 \tag{5.10}
\end{equation*}
$$

then $\mu$ is an infinite measure. However, the converse of this assertion is false, and there exists an infinite measure which does not satisfy (5.10) nor (5.8).

Proposition 2.11. For each $k$, there exists an infinite measure $\mu$ such that

$$
\liminf _{\epsilon \rightarrow 0} \epsilon^{-(2+k)} \bar{\mu}(-\epsilon, \epsilon)=0
$$

By considering a sequence which grows sufficiently rapid, we can control the rate of convergence as we wish. The proposition seems to contradict the assertion of Kallenberg (cf. [111] Section 5), however, it is repeatedly stated in the introduction in [169]. This is since the infinite measure satisfies

$$
\lim _{\epsilon \rightarrow 0} \epsilon^{-2}|\log \epsilon|^{r} \bar{\mu}(-\epsilon, \epsilon)=+\infty, \quad r>1
$$

Given Theorem 2.6, we can consider the following condition which is more strong with respect to the infiniteness of $\mu$ :

$$
\int_{|z| \leq 1}|z|^{\alpha} \mu(d z)=+\infty, \quad \alpha \in(0,2)
$$

It seems this condition may lead to the absolute continuity of $\pi$ in the case that (5.10) fails. However, it is not true as we see in the following

Proposition 2.12 (Orey [178]). For any $\alpha \in(0,2)$, there exists a Lévy measure $\mu$ such that

$$
\begin{equation*}
\int_{|z| \leq 1}|z|^{\alpha} \mu(d z)=+\infty \quad \text { and } \quad \int_{|z| \leq 1}|z|^{\beta} \mu(d z)<\infty, \quad \beta>\alpha \tag{5.11}
\end{equation*}
$$

for which the ID law $\pi$ given by (5.5) under the condition $b=0$ is not absolutely continuous.

It may seem that in Orey's Theorem a special relation between atoms in the Lévy measure and their weights might be preventing $\pi$ from being absolutely continuous. In reality, there is nothing to do between them. We can show the following counter example.

Proposition 2.13 (Watanabe [218]). Let c be an integer greater than 2, and let the Lévy measure be

$$
\mu=\sum_{n=0}^{+\infty} a_{n} \delta_{\left\{c^{-n}\right\}}
$$

Here, we assume $\left\{a_{n} ; n \geq 0\right\}$ to be positive and bounded. Then, the ID law $\pi$ given by (5.5) and the condition $b=0$ is not absolutely continuous.

In Propositions 2.12, 2.13, the support of $\mu$ constitutes a geometric sequence, and the integer character $c$ plays an important role. Proposition 2.13 holds valid even if $c$ is a Pisot-Vijayaraghavan number [218]. This is the number $u \in(1, \infty)$ such that for some integer-coefficient polynomial (with the coefficient in the maximal degree 1), it satisfies $F(u)=0$, where the absolute values of all the roots of $F=0$ except $u$ are strictly smaller than 1 . For example, $u=(\sqrt{5}+1) / 2$ with $F(X)=X^{2}-X-1$. By the theorem of Gauss, Pisot-Vijayaraghavan numbers are necessarily irrational. In the case that the support of the Lévy measure consists of a geometric sequence, several families of algebraic numbers play an important role so that $\pi$ becomes absolutely continuous. For a recent development of this topic, see [219].

Unfortunately, no necessary-and-sufficient condition is known for $\mu$ with respect to this family of numbers so that the corresponding ID law becomes absolutely continuous.

The following criterion is known:
Proposition 2.14 (Hartman-Wintner). Let $\mu$ be a discrete Lévy measure and be infinite, and let $\pi$ be an ID law given by (5.5). Then, $\pi$ is pure and is either singular continuous or absolutely continuous.

For the proof of this theorem, see Theorem 27.16 in [196]. (It is a special case focussed on the discrete measure, and the proof is easy.)

## Some results in the multidimensional case

To make representations simpler, we study ID laws having no Gaussian part. In ( $\left.\mathbf{R}^{d},\|\cdot\|\right)$, let the Fourier transform $\hat{\pi}$ of an ID law $\pi$ be

$$
\begin{equation*}
\hat{\pi}(\lambda)=\exp \left[i\langle a, \lambda\rangle+\int_{\mathbf{R}^{d} \backslash\{0\}}\left(e^{i\langle\lambda, x\rangle}-1-i\langle\lambda, x\rangle 1_{\{|x| \leq 1\}}\right) \mu(d x)\right], \quad \lambda \in \mathbf{R}^{d} . \tag{5.12}
\end{equation*}
$$

Here, $a \in \mathbf{R}^{d}$, and $\pi$ is a positive measure such that $\int\left(|x|^{2} \wedge 1\right) \mu(d x)<\infty$, and $\langle$,$\rangle is an inner product corresponding to |.|. Many results in the previous section also$ hold true in the multidimensional case since they do not employ the speciality that the dimension is one. For example Theorems 2.6 and 2.7 , where $\bar{\mu}(d x)=\left(|x|^{2} \wedge 1\right) \mu(d x)$, hold true in any dimensions. Conversely, under the assumption that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \epsilon^{-2}|\log \epsilon|^{-1} \bar{\mu}\left(B_{\epsilon}\right)=+\infty, \tag{5.13}
\end{equation*}
$$

where $B_{\epsilon}$ denotes a ball with the centre origin and the radius $\epsilon$, Theorem 2.8 is no longer true. This is because

$$
|\hat{\pi}(z)| \leq \exp -\left[\frac{1}{3} \int_{B_{1 / z}}|\langle u, z\rangle|^{2} \mu(d u)\right],
$$

and hence we can not appropriately estimate $\langle u, z\rangle$ from below. However, if, instead of (5.13), we have the uniform angle condition

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \epsilon^{-2} \int_{|\langle v, x\rangle| \leq \epsilon}|\langle v, x\rangle|^{2} \mu(d x)=+\infty, \quad \text { uniformly in } v \in S^{d-1} \tag{5.14}
\end{equation*}
$$

then again by Theorem 2.8 , we can prove that $\pi$ defined by (5.12) has a $C^{\infty}$-density whose derivatives of all orders vanish at infinity.

A weak point of Theorem 2.8 is that it requires a certain isotrophic property of the measure $\mu$. Indeed, if there exists a hyperplane $H$ such that $\mu$ is finite on $\mathbf{R}^{d} \backslash H$, then $\pi$ charges a hyperplane with positive probability and hence it is not absolutely continuous.

We say a measure $\rho$ on $S^{d-1}$ is radially absolutely continuous if the support of $\rho$ is not contained in any hyperplane, and if for some positive function $g$ on $S^{d-1} \times \mathbf{R}^{+}$, it holds that

$$
\begin{equation*}
\mu(B)=\int_{S^{d-1}} \rho(d \xi) \int_{0}^{\infty} g(\xi, r) 1_{B}(r \xi) d r \tag{5.15}
\end{equation*}
$$

for all Borel sets $B \in \mathcal{B}\left(\mathbf{R}^{d}\right)$. This decomposition applies for self-decomposable Lévy measures. For details on this important ID law, see [196] Chapter 15. We say $\mu$ satisfies the divergence condition if it holds that

$$
\begin{equation*}
\int_{0}^{1} g(\xi, r) d r=+\infty \rho-a . e \tag{5.16}
\end{equation*}
$$

Note that (5.16) is weaker than (5.14) since it just asserts the infiniteness of $\mu$ with respect to each direction.

Theorem 2.9 (Sato [195]). Let $\pi$ be an ID law for which the characteristic function given by (5.12) satisfies (5.15), (5.16). Then, $\pi$ is absolutely continuous.

See [196] pp. 178-181 for the proof of this theorem. The proof uses induction with respect to the dimension and Theorem 2.7. The condition (5.15) is a very restrictive assumption since it requires the absolute continuity of the radial part of $\mu$ through $g$. We may consider whether this condition can be weakened.

Another weak point of Theorem 2.9 is that it excludes the case that the support consists of curves which are not lines. In order to correspond to this case, we introduce the notion of generalised polar coordinates.

Definition 2.3 (Yamazato [220]). We say $\mu$ is absolutely continuous with respect to curves if there exist a finite measure $\rho$ supported on $S \subset \mathcal{S}^{d-1}$ and a positive function $g$ such that for a Borel set $B \in \mathcal{B}\left(\mathbf{R}^{d}\right)$, it holds that

$$
\mu(B)=\int_{S^{d-1}} \rho(d \xi) \int_{0}^{\infty} g(\xi, r) 1_{B}(\varphi(\xi, r)) d r .
$$

Here, $\varphi: S \times(0,+\infty) \rightarrow \mathbf{R}^{d} \backslash\{0\}$ is a generalised polar coordinate in the sense that $\varphi$ is a measurable bijection, and $\varphi(\xi, 0+) \equiv 0, \varphi(\xi, 1) \equiv \xi, \partial_{r} \varphi(., \xi)$ exists and does not vanish for all $\xi$. For each vector space $H$, the set $\left\{r>0 ; \partial_{r} \varphi \in H\right\}$ is either an empty set or $(0, \infty)$. For $F_{k}\left(\xi_{1}, \ldots, \xi_{k}\right)=\left\{\left(r_{1}, \ldots, r_{k}\right) ;\left(\varphi\left(\xi_{i}, r_{i}\right)\right)\right.$ being linearly independent and $\left(\partial_{r} \varphi\left(\xi_{i}, r_{i}\right)\right)$ being linearly dependent $\left.\quad\right\}$, it holds that $\operatorname{Leb}\left(F_{k}\left(\xi_{1}, \ldots, \xi_{k}\right)\right)=0$ for $k \geq 2$ and $\xi_{1}, \ldots, \xi_{k} \in S$.

The next result is a partial generalisation of Theorem 2.9.
Theorem 2.10 ([220]). Let $\pi$ be an ID law corresponding to a Lévy measure $\mu$ which is absolutely continuous with respect to curves. $\pi$ is absolutely continuous in the following two cases:
(1) $\mu$ is not supported on any hyperplane, and $\mu(H)=0$ or $+\infty$ for each vector subspace $H$.
(2) For each hyperplane $P, \mu\left(\mathbf{R}^{d} \backslash P\right)$ is infinite, and $\mu(H)=0$ for each (d-2)-dimensional vector space $H$.
Recently, a refinement has been obtained by Yamazato himself. Let $\tilde{\mu}(d x)=\frac{|x|^{2}}{1+|x|^{2}} \mu(d x)$. The symbol $\Lambda_{H}$ denotes the Lebesgue measure induced on the linear space $H$ by restriction.

Proposition 2.15 ([221] Theorem 1.1). Assume there exists an integer $r \geq 1$ such that the following two conditions hold:
(a) $\mu$ is represented as a sum $\mu=\sum_{k=1}^{\infty} \mu_{k}$, where $\mu_{k}$ is concentrated on a linear subspace $H_{k}$ and has no mass on any proper linear subspace of $H_{k}$ and satisfies $\left(\tilde{\mu}_{k}\right)^{* k} \ll \Lambda_{H_{k}}$.
(b) It holds that

$$
\sum_{k=1}^{\infty}\left(\mu_{k}\left(K^{c}\right)\right)^{r}=+\infty
$$

for every ( $d-1$ )-dimensional linear subspace $K$ of $\mathbf{R}^{d}$. Then, $\pi$ is absolutely continuous.

A related work [120] has been done by Kulik.

### 2.5.3 Chain movement approximation

Below, we provide concrete numerical results concerning Theorem 2.3 (b) for calculating the functional $\Gamma(t)$. In this case, the point $y$ is in $\overline{\mathcal{S}} \backslash \mathcal{S}$ for $x$ in each case. We remark $N(t) \rightarrow+\infty$ as $t \rightarrow 0$. Hence, we can use, as $t$ goes to $0, a_{n}$ 's of smaller magnitude in the approximation to $y$. The corresponding values Cmin or Min will represent the estimated values $\Gamma(t)$ for each $t$ in the tables. (Cmin stands for "compensated minimum", whereas Min is used to represent the minimum when the effect of the compensator term $O\left(\log \left(\frac{1}{t}\right) \log \log \left(\frac{1}{t}\right)\right)$ is too faint.)

Table 2.1. Finding the minimum in case (a).

| $\boldsymbol{\beta}$ | $\boldsymbol{\beta}^{\prime}$ | $\mathbf{t}$ | N | $\boldsymbol{C m i n}$ | $\boldsymbol{w}_{\mathbf{0}}, \ldots, w_{\boldsymbol{N}}$ |
| :--- | :--- | :--- | :--- | :--- | ---: |
| 1.5 | 2.25 | 0.02 | 3 | 2.216128 | 1030 |
| 1.5 | 2.25 | 0.002 | 4 | 5.348213 | 10302 |
| 1.5 | 2.25 | 0.0002 | 6 | 17.541525 | 1030407 |
| 1.0 | 1.5 | 0.02 | 4 | 5.029539 | 10301 |
| 1.0 | 1.5 | 0.002 | 6 | 23.253883 | 1030503 |
| 1.0 | 1.5 | 0.0002 | 8 | 31.925063 | 104100205 |
| 0.5 | 0.75 | 0.02 | 8 | 15.405371 | 104100101 |
| 0.5 | 0.75 | 0.005 | 10 | 35.587829 | 10410040301 |
| 0.5 | 0.75 | 0.003 | 11 | 39.123768 | 104100500000 |

Table 2.2. Finding the minimum in case (b).

| $\boldsymbol{\beta}$ | $\boldsymbol{\beta}^{\prime}$ | $\mathbf{t}$ | $\mathbf{N}$ | Min |
| :---: | :--- | :--- | :--- | :--- |
| 1.5 | 2.25 | 0.005 | 5 | 23.689470 |
| $w_{0}, \ldots, w_{\boldsymbol{N}}$ |  |  |  |  |
| 1.5 | 2.25 | 0.002 | 5 | 34.708675 |
| 1.5 | 2.25 | 0.001 | 6 | 43.785296 |
| 1.0 | 1.5 | 0.005 | 7 | 31.582738 |
| 1.0 | 1.5 | 0.002 | 8 | 38.913063 |

This may also be viewed as examples of approximation of the trajectory of $x_{t}(x)$ as $t \rightarrow 0$ by the chain $\left(A_{n}\right)$. We can imagine the asymptotic behaviour of the density function associated with the processes below as $t \rightarrow 0$, which is a rapid decrease. In the tables, the last column $w_{0}, \ldots, w_{N}$ denotes the number of $a_{n}$ 's for each $n=$ $0, \ldots, N$ used by the chain to approximate the point $y$ up to the time $t$.
(a) Let $d=m=1, \gamma(x, \zeta)=\zeta$ (this means $x_{t}(x)$ is a Lévy process). Let $x=1, y=$ $\sqrt{2}$. We assume $\mu=\sum_{n=0}^{\infty} k_{n} \delta_{a_{n}}$ is given by $a_{n}=(-3)^{-n}, k_{n}=3^{n \beta}, \beta \in(0,2)$, and assume $\beta^{\prime}=1.5 \beta$. We calculate $\mathrm{Cmin} \equiv \min \sum_{n=0}^{N}\left(w_{n} \log \left(\frac{1}{t k_{n}}\right)+\log \left(w_{n}!\right)\right)-$ $\log \left(\frac{1}{t}\right) \log \log \left(\frac{1}{t}\right)$ and the $\left(w_{n}\right)_{n=0}^{N}$ which attain it (Table 2.1).
(b) Let $d=m=2, \gamma(x, \zeta)=A \zeta$ where $A=\binom{\frac{1}{\sqrt{2}} \frac{-1}{\sqrt{2}}}{\frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}}}$. Let $x=(1,1), y=(\sqrt{2}, \sqrt{3})$. We assume $\mu=\sum_{n=0}^{\infty} k_{n} \delta_{a_{n}}$ is given by $a_{n}=\left((-2)^{-n},(-3)^{-n}\right), k_{n}=n^{2}$, and assume $\beta^{\prime}=1.5 \beta$. We find $\operatorname{Min} \equiv \min \sum_{n=0}^{N} \sum_{i=1}^{d}\left(w_{n} \log \left(\frac{1}{t k_{n}}\right)+\log \left(w_{n}!\right)\right)$, and the $\left(w_{n}\right)_{n=0}^{N}$ which attains the minimum (Table 2.2).
(c) Let $d=m=2, \gamma(x, \zeta)=A \zeta$ where $A=\binom{10}{01}$. Let $x=(1,1), y=(\sqrt{2}, \sqrt{3})$. We assume $\mu=\sum_{n=0}^{\infty} k_{n} \delta_{a_{n}}$ is given by $a_{n}=\left((-2)^{-n},(-3)^{-n}\right), k_{n}=n^{2}$, and assume $\beta^{\prime}=1.5 \beta$. We find $\operatorname{Min} \equiv \min \sum_{n=0}^{N} \sum_{i=1}^{d}\left(w_{n} \log \left(\frac{1}{t k_{n}}\right)+\log \left(w_{n}!\right)\right)$, and the $\left(w_{n}\right)_{n=0}^{N}$ which attains the minimum (Table 2.3).

Table 2.3. Finding the minimum in case (c).

| $\boldsymbol{\beta}$ | $\boldsymbol{\beta}^{\prime}$ | $\mathbf{t}$ | $\mathbf{N}$ | Min | $\boldsymbol{w}_{\mathbf{0}}, \ldots, \boldsymbol{w}_{\boldsymbol{N}}$ |
| :---: | :--- | :--- | :--- | :--- | ---: |
| 1.5 | 2.25 | 0.005 | 5 | 16.916603 | 110001 |
| 1.5 | 2.25 | 0.002 | 5 | 35.500575 | 111202 |
| 1.5 | 2.25 | 0.0001 | 8 | 87.584560 | 112402010 |
| 1.0 | 1.5 | 0.005 | 7 | 37.696668 | 11110600 |
| 1.0 | 1.5 | 0.002 | 8 | 51.635773 | 112402010 |
| 1.0 | 1.5 | 0.001 | 9 | 61.627516 | 1124030000 |

### 2.5.4 Support theorem for canonical processes

In this section, we provide a support theorem for a canonical process $Y_{t}$ given in Section 2.5.1. We construct "skeletons"indexskeletons $\varphi_{t}^{\eta}$ for $Y_{t}$ by using Marcus' integral. The result is closely related to the trajectories of Markov chains treated in Section 2.2. We assume the condition (A.O) for $\mu$ and the restricted Hörmander condition (RH) for $X_{j}(x)^{\prime}$ s. In comparison with the proof of short time asymptotic bounds of the transition density stated in the previous section, we can observe the fine behaviours of the jump process.

First, we construct skeletons as follows. Let $u(t)=\left(u_{1}(t), \ldots, u_{m}(t)\right), 0 \leq t \leq T$ be an $\mathbf{R}^{m}$-valued, piecewise smooth, càdlàg functions having finite jumps. It is decomposed as $u(t)=u^{c}(t)+u^{d}(t)$, where $u^{c}(t)$ is a continuous function and $u^{d}(t)$ is a purely discontinuous (i.e. piecewise constant except for isolated finite jumps) function.

For $\eta>0$, we put

$$
\begin{align*}
\mathcal{U}_{\eta}=\{u \in \mathrm{D} ; u(t) & =u^{c, \eta}(t)+u^{d, \eta}(t), \\
u^{d, \eta}(t) & \left.=\sum_{s \leq t} \Delta u(s) .1_{\{\eta<|z| \leq 1\}}(\Delta u(s)), u^{c, \eta}(t)=-l_{\eta} \cdot t\right\} . \tag{5.17}
\end{align*}
$$

Here, we put $l_{\eta}=\int_{\{\eta<|z| \leq 1\}} z \mu(d z)$, and $D=D\left(\mathbf{T}, \mathbf{R}^{m}\right)$. Put $\mathcal{U} \equiv \cup_{\eta>0} \mathcal{U}_{\eta}$. The set $\mathcal{U}$ is called the space of skeletons.

To express $\mathcal{U}$ in the configuration space, we put further

$$
\mathcal{V}_{\eta}=\left\{\mathbf{v}=\left\{v_{n}, n \geq 1\right\}=\left\{\left(t_{n}, z_{n}\right), n \geq 1\right\} ;\right.
$$

$\left\{t_{n}\right\}$ is a strictly increasing sequence of $\mathbf{R}^{+}$with limit $+\infty$, and $\left\{z_{n}\right\}$ a sequence in the support of $\mu$ such that $\left.\eta<\left|z_{n}\right| \leq 1\right\}$.
Note that there is a one-to-one correspondence between $\mathcal{U}_{\eta}$ and $\nu_{\eta}$ by putting

$$
\nu_{\eta} \ni\left(t_{n}, z_{n}\right) \mapsto u(t)=-l_{\eta} t+\sum_{t_{n} \leq t} z_{n} \in \mathcal{U}_{\eta} .
$$

Given $u=u^{\eta} \in \mathcal{U}_{\eta}$, we put a trajectory $\varphi_{t}^{\eta} \in \mathrm{D}^{\prime}=D\left(\mathbf{T}, \mathbf{R}^{d}\right)$ by

$$
\begin{equation*}
d \varphi_{t}^{\eta}=\sum_{j=1}^{m} X_{j}\left(\varphi_{t}^{\eta}\right) \circ d u_{j}(t), \quad \varphi_{0}^{\eta}=x . \tag{5.18}
\end{equation*}
$$

The solution starting from $x$ at $t=s$ is a piecewise càdlàg smooth function $\varphi_{t}^{\eta}, t \geq 0$, satisfying for any $f$ which is bounded smooth the equation

$$
\begin{align*}
f\left(\varphi_{t}^{\eta}\right)=f(x)+\sum_{j=0}^{m} & \int_{s}^{t} X_{j} f\left(\varphi_{r}^{\eta}\right) d u_{j}(r) \\
& +\sum_{s \leq r \leq t}\left\{\operatorname{Exp}\left(\sum_{j=1}^{m} \Delta u_{j}^{d}(r) X_{j}\right) f\left(\varphi_{r-}^{\eta}\right)-f\left(\varphi_{r-}^{\eta}\right)\right. \\
& \left.-\sum_{j=1}^{m} \Delta u_{j}^{d}(r) X_{j} f\left(\varphi_{r-}^{\eta}\right)\right\} . \tag{5.19}
\end{align*}
$$

holds. The function $\varphi_{t}^{\eta}$ can be viewed as the image of a skeleton $u$. We put

$$
\mathcal{S}_{\eta}^{x}=\left\{\varphi_{t}^{\eta} ; \varphi_{t}^{\eta} \text { is as above }\right\}
$$

and $\mathcal{S}^{x}=\cup_{\eta \in(0,1)} \mathcal{S}_{\eta}^{x}$.
For $u, v \in \mathcal{U}$, a Skorohod metric $d_{\mathrm{T}}$ on D is defined by

$$
\begin{equation*}
d_{\mathbf{T}}(u, v)=\inf _{\lambda} \sup _{t \in \mathbf{T}}\{|u(\lambda(t))-v(t)|+|t-\lambda(t)|\}, \tag{5.20}
\end{equation*}
$$

where the infimum is taken for all homeomorphisms $\lambda$ of the interval $\mathbf{T}$. We identify $d_{\mathbf{T}}$ with $d_{\mathbf{T}}^{\circ}$ in Section 1.1.3 so that we regard the space ( $\mathrm{D}, d_{\mathbf{T}}$ ) to be complete. The Skorohod metric on $\mathrm{D}^{\prime}$ is similarly defined and is also denoted by $d_{\mathrm{T}}$. The support of the Lévy process $Z$ is defined by

$$
\begin{equation*}
\operatorname{supp} Z=\left\{u \in \mathrm{D} ; \quad \text { for all } \delta>0\left[P\left(\left\{\omega ; d_{\mathbf{T}}(Z, u)<\delta\right\}\right)>0\right]\right\} . \tag{5.21}
\end{equation*}
$$

The support of the canonical process $Y$ is similarly defined by
$\operatorname{supp} Y .(x)=\left\{\varphi \in \mathrm{D}^{\prime} ; \quad\right.$ for all $\left.\epsilon>0\left[P\left(\left\{\omega ; d_{\mathbf{T}}(\Phi(x), \varphi)<\epsilon\right\}\right)>0\right]\right\}$.
By $\bar{\delta}^{x}$, we denote the closure of $\mathcal{S}^{x}$ in ( $\mathrm{D}^{\prime}, d_{\mathbf{T}}$ ).
We define the approximating processes $Z^{\eta}(t), Y_{t}^{\eta}$ for each $\eta>0$ as follows. Let

$$
Z^{\eta}(t)=\int_{0}^{t} \int_{\eta<|z| \leq 1} z \tilde{N}(d s d z),
$$

and $Y_{t}^{\eta}$ is given by

$$
\begin{equation*}
d Y_{t}^{\eta}=\sum_{j=1}^{m} X_{j}\left(Y_{t}^{\eta}\right) \circ d Z^{\eta, j}(t), \quad Y_{0}^{\eta}=x \tag{5.23}
\end{equation*}
$$

Furthermore, the complementary process $\tilde{Z}^{\eta}$

$$
\begin{equation*}
\tilde{Z}^{\eta}(t)=\int_{0}^{t} \int_{0<|z| \leq \eta} z \tilde{N}(d s d z) \tag{5.24}
\end{equation*}
$$

and $\tilde{Y}_{t}^{\eta}$ is given by

$$
\begin{equation*}
d \tilde{Y}_{t}^{\eta}=\sum_{j=1}^{m} X_{j}\left(Y_{t}\right) \circ d \tilde{Z}^{\eta, j}(t), \tilde{Y}_{0}^{\eta}=x \tag{5.25}
\end{equation*}
$$

Note that $d Z(s)=d Z^{\eta}(s)+d \tilde{Z}^{\eta}(s)$, and $d[Z]_{s}=d\left[Z^{\eta}\right]_{s}+d\left[\tilde{Z}^{\eta}\right]_{s}$. Hence, we have a decomposition

$$
\begin{align*}
Y_{t}-Y_{t}^{\eta}= & \sum_{j} \int_{0}^{t} X_{j}\left(Y_{s-}\right) d Z_{j}(s)-\sum_{j=1}^{m} \int_{0}^{t} X_{j}\left(Y_{s-}^{\eta}\right) d Z_{j}^{\eta}(s) \\
& +\int_{0}^{t} h\left(s, Y_{s-}\right) d[Z]_{s}-\int_{0}^{t} h^{\eta}\left(s, Y_{s-}^{\eta}\right) d\left[Z^{\eta}\right]_{s} \\
= & \sum_{j=1}^{m} \int_{0}^{t}\left\{X_{j}\left(Y_{s-}\right)-X_{j}\left(Y_{s-}^{\eta}\right)\right\} d Z_{j}^{\eta}(s) \\
& +\int_{0}^{t}\left\{h\left(s, Y_{s-}\right)-h^{\eta}\left(s, Y_{s-}^{\eta}\right)\right\} d\left[Z^{\eta}\right]_{s}+\tilde{Y}_{t}^{\eta} . \tag{5.26}
\end{align*}
$$

We now state our basic assumptions concerning "small deviations".
Setting, for every $0<\rho<\eta$,

$$
\begin{equation*}
u_{\rho}^{\eta}=\int_{\rho \leq|z| \leq \eta} z \mu(d z), \tag{5.27}
\end{equation*}
$$

we say that $Z$ is quasisymmetric if for every $\eta>0$, there exists a sequence $\left\{\eta_{k}\right\}$ decreasing to 0 such that

$$
\begin{equation*}
\left|u_{\eta_{k}}^{\eta}\right| \longrightarrow 0 \tag{5.28}
\end{equation*}
$$

as $k \rightarrow+\infty$. This means that for every $\eta$, the compensation involved in the martingale part of $\tilde{Y}^{\eta}$ is somehow negligible, and of course this is true when $Z$ is really symmetric. (H.1) For every $\eta>0$ such that (5.28) does not hold, there exists $\gamma=\gamma^{\eta}>1$ and a sequence $\left\{\eta_{k}\right\}$ decreasing to 0 such that

$$
\alpha_{\eta_{k}}^{\eta}=o\left(1 /\left|u_{\eta_{k}}^{\eta}\right|\right),
$$

where $\alpha_{\rho}^{\eta}$ is the angle between the direction $u_{\rho}^{\eta}$ and supp $\mu$ on $\{|z|=\gamma \eta\}$, that is, when it can be defined.

Notice first that it always holds in dimension 1 (with $\alpha_{\eta_{k}}^{\eta}=0$ ). Besides, it is verified in higher dimensions whenever supp $\mu$ contains a sequence of spheres whose radius tends to 0 (in particular, a whole neighbourhood of 0 ), or when the intersection of supp $\mu$ with the unit ball coincides with that of a convex cone.

For technical reasons, we also suppose that $\mu$ satisfies the following non-degeneracy and scaling condition, which implies the condition (A.O) in Section 1.3:
(H.2) There exists $\beta \in[1,2)$ and positive constants $C_{1}, C_{2}$ such that for any $\rho \leq 1$,

$$
C_{1} \rho^{2-\beta} I \leq \int_{|z| \leq \rho} z z^{*} \mu(d z) \leq C_{2} \rho^{2-\beta} I
$$

Besides, if $\beta=1$, then

$$
\underset{\eta \rightarrow 0}{\limsup }\left|\int_{\eta \leq|z| \leq 1} z \mu(d z)\right|<+\infty .
$$

The inequalities above stand for symmetric positive-definite matrices. This means (H.2) demands both the non-degeneracy of the distribution of (point) masses around the origin, and, the way of concentration of masses along the radius. We notice that if $\langle v,$.$\rangle stands for the usual scalar product with v$, they are equivalent to

$$
\int_{|z| \leq \rho}|\langle v, z\rangle|^{2} \mu(d z)=\rho^{2-\beta}
$$

uniformly for unit vectors $v \in S^{m-1}$. (Here, $=$ means the quotient of the two sides is bounded away from zero and above as $\rho \rightarrow 0$.) In particular, $\beta=\inf \left\{\alpha ; \int_{|z| \leq 1}|z|^{\alpha}\right.$ $\mu(d z)<+\infty\}$ (the Blumenthal-Getoor index of $Z$ ), and the infimum is not reached. Notice finally that the measure $\mu$ may be very singular and have a countable support. The condition (H.2) implies the non-degeneracy condition for the matrix $B$ in section 3.5 with $\alpha=2-\beta$.

We now state our main theorem:
Theorem 2.11. Under (H.1), (H.2), we have supp $Y .(x)=\bar{s}^{x}$. Here, ${ }^{-}$means the closure in $d_{\mathbf{T}}$-topology.

The condition (H.1) is crucial to the small deviations property: for any $\epsilon>0$ and any $t>0$,

$$
P\left(\sup _{s \leq t}\left|Y_{s}\right|<\epsilon\right)>0,
$$

and is related to the distribution of supp $\mu$.
This is an adapted assertion to canonical processes of the support theorem due to Th. Simon [200] for Itô processes. For the proof of this theorem, see [90].

The support theorem helps us a lot in showing the strict positivity of the density function $y \mapsto p_{t}(x, y)$ ([94] Section 4).

## 3 Analysis of Wiener-Poisson functionals

You must take your chance, And either not attempt to choose at all Or swear before you choose, if you choose wrong Never to speak to lady afterward In way of marriage: therefore be advised.
W. Shakespeare, The Merchant of Venice, Act 2, Scene 1

In this chapter, we inquire into the stochastic calculus on the Wiener-Poisson space. The Wiener-Poisson space is the product space of the Wiener and the Poisson spaces. By the Lévy-Itô decomposition theorem (cf. Proposition 1.1), a general Lévy process lives in this space.

In Section 3.1, we study the Wiener space. Stochastic analysis on the Wiener space has been developed by Malliavin, Stroock, Watanabe, Shigekawa, and others, prior to that for the Poisson space. In Section 3.2, we study the Poisson space. Compared to the Wiener space, there exist several tools to analyse the Poisson space, and we shall introduce them accordingly.

Section 3.3 is devoted to the analysis on the Wiener-Poisson space. We construct Sobolev spaces on the Wiener-Poisson space by using the norms induced by several derivatives on it. It turns out in Sections 3.5, 3.7 below that these Sobolev spaces play important roles in showing the asymptotic expansion. In Section 3.4, we consider a comparison with the Malliavin operator (a differential operator) on the Poisson space.

In Sections 3.5, 3.7, we state a theory on the composition of Wiener-Poisson variables with tempered distributions. This composition provides us with a theoretical basis regarding the content of Section 4.1. In Section 3.6, we state results on the density functions associated with the composition theory for Itô processes and on (Hörmander's) hypoellipticity result in the jump-diffusion case.

In place of the integration-by-parts formula in Chapter 2, duality formulas (1.35) in Chapter 2 and (1.11) in Chapter 3 will play crucial roles in this chapter. Throughout this chapter, we denote the Wiener space by $\left(\Omega_{1}, \mathcal{F}_{1}, P_{1}\right)$ and the Poisson space by $\left(\Omega_{2}, \mathcal{F}_{2}, P_{2}\right)$ in order to distinguish the spaces.

### 3.1 Calculus of functionals on the Wiener space

In this section, we briefly reflect on the basic facts of the Wiener space. We state the chaos expansion using the Hermite polynomials first. We state this section quite briefly and confine ourselves to those materials which are necessary to state a general theory of the stochastic calculus. Proofs for several propositions are omitted.

Several types of Sobolev norms and Sobolev spaces can be constructed on the Wiener space. However, we will not go into detail on these Sobolev spaces in this section, and postpone it to Section 3.3.

Below, we denote a function of 1 -variable by $f(t)$, and a function of $n$-variables by $f_{n}\left(t_{1}, \ldots, t_{n}\right)$. If we write $f_{i}(t)$, it means it is a function of the variable $t$ with an index $i$.

We denote by $W(t)$ a 1-dimensional Wiener process (standard Brownian motion) on $\Omega_{1}$ with filtration $\left(\mathcal{F}_{1, t}\right)_{t \in \mathbf{T}}$. For $f_{n}\left(t_{1}, \ldots, t_{n}\right) \in L^{2}\left(\mathbf{T}^{n}\right)$, we denote by $I_{n}\left(f_{n}\right), J_{n}\left(f_{n}\right)$ the following iterated integrals:

$$
\begin{align*}
& I_{n}\left(f_{n}\right)=\int_{\mathbf{T}^{n}} f_{n}\left(t_{1}, \ldots, t_{n}\right) d W\left(t_{1}\right) \cdots d W\left(t_{n}\right), \\
& J_{n}\left(f_{n}\right)=\int_{\mathbf{T}}^{t_{n}} \int_{0}^{t_{2}} \cdots \int_{0}^{t_{2}} f_{n}\left(t_{1}, \ldots, t_{n}\right) d W\left(t_{1}\right) \cdots d W\left(t_{n}\right) \tag{1.1}
\end{align*}
$$

They are called Wiener chaos. The above $J_{n}\left(f_{n}\right)$ is also written by

$$
\begin{equation*}
\int_{0<t_{1}<\cdots<t_{n-1}<T} f_{n}\left(t_{1}, \ldots, t_{n}\right) d W\left(t_{1}\right) \otimes \cdots \otimes d W\left(t_{n}\right) . \tag{1.2}
\end{equation*}
$$

Here, $f_{n}\left(t_{1}, \ldots, t_{n}\right)$ can be chosen as a symmetric function on $\mathbf{T}^{n}$.
We denote by $\tilde{L}^{2}\left(\mathbf{T}^{n}\right)$ the subspace of $L^{2}\left(\mathbf{T}^{n}\right)$ consisting of symmetric functions on $\mathbf{T}^{n}$. If $f_{n} \in \tilde{L}^{2}\left(\mathbf{T}^{n}\right)$, then $I_{n}\left(f_{n}\right)=n!J_{n}\left(f_{n}\right)$. Furthermore, if $f_{n} \in L^{2}\left(\mathbf{T}^{n}\right)$, then $\tilde{f}_{n} \in \tilde{L}^{2}\left(\mathbf{T}^{n}\right)$. Here,

$$
\tilde{f}_{n}\left(t_{1}, \ldots, t_{n}\right)=\frac{1}{n!} \sum_{\sigma} f_{n}\left(t_{\sigma(1)}, \ldots, t_{\sigma(n)}\right),
$$

where $\sigma$ denotes a permutation of $\{1, \ldots, n\}$.
The following chaos expansion is known.
Proposition 3.1. Any $F \in L^{2}\left(\Omega_{1}\right)=L^{2}\left(\Omega_{1}, \mathcal{F}_{1}, P_{1}\right)$ can be expressed by

$$
\begin{equation*}
F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right) \tag{1.3}
\end{equation*}
$$

for some $\left(f_{n}\right)$. Here, $f_{0}=E[F]$ and $I_{0}=i d$, and $\left(f_{n}\right)$ are uniquely determined in $L^{2}\left(\mathbf{T}^{n}\right)$ up to the symmetry among $\left\{t_{1}, \ldots, t_{n}\right\}$. Especially, $\left(f_{n}\right)$ can be chosen symmetric.

We omit the proof. See [170] Theorems 1.1.1, 1.1.2. The orthogonal projection $\Pi_{n}(F)$ of $F$ on the $n$-th Wiener chaos is given by $\Pi_{n}(F)=I_{n}\left(f_{n}\right)$. An important property in (1.3) is that $I_{n}\left(f_{n}\right)$ and $I_{m}\left(f_{m}\right)$ are orthogonal if $n \neq m$ under the Wiener measure ([170] p. 9). Hence, it is effective in recovering the input from the output developed in the way above. This is called the Wiener kernel method.

In order to compute $I_{n}\left(f_{n}\right)$, we need an orthonormal basis on the Wiener space. The one often used is the Hermite polynomials $\left(h_{n}(x)\right)$. The first six Hermite polynomials are

$$
\begin{array}{lll}
h_{0}(x)=1, & h_{1}(x)=x, & h_{2}(x)=x^{2}-1, \\
h_{3}(x)=x^{3}-3 x, & h_{4}(x)=x^{4}-6 x^{2}+3, & h_{5}(x)=x^{5}-10 x^{3}+15 x .
\end{array}
$$

The formal definition is due to the generating function $\exp \left(\theta x-\theta^{2} / 2\right)$, that is,

$$
\sum_{n=0}^{\infty} h_{n}(x) \frac{\theta^{n}}{n!}=\exp \left(\theta x-\theta^{2} / 2\right)
$$

It is interesting to observe that the even order $h_{n}$ are even functions, and the odd order $h_{n}$ are odd functions.

By using Hermite polynomials, we can write for $m \in \mathbf{N}$ and for nonnegative integers $\alpha_{1}, \ldots, \alpha_{m}$ such that $\alpha_{1}+\cdots+\alpha_{m}=n$,

$$
I_{n}\left(f_{1}^{\otimes \alpha_{1}} \hat{\otimes} \cdots \hat{\otimes} f_{m}^{\otimes \alpha_{m}}\right)=\prod_{i=1}^{m} h_{\alpha_{i}}\left(I_{1}\left(f_{i}\right)\right),
$$

where $f_{i} \in L^{2}(\mathbf{T})$. Here, $f \hat{\otimes} g$ denotes the symmetrised tensor product of $f$ and $g$. See [173] Proposition 1.8 for the proof.

In particular, we have

$$
\begin{aligned}
& n!\int_{0<t_{1}<\cdots<t_{n-1}<T} f\left(t_{1}\right) \cdots f\left(t_{n}\right) d W\left(t_{1}\right) \ldots d W\left(t_{n}\right) \\
& =\|f\|^{n} h_{n}\left(\frac{I_{1}(f)}{\|f\|}\right), \quad n=1,2, \ldots
\end{aligned}
$$

Here, $\|f\|=\|f\|_{L^{2}}$ denotes the $L^{2}$-norm on $\mathbf{T}$.

### 3.1.1 Definition of the Malliavin-Shigekawa derivative $\boldsymbol{D}_{\boldsymbol{t}}$

In this subsection, we introduce the Malliavin-Shigekawa derivative $D_{t}$ on the Wiener space in two ways.

## Definition of the derivative $D_{t}(\mathbf{1})$

Let $I_{1}(f)=\int_{\mathrm{T}} f(t) d W(t)$. In case $F$ is given by $F=g\left(I_{1}\left(f_{1}\right), \ldots, I_{1}\left(f_{n}\right)\right)$, where $g$ is a polynomial of $n$-variables, we define the derivative $D_{t} F$ by

$$
\begin{equation*}
D_{t} F=\sum_{i=1}^{n} \partial_{i} g\left(I_{1}\left(f_{1}\right), \ldots, I_{1}\left(f_{n}\right)\right) f_{i}(t) . \tag{1.4}
\end{equation*}
$$

It is also called the gradient operator.
To see the legitimacy of this definition, we observe

$$
\begin{aligned}
& \left.\frac{d}{d t} F\left(\omega_{1}+t h\right)\right|_{t=0}=\langle D F, h\rangle \\
& \quad=\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon}\left\{g\left(I_{1}\left(f_{1}\right)+\epsilon\left\langle f_{1}, h\right\rangle, \ldots, I_{1}\left(f_{n}\right)+\epsilon\left\langle f_{n}, h\right\rangle\right)-g\left(I_{1}\left(f_{1}\right), \ldots, I_{1}\left(f_{n}\right)\right)\right\} .
\end{aligned}
$$

Here, $\langle\cdot, \cdot\rangle$ denotes the paring in $L^{2}(\mathbf{T})$.
We remark that $D_{t}$ is a differential operator. That is, it holds

$$
D_{t}(F G)=F D_{t} G+G D_{t} F .
$$

## Definition of the derivative $D_{t}$ (2)

For $F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right) \in L^{2}\left(\Omega_{1}\right)$, we put

$$
\begin{equation*}
D_{t} F=\sum_{n=0}^{\infty} n I_{n-1}\left(f_{n}(\cdot, t)\right), \quad F \in \mathbf{D}_{1,2}^{(1)} . \tag{1.5}
\end{equation*}
$$

Here, we put

$$
\mathbf{D}_{1,2}^{(1)}=\left\{F=\sum_{n} I_{n}\left(f_{n}\right) ; \sum_{n=1}^{\infty} n^{2}(n-1)!\left\|f_{n}\right\|_{L^{2}\left(\mathbf{T}^{n}\right)}^{2}<+\infty\right\} .
$$

That is, $D_{t} F$ is obtained simply by removing one of the stochastic integrals, inserting the free variable $t$, and by multiplying $n$. Here, $D$. is a mapping from $\mathbf{D}_{1,2}^{(1)}$ to $L^{2}\left(\mathbf{T} \times \Omega_{1}\right)$, and it is a closable, unbounded operator.

In view of the expression of $F$ in (1.5) as a superposition of higher order movements of $W(t)(n=1,2, \ldots)$ along the time, it well represents the nature of the "derivative" of $F$ at a fixed time $t$.

The two definitions (1), (2) of $D_{t}$ coincide with each other on the Sobolev space $\mathbf{D}_{1,2}^{(1)}$. We sketch the key idea of the proof here.
(i) Case that $f_{n}\left(t_{1}, \ldots, t_{n}\right)=f^{\otimes n}\left(t_{1}, \ldots, t_{n}\right)=f\left(t_{1}\right) \cdots f\left(t_{n}\right)$ for some $f \in L^{2}(\mathbf{T})$. In this case, we have

$$
\begin{align*}
I_{n}\left(f^{\otimes n}\right) & =n!\quad \int_{0<t_{1}<\cdots<t_{n-1}<T} f\left(t_{1}\right) \cdots f\left(t_{n}\right) d W\left(t_{1}\right) \cdots d W\left(t_{n}\right) \\
& =\|f\|^{n} h_{n}\left(\frac{1}{\|f\|} \int_{0}^{T} f(t) d W(t)\right), \quad n=1,2, \ldots \tag{1.6}
\end{align*}
$$

Here, $h_{n}($.$) is a Hermite polynomial, and hence$

$$
\begin{equation*}
h_{n}^{\prime}(x)=n h_{n-1}(x) . \tag{1.7}
\end{equation*}
$$

Hence,

$$
\begin{align*}
D_{t} I_{n}\left(f_{n}\right)=n I_{n-1}\left(f_{n}(\cdot, t)\right) & =n I_{n-1}\left(f^{\otimes n-1}\right) f(t) \\
& =n\|f\|^{n-1} h_{n-1}\left(\frac{1}{\|f\|} \int_{\mathbf{T}} f(t) d W(t)\right) f(t) \tag{1.8}
\end{align*}
$$

for $f^{\otimes n}\left(t_{1}, \ldots, t_{n}\right)=f\left(t_{1}\right) \cdots f\left(t_{n}\right)$. These imply

$$
\begin{aligned}
D_{t} h_{n}\left(\frac{1}{\|f\|} \int_{\mathbf{T}} f(t) d W(t)\right) & =h_{n}^{\prime}\left(\frac{1}{\|f\|} \int_{\mathbf{T}} f(t) d W(t)\right) \cdot \frac{f(t)}{\|f\|} \\
& =n h_{n-1}\left(\frac{1}{\|f\|} \int_{\mathbf{T}} f(t) d W(t)\right) \cdot \frac{f(t)}{\|f\|}
\end{aligned}
$$

This leads to

$$
\begin{equation*}
D_{t}\left(\left(\int_{\mathbf{T}} f(t) d W(t)\right)^{n}\right)=n\left(\int_{\mathbf{T}} f(t) d W(t)\right)^{n-1} \cdot f(t), \quad n=1,2, \ldots \tag{1.9}
\end{equation*}
$$

by induction. We observe here the original definition of $D_{t}$ for polynomials.
(ii) For the general case, we put

$$
f_{n}=\xi_{1}^{\otimes \alpha_{1}} \hat{\otimes} \cdots \hat{\otimes} \xi_{m}^{\otimes \alpha_{m}},
$$

where $\left(\xi_{j}\right)$ are elements from a complete orthonormal system (c.o.n.s.) of $L^{2}(\mathbf{T})$ and $\alpha_{1}+\cdots+\alpha_{m}=n$. By [102] Theorem 4.1, we have

$$
I_{n}\left(f_{n}\right)=h_{\alpha_{1}}\left(I_{1}\left(\xi_{1}\right)\right) \cdots h_{\alpha_{m}}\left(I_{1}\left(\xi_{m}\right)\right) .
$$

Since any $f_{n} \in \tilde{L}^{2}\left(\mathbf{T}^{n}\right)$ can be approximated by a linear combination of $f_{n}$ of the above form, we have the assertion.

The statement for the converse direction is obvious in both cases from (1.1) with $I_{n}\left(f_{n}\right)=n!J_{n}\left(f_{n}\right)$, and from (1.4) with $D_{t} I_{n}\left(f_{n}\right)=n I_{n-1}\left(f_{n}(\cdot, t)\right)$ for $f_{n}=f^{\otimes n}$.

Hence, they coincide on all the polynomials of $I_{1}(f)$. Since $\left(h_{n}\left(I_{1}\left(\xi_{j}\right)\right)\right.$ ) forms a complete orthonormal system (c.o.n.s.) of $L^{2}\left(\Omega_{1}, P_{1}\right)$, this implies that they coincide.

Higher order derivatives $D_{t_{1}, \ldots, t_{k}}^{k}$ are inductively defined for $k=1,2, \ldots$

## Examples

(1) $g(x)=x, f(s)=1$,

$$
W(T)=\int_{\mathbf{T}} 1 d W(s)=g\left(\int_{\mathbf{T}} f(s) d W(s)\right) .
$$

Then,

$$
D_{t} W(T)=(x)^{\prime} \cdot f(t)=1 .
$$

(2) $g(x)=x, f(s)=s$.

$$
D_{t}\left(\int_{\mathbf{T}} s d W(s)\right)=D_{t} g\left(\int_{\mathbf{T}} s d W(s)\right)=(x)^{\prime} \cdot f(t)=t
$$

This can be also written as

$$
D_{t}\left(I_{1}(f)\right)=I_{0}(f(t))=t
$$

In computing the kernels $f_{n}$ in (1.3), we have

$$
f_{n}=\frac{1}{n!} E\left[D^{n} F\right], \quad n=0,1,2, \ldots
$$

The proof is just as in the case of a Taylor expansion.

For $F=W(t)^{3}$, we have, for example,

$$
\begin{aligned}
f_{1}\left(t_{1}\right) & =E\left[D_{t_{1}} W(t)^{3}\right]=3 E\left[W(t)^{2}\right] 1_{[0, t]}\left(t_{1}\right)=31_{[0, t]}\left(t_{1}\right), \\
f_{2}\left(t_{1}, t_{2}\right) & =\frac{1}{2!} E\left[D_{t_{1}, t_{2}}^{2} W(t)^{3}\right]=3 E[W(t)] 1_{[0, t]}\left(t_{1}\right) 1_{[0, t]}\left(t_{2}\right)=0, \\
f_{3}\left(t_{1}, t_{2}, t_{3}\right) & =\frac{1}{3!} E\left[D_{t_{1}, t_{2}, t_{3}}^{3} W(t)^{3}\right]=1_{[0, t]}\left(t_{1}\right) 1_{[0, t]}\left(t_{2}\right) 1_{[0, t]}\left(t_{2}\right) .
\end{aligned}
$$

This implies

$$
\begin{aligned}
W_{t}^{3} & =\int_{0}^{t} 3 d W\left(t_{1}\right)+3!\int_{0<t_{1}<t_{2}<t} d W\left(t_{1}\right) d W\left(t_{2}\right) d W\left(t_{3}\right) \\
& =3 W_{t}+6 \int_{0<t_{1}<t_{2}<t} d W\left(t_{1}\right) d W\left(t_{2}\right) d W\left(t_{3}\right) .
\end{aligned}
$$

For the multivariate case, we have

$$
I_{n}\left(f_{1}^{\otimes \alpha_{1}} \hat{\otimes} \cdots \hat{\otimes} f_{m}^{\otimes \alpha_{m}}\right)=\Pi_{k=1}^{m} h_{\alpha_{k}}\left(I_{1}\left(f_{k}\right)\right)
$$

with $\alpha_{1}+\cdots+\alpha_{m}=n, \alpha_{j} \in\{1, \ldots, n\}$. Here, $f_{k} \in L^{2}(\mathbf{T})$.

## Clark-Ocone formula

The statement of the Clark-Ocone formula on the Wiener space is as follows. $F \in \mathbf{D}_{1,2}^{(1)}$ can be written by

$$
F=E[F]+\int_{\mathbf{T}} \phi(t) d W(t)
$$

due to the chaos expansion, where $\phi(t)$ is an adapted process. This $\phi(t)$ can be written as $E\left[D_{t} F \mid \mathcal{F}_{1, t}\right]$. That is, we have the

## Clark-Ocone formula:

Any $F \in L^{2}\left(\Omega_{1}\right)$ can be represented by

$$
\begin{equation*}
F=E[F]+\int_{\mathbf{T}} \phi(t) d W(t) . \tag{1.10}
\end{equation*}
$$

For $F \in \mathbf{D}_{1,2}^{(1)}$, it holds that $\phi(t)$ is a.e. equal to the predictable projection of $D_{t} F$.

Proof. We write $F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right)$ with $f_{n} \in \tilde{L}^{2}\left(\mathbf{T}^{n}\right)$. Then, by the definition (1) of $D_{t}$,

$$
\begin{aligned}
\int_{\mathbf{T}} E\left[D_{t} F \mid \mathcal{F}_{1, t}\right] d W(t) & =\int_{\mathbf{T}} E\left[\sum_{n=1}^{\infty} n I_{n-1}\left(f_{n}(\cdot, t)\right) \mid \mathcal{F}_{1, t}\right] d W(t) \\
& =\int_{\mathbf{T}} \sum_{n=1}^{\infty} n E\left[I_{n-1}\left(f_{n}(\cdot, t)\right) \mid \mathcal{F}_{1, t}\right] d W(t) \\
& =\int_{\mathbf{T}} \sum_{n=1}^{\infty} n I_{n-1}\left(f_{n}(\cdot, t) \cdot 1_{[0, t]}^{\otimes(n-1)}(\cdot)\right) d W(t) \\
& =\int_{\mathbf{T}} \sum_{n=1}^{\infty} n(n-1)!J_{n-1}\left(f_{n}(\cdot, t) \cdot 1_{[0, t]}^{\otimes(n-1)}(\cdot)\right) d W(t) \\
& =\sum_{n=1}^{\infty} n!J_{n}\left(f_{n}(\cdot)\right)=\sum_{n=1}^{\infty} I_{n}\left(f_{n}\right) \\
& =\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right)-I_{0}\left(f_{0}\right)=F-E[F] .
\end{aligned}
$$

Here, $1_{[0, t]}^{\otimes n}\left(t_{1}, \ldots, t_{n}\right)=1_{[0, t]}\left(t_{1}\right) \cdots 1_{[0, t]}\left(t_{n}\right)$.
In the above, we used the property

$$
E\left[I_{n}\left(f_{n}\right) \mid \mathcal{F}_{1,[0, t]}\right]=I_{n}\left(f_{n} \cdot 1_{[0, t]}^{\otimes n}\right) .
$$

See [173] Proposition 3.11 for the proof of this property.

### 3.1.2 Adjoint operator $\boldsymbol{\delta}=\boldsymbol{D}^{*}$

We can define the adjoint operator $\delta$ of $D_{t}$ on $L^{2}\left(\mathbf{T} \times \Omega_{1}\right)$ by

$$
\begin{equation*}
E[F \delta(u)]=E\left[\int_{\mathbf{T}} u(t) D_{t} F d t\right] \tag{1.11}
\end{equation*}
$$

The operator $\delta$ is called a divergence operator. When $u(t)$ is a process, $\delta(u)$ is also called a Skorohod integral of $u$. In case $u(t)$ is an adapted process, it coincides with the Itô integral.

The operator $\delta$ can be characterised as follows using the chaos expansion. Let

$$
u(t)=\sum_{n=0}^{\infty} I_{n}\left(f_{n}(\cdot, t)\right)
$$

be a process such that $E\left[|u(t)|^{2}\right]<+\infty$ for $t \in \mathbf{T}$. Here,

$$
f_{n}(\cdot, t)=\left.f_{n+1}\left(t_{1}, \ldots, t_{n}, t_{n+1}\right)\right|_{t_{n+1}=t}
$$

with $t$ fixed.

Then,

$$
\begin{equation*}
\delta(u)=\sum_{n=0}^{\infty} I_{n+1}\left(\tilde{f}_{n}(\cdot, t)\right) \tag{1.12}
\end{equation*}
$$

Here, $\tilde{f}_{n}(\cdot, t)$ is the symmetrisation of $f_{n+1}$ regarding $t_{n+1}$ as a parameter $t$ given by

$$
\left.\tilde{f}_{n+1}\left(t_{1}, \ldots, t_{n}, t_{n+1}\right)\right|_{t_{n+1}=t}
$$

## Properties of $\boldsymbol{\delta}$

We confine ourselves to the special case where the process $u(t)$ has the form

$$
u(t)=F h(t)
$$

where $F \in \mathbf{D}_{1,2}^{(1)}$ and $h \in L^{2}(\mathbf{T})$. In this case, $\delta(u)$ is calculated by

$$
\delta(u)=F I_{1}(h)-\int_{\mathbf{T}} D_{t} F h(t) d t
$$

Especially, $\delta(h)=I_{1}(h)$.
In general it is known that, in case $u(t)$ is a progressively measurable process, $\delta(u)$ coincides with the Itô integral:

$$
\delta(u)=\int_{\mathbf{T}} u(t) d W(t)
$$

Furthermore, if $u(t) \in \mathbf{D}_{1,2}^{(1)}$, then $\left(D_{t} u(.)\right)_{t \in \mathbf{T}}$ is Skorohod integrable, $I_{1}\left(D_{t} u\right) \in L^{2}\left(\mathbf{T} \times \Omega_{1}\right)$, and the following commutativity relation holds:

$$
D_{t}(\delta(u))=u(t)+\int_{\mathbf{T}} D_{t} u(s) d W(s)
$$

or shortly

$$
D_{t} \delta(u)=\delta\left(D_{t} u\right)+u(t) .
$$

The proofs of these properties depend on the chaos representation described above. See [170] Section 1.3.

Following Malliavin's approach [160], we can introduce the notion of the OrnsteinUhlenbeck operator over the Wiener space in the following way. We introduce the Ornstein-Uhlenbeck semigroup $\left(T_{t}\right)_{t \geq 0}$ on $L^{2}\left(\Omega_{1}\right)$ given by

$$
T_{t}(F)=\sum_{n=0}^{\infty} e^{-n t} \Pi_{n}(F), \quad F \in L^{2}\left(\Omega_{1}\right)
$$

Here, $\Pi_{n}(F)$ denotes the projection of $F$ to the space of $n$-th Wiener chaos.

Especially, in the case $F=X$, where

$$
X=\int_{\mathbf{T}} f(t) d W(t)
$$

$T_{t}(F)=p_{t}$ is given by

$$
\begin{equation*}
p_{t}(u)=\int_{\Omega_{1}} f\left(e^{-t} u+\sqrt{1-e^{-2 t}} \omega\right) P_{1}(d \omega) \tag{1.13}
\end{equation*}
$$

where $P_{1}(d u)$ denotes the Wiener measure. To introduce the Sobolev spaces, we use the operator $C=-\sqrt{-L}$ instead of $D$ :

$$
C F=\sum_{n=0}^{\infty}-\sqrt{n} \Pi_{n}(F) .
$$

Here, $L$ denotes the infinitesimal generator of the semigroup $T_{t}$, called the OrnsteinUhlenbeck operator, and given by

$$
L F=\sum_{n=0}^{\infty}-n \Pi_{n}(F) .
$$

Malliavin [160] and Nualart [170] (Chapter 1) use this notation. However, we prefer to use the derivative operator $D_{t}$ in the sense of (1) on the Wiener space (Bismut's approach). In fact two approaches give equivalent definitions of the Sobolev space. We return to this topic in Sections 3.3, 3.4.

### 3.2 Calculus of functionals on the Poisson space

In this section, we state some basic facts on the Poisson space which will be necessary in the later sections. The representation of a (multidimensional) Poisson functional is closely related to the chaos expansion on the Poisson space. Readers can also refer to [190] and [173].

As in the case of the Wiener space, there are two contexts in analysing the Poisson space; either by the gradient operator or by the chaos expansion. We prefer to use the gradient operator $\tilde{D}$ below since it is helpful for constructing the Sobolev spaces in Section 3.3.

### 3.2.1 One-dimensional case

In this subsection, we denote by $N(d t d z)$ the Poisson random measure with mean measure $d t \delta_{\{1\}}(d z)$, which is associated with the standard Poisson process.

In case of 1-dimensional Poisson space, we can introduce two kinds of "derivative" operators on it.

For $\omega_{2} \in \Omega_{2}$, we denote by $Q\left(t, \omega_{2}\right)$ the random measure on $\mathbf{T}: Q\left(t, \omega_{2}\right)=$ $N([0, t] \times \cdot)-t$.

For $f_{n}\left(t_{1}, \ldots, t_{n}\right)$, we denote by $I_{n}\left(f_{n}\right)$ the iterated integral

$$
\begin{equation*}
n!\int_{t_{n-1}}^{T} \int_{t_{n-2}}^{t_{n-1}} \cdots \int_{0}^{t_{2}} f_{n}\left(t_{1}, \ldots, t_{n}\right) d Q\left(t_{1}\right) \cdots d Q\left(t_{n}\right) \tag{2.1}
\end{equation*}
$$

We have the following chaos representation property.
Lemma 3.1 ([1] Theorem 5.3). Any $F \in L^{2}\left(\Omega_{2}, \mathcal{F}_{2}, P_{2}\right)$ can be expressed by

$$
\begin{equation*}
F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right) \tag{2.2}
\end{equation*}
$$

for some $f_{n} \in L^{2}\left(\mathbf{T}^{n}\right)$.
We introduce two notions of the derivative on the Poisson space.
For $F=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right)$, we have

$$
\begin{equation*}
D_{t}^{N} F=\sum_{n=0}^{\infty} n I_{n-1}\left(f_{n}(\cdot, t)\right) \tag{2.3}
\end{equation*}
$$

Although the definition (2.3) is apparently the same as (1.5), the notion is "far" in spirit from $D_{t}$ in the Wiener space. Because, in case

$$
\begin{aligned}
F & =f\left(T_{1}, \ldots, T_{n}\right)=f\left(I_{1}\left(\delta_{\left\{T_{1}\right\}}\right), \ldots, I_{1}\left(\delta_{\left\{T_{n}\right\}}\right)\right) \\
& =f\left(\int_{\mathbf{T}} \delta_{\left\{T_{1}\right\}} d Q\left(t_{1}\right), \ldots, \int_{\mathbf{T}} \delta_{\left\{T_{n}\right\}} d Q\left(t_{n}\right)\right)
\end{aligned}
$$

is represented by $F=I_{n}\left(f_{n}\right)$, where $f_{n}$ is symmetric, we can show

$$
\begin{equation*}
D_{t}^{N} F=\sum_{k=1}^{n} 1_{\left(T_{k-1}, T_{k}\right]}(t)\left\{f\left(T_{1}, \ldots, T_{k-1}, t, T_{k}, \ldots, T_{n-1}\right)-f\left(T_{1}, \ldots, T_{n}\right)\right\} \tag{2.4}
\end{equation*}
$$

Here, $T_{j}$ denotes the $j$-th jump moment of $N$.
Indeed, by putting $g\left(t_{1}, \ldots, t_{n}\right)=\delta_{\left\{T_{1}\right\}}\left(t_{1}\right) \otimes \cdots \otimes \delta_{\left\{T_{n}\right\}}\left(t_{n}\right)$, we extend $g$ to $\tilde{g}\left(t_{1}, \ldots, t^{\prime}, \ldots, t_{n-1}\right)=\delta_{\left\{T_{1}\right\}}\left(t_{1}\right) \otimes \cdots \otimes \delta_{\left\{T_{k-1}\right\}}\left(t_{k-1}\right) \otimes \delta_{\{t\}}\left(t^{\prime}\right) \otimes \delta_{\left\{T_{k}\right\}}\left(t_{k}\right) \otimes \cdots \otimes \delta_{\left\{T_{n-1}\right\}}\left(t_{n-1}\right)$, and to $\check{g}\left(t_{1}, \ldots, t_{n-1}\right)=\delta_{\left\{T_{1}\right\}}\left(t_{1}\right) \otimes \cdots \otimes \delta_{\left\{T_{k-1}\right\}}\left(t_{k-1}\right) \otimes \delta_{\left\{T_{k}\right\}}\left(t_{k}\right) \otimes \cdots \otimes \delta_{\left\{T_{n-1}\right\}}\left(t_{n-1}\right)$. Then,

$$
\begin{aligned}
D_{t}^{N} F= & n(n-1)! \\
& \times\left\{\int_{0}^{T} \cdots \int_{0}^{t_{k}} \cdots \int_{0}^{t_{2}} f_{n} \circ \tilde{g}\left(t_{1}, \ldots, t^{\prime}, \ldots, t_{n-1}\right) d Q\left(t_{1}\right) \cdots d Q\left(t^{\prime}\right) \cdots d Q\left(t_{n-1}\right)\right. \\
& \left.-\int_{0}^{T} \cdots \int_{0}^{t_{2}} f_{n} \circ \check{g}\left(t_{1}, \ldots, t_{n-1}\right) d Q\left(t_{1}\right) \cdots d Q\left(t_{n-1}\right)\right\} \\
= & f\left(T_{1}, \ldots, T_{k-1}, t, T_{k}, \ldots, T_{n-1}\right)-f\left(T_{1}, \ldots, T_{n}\right)
\end{aligned}
$$

in case $T_{k-1}<t \leq T_{k}$. Here, we regard $f_{n} \circ \check{g}\left(t_{1}, \ldots, t_{n-1}\right)=f_{n} \circ \check{g}\left(t_{1}, \ldots, t_{n-1}, T_{n}\right)$.
Note that $D_{t}^{N}$ is a difference operator instead of a differential operator. According to the notation of [181], $D_{t}^{N}$ should be written as $\tilde{D}_{(t, 1)}$.

Another operator, $\tilde{D}_{t}$, is given by

$$
\begin{align*}
\tilde{D}_{t} F & =-\sum_{k=1}^{n} 1_{\left[0, T_{k}\right]}(t) \partial_{k} f\left(T_{1}, \ldots, T_{n}\right) \\
& =-\sum_{N_{t}<k \leq n} \partial_{k} f\left(T_{1}, \ldots, T_{n}\right) \tag{2.5}
\end{align*}
$$

for $F=f\left(T_{1}, \ldots, T_{n}\right)$ and $f \in C^{1}\left(\mathbf{T}^{n}\right)$. We remark that a factor "-" is multiplied to the form of the gradient operator $D$ given in Section 2.1.3. This is due to the tradition from [43]. It is consistent with (2.6) below.

Note that this is "near" to the original definition of $D_{t}$ in the Wiener case. Indeed, it is a differential operator, and it satisfies the derivation property $\tilde{D}_{t}(F G)=G \tilde{D}_{t} F+$ $F \tilde{D}_{t} G$, and the chain rule.

If we put $p_{n}(t)=P\left(N_{t}=n\right)=\frac{1}{n!} t^{n} e^{-t}$,

$$
\begin{aligned}
p_{n}^{\prime}(t) & =\frac{1}{(n-1)!} t^{n-1} e^{-t}-\frac{1}{n!} t^{n} e^{-t} \\
& =p_{n-1}(t)-p_{n}(t)
\end{aligned}
$$

Using this property, we can directly show, for $F=f\left(T_{1}, \ldots, T_{n}\right)$,

$$
\begin{equation*}
E\left[D_{t}^{N} F \mid \mathscr{F}_{t}\right]=E\left[\tilde{D}_{t} F \mid \mathcal{F}_{t}\right] \tag{2.6}
\end{equation*}
$$

(cf. [190] Proposition 7.2.7, [98]). This means they have the same adapted projection.
In view of (2.4) and (2.6), we observe why the time shift method (explained in Section 2.1.3) using the differential operator with respect to the jump times works well on the Poisson space in the one-dimensional case.

## Charlier polynomials

In the Poisson space, the role played by Hermite polynomials in the Wiener space will be played by Charlier polynomials. Charlier polynomials are a kind of Laguerre polynomials. We introduce them in the following way.

Definition 3.1. Charlier polynomials $C_{n}(k, t)$ of order $n$ and parameter $t \geq 0$ are defined recursively by

$$
\begin{aligned}
C_{0}(k, t) & =1, & & \\
C_{1}(k, t) & =k-1, & & \\
C_{2}(k, t) & =k^{2}-(2+t) k+1, & & k \in \mathbf{R}, \quad t \geq 0, \\
C_{n+1}(k, t) & =(k-n-t) C_{n}(k, t)-n t C_{n-1}(k, t), & & n=1,2, \ldots .
\end{aligned}
$$

Then, $C_{n}(k, t)$ satisfies the following properties:

## Proposition 3.2.

1. $C_{n}(k+1, t)-C_{n}(k, t)=-\frac{\partial C_{n}}{\partial t}(k, t)$,
2. $C_{n}(k+1, t)-C_{n}(k, t)=n C_{n-1}(k, t)$,
3. $C_{n+1}(k, t)=k C_{n}(k-1, t)-t C_{n}(k, t)$
for $t>0, k \in \mathbf{N}$.
Proof. See [190] Proposition 6.2.9.
A remarkable property of the Charlier polynomials is the expression

$$
C_{n}\left(N_{t}, t\right)=I_{n}\left(1_{[0, t]}^{\otimes n}\right),
$$

where the right-hand side is defined by

$$
I_{n}\left(f_{n}\right)=n!\int_{0<t_{1}<t_{2}<\cdots<t_{n}} f_{n}\left(t_{1}, \ldots, t_{n}\right) d Q\left(t_{1}\right) \cdots d Q\left(t_{n}\right)
$$

with $f_{n}=1_{[0, t]}^{\otimes n}$.
The Charlier polynomials are orthogonal with respect to the Poisson distribution. Indeed,

$$
\begin{aligned}
\left\langle C_{n}(\cdot, t), C_{m}(\cdot, t)\right\rangle_{l^{2}(\mathbf{N})} & =e^{-t} \sum_{k=0}^{\infty} \frac{t^{k}}{k!} C_{n}(k, t) C_{m}(k, t) \\
& =E\left[C_{n}\left(N_{t}, t\right) C_{m}\left(N_{t}, t\right)\right]=E\left[I_{n}\left(1_{[0, t)}^{\otimes n}\right) I_{m}\left(1_{[0, t)}^{\otimes m}\right)\right] \\
& =1_{\{n=m\}} n!t^{n} .
\end{aligned}
$$

Using this property, we can make a chaos expansion (unique representation) of some type of Poisson functional by using (multivariate) Charlier polynomials. Refer to [190] Lemma 6.2.10.

### 3.2.2 Multidimensional case

We introduce another Poisson random measure for the multidimensional case on $\Omega_{2}$ :

$$
\begin{equation*}
N(d t d z)=\sum_{i \in \mathbf{N}} \delta_{\left(t_{i}, z_{i}\right)}(d t d z), \quad\left(t_{i}, z_{i}\right) \in \mathbf{T} \times\left(\mathbf{R}^{m} \backslash\{0\}\right), \tag{2.7}
\end{equation*}
$$

and

$$
\tilde{N}(d t d z)=N(d t d z)-\mu(d z) d t
$$

where $\mu$ is a Lévy measure.

For $h_{n}=h_{n}\left(t_{1}, z_{1}, t_{2}, z_{2}, \ldots, t_{n}, z_{n}\right) \in L^{2}\left(\mathbf{T} \times\left(\mathbf{R}^{m} \backslash\{0\}\right)\right)^{\otimes n}$, let

$$
\begin{align*}
I_{0}(h) & =h, \\
I_{1}\left(h_{1}\right) & =\int_{\mathbf{T}} \int_{\mathbf{R}^{m} \backslash\{0\}} h_{1}(t, z) \tilde{N}(d t d z), \\
I_{n}\left(h_{n}\right) & =n \int_{\mathbf{T}} \int_{\mathbf{R}^{m} \backslash\{0\}} I_{n-1}\left(\pi_{(t, z)}^{n} h_{n}\right) \tilde{N}(d t d z), \quad n=2,3, \ldots \tag{2.8}
\end{align*}
$$

where

$$
\begin{aligned}
& \pi_{(t, z)}^{n} h_{n}\left(t_{1}, z_{1}, \ldots, t_{n-1}, z_{n-1}\right)= \\
& \quad h_{n}\left(t_{1}, z_{1}, \ldots, t_{n-1}, z_{n-1}, t, z\right) 1_{[0, t]}\left(t_{1}\right) \cdots 1_{[0, t]}\left(t_{n-1}\right)
\end{aligned}
$$

We recall the difference operator (perturbation due to Carlen-Pardoux, Picard) $\tilde{D}_{u}$ by

$$
\tilde{D}_{u} F\left(\omega_{2}\right)=F\left(\omega_{2} \circ \varepsilon_{u}^{+}\right)-F\left(\omega_{2}\right),
$$

where $u=(t, z)$. Here, the operator $\varepsilon_{u}^{+}$is given in Section 2.1.2.
Note that if $F$ is represented as

$$
F=\sum_{n=0}^{\infty} I_{n}\left(h_{n}\right),
$$

then $\tilde{D}_{u} F$ is given by the operation

$$
\begin{equation*}
\tilde{D}_{(t, z)} I_{n}\left(h_{n}\right)=n I_{n-1}\left(h_{n}(\cdot, t, z)\right), \mu(d z) d t-\text { a.e. }, \tag{2.9}
\end{equation*}
$$

provided that the right-hand side is well-defined.
The idea of the proof is the same as in the case of (2.4). We sketch it below.
We put

$$
\Delta_{n}=\left\{\left(t_{1}, z_{1}, \ldots, t_{n}, z_{n}\right) \in\left(\mathbf{T} \times\left(\mathbf{R}^{m} \backslash\{0\}\right)\right)^{n} ; \quad t_{i} \neq t_{j}(i \neq j)\right\}
$$

Since $1_{\Delta_{n}}\left(t_{1}, z_{1}, \ldots, t_{n}, z_{n}\right) \delta_{\{(t, z)\}}\left(d t_{i} d z_{i}\right) \delta_{\{(t, z)\}}\left(d t_{j} d z_{j}\right)=0, i, j=1, \ldots, n$,

$$
\begin{aligned}
\tilde{D}_{(t, z)} I_{n}\left(h_{n}\right)= & \tilde{D}_{(t, z)} \int_{\Delta_{n}} h_{n}\left(t_{1}, z_{1}, \ldots, t_{n}, z_{n}\right) \tilde{N}\left(d t_{1} d z_{1}\right) \cdots \tilde{N}\left(d t_{n} d z_{n}\right) \\
= & \int_{\Delta_{n}} h_{n}\left(t_{1}, z_{1}, \ldots, t_{n}, z_{n}\right) \Pi_{i=1}^{n}\left(\omega_{2}\left(d t_{i} d z_{i}\right)-d t_{i} \mu\left(d z_{i}\right)\right. \\
& \left.+\left(1-\omega_{2}(\{(t, z)\})\right) \delta_{\{(t, z)\}}\left(d t_{i} d z_{i}\right)\right) \\
& -\int_{\Delta_{n}} h_{n}\left(t_{1}, z_{1}, \ldots, t_{n}, z_{n}\right) \tilde{N}\left(d t_{1} d z_{1}\right) \cdots \tilde{N}\left(d t_{n} d z_{n}\right)
\end{aligned}
$$

$$
\begin{aligned}
= & \left(1-\omega_{2}(\{(t, z)\})\right) \\
& \times \sum_{i=1}^{n} \int_{\Delta_{n-1}} h_{n}\left(t_{1}, z_{1}, \ldots, t, z, \ldots, t_{n}, z_{n}\right) \Pi_{k \neq i} \tilde{N}\left(d t_{k} d z_{k}\right) \\
= & \left(1-\omega_{2}(\{(t, z)\})\right) \sum_{i=1}^{n} I_{n-1}\left(h_{n}(\cdot, t, z, \cdot)\right) .
\end{aligned}
$$

Since we can take $h_{n}$ to be symmetric, we have

$$
\tilde{D}_{(t, z)} I_{n}\left(h_{n}\right)=1_{\left\{\omega_{2}(\{(t, z)\})=0\right\}} n I_{n-1}\left(h_{n}(\cdot, t, z, \cdot)\right) .
$$

Since $\hat{N}(\{(t, z)\})=0$, we have the assertion. For the precise result, see [190] Proposition 6.4.7.

Furthermore, we have the following "chain rule" in the difference form.
Lemma 3.2. For $F$, and $\varphi$ continuous such that $\varphi(F) \in L^{2}\left(\Omega_{2}\right)$ and $\varphi\left(F+\tilde{D}_{u} F\right) \in$ $L^{2}\left(U \times \Omega_{2}\right)$,

$$
\begin{equation*}
\tilde{D}_{u} \varphi(F)=\varphi\left(F \circ \varepsilon_{u}^{+}\right)-\varphi(F)=\varphi\left(F+\tilde{D}_{u} F\right)-\varphi(F) . \tag{2.10}
\end{equation*}
$$

The proof uses the Fourier decomposition of $\varphi(F)$ into $L^{2}$ components. See [173] Theorem 12.8.

## Example 3.1.

(1)

$$
\tilde{D}_{t} N_{s}=\tilde{D}_{t} \sum_{k=1}^{\infty} 1_{\left[T_{k},+\infty\right)}(s)=\sum_{k=1}^{N_{s}} 1_{\left(T_{k}, T_{k+1}\right]}(t)=1_{\left\{t<N_{s}\right\}} .
$$

(2) In case

$$
h(t, z)=z, \quad F=\int_{\mathbf{T}} \int z \tilde{N}(d t d z)=Z(T),
$$

we have

$$
\tilde{D}_{(t, z)} F=I_{0}(h(\cdot, t, z))=h(t, z)=z .
$$

(3) We have the following property for the operator $\tilde{D}_{u}$

$$
\begin{equation*}
\tilde{D}_{u}(F G)=F \tilde{D}_{u} G+G \tilde{D}_{u} F+\tilde{D}_{u} F \tilde{D}_{u} G, \tag{2.11}
\end{equation*}
$$

assuming that the left-hand side is finite a.s. Indeed,

$$
\begin{aligned}
\text { L.H.S. } & =(F G) \circ \varepsilon_{u}^{+}-F G=\left(F \circ \varepsilon_{u}^{+}\right) \cdot\left(G \circ \varepsilon_{u}^{+}\right)-F G \\
& =\left(\tilde{D}_{u} F+F\right)\left(\tilde{D}_{u} G+G\right)-F G .
\end{aligned}
$$

Choosing $G=F$ and using induction, we have

$$
\begin{equation*}
\tilde{D}_{u} F^{n}=\left(F \circ \varepsilon_{u}^{+}\right)^{n}-F^{n}=\left(F+\tilde{D}_{u} F\right)^{n}-F^{n} . \tag{2.12}
\end{equation*}
$$

(4) For $\frac{G}{F}, F \neq 0$, we have

$$
\begin{align*}
\tilde{D}_{u} \frac{G}{F} & =\frac{G \circ \varepsilon_{u}^{+}}{F \circ \varepsilon_{u}^{+}}-\frac{G}{F}=\frac{F G \circ \varepsilon_{u}^{+}-G F \circ \varepsilon_{u}^{+}}{F \cdot F \circ \varepsilon_{u}^{+}} \\
& =\frac{F\left(\tilde{D}_{u} G+G\right)-G\left(\tilde{D}_{u} F+F\right)}{F \cdot F \circ \varepsilon_{u}^{+}}=\frac{F \tilde{D}_{u} G-G \tilde{D}_{u} F}{F \cdot F \circ \varepsilon_{u}^{+}} . \tag{2.13}
\end{align*}
$$

For higher order differences for the quotient, we iterate the above formula.

## Example 3.2.

(1) Let

$$
F=Z(T)=\int_{\mathbf{T}} \int z \tilde{N}(d t d z)
$$

Then,

$$
\begin{aligned}
\tilde{D}_{(t, z)} F^{2} & =\left(F+\tilde{D}_{(t, z)} F\right)^{2}-F^{2} \\
& =(Z(T)+z)^{2}-Z(T)^{2}=2 Z(T) z+z^{2} .
\end{aligned}
$$

(2) Let $G=\exp (F), F=\int_{T} \int h(t) z \tilde{N}(d t d z), h \in L^{2}([0, T])$. We then have

$$
\begin{aligned}
\tilde{D}_{(t, z)} G & =\tilde{D}_{(t, z)}(\exp (F))=\exp \left(F+\tilde{D}_{(t, z)} F\right)-\exp (F) \\
& =\exp (F+h(t) z)-\exp (F)=\exp (F) \cdot\left(e^{h(t) z}-1\right)=G\left(e^{h(t) z}-1\right),
\end{aligned}
$$

that is, the chain rule.
(3) If $m=1$ and $F=(Z(T)-K)^{+}, K>0$, then

$$
\begin{aligned}
\tilde{D}_{(t, z)} F & =\left(\left(Z(T)+\tilde{D}_{(t, z)} Z(T)\right)-K\right)^{+}-(Z(T)-K)^{+} \\
& =(Z(T)+z-K)^{+}-(Z(T)-K)^{+} .
\end{aligned}
$$

### 3.2.3 Characterisation of the Poisson space

In this subsection, we seek the basis of $L^{2}\left(\Omega_{2}\right)$.
Let $\mathcal{G}$ be the collection of functions

$$
\begin{aligned}
& \left\{g=\sum_{j=1}^{n} h_{j}(t) 1_{B_{j}}(z) \in L^{2}(d \lambda) ;\right. \\
& \\
& \left.B_{i} \cap B_{j}=\emptyset(i \neq j), \quad t \mapsto h_{j}(t) \text { continuous }, \quad \lambda\left(B_{i}\right)<+\infty\right\} .
\end{aligned}
$$

Here, $\lambda(d t d z)=d t \mu(d z)=\hat{N}(d t d z)$.
Let $\mathcal{M}$ be the subspace of $L^{2}\left(\Omega_{2}\right)$ spanned by the functions of the form

$$
\exp \left\{\int_{\mathbf{T}} \int_{\mathbf{T}} g(t, z) \tilde{N}(d t d z)-\int_{\mathbf{T}} \int^{\left.g\left(e^{g(t, z)}-1-g(t, z)\right) \lambda(d t d z)\right\}, \quad g(t, z) \in \mathcal{G} . . . . . . .}\right.
$$

We remark

$$
e^{g(t, z)}-1=\sum_{j=1}^{n}\left(e^{h_{j}(t)}-1\right) \cdot 1_{B_{j}}(z)
$$

if $g(t, z)=\sum_{j=1}^{n} h_{j}(t) 1_{B_{j}}(z) \in \mathcal{G}, z \in \cup_{i=1}^{n} B_{i}$.
Theorem 3.1 (Surgailis [205]). A function $g \in L^{2}(d \lambda)$ satisfies

$$
\begin{equation*}
\int_{\{u ; g(u) \geq 1\}} e^{2 g(s, z)} \lambda(d s d z)<+\infty \tag{2.14}
\end{equation*}
$$

if and only if

$$
\exp \left\{\int_{T} \int g(s, z) \tilde{N}(d s d z)\right\} \in L^{2}\left(\Omega_{2}\right) .
$$

Furthermore, we have

$$
\begin{aligned}
& \exp \left\{\int_{\mathbf{T}} \int g(s, z) \tilde{N}(d s d z)-\int_{\mathbf{T}} \int\left(e^{g(s, z)}-1-g(s, z)\right) \lambda(d s d z)\right\} \\
& =\sum_{n=0}^{\infty} \frac{1}{n!} I_{n}\left(\bigotimes_{j=1}^{n}\left(e^{g_{j}(s, z)}-1\right)\right)
\end{aligned}
$$

for some $g_{j} \in \mathcal{G}$.
Hence, under (2.14), we can take the "basis" of $L^{2}\left(\Omega_{2}\right)$ in the form of exponential functionals. For an example of (2.14), assume the case that the tail of the Lévy measure is rapidly decreasing.

## Lemma 3.3.

$$
\begin{equation*}
\overline{\mathcal{M}}^{d P_{2}}=L^{2}\left(\Omega_{2}\right) . \tag{2.15}
\end{equation*}
$$

Proof. Let $G \in L^{2}\left(\Omega_{2}\right)$. Assume

$$
E[G H]=0 \quad \text { for all } \quad H \in \mathcal{M} .
$$

Then,

$$
E\left[G \exp \left\{\sum_{j=1}^{n} c_{j} \int_{\mathbf{T}} \int g_{j}(s, z) \tilde{N}(d s d z)\right\}\right]=0
$$

for all $c_{1}, \ldots, c_{n} \in \mathbf{R}, g_{1}, \ldots, g_{n} \in \mathcal{G}, n \geq 1$. Suppose $n$ and $g_{1}, \ldots, g_{n} \in \mathcal{G}$ are fixed. Then, the Laplace transform of the signed measure on $\mathbf{R}^{n}$

$$
v(B)=E\left[G 1_{B}\left(\tilde{N}\left(g_{1}\right), \ldots, \tilde{N}\left(g_{n}\right)\right)\right]
$$

is identically zero. Hence, $v \equiv 0$.
Hence, $E\left[G 1_{X}\right]=0$ for all $X$ which is measurable with respect to the $\sigma$-field generated by $\tilde{N}(g), g \in \mathcal{G}$. This implies $G=0$.

## Characterisation of the Poisson space via chaos decomposition

It is shown that

$$
L^{2}\left(\Omega_{2}\right)=\bigoplus_{n=0}^{\infty} C_{n},
$$

where

$$
C_{n}=\left\{I_{n}\left(f_{n}\right) ; \quad f_{n} \in \otimes^{n} L^{2}(d \lambda)\right\} .
$$

This is because each element $g$ in $\mathcal{M}$ is described as a limit in $L^{2}(d \lambda)$ of multiple stochastic integrals by Theorem 3.1, and to Lemma 3.3.

Examples in case $m=1$
(1) $z(t)=\int_{0}^{t} \int z \tilde{N}(d s d z)$. Let $y(t)=z^{2}(t)$. Then, by Itô's formula

$$
d y(t)=\int z^{2} \mu(d z) d t+\int(2 z(t-)+z) z \tilde{N}(d t d z)
$$

(cf. $(a+b)^{2}-a^{2}=2 a b+b^{2}$ ). Hence,

$$
\begin{aligned}
y^{2}(t) & =z^{2}(t)=t \int z^{2} \mu(d z)+\int_{0}^{t} \int(2 z(t-)+z) z \tilde{N}(d t d z) \\
& =t \int z^{2} \mu(d z)+\int_{0}^{t} \int z^{2} \tilde{N}(d t d z)+\int_{0}^{t} \iint_{0}^{t_{2}-} \int 2 z_{1} z_{2} \tilde{N}\left(d t_{2} d z_{2}\right) \tilde{N}\left(d t_{1} d z_{1}\right) .
\end{aligned}
$$

(2) Let $z(t)=x_{0}+b t+\int_{0}^{t} z \tilde{N}(d s d z)$. The local time $L_{T}(x)$ of $z(t)$ at level $x$ up to the time $T$ is given by

$$
L_{T}(x)=\int_{\mathbf{T}} \delta_{x}(z(t)) d t
$$

The local time $L_{t}(x)$ can be expanded into chaos as ([173] Theorem 14.8)

$$
L_{t}(x)=\sum_{n=0}^{\infty} \frac{1}{2 \pi} \frac{1}{n!} \int_{0}^{\infty} \int \cdots \int_{0}^{t_{2}} \int f_{n}\left(s_{1}, z_{1}, \ldots, s_{n}, z_{n}\right) \tilde{N}\left(d s_{1} d z_{1}\right) \cdots \tilde{N}\left(d s_{n} d z_{n}\right)
$$

where

$$
\left.f_{n}\left(s_{1}, z_{1}, \ldots, s_{n}, z_{n}\right)=\int_{\mathbf{T}} \int_{j=1}^{n}\left(\Pi^{i \lambda z_{j}}-1\right) h(t, \lambda, x) 1_{\left\{t>\max \left(s_{j}\right)\right\}}\right) d \lambda d t
$$

with

$$
h(t, \lambda, x)=\exp \left\{t \int\left(e^{i \lambda z}-1-i \lambda z\right) \mu(d z)-i \lambda x\right\} .
$$

## Clark-Ocone formula on the Poisson space

Using Theorem 3.1 above, we can derive the Clark-Ocone formula on the Poisson space separately, that is,
Theorem 3.2 (cf. [190] Proposition 6.7.1). For any $F \in \mathbf{D}_{1,2}^{(2)}$

$$
\begin{equation*}
F=E[F]+\int_{\mathbf{T}} \int E\left[\tilde{D}_{(t, z)} F \mid \mathcal{F}_{t}\right] \tilde{N}(d t d z) \tag{2.16}
\end{equation*}
$$

Here,

$$
\mathbf{D}_{1,2}^{(2)}=\left\{\sum_{n} I_{n}\left(g_{n}\right) ; \quad \sum_{n} n^{2}(n-1)!\left\|g_{n}\right\|_{\otimes L^{2}(d \lambda)}^{2}<+\infty\right\} .
$$

Proof. Let $F \in \mathbf{D}_{1,2}^{(2)}$. We can choose by Theorem $3.1 F_{n}$ such that $F_{n} \rightarrow F$ in $L^{2}\left(\Omega_{2}\right)$, where

$$
F_{n}=1+\sum_{k=1}^{n} \frac{1}{k!} I_{k}\left(\bigotimes_{j=1}^{k}\left(e^{g_{j}(t, z)}-1\right)\right)
$$

for some $\left(g_{j}\right)=\left(g_{n, j}\right)$. We put

$$
Y_{T}^{(n)}=\int_{0<t_{1}<\cdots<t_{n}<T} \Pi_{j=1}^{n}\left(e^{g_{j}\left(t_{j}, z_{j}\right)}-1\right) \tilde{N}\left(d t_{j} d z_{j}\right) .
$$

Then,

$$
Y_{T}^{(n)}=\frac{1}{n!} I_{n}\left(\bigotimes_{j=1}^{n}\left(e^{g_{j}(t, z)}-1\right)\right)
$$

by the remark at the beginning of Section 3.2.3.
Since the solution to the Doléans-Dade equation

$$
\begin{equation*}
Y_{t}^{(n)}=1+\int_{0}^{t} Y_{s-}^{(n)}\left(e^{g_{n}(s, z)}-1\right) \tilde{N}(d s d z) \tag{2.17}
\end{equation*}
$$

is unique, and hence $Y_{T}^{(n)}$ satisfies

$$
\tilde{D}_{t, z} Y_{T}^{(n)}=\left(e^{g_{n}(t, z)}-1\right) Y_{T}^{(n)},
$$

we only have to show the following (2.18) in order to assert

$$
\begin{equation*}
E\left[\tilde{D}_{(t, z)} Y_{T}^{(n)} \mid \mathcal{F}_{t}\right]=Y_{t}^{(n)}\left(e^{g_{n}(t, z)}-1\right) . \tag{2.18}
\end{equation*}
$$

However, since $Y_{T}^{(n)}$ is a martingale, we have (2.18).
Remark 3.1. Any $F \in L^{2}\left(\Omega_{2}\right)$ can be represented by

$$
\begin{equation*}
F=E[F]+\int_{\mathbf{T}} \int E\left[\tilde{D}_{(t, z)} F \mid \mathcal{F}_{t}\right] \tilde{N}(d t d z) \tag{2.19}
\end{equation*}
$$

See Privault [189], Chapter 6, Section 7. See also Løkka [154]; however, this paper is justified only for $d=1$ and for $F \in \mathbf{D}_{1,2}^{(2)}$. In this paper, he used the functionals

$$
\begin{equation*}
\exp \left\{\int_{\mathbf{T}} \int h(t) \gamma(z) \tilde{N}(d t d z)-\int_{\mathbf{T}} \int\left(e^{h(t) \gamma(z)}-1-h(t) \gamma(z)\right) \lambda(d t d z)\right\} \tag{2.20}
\end{equation*}
$$

as the "basis". Here, $\gamma(z)=e^{z}-1(z<0), 1-e^{-z}(z>0)$.
The expression (2.9) implies that $\tilde{D}_{u}$ is a closable operator on $\mathbf{D}_{1,2}^{(2)}$.

### 3.3 Sobolev space for functionals over the Wiener-Poisson space

In this section, based on the perturbation operators introduced above, we construct Sobolev spaces over the Wiener, the Poisson, and the Wiener-Poisson spaces.

### 3.3.1 The Wiener space

## The derivative operator

Let $\mathbf{K}_{1}=L^{2}\left(\mathbf{T} ; \mathbf{R}^{m}\right)$. For $f=\left(f^{1}, \ldots, f^{m}\right) \in \mathbf{K}_{1}$, we set

$$
W(f)=\sum_{i=1}^{m} \int_{\mathbf{T}} f^{i}(s) d W^{i}(s)
$$

By $\mathcal{P}_{1}$, we denote the collection of random variables $X$ written as

$$
X=g\left(W\left(f_{1}\right), \ldots, W\left(f_{n}\right)\right),
$$

where $g\left(x_{1}, \ldots, x_{n}\right)$ is bounded $\mathcal{B}\left(\mathbf{R}^{n}\right)$-measurable, smooth in $\left(x_{1}, \ldots, x_{n}\right), n \in \mathbf{N}$. The Malliavin-Shigekawa derivative of $X$ is an $m$-dimensional row vector of a stochastic process given as in Section 3.1 by

$$
\begin{equation*}
D_{t} X=\sum_{l=1}^{n} \frac{\partial g}{\partial x_{l}}\left(W\left(f_{1}\right), \ldots, W\left(f_{n}\right)\right) f_{l}(t) \tag{3.1}
\end{equation*}
$$

The operator $D: L^{2}\left(\Omega_{1}, \mathcal{F}_{1}, P_{1}\right) \rightarrow L^{2}\left(\Omega_{1} ; \mathbf{K}_{1}\right)$ is a closed and unbounded operator. For $\left(t_{1}, \ldots, t_{j}\right) \in \mathbf{T}^{j}$, we set $D_{t_{1}, \ldots, t_{j}}^{j}=D_{t_{1}} \cdots D_{t_{j}}$. Let $l$ be a non-negative integer and $p \geq 1$. Norms $|\cdot|_{0, l, p}$ for a random variable $X \in \mathcal{P}_{1}$ are defined by

$$
\begin{equation*}
|X|_{0, l, p}:=\left(E\left[|X|^{p}\right]+\sum_{j=1}^{l} E\left[\left(\int_{\mathbf{T}^{j}}\left|D_{\mathbf{t}}^{j} X\right|^{2} d \mathbf{t}\right)^{p / 2}\right]\right)^{1 / p} \tag{3.2}
\end{equation*}
$$

where $D_{\mathbf{t}}^{j}=D_{t_{1}, \ldots, t_{j}}^{j}$, and $d \mathbf{t}=d t_{1} \cdots d t_{j}$. Let $\mathbf{D}_{0, l, p}$ be the completion of $\mathcal{P}_{1}$ with respect to the norm $|\cdot|_{0, l, p}$ :

$$
\mathbf{D}_{0, l, p}=\overline{\mathcal{P}}_{1}^{-\left.\right|_{0, l, p}}
$$

Then, $\mathbf{D}_{0, l, p} \subset L^{p}\left(\Omega_{1}, \mathcal{F}_{1}, P_{1}\right)$ and operators $D^{j}, j=1, \ldots, l$ are extended to $\mathbf{D}_{0, l, p}$ in an obvious way.

This space is equivalent with those introduced by the norm using the square root of the Ornstein-Uhlenbeck operator $L$ :

$$
|F|_{p, 2 l}=\left|(I-L)^{l} F\right|_{p},
$$

(cf. [170] Proposition 1.5.3).
Remark 3.2. The two definitions of $D_{t}$ described in Section 3.1.1 coincide with each other on $\mathbf{D}_{0,1,2}$. See [173] Theorem A. 22 .

The adjoint operator $\delta$ of $D$ has been introduced in Section 3.1.2. The operator $\delta$ is a closable operator from $L^{2}\left(\Omega_{1} ; \mathbf{K}_{1}\right)$ to $L^{2}\left(\Omega_{1}, \mathcal{F}_{1}, P_{1}\right)$. The random variable $\delta(U)$ coincides with the Skorohod integral of $U=\left\{U_{t}\right\}$ with respect to $W(t)$. The operator $\delta$ is sometimes called a divergence operator. For a process $U$, we introduce a norm by

$$
\begin{equation*}
\|U\|_{0, l, p}:=\left(\sum_{j=0}^{l} E\left[\left(\int_{\mathbf{T}^{j+1}}\left|D_{\mathbf{t}}^{j} U_{t}\right|^{2} d \mathbf{t} d t\right)^{p / 2}\right]\right)^{1 / p} \tag{3.3}
\end{equation*}
$$

The following inequality (continuity of the divergence operator), obtained as a corollary to the Meyer's type inequality, plays a fundamental role (cf. Nualart [170] Proposition 1.5.4).

Theorem 3.3. Let $l \geq 0$ and $p>1$ be fixed. Suppose that $\|U\|_{0, l, p}<+\infty$. Then, there exists a positive constant $c=c(l, p)$ such that

$$
|\delta(U)|_{0, l, p} \leq c\|U\|_{0, l+1, p} .
$$

See also Lemma 3.4 below.

### 3.3.2 The Poisson Space

Set $U=\mathbf{T} \times\left(\mathbf{R}^{m} \backslash\{0\}\right)$,

$$
\begin{aligned}
A(\rho) & :=\{u \in U ; \quad \gamma(u) \leq \rho\}, \\
\varphi(\rho) & :=\int_{A(\rho)} \gamma(u)^{2} \hat{N}(d u)=\int_{\{|z| \leq \rho\}}|z|^{2} \mu(d z),
\end{aligned}
$$

where $\gamma(u)=|z|$ for $u=(t, z)$. We repeat that the measure $\mu$ satisfies an order condition if there exists $0<\alpha<2$ such that

$$
\begin{equation*}
\liminf _{\rho \rightarrow 0} \frac{\varphi(\rho)}{\rho^{\alpha}}>0 \tag{3.4}
\end{equation*}
$$

We introduce compound measures $\hat{M}(d u), \hat{M}(d \mathbf{u})$ and $\bar{M}(d \mathbf{u} ; d u)$ in the following way.

Let

$$
\hat{M}(d u):=\frac{1}{\varphi(1)} \gamma(u)^{2} 1_{A(1)}(u) \hat{N}(d u), \quad \hat{M}(d \mathbf{u})=\hat{M}\left(d u_{1}\right) \cdots \hat{M}\left(d u_{k}\right)
$$

on the off-diagonal points $\left\{(\mathbf{u}, u)=\left(u_{1}, \ldots, u_{k}, u\right) ; u_{i} \neq u, i=1, \ldots, k\right\}$, and put

$$
\bar{M}(d \mathbf{u} ; d u)=\hat{M}(d \mathbf{u}) \hat{M}(d u)
$$

on $\left\{(\mathbf{u}, u)=\left(u_{1}, \ldots, u_{k}, u\right) ; u_{i} \neq u, i=1, \ldots, k\right\}$.
We put

$$
\bar{M}(d \mathbf{u} ; d u)=\sum_{i=1}^{k} \hat{M}\left(d \mathbf{u}^{(i)}\right) \otimes \hat{M}(d u) . \delta_{\left\{u_{i}=u\right\}}
$$

on the $k$-dimensional diagonal points $\left\{(\mathbf{u}, u)=\left(u_{1}, \ldots, u_{k}, u\right)\right.$; for some $\left.i \quad u_{i}=u\right\}$, where $\mathbf{u}^{(i)}=\mathbf{u} \backslash\left\{u_{i}\right\}$ viewed as a $(k-1)$-vector.

We have introduced the operator $\tilde{D}_{u}$ on the random fields defined on $U \times \Omega_{2}$ in Section 2.1.2. The operator $\tilde{D}$ thus introduced is essentially the same as what has been introduced in Section 3.2.2. The operator $\tilde{D}$ viewed as that $\tilde{D}: L^{2}\left(\Omega_{2}\right) \rightarrow L^{2}\left(\Omega_{2} ; \mathbf{K}_{2}\right)$ is a closable operator (cf. [181], p. 487 Remark). Here, $\mathbf{K}_{2}=L^{2}(U, \hat{N})$.

Let $\mathbf{u}=\left(u_{1}, \ldots, u_{k}\right)=\left(\left(t_{1}, z_{1}\right), \ldots,\left(t_{k}, z_{k}\right)\right)=(\mathbf{t}, \mathbf{z})$. We set $|\mathbf{u}|=|\mathbf{z}|=\max _{1 \leq i \leq k}\left|z_{i}\right|$ and $\gamma(\mathbf{u})=\left|z_{1}\right| \cdots\left|z_{k}\right|$. We define $\varepsilon_{\mathbf{u}}^{+}=\varepsilon_{u_{1}}^{+} \circ \cdots \circ \varepsilon_{u_{k}}^{+}$and $\tilde{D}_{\mathbf{u}}=\tilde{D}_{\mathbf{u}}^{k}=\tilde{D}_{u_{1}} \cdots \tilde{D}_{u_{k}}$.

Here are some calculation rules concerning $\tilde{D}$. We start from

$$
\begin{align*}
\tilde{D}(X Y) & =(\tilde{D} X) Y+X(\tilde{D} Y)+(\tilde{D} X)(\tilde{D} Y),  \tag{1}\\
X \circ \varepsilon_{u}^{+} & =\tilde{D}_{u} X+X . \tag{2}
\end{align*}
$$

From (1), we deduce

$$
\begin{aligned}
\tilde{D}^{2}(X Y)= & \tilde{D}(\tilde{D}(X Y))=\tilde{D}\{(\tilde{D} X) Y+X(\tilde{D} Y)+(\tilde{D} X)(\tilde{D} Y)\} \\
= & \left(\tilde{D}^{2} X\right) Y+(\tilde{D} X)(\tilde{D} Y)+\left(\tilde{D}^{2} X\right) \tilde{D} Y \\
& +\tilde{D} X \tilde{D} Y+X \tilde{D}^{2} Y+\tilde{D} X \tilde{D}^{2} Y \\
& +\left(\tilde{D}^{2} X\right) \tilde{D} Y+(\tilde{D} X) \tilde{D}^{2} Y+\left(\tilde{D}^{2} X\right)\left(\tilde{D}^{2} Y\right),
\end{aligned}
$$

and that

$$
\begin{aligned}
\tilde{D}(X Y Z)= & \tilde{D}((X Y) Z)=\tilde{D}(X Y) Z+X Y \tilde{D} Z+\tilde{D}(X Y) \tilde{D} Z \\
= & (\tilde{D} X) Y Z+X(\tilde{D} Y) Z+(\tilde{D} X)(\tilde{D} Y) Z+X Y \tilde{D} Z \\
& +(\tilde{D} X) Y(\tilde{D} Z)+X(\tilde{D} Y)(\tilde{D} Z)+(\tilde{D} X)(\tilde{D} Y)(\tilde{D} Z) .
\end{aligned}
$$

In general we can write for $\mathbf{u}=\left(u_{1}, \ldots, u_{k}\right)$

$$
\tilde{D}_{\mathbf{u}}\left\{X_{1} \cdots X_{n}\right\}=\sum_{\mathbf{u}_{1}, \ldots, \mathbf{u}_{n} \subset \mathbf{u}, \mathbf{u}_{1} \cup \cdots \cup \mathbf{u}_{n}=\mathbf{u}} \tilde{D}_{\mathbf{u}_{1}} X_{1} \cdots \tilde{D}_{\mathbf{u}_{n}} X_{n} .
$$

Note that the sum can include terms for the empty set. cf. [191] (3.3.4).

Using (1), we can confirm

$$
\tilde{D}_{u}(X Y)=(X Y) \circ \varepsilon_{u}^{+}-X Y=\left(X \circ \varepsilon_{u}^{+}\right)\left(Y \circ \varepsilon_{u}^{+}\right)-X Y .
$$

From (2), we deduce

$$
\begin{aligned}
X \circ \varepsilon_{u_{1}}^{+} \circ \varepsilon_{u_{2}}^{+} & =\left(X \circ \varepsilon_{u_{1}}^{+}\right) \circ \varepsilon_{u_{2}}^{+}=\left(\tilde{D}_{u_{1}} X+X\right) \circ \varepsilon_{u_{2}}^{+} \\
& =\tilde{D}_{u_{2}}\left(\tilde{D}_{u_{1}} X+X\right)+\tilde{D}_{u_{1}} X+X \\
& =\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} X+\tilde{D}_{u_{2}} X+\tilde{D}_{u_{1}} X+X .
\end{aligned}
$$

Using $\tilde{D}$, let us introduce norms

$$
|F|_{k, 0, p}:=\left(|F|_{0,0, p}^{p}+\sum_{k^{\prime}=1}^{k} E\left[\int_{A(1)^{k^{\prime}}}\left|\frac{\tilde{D}_{\mathbf{u}}^{k^{\prime}} F}{\gamma(\mathbf{u})}\right|^{p} \hat{M}(d \mathbf{u})\right]\right)^{1 / p}
$$

where $k=1,2, \ldots$ and $p \geq 1$. For $\varphi \in C_{0}^{\infty}(U)$, we set

$$
N(\varphi)=\int_{U} \varphi(t, z) N(d t d z), \quad \tilde{N}(\varphi)=\int_{U} \varphi(t, z) \tilde{N}(d t d z) .
$$

Let $\mathcal{P}_{2}$ be the collection of random variables $X$ written as

$$
X=f\left(\tilde{N}\left(\varphi_{1}\right), \ldots, \tilde{N}\left(\varphi_{n}\right)\right),
$$

where $f\left(x_{1}, \ldots, x_{n}\right)$ is bounded $\mathcal{B}\left(\mathbf{R}^{n}\right)$-measurable, smooth in $\left(x_{1}, \ldots, x_{n}\right)$.
Let $\mathbf{D}_{k, 0, p}$ be the completion of $\mathcal{P}_{2}$ with respect to the norm $|\cdot|_{k, 0, p}$ :

$$
\mathbf{D}_{k, 0, p}=\overline{\mathcal{P}}_{2}^{\mid \cdot I_{k, 0, p}} .
$$

Then, $\mathbf{D}_{k, 0, p} \subset L^{p}\left(\Omega_{2}, \mathcal{F}_{2}, P_{2}\right)$. Operators $\tilde{D}_{\mathbf{u}}^{j}, \mathbf{u}=\left(u_{1}, \ldots, u_{j}\right), j=1, \ldots, l$ are extended to $\mathbf{D}_{k, 0, p}$ in an obvious way.

The adjoint operator $\tilde{\delta}$ of $\tilde{D}_{u}$ in $L^{2}\left(\mathbf{T} \times \Omega_{2}\right)$ is introduced in Section 2.1.2. It is also called divergence operator.

We introduce another norm for a random field $V=V_{u}$ such that $V_{(t, 0)}=0$, and $V_{u}$ is integrable with respect to $\tilde{N}=N-\hat{N}$ as follows:

$$
\begin{equation*}
\|V\|_{0,0, p}^{\tilde{0}}=E\left[\int_{A(1)}\left|\frac{V_{u}}{\gamma(u)}\right|^{p} \hat{M}(d u)\right]^{1 / p} \tag{3.5}
\end{equation*}
$$

in case $k=0$, and for $k \geq 1$

$$
\begin{equation*}
\|V\|_{k, 0, p}^{\sim}=\left\{\|V\|_{0,0, p}^{\sim p}+\sum_{k^{\prime}=1}^{k} E\left[\int_{A(1)^{k^{\prime} \times A(1)}}\left|\frac{\tilde{D}_{\mathbf{u}}^{k^{\prime}} V_{\mathbf{u}}}{\gamma(\mathbf{u}) \gamma(\mathbf{u})}\right|^{p} \bar{M}(d \mathbf{u} ; d \mathbf{u})\right]\right\}^{1 / p} . \tag{3.6}
\end{equation*}
$$

We denote $\chi_{\rho}=1_{A(\rho)}$. We have the following inequality:
Theorem 3.4 (Theorem 3.2 in [95]). Let $k$ be a nonnegative integer and let $p \geq 2$ be an even number. There exists a positive constant $c=c(k, p)$ such that for any $s \geq 2$ and $0<\rho<1$, the inequality

$$
\begin{equation*}
\left|\tilde{\delta}\left(V \chi_{\rho}\right)\right|_{k, 0, p} \leq c \varphi(\rho)^{\frac{1}{2}-\frac{1}{2 s}}\left\|V \chi_{\rho}\right\|_{\hat{k}+p, 0,(k+p) s} \tag{3.7}
\end{equation*}
$$

holds for all integrable $V$.
Proof. Step 1 We first consider the case $k=0$. Let $\rho>0$ and $Z_{t, z}$ be the random field mentioned above. Set $\hat{Z}_{\mathbf{u}}=Z_{u_{1}} \circ \varepsilon_{u_{1}}^{-} \cdots Z_{u_{p}} \circ \varepsilon_{u_{p}}^{-}$and

$$
A(\rho)=\{u=(t, z) \in U ;|z| \leq \rho\} .
$$

Then, we have

$$
\begin{equation*}
\tilde{\delta}\left(Z_{u} \chi_{\rho}\right)^{p}=\int_{A(\rho)^{p}} \hat{Z}_{\mathbf{u}} \tilde{N}\left(d u_{1}\right) \cdots \tilde{N}\left(d u_{p}\right) . \tag{3.8}
\end{equation*}
$$

We divide the domain $A(\rho)^{p}$ of the integral into a disjoint union of subsets as follows. Let $\left\{I_{1}, \ldots, I_{q}\right\}(q \leq p / 2)$ be a family of disjoint subsets of $\{1,2, \ldots, p\}$ such that $\left|I_{h}\right| \geq 2$ for $h=1, \ldots, q$, where $\left|I_{h}\right|$ denotes the cardinal number of the set $I_{h}$. We denote by $\Delta$ the set of all such $\left\{I_{1}, \ldots, I_{q}\right\}$ 's and the empty set. We set

$$
\begin{aligned}
S_{\left\{I_{1}, \ldots, I_{q}\right\}}=\{ & \left(u_{1}, \ldots, u_{p}\right) \in A(\rho)^{p} \mid \\
& \left.u_{i}=u_{j} \text { holds if and only if } i, j \in I_{h} \text { for some } I_{h} \in\left\{I_{1}, \ldots, I_{q}\right\}\right\} .
\end{aligned}
$$

Then, $S_{\left\{I_{1}, \ldots, I_{q}\right\}}$ are disjoint with each other and the union of these sets as $\left\{I_{1}, \ldots, I_{q}\right\}$ runs in $\Delta$ is equal to $A(\rho)^{p}$. Thus, integral (3.7) is written as a sum of the integrals whose domains are the sets $S_{\left\{I_{1}, \ldots, I_{q}\right\}}$. In the following, we fix a domain $S_{\left\{I_{1}, \ldots, I_{q}\right\}}$ and consider the integral on this set. Set $J=\{1, \ldots, p\}-\cup_{h=1}^{q} I_{h}$. We represent $\mathbf{u} \in S_{\left\{I_{1}, \ldots, I_{q}\right\}}$ as $\left(\mathbf{u}_{I_{1}}, \ldots, \mathbf{u}_{I_{q}}, u_{J}\right)$, where each $\mathbf{u}_{I_{h}}=\left(u_{I_{h}}, \ldots, u_{I_{h}}\right)$ is an $\left|I_{h}\right|$-dimensional vector with the same component and $u_{J} \in U^{r}$ with $r=|J|$. Then, $2 q+r \leq p$. Furthermore, $\left(u_{I_{1}}, \ldots, u_{I_{q}}, u_{J}\right) \in S^{q+r}$, where $S^{q+r}=\left\{\left(u_{1}^{\prime}, \ldots, u_{q+r}^{\prime}\right) \in A(\rho)^{q+r} \mid u_{i}^{\prime} \neq u_{j}^{\prime}\right.$ for any $i \neq j\}$.

Functions $\hat{Z}_{\mathbf{u}}, \mathbf{u} \in A(\rho)^{p}$, for example, can be regarded as functions of $\left(u_{I_{1}}, \ldots\right.$, $\left.u_{I_{q}}, u_{J}\right) \in S^{q+r}$. Furthermore, the $\left|I_{h}\right|$ fold product measure $\tilde{N}\left(d u_{I_{h}}\right) \cdots \tilde{N}\left(d u_{I_{h}}\right)$ coincides with $N\left(d u_{I_{h}}\right)$ on the set $S_{\left\{I_{1}, \ldots, I_{q}\right\}}$. Therefore, the above integral (3.8) is written as

$$
\begin{equation*}
\tilde{\delta}\left(Z_{u} \chi_{\rho}\right)^{p}=\sum_{\Delta} \int_{S_{q+r}} \hat{Z}_{\mathbf{u}} N\left(d u_{I_{1}}\right) \cdots N\left(d u_{I_{q}}\right) \tilde{N}\left(d u_{J}\right) \tag{3.9}
\end{equation*}
$$

The expectation of each term on the right-hand side is computed as

$$
\begin{align*}
& E\left[\int_{S_{q+r}} \hat{Z}_{\mathbf{u}} N\left(d u_{I_{1}}\right) \cdots N\left(d u_{I_{q}}\right) \tilde{N}\left(d u_{J}\right)\right] \\
& =E\left[\int_{S_{q+r}} \tilde{D}_{u_{J}} \hat{Z}_{\mathbf{u}} \circ \varepsilon_{u_{I_{1}}}^{+} \cdots \circ \varepsilon_{u_{I_{q}}}^{+} \hat{N}\left(d u_{I_{1}}\right) \cdots \hat{N}\left(d u_{I_{q}}\right) \hat{N}\left(d u_{J}\right)\right] . \tag{3.10}
\end{align*}
$$

See Lemma 2.3 in Section 2.1.
Now, set $\hat{W}_{u}=\frac{Z_{u} \circ \varepsilon_{u}^{-}}{\gamma(u)}$ and $\hat{W}_{\mathbf{u}}=\hat{W}_{u_{1}} \cdots \hat{W}_{u_{p}}$. On the domain $S^{q+r}$, the inequality

$$
\begin{aligned}
\left|\tilde{D}_{\mathbf{u}_{J}} \hat{Z}_{\mathbf{u}}\right| & =\gamma\left(u_{1}\right) \cdots \gamma\left(u_{p}\right)\left|\tilde{D}_{\mathbf{u}_{J}} \hat{W}_{\mathbf{u}}\right| \\
& \leq \rho^{p-2 q-r} \gamma\left(u_{I_{1}}\right)^{2} \cdots \gamma\left(u_{I_{q}}\right)^{2} \gamma\left(\mathbf{u}_{J}\right)^{2} \frac{\left|\tilde{D}_{\mathbf{u}_{J}} \hat{W}_{\mathbf{u}}\right|}{\gamma\left(\mathbf{u}_{J}\right)}
\end{aligned}
$$

holds if $|\mathbf{u}| \leq \rho$. Therefore, (3.10) is dominated by

$$
\begin{equation*}
c_{1} \rho^{p-2 q-r} E\left[\int_{S_{q+r}} \frac{\left|\tilde{D}_{\mathbf{u}_{\mathbf{J}}} \hat{W}_{\mathbf{u}} \circ \varepsilon_{\mathbf{v}}^{+}\right|}{\gamma\left(\mathbf{u}_{J}\right)} \hat{M}\left(d u_{I_{1}}\right) \cdots \hat{M}\left(d u_{I_{q}}\right) \hat{M}\left(d \mathbf{u}_{J}\right)\right], \tag{3.11}
\end{equation*}
$$

where $c_{1}=\varphi(1)^{q+r}$ and $\mathbf{v}=\left\{u_{I_{1}}, \ldots, u_{I_{q}}\right\}$. We shall estimate $\frac{\left|\tilde{D}_{u_{u}} \hat{W}_{\mathbf{u}} \varepsilon_{v}^{+}\right|}{\gamma\left(\mathbf{u}_{J}\right)}$.
On $S^{q+r}$, $\hat{W}_{\mathbf{u}}$ is written as $\hat{W}_{\mathbf{u}}=\left(\prod_{i=1}^{q} \hat{W}_{\mathbf{u}_{I_{i}}}\right)\left(\prod_{i \in J} \hat{W}_{u_{i}}\right)$, where $\hat{W}_{\mathbf{u}_{I_{i}}}=\left(\hat{W}_{u_{I_{i}}}\right)^{\left|I_{i}\right|}$. Note the formulas

$$
\begin{aligned}
\tilde{D}(X Y) & =(\tilde{D} X) Y+X(\tilde{D} Y)+(\tilde{D} X)(\tilde{D} Y), \\
X \circ \varepsilon_{u}^{+} & =\tilde{D}_{u} X+X, \\
X \circ \varepsilon_{u_{1}}^{+} \circ \varepsilon_{u_{2}}^{+} & =\tilde{D}_{u_{1}} \tilde{D}_{u_{2}} X+\tilde{D}_{u_{1}} X+\tilde{D}_{u_{2}} X+X
\end{aligned}
$$

and

$$
\begin{aligned}
\tilde{D}_{u_{1}}(X Y) \circ \varepsilon_{u_{2}}^{+}= & \tilde{D}_{u_{2}} \tilde{D}_{u_{1}}(X Y)+\tilde{D}_{u_{1}}(X Y) \\
= & \tilde{D}_{u_{2}}\left(\tilde{D}_{u_{1}} X Y+X \tilde{D}_{u_{1}} Y+\tilde{D}_{u_{1}} X \tilde{D}_{u_{1}} Y\right) \\
& +\tilde{D}_{u_{1}} X Y+X \tilde{D}_{u_{1}} Y+\tilde{D}_{u_{1}} X \tilde{D}_{u_{1}} Y \\
= & \left(\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} X\right) Y+\tilde{D}_{u_{1}} X \tilde{D}_{u_{2}} Y+\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} X \tilde{D}_{u_{2}} Y+\left(\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} Y\right) X \\
& +\tilde{D}_{u_{1}} Y \tilde{D}_{u_{2}} X+\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} Y \tilde{D}_{u_{2}} X \\
& +\left(\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} X\right) \tilde{D}_{u_{1}} Y+\left(\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} Y\right) \tilde{D}_{u_{1}} X \\
& +\left(\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} X\right)\left(\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} Y\right)+\left(\tilde{D}_{u_{1}} X\right) Y+X \tilde{D}_{u_{1}} Y+\tilde{D}_{u_{1}} X \tilde{D}_{u_{1}} Y .
\end{aligned}
$$

Then, $\left|\tilde{D}_{\mathbf{u}_{J}} \hat{W}_{\mathbf{u}} \circ \varepsilon_{\mathbf{v}}^{+}\right|$is dominated by the sum of terms

$$
\left|\tilde{D}_{\mathbf{v}_{l}} \tilde{D}_{\mathbf{u}_{j}} \hat{W}_{\mathbf{u}}\right|
$$

for which $\mathbf{v}_{l} \subset \mathbf{v}$. Each of these terms is dominated by the sums of $\prod_{i=1}^{p}\left|\tilde{D}_{\mathbf{v}_{l, i}}^{l_{i}} \tilde{D}_{\mathbf{u}_{k, i}}^{k_{i}} \hat{W}_{u_{i}}\right|$, where $\mathbf{u}_{k, i} \subset \mathbf{u}_{J}$, and $\mathbf{v}_{l, i} \subset \mathbf{v}$, and the summation (denoted by $\sum^{*}$ ) is taken for all nonnegative integers $k_{i}, l_{i}$ satisfying $k_{i} \leq r, l_{i} \leq q$ and $k_{1}+\cdots+k_{p} \geq r$ and $l_{1}+\cdots+l_{p} \geq q$. Furthermore, we have the inequality $\gamma\left(\mathbf{u}_{J}\right) \geq \prod_{i=1}^{p} \gamma\left(\mathbf{u}_{k, i}\right) \gamma\left(\mathbf{v}_{l, i}\right)$ for $\left|\mathbf{u}_{k, i}\right| \leq 1,\left|\mathbf{v}_{l, i}\right| \leq 1$. Therefore, we have

$$
\begin{equation*}
\frac{\left|\tilde{D}_{\mathbf{u}_{l}} \hat{W}_{\mathbf{u}} \circ \varepsilon_{\mathbf{v}}^{+}\right|}{\gamma\left(\mathbf{u}_{J}\right)} \leq \sum^{*} \prod_{i=1}^{p}\left|\frac{\tilde{D}_{\mathbf{l}, i} l_{i}}{l_{i}} \tilde{D}_{\mathbf{u}_{k, i}}^{k_{i}} \hat{W}_{u_{i}}\right| . \tag{3.12}
\end{equation*}
$$

Then, (3.11) is dominated by the sum of the terms

$$
\begin{align*}
& c_{1} \rho^{p-2 q-r} E\left[\int_{S_{q+r}}\left(\prod_{i=1}^{p}\left|\frac{\tilde{D}_{\mathbf{v}_{l, i}}^{l_{i}} \tilde{D}_{\mathbf{u}_{k, i}}^{k_{i}} \hat{W}_{u_{i}}}{\gamma\left(\mathbf{v}_{l, i}\right) \gamma\left(\mathbf{u}_{k, i}\right)}\right|\right) \hat{M}\left(d u_{I_{1}}\right) \cdots \hat{M}\left(d u_{I_{q}}\right) \hat{M}\left(d \mathbf{u}_{J}\right)\right] \\
& \leq c_{2} \rho^{p-2 q-r} \varphi(\rho)^{\frac{q+r}{s^{r}}} \\
& \quad \times E\left[\int_{S_{q+r}}\left(\prod_{i=1}^{p}\left|\frac{\tilde{D}_{\mathbf{v}_{l, i}}^{l_{i}} \tilde{D}_{\mathbf{u}_{k, i}}^{k_{i}} \hat{W}_{u_{i}}}{\gamma\left(\mathbf{v}_{l, i}\right) \gamma\left(\mathbf{u}_{k, i}\right)}\right|\right)^{s} \hat{M}\left(d u_{I_{1}}\right) \cdots \hat{M}\left(d u_{I_{q}}\right) \hat{M}\left(d \mathbf{u}_{J}\right)\right]^{1 / s}, \tag{3.13}
\end{align*}
$$

where $c_{2}=c_{1} \varphi(1)^{-\frac{q+r}{s}}$. Here, we applied Hölder's inequality with respect to $s, s^{\prime}>1$ where $\frac{1}{s}+\frac{1}{s^{\prime}}=1$. Since $\varphi(\rho) \geq c \rho^{\alpha}$ holds for $0<\rho \leq 1$, we have the inequality

$$
\begin{aligned}
\rho^{p-2 q-r} \varphi(\rho)^{\frac{q+r}{s^{\prime}}} & \leq \rho^{\alpha(p / 2-q-r / 2)} \varphi(\rho)^{(q+r) / s^{\prime}} \\
& \leq c \varphi(\rho)^{p / 2-q-r / 2+(q+r) / s^{\prime}} \leq c \varphi(\rho)^{\frac{p}{2}(1-1 / s)}
\end{aligned}
$$

The last inequality follows since $\frac{p}{2}-q-\frac{r}{2}+\frac{q+r}{s^{\prime}}=\frac{p}{2}-\frac{q}{s}+r\left(\frac{1}{2}-\frac{1}{s}\right) \geq \frac{p}{2}-\frac{p}{2 s}$ for any $q \leq p / 2$ and $s \geq 2$. Therefore, (3.13) is dominated by the sum of

$$
c_{3} \varphi(\rho)^{\frac{p}{2}(1-1 / s)} \prod_{i=1}^{p} E\left[\int_{A(\rho)^{l_{i}+k_{i}+1}}\left|\frac{\tilde{D}_{\mathbf{v}_{l, i}}^{l_{i}} \tilde{D}_{\mathbf{u}_{k, i}}^{k_{i}} \hat{W}_{u_{i}}}{\gamma\left(\mathbf{v}_{l, i}\right) \gamma\left(\mathbf{u}_{k, i}\right)}\right|^{p s} \bar{M}\left(d \mathbf{v}_{l, i}, d \mathbf{u}_{k, i} ; d u_{i}\right)\right]^{1 / p s}
$$

Since $l_{i}+k_{i} \leq p$ and since $\frac{\tilde{D}_{\mathbf{u}} Z_{u}}{\gamma(\mathbf{u}) \gamma(u)}=\frac{\tilde{D}_{\mathbf{u}} \hat{W}_{u}}{\gamma(\mathbf{u})}$ a.s., the above is dominate by

$$
c_{4} \varphi(\rho)^{\frac{p}{2}(1-1 / s)}\left(\left\|Z X_{\rho}\right\|_{p, 0, p s}\right)^{p} .
$$

We have thus shown the inequality (3.7) in the case $k=0$.
Step 2 Next, consider the case $k=1$. Note the commutation relation of $\tilde{\delta}$ and $\tilde{D}$ :

$$
\tilde{D} \tilde{\delta}\left(Z \chi_{\rho}\right)=\tilde{\delta}\left(\tilde{D} Z \chi_{\rho}\right)+Z \chi_{\rho} .
$$

(The commutation relation is explained simply by using the chaos decomposition. See [190] Proposition 4.1.4.) Then, we get

$$
\begin{aligned}
& E\left[\int_{U}\left|\frac{\tilde{D}_{u} \tilde{\delta}\left(Z \chi_{\rho}\right)}{\gamma(u)}\right|^{p} \hat{M}(d u)\right] \\
& \leq 2^{p}\left\{\int_{U} E\left[\left|\tilde{\delta}\left(\frac{\tilde{D}_{u} Z \chi_{\rho}}{\gamma(u)}\right)\right|^{p}\right] \hat{M}(d u)+E\left[\int_{U}\left|\frac{Z_{u} \chi_{\rho}}{\gamma(u)}\right|^{p} \hat{M}(d u)\right]\right\} .
\end{aligned}
$$

We can compute the integrand $E\left[\left|\tilde{\delta}\left(\frac{\tilde{D}_{u} Z \chi_{\rho}}{\gamma(u)}\right)\right|^{p}\right]$ similarly as before. Then, the first term on the right-hand side is dominated by the sums of the terms

$$
\begin{aligned}
& c \varphi(\rho)^{\frac{p+1}{2}(1-1 / s)} \prod_{i=1}^{p} E\left[\int_{S^{q++\times A(\rho)}}\left|\frac{\tilde{D}_{\mathbf{v}_{l, i}}^{l_{i}} \tilde{D}_{\mathbf{u}_{k, i}}^{k_{i}}\left(\frac{\tilde{D}_{u} Z_{u_{i}}}{\gamma\left(u_{i}\right) \gamma(u)}\right)}{\gamma\left(\mathbf{v}_{l, i}\right) \gamma\left(\mathbf{u}_{k, i}\right)}\right|^{(p+1) s}\right. \\
& \left.\times \bar{M}\left(d u_{I_{1}}, \cdots, d u_{I_{q}}, d \mathbf{u}_{j} ; d u\right)\right]^{1 /(p+1) s} \\
& \leq c^{\prime} \varphi(\rho)^{\frac{p+1}{2}(1-1 / s)}\left(\left\|Z \chi_{\rho}\right\|_{p+1,0,(p+1) s}^{\sim}\right)^{p} .
\end{aligned}
$$

The second term is dominated by $\varphi(\rho)^{1 / s^{\prime}}\left(\left\|Z \chi_{\rho}\right\|_{0,0, p s}\right)^{p} \leq\left(\varphi(\rho)^{1 / 2-1 / 2 s}\left\|Z \chi_{\rho}\right\|_{0,0, p s}\right)^{p}$. Therefore, the inequality (3.7) holds in the case $k=1$.
Step 3 Next, consider the case $k=2$. Again, by the commutation relation, we have

$$
\begin{aligned}
\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} \tilde{\delta}\left(Z \chi_{\rho}\right) & =\tilde{D}_{u_{2}}\left(\tilde{D}_{u_{1}}\left(\tilde{\delta} Z \chi_{\rho}\right)\right)=\tilde{D}_{u_{2}}\left(\tilde{\delta}\left(\tilde{D}_{u_{1}} Z \chi_{\rho}\right)+\tilde{D}_{u_{1}} Z_{u_{1}} \chi_{\rho}\right) \\
& =\tilde{\delta}\left(\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} Z \chi_{\rho}\right)+\tilde{D}_{u_{1}} Z_{u_{2}} \chi_{\rho}+\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} Z_{u_{1}} \chi_{\rho} .
\end{aligned}
$$

Therefore, the calculation is obtained as a combination of the above cases.
Repeating this argument, we get (3.7) for any $k$. The proof is complete.
Remark 3.3. The norms $|F|_{k, 0, p},\|V\|_{k, 0, p}^{\sim}$ above on the Poisson space are not unique candidates. We can also consider a BMO-type norm

$$
\left\lvert\,\|F\|_{k, 0, p}=\left(|F|_{0,0, p}^{p}+\frac{1}{k} \sum_{k^{\prime}=1}^{k} E\left[\int_{A(1)^{k^{\prime}}}\left|\tilde{D}_{\mathbf{u}}^{k^{\prime}} F\right|^{p} \hat{M}(d \mathbf{u})\right]\right)^{1 / p}\right.,
$$

which is more weak than $|F|_{k, 0, p}$. For a random field $V=V_{u}$, we can take

$$
\left\|\|V\|_{k, 0, p}^{\sim}=\left(\int_{A(1)} \frac{\| \| V_{u}\| \|_{k, 0, p}^{p}}{\gamma(u)^{p}} \hat{M}(d u)\right)^{1 / p}\right.
$$

Under these settings, we have another expression for Theorem 3.4.

### 3.3.3 The Wiener-Poisson space

We set ( $\Omega, \mathcal{F}$ ) to be the product measure space (i.e. $\Omega=\Omega_{1} \times \Omega_{2}, \mathcal{F}=\mathcal{F}_{1} \otimes \mathcal{F}_{2}$ ), and denote $\omega=\left(\omega_{1}, \omega_{2}\right) \in \Omega$. We consider the product probability measure $P=P_{1} \otimes P_{2}$ on $(\Omega, \mathcal{F})$. The completion of $\mathcal{F}$ with respect to $P$ is denoted by $\overline{\mathcal{F}}$. Sub $\sigma$-fields $\mathcal{F}_{1} \otimes\left\{\emptyset, \Omega_{2}\right\}$ and $\left\{\emptyset, \Omega_{1}\right\} \otimes \mathcal{F}_{2}$ are identified with $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$, respectively. The space $(\Omega, \mathcal{F}, P)$ is called the Wiener-Poisson space. We write $W(t)(\omega)=W(t)\left(\omega_{1}\right)=\omega_{1}(t), N(d t d z)(\omega)=$ $N(d t d z)\left(\omega_{2}\right)=\omega_{2}(d t d z)$.

We define $\mathbf{K}:=\mathbf{K}_{1} \oplus \mathbf{K}_{2}$. Then, $\mathbf{K}$ is a Hilbert space with the inner product

$$
\left(h_{1}, h_{2}\right)=\left(f_{1}, f_{2}\right)_{\mathbf{K}_{1}}+\left(g_{1}, g_{2}\right)_{\mathbf{K}_{2}}
$$

where $h_{i}=f_{i} \oplus g_{i} \in \mathbf{K}$. We regard the operators $D_{t}$ and $\tilde{D}_{u}$ as $D_{t} \oplus i d$ and $i d \oplus \tilde{D}_{u}$, respectively. Notice that the operators $\varepsilon_{u}^{ \pm}$are also extended to $\Omega$ by setting $\varepsilon_{u}^{ \pm}\left(\omega_{1}, \omega_{2}\right)=$ ( $\omega_{1}, \varepsilon_{u}^{ \pm} \omega_{2}$ ). Let us introduce the operator $\mathcal{D}_{(t, u)}$ as

$$
\mathcal{D}_{(t, u)}:=D_{t} \oplus \tilde{D}_{u}: L^{2}(\Omega) \rightarrow L^{2}(\Omega ; \mathbf{K}) ;
$$

for $X=\sum_{i=1}^{k} X_{1}^{(i)} X_{2}^{(i)} \in \mathcal{P}=\mathcal{P}_{1} \otimes \mathcal{P}_{2}$ where $X_{1}^{(i)} \in L^{2}\left(\Omega_{1}\right)$ and $X_{2}^{(i)} \in L^{2}\left(\Omega_{2}\right)$, we have

$$
\mathcal{D}_{(t, u)} X=\sum_{i=k}\left(D_{t} X_{1}^{(i)} X_{2}^{(i)} \oplus X_{1}^{(i)} \tilde{D}_{u} X_{2}^{(i)}\right)
$$

if $X_{1}^{(i)}$ and $X_{2}^{(i)}$ are in the domain of $D$ and of $\tilde{D}$, respectively. The operator $\mathcal{D}_{(t, u)}$ is a closed and unbounded operator.

For $\mathbf{t}=\left(t_{1}, \ldots, t_{k}\right), \mathbf{u}=\left(u_{1}, \ldots, u_{k}\right)$, let

$$
\mathcal{D}_{(\mathbf{t}, \mathbf{u})}=\mathcal{D}_{\left(t_{k}, u_{k}\right)} \cdots \mathcal{D}_{\left(t_{2}, u_{2}\right)} \mathcal{D}_{\left(t_{1}, u_{1}\right)},
$$

where each component on the right-hand side is given by the above.
Let $\mathcal{P}=\mathcal{P}_{1} \otimes \mathcal{P}_{2}$. The spaces $\mathcal{P}_{1}, \mathcal{P}_{2}$ identify with $\mathcal{P}_{1} \otimes 1,1 \otimes \mathcal{P}_{2}$, respectively. For $p \geq 2$,

$$
\mathbf{D}_{k, l, p}=\overline{\mathcal{P}}|\cdot|_{k, l, p},
$$

where

$$
|F|_{k, l, p}:=\left(|F|_{0, l, p}^{p}+\sum_{k^{\prime}=1}^{k} \sum_{l^{\prime}=0}^{l} E\left[\int_{A(1)^{k^{\prime}}}\left(\int_{\mathbf{T}^{\prime \prime}}\left|\frac{D_{\mathbf{t}}^{l^{\prime}} \tilde{D}_{\mathbf{u}}^{k^{\prime}} F}{\gamma(\mathbf{u})}\right|^{2} d \mathbf{t}\right)^{p / 2} \hat{M}(d \mathbf{u})\right]\right)^{1 / p} .
$$

The operator $\mathcal{D}_{(t, u)}$ is continuously extended to $\mathbf{D}_{k, l, p}$. Let

$$
\mathbf{D}_{\infty}=\cap_{k, l=0}^{\infty} \cap_{p \geq 2} \mathbf{D}_{k, l, p} .
$$

We regard the operators $\delta$ and $\tilde{\delta}$ as $\delta \otimes i d$ and $i d \otimes \tilde{\delta}$. We regard the spaces $\operatorname{Dom}(\delta)$ and $\operatorname{Dom}(\tilde{\delta})$ as $\operatorname{Dom}(\delta) \otimes L^{2}\left(\Omega_{2}\right)$ and $L^{2}\left(\Omega_{1}\right) \otimes \operatorname{Dom}(\tilde{\delta})$, respectively. We define the operator $\bar{\delta}$ by

$$
\bar{\delta}=\delta \oplus \tilde{\delta} .
$$

Then, duality equalities (1.35) and (1.11) yield:

Proposition 3.3. For $Z=U_{t} \oplus V_{u} \in L^{2}(\Omega ; \mathbf{K})$ such that $V_{(t, 0)}=0$, suppose that $U_{t} \in$ $\operatorname{Dom}(\delta)$ and $V_{u} \in \operatorname{Dom}(\tilde{\delta})$. Then, for any $H \in \mathbf{D}_{1,1,2}$, we have

$$
\begin{equation*}
E[H \bar{\delta}(Z)]=E\left[\int D_{t} H U_{t} d t+\int \tilde{D}_{u} H V_{u} \hat{N}(d u)\right] . \tag{3.14}
\end{equation*}
$$

We introduce norms $\left\|\left\|_{k, l, p},\right\|\right\|_{k}^{\sim}, l, p$. For $U_{t} \in L^{2}\left(\Omega ; \mathbf{K}_{1}\right)$, we define $\|U\|_{k, l, p}$ to be

$$
\begin{equation*}
\|U\|_{k, l, p}:=\left(\|U\|_{0, l, p}^{p}+\sum_{k^{\prime}=1}^{k} \sum_{l^{\prime}=0}^{l} E\left[\int_{A(1)^{k^{\prime}}}\left(\int_{\mathbf{T}^{\prime \prime}+1}\left|\frac{D_{\mathbf{t}}^{l^{\prime}} \tilde{D}_{\mathbf{u}}^{k^{\prime}} U_{t}}{\gamma(\mathbf{u})}\right|^{2} d \mathbf{t}\right)^{p / 2} \hat{M}(d \mathbf{u})\right]\right)^{1 / p} \tag{3.15}
\end{equation*}
$$

For $V_{u} \in L^{2}\left(\Omega ; \mathbf{K}_{2}\right)$ such that $V_{(t, 0)}=0$, we define $\|V\|_{\tilde{k}, l, p}$ to be

$$
\begin{equation*}
\|V\|_{0, l, p}^{\sim}=\sum_{l^{\prime}=0}^{l} E\left[\int_{A(1)}\left[\int\left|\frac{D_{\mathbf{t}}^{l^{\prime}} V_{u}}{\gamma(u)}\right|^{2} d \mathbf{t}\right]^{\frac{p}{2}} \hat{M}(d u)\right]^{1 / p} \tag{3.16}
\end{equation*}
$$

in case $k=0$, and for $k \geq 1$,

$$
\begin{aligned}
& \|V\|_{k, l, p}^{\sim} \\
& \quad=\left\{\|V\|_{0,0, p}^{\sim p}+\sum_{k^{\prime}=1}^{k} \sum_{l^{\prime}=0}^{l} E\left[\int_{A(1)^{k^{\prime}} \times A(1)}\left[\int\left|\frac{D_{\mathbf{t}}^{l^{\prime}} \tilde{D}_{\mathbf{u}}^{k^{\prime}} V_{\mathbf{u}}}{\gamma(\mathbf{u}) \gamma(\mathrm{u})}\right|^{2} d \mathbf{t}\right]^{\frac{p}{2}} \bar{M}(d \mathbf{u} ; d \mathbf{u})\right]\right\}^{1 / p} .
\end{aligned}
$$

For $Z=U_{t} \oplus V_{u}$, we define the norm $\|Z\|_{k, l, p}$ to be

$$
\|Z\|_{k, l, p}:=\left(\|U\|_{k, l, p}^{2}+\|V\|_{k, l, p}^{\sim}\right)^{\frac{1}{2}}
$$

For $n \geq 0, p \geq 2$,

$$
\begin{aligned}
& \mathbf{D}_{k, l, p}^{\sim}(1)=\left\{U_{t} \in L^{2}\left(\Omega ; \mathbf{K}_{1}\right) ;\|U\|_{k, l, p}<+\infty\right\}, \\
& \mathbf{D}_{k, l, p}^{\sim}(2)=\left\{V_{u} \in L^{2}\left(\Omega ; \mathbf{K}_{2}\right) ; V_{(t, 0)}=0,\|V\|_{k, l, p}^{\sim}<+\infty\right\}, \\
& \mathbf{D}_{k, l, p}^{\sim}=\mathbf{D}_{k, l, p}^{\sim}(1) \oplus \mathbf{D}_{k, l, p}^{\sim}(2),
\end{aligned}
$$

and

$$
\mathbf{D}_{\infty}^{\sim}=\cap_{k, l=0}^{\infty} \cap_{p \geq 2} \mathbf{D}_{k, l, p}^{\sim}
$$

The next lemma verifies the continuity property of adjoint operators.
Lemma 3.4. Let $k$, $l$ be nonnegative integers and let $p \geq 2$ be an even number.
(i) Suppose that $U=\left\{U_{t}\right\} \in \mathbf{D}_{k . l, p}^{\sim}$. 1 . Then, there exists a positive constant $c=c(k, l, p)$ such that

$$
\begin{equation*}
|\delta(U)|_{k, l, p} \leq c\|U\|_{k, l+1, p} . \tag{3.17}
\end{equation*}
$$

(ii) Suppose that $V=\left\{V_{u}\right\} \in \mathbf{D}_{k . l, p}^{\sim}$. . Then, there exists a positive constant $c=c(k, l, p)$ such that for any $s \geq 2$ and $0<\rho<1$, the inequality

$$
\begin{equation*}
\left|\tilde{\delta}\left(V \chi_{\rho}\right)\right|_{k, l, p} \leq c \varphi(\rho)^{\frac{1}{2}-\frac{1}{2 s}}\left\|V \chi_{\rho}\right\|_{k+p, l,(k+p) s} . \tag{3.18}
\end{equation*}
$$

Proof for (i). If $Z_{t}=G \tilde{Z}_{t}$, where $G$ is $\mathcal{F}_{2}$-measurable and $\tilde{Z}_{t}$ is $\mathcal{F}_{1}$-measurable. Then Meyer's type inequality implies

$$
\begin{equation*}
|\delta(G \tilde{Z})|_{0, l-1, p}^{p} \leq c^{p}\|G \tilde{Z}\|_{0, l, p}^{p}, \quad \text { a.s. } \omega_{2}\left(P_{2}\right) . \tag{3.19}
\end{equation*}
$$

Taking the expectation with respect to $P_{2}$, we obtain the same inequality for $Z=G \tilde{Z}$. Observe that any $\left\{Z_{t}\right\}$ can be approximated by a sequence $\left\{Z_{t}^{n}\right\}$ which are written as linear sums of $G \hat{Z}_{t}$ mentioned above. Then the inequality holds for any $\mathcal{F}$-measurable process $Z_{t}$. Note that $\tilde{D}$ and $\delta$ are commutative. Repeating this argument to $\left\{\tilde{D}^{k} Z\right\}$, we can show that there exists a positive constant $c$ such that

$$
\begin{equation*}
|\delta(Z)|_{k, l, p} \leq c\|Z\|_{k, l+1, p}, \tag{3.20}
\end{equation*}
$$

holds.
Proof for (ii). In view of Theorem 3.4, the assertion for the case $l \geq 1$ for each $k$ remains to be shown.
Step 1 First, suppose $k=0$ and $l=1$. Since $D$ and $\tilde{\delta}$ are commutative, we have $D_{t} \tilde{\delta}(Z)=$ $\tilde{\delta}\left(D_{t} Z\right)$. Therefore, we have

$$
\begin{equation*}
E\left[\left(\int_{\mathbf{T}}\left|D_{t} \tilde{\delta}(Z)\right|^{2} d t\right)^{p / 2}\right]=\int \cdots \int_{\mathbf{T} p / 2} E\left[\tilde{\delta}\left(D_{t_{1}} Z\right)^{2} \cdots \tilde{\delta}\left(D_{t_{p / 2}} Z\right)^{2}\right] d t_{1} \cdots d t_{p / 2} \tag{3.21}
\end{equation*}
$$

The integrand $\tilde{\delta}\left(D_{t_{1}} Z\right)^{2} \cdots \tilde{\delta}\left(D_{t_{p / 2}} Z\right)^{2}$ can be written similarly as (3.9). Set $D_{t} \hat{W}_{u}=$ $\frac{D_{t} Z_{u}}{\gamma(u)} \circ \varepsilon_{u}^{-}$. Then, $E\left[\tilde{\delta}\left(D_{t_{1}} Z\right)^{2} \cdots \tilde{\delta}\left(D_{t_{p / 2}} Z\right)^{2}\right]$ is dominated by sums of the following terms:

$$
\begin{align*}
& c_{1} \rho^{p-2 q-r} \int_{S^{q+r}} E\left[\prod_{i=1}^{p / 2}\left|\frac{\tilde{D}_{\mathbf{v}_{l, i}}^{l_{i}} \tilde{D}_{\mathbf{u}_{k, i}}^{k_{i}} D_{t_{i}} \hat{W}_{u_{2 i-1}}}{\gamma\left(\mathbf{v}_{l, i}\right) \gamma\left(\mathbf{u}_{k, i}\right)}\right|\right. \\
&\left.\times\left|\frac{\tilde{D}_{\mathbf{v}_{l, i}}^{l_{i}^{\prime}} \tilde{D}_{\mathbf{u}_{k, i}^{\prime}}^{k_{i}^{\prime}} D_{t_{i}} \hat{W}_{u_{2 i}}}{\gamma\left(\mathbf{v}_{l, i}^{\prime}\right) \gamma\left(\mathbf{u}_{k, i}^{\prime}\right)}\right|\right] \hat{M}\left(d u_{I_{1}}\right) \cdots \hat{M}\left(d u_{I_{q}}\right) \hat{M}\left(d \mathbf{u}_{J}\right), \tag{3.22}
\end{align*}
$$

where $\mathbf{v}_{l, i}, \mathbf{v}_{l, i}^{\prime} \subset \mathbf{v}$ and $\mathbf{u}_{k, i}, \mathbf{u}_{k, i}^{\prime} \subset \mathbf{u}_{J .}$. Integrate the above by $d t_{1} \cdots d t_{p / 2}$ over $\mathbf{T}^{p / 2}$, and use Fubini's theorem and then the Schwarz inequality. Then, it is dominated by

$$
\begin{aligned}
& c_{1}^{\prime} \rho^{p-2 q-r} \int_{S_{q+r}} E\left[\prod_{i=1}^{p / 2}\left(\int_{\mathbf{T}}\left|\frac{\tilde{D}_{\mathbf{v}_{l i}}^{l_{i}} \tilde{D}_{\mathbf{u}_{k, i}}^{k_{i}} D_{t_{i}} \hat{W}_{u_{2 i-1}}}{\gamma\left(\mathbf{v}_{l, i}\right) \gamma\left(\mathbf{u}_{k, i}\right)}\right|^{2} d t_{i}\right)^{1 / 2}\right. \\
& \left.\quad \times\left(\int_{\mathbf{T}}\left|\frac{\tilde{D}_{\mathbf{v}_{l i,}^{\prime}}^{l_{i}^{\prime}} \tilde{D}_{\mathbf{u}_{k, i}^{\prime}}^{k_{i}^{\prime}} D_{t_{i}} \hat{W}_{u_{2 i}}}{\gamma\left(\mathbf{v}_{l, i}^{\prime}\right) \gamma\left(\mathbf{u}_{k, i}^{\prime}\right)}\right|^{2} d t_{i}\right)^{1 / 2}\right] \hat{M}\left(d u_{I_{1}}\right) \cdots \hat{M}\left(d u_{I_{q}}\right) \hat{M}\left(d \mathbf{u}_{J}\right)
\end{aligned}
$$

$$
\begin{align*}
& \leq c_{2}^{\prime} \varphi(\rho)^{p / 2(1-1 / s)} \prod_{i=1}^{p / 2}\left(\int_{S_{q+r}} E\left[\left(\int_{\mathbf{T}}\left|\frac{\tilde{D}_{\mathbf{v}_{l, i}}^{l_{i}} \tilde{D}_{\mathbf{u}_{k, i}}^{k_{i}} D_{t_{i}} \hat{W}_{u_{2 i-1}}}{\gamma\left(\mathbf{v}_{l, i}\right) \gamma\left(\mathbf{u}_{k, i}\right)}\right|^{2} d t_{i}\right)^{\frac{p s}{2}}\right]\right. \\
&\left.\hat{M}\left(d u_{I_{1}}\right) \cdots \hat{M}\left(d u_{I_{q}}\right) \hat{M}\left(d \mathbf{u}_{J}\right)\right)^{\frac{1}{p s}} \\
& \times\left(\int _ { S _ { q + r } } E \left[\left(\iint_{\mathbf{T}}\left|\frac{\tilde{D}_{\mathbf{v}_{l, i}^{\prime}}^{\prime}}{\gamma\left(\tilde{\mathbf{v}}_{l, i}^{\prime}\right)} \tilde{\mathbf{u}}_{k, i}^{k_{i}^{\prime}} D_{t_{i}}^{\prime} \hat{W}_{u_{2 i}}\right|_{\mathbf{u}_{k, i}}^{\prime}\right)\right.\right. \\
&\left.\left.\left.\left.\right|^{2} d t_{i}\right)^{p s / 2}\right] \hat{M}\left(d u_{I_{1}}\right) \cdots \hat{M}\left(d u_{I_{q}}\right) \hat{M}\left(d \mathbf{u}_{J}\right)\right)^{1 / p s}  \tag{3.23}\\
& \leq c_{3}^{\prime}\left(\varphi(\rho)^{1 / 2-1 / 2 s}\left\|Z \chi_{\rho}\right\|_{p, 1, p s}^{\sim}\right)^{p} .
\end{align*}
$$

Therefore, the inequality (3.18) holds for $k=0$ and $l=1$.
Step 2 Next, for the case $k=1, l=1$. Using $D_{t} \tilde{\delta}(Z)=\tilde{\delta}\left(D_{t} Z\right), \tilde{D} \tilde{\delta}\left(Z \chi_{\rho}\right)=\tilde{\delta}\left(\tilde{D} Z \chi_{\rho}\right)+Z \chi_{\rho}$, we can write

$$
\begin{equation*}
D_{t} \tilde{D} \tilde{\delta}\left(Z \chi_{\rho}\right)=D_{t}\left(\tilde{\delta}\left(\tilde{D} Z \chi_{\rho}\right)+Z \chi_{\rho}\right)=\tilde{\delta}\left(D_{t} \tilde{D} Z \chi_{\rho}\right)+D_{t} Z \chi_{\rho} . \tag{3.24}
\end{equation*}
$$

Hence,

$$
\int_{\mathbf{T}}\left|\frac{D_{t} \tilde{D}_{u} \tilde{\delta}\left(Z_{\chi_{\rho}}\right)}{\gamma(u)}\right|^{2} d t \leq 4\left(\int_{\mathbf{T}}\left|\tilde{\delta}\left(\frac{D_{t} \tilde{D}_{u} Z_{u} \chi_{\rho}}{\gamma(u)}\right)\right|^{2} d t+\int_{\mathbf{T}}\left|\frac{D_{t} Z_{u} \chi_{\rho}}{\gamma(u)}\right|^{2}\right) .
$$

In order to estimate the term

$$
E\left[\int_{A(\rho)}\left(\int_{\mathbf{T}}\left|\tilde{\delta}\left(\frac{D_{t} \tilde{D}_{u} Z_{u} \chi_{\rho}}{\gamma(u)}\right)\right|^{2} d t\right)^{p / 2} \hat{M}(d u)\right]
$$

we prepare the following.
We choose a permutation $\sigma$ of $\{1, \ldots, p\}$ and fix it, and write $\left(u_{\sigma(1)}, \ldots, u_{\sigma(p)}\right)$ by ( $u_{1}, \ldots, u_{p}$ ), where $u_{i} \in A(\rho)$. We divide ( $u_{1}, \ldots, u_{p}$ ) into 2 cosets, and denote it by $\left(u_{1,1}, u_{1,2}, u_{2,1}, u_{2,2}, \ldots, u_{p / 2,1}, u_{p / 2,2}\right)$. We put $\Delta_{2}^{(i)}=\left(u_{i, 1}, u_{i, 2}\right), i=1, \ldots, p / 2$ and

$$
\Delta_{2}=\left\{\Delta_{2}^{(1)}, \ldots, \Delta_{2}^{(p / 2)}\right\}
$$

Let $q_{2}$ denotes the number $k$ such that $u_{k, 1}=u_{k, 2}$ in $\Delta_{2}$. Furthermore, let $J_{2}=$ $\left\{u_{1}, \ldots, u_{p}\right\} \backslash \cup_{i}\left\{\Delta_{2}^{(i)} ; u_{i, 1}=u_{i, 2}\right\}$, and $r_{2}=p-2 q_{2}$, coinciding with the cardinal of the set $J_{2}$.

Let

$$
\begin{aligned}
& S_{2}^{q_{2}+r_{2}}=\left\{\left(u_{1}, \ldots, u_{q_{2}+r_{2}}\right) ;\right. \\
& \\
& \text { if } \left.u_{l}=u_{k_{l}, i_{l}} \text { then } u_{k, 1} \neq u_{k, 2} \text { for all } k=k_{l}, l=1, \ldots, q_{2}+r_{2}\right\} .
\end{aligned}
$$

For the first term on the right-hand side of (3.24), we begin by estimating

$$
\begin{equation*}
\int_{A(\rho)}\left(\int_{\mathbf{T}}\left|\frac{\tilde{\delta}\left(D_{t} \tilde{D}_{u^{\prime}} Z \chi_{\rho}\right)}{\gamma\left(u^{\prime}\right)}\right|^{2} d t\right)^{p / 2} \hat{M}\left(d u^{\prime}\right), \tag{3.25}
\end{equation*}
$$

where

$$
\left|\tilde{\delta}\left(D_{t} \tilde{D}_{u^{\prime}} Z \chi_{\rho}\right)\right|^{2}=\tilde{\delta}^{2}\left(D_{t} \tilde{D}_{u^{\prime}} Z \chi_{\rho}\right)=\int_{\Delta_{2}^{(i)}}\left(D_{t} \tilde{D}_{u^{\prime}} Z \chi_{\rho} \hat{)}_{\left(u_{1}, u_{2}\right)} M\left(d u_{1} ; d u_{2}\right)\right.
$$

Here,

$$
\left(D_{t} \tilde{D}_{u^{\prime}} Z \chi_{\rho} \widehat{)}_{\left(u_{1}, u_{2}\right)}=\left(D_{t} \tilde{D}_{u^{\prime}} Z_{u_{1}} \chi_{\rho} \circ \varepsilon_{u_{1}}^{-}\right)\left(D_{t} \tilde{D}_{u^{\prime}} Z_{u_{2}} \chi_{\rho} \circ \varepsilon_{u_{2}}^{-}\right),\right.
$$

and $M\left(d u_{1} ; d u_{2}\right)=\tilde{N}\left(d u_{1}\right) \tilde{N}\left(d u_{2}\right)$ on $\left\{\left(u_{1}, u_{2}\right) ; u_{1} \neq u_{2}\right\}$ and $M\left(d u_{1} ; d u_{2}\right)=N\left(d u_{1}\right)$ on $\left\{\left(u_{1}, u_{2}\right) ; u_{1}=u_{2}\right\}$. Hence, (3.25) is equal to the sum of

$$
\begin{equation*}
\int_{A(\rho)} \Pi_{i=1}^{p / 2}\left(\int_{\mathbf{T}} \int_{\Delta_{2}^{(i)}}\left|\frac{\left(D_{t} \tilde{D}_{u^{\prime}} Z \chi_{\rho} \widehat{)}_{\left(u_{1}, u_{2}\right)}\right.}{\gamma\left(u^{\prime}\right)^{2}}\right| M\left(d u_{1} ; d u_{2}\right) d t\right) \hat{M}\left(d u^{\prime}\right) \tag{3.26}
\end{equation*}
$$

with respect to the choice of $\Delta_{2}$. We shall calculate

$$
\begin{equation*}
E\left[\int_{A(\rho)}\left(\int_{\mathbf{T}} \int_{\Delta_{2}^{(i)}}\left|\frac{\left(D_{t} \tilde{D}_{u^{\prime}} Z \chi_{\rho} \widehat{)}_{\left(u_{1}, u_{2}\right)}\right.}{\gamma\left(u^{\prime}\right)^{2}}\right| M\left(d u_{1} ; d u_{2}\right) d t\right)^{p / 2} \hat{M}\left(d u^{\prime}\right)\right] \tag{3.27}
\end{equation*}
$$

We write $\hat{W}_{u_{i}}=\frac{Z_{u_{i}} \nabla_{u_{u_{i}}}^{-}}{\gamma\left(u_{i}\right)}, i=1,2$. Note that (3.27) can be written as

$$
\begin{aligned}
\int_{\Delta_{2}^{(1)}} E & {\left[\left(\int_{\mathbf{T}} \int_{A(\rho)^{2}}\left|\frac{\left(D_{t_{1}} \tilde{D}_{u^{\prime}} Z \chi_{\rho} \hat{\rho}_{\left(u_{1}^{(1)}, u_{2}^{(1)}\right)}\right.}{\gamma\left(u^{\prime}\right)^{2}}\right| M\left(d u_{1}^{(1)} ; d u_{2}^{(1)}\right) d t_{1}\right) \ldots\right.} \\
& \left.\cdots\left(\int_{\mathbf{T}} \int_{\Delta_{2}^{(p / 2)}}\left|\frac{\left(D_{t_{p / 2}} \tilde{D}_{u^{\prime}} Z \chi_{\rho} \hat{\rho}_{\left(u_{1}^{(p / 2)}, u_{2}^{(p / 2)}\right)}\right.}{\gamma\left(u^{\prime}\right)^{2}}\right| M\left(d u_{1}^{(p / 2)} ; d u_{2}^{(p / 2)}\right) d t_{p / 2}\right)\right] \hat{M}\left(d u^{\prime}\right) .
\end{aligned}
$$

Note that (3.10) holds. In view of (3.22), the above is bounded by

$$
\begin{gather*}
c_{1} \int_{\mathbf{T}^{p / 2}} \int_{S_{2}^{q_{2}+r_{2}} \times A(\rho)} E\left[\prod_{i=1}^{p / 2}\left|\frac{\tilde{D}_{\mathbf{v}_{l, i}}^{l_{i}} \tilde{D}_{\mathbf{u}_{k, i}}^{k_{i}} D_{t_{i}} \tilde{D}_{u^{\prime}} \hat{W}_{u_{2 i-1}}}{\gamma\left(\mathbf{v}_{l, i}\right) \gamma\left(\mathbf{u}_{k, i}\right) \gamma\left(u^{\prime}\right)}\right|\left|\frac{\tilde{D}_{\mathbf{v}_{l, i}^{\prime}}^{l_{i}^{\prime}} \tilde{D}_{\mathbf{u}_{k, i}^{\prime}}^{k_{i}^{\prime}} D_{t_{i}} \tilde{D}_{u^{\prime}} \hat{W}_{u_{2 i}}}{\gamma\left(\mathbf{v}_{l, i}^{\prime}\right) \gamma\left(\mathbf{u}_{k, i}^{\prime}\right) \gamma\left(u^{\prime}\right)}\right|\right] \\
\hat{M}\left(d u_{1}\right) \cdots \hat{M}\left(d u_{q_{2}+r_{2}}\right) \hat{M}\left(d u^{\prime}\right) d t_{1} \cdots d t_{p / 2}, \tag{3.28}
\end{gather*}
$$

where $\mathbf{v}_{l, i}, \mathbf{v}_{l, i}^{\prime} \subset S_{2}^{q_{2}+r_{2}} \backslash J_{2}$ and $\mathbf{u}_{k, i}, \mathbf{u}_{k, i}^{\prime} \subset J_{2}$.

Calculating as above, (3.28) is dominated by

$$
\begin{align*}
c_{1}^{\prime} \rho^{p_{2}-2 q_{2}-r} & \int_{S^{q_{2}+r_{2} \times A(\rho)}} E\left[\prod_{i=1}^{p / 2}\left(\int_{\mathbf{T}}\left|\frac{\tilde{D}_{\mathbf{v}_{l, i}}^{l_{i}} \tilde{D}_{\mathbf{u}_{k, i}}^{k_{i}} D_{t_{i}} \tilde{D}_{u^{\prime}} \hat{W}_{u_{2 i-1}}}{\gamma\left(\mathbf{v}_{l, i}\right) \gamma\left(\mathbf{u}_{k, i}\right) \gamma\left(u^{\prime}\right)}\right|^{2} d t_{i}\right)^{\frac{1}{2}}\right. \\
& \left.\times\left(\int_{\mathbf{T}}\left|\frac{\tilde{D}_{\mathbf{v}_{l, i}^{\prime}}^{l_{i}^{\prime}} \tilde{D}_{\mathbf{u}_{k, i}^{\prime}}^{k_{i}^{\prime}} D_{t_{i}} \tilde{D}_{u^{\prime}} \hat{W}_{u_{2 i}}}{\gamma\left(\mathbf{v}_{l, i}^{\prime}\right) \gamma\left(\mathbf{u}_{k, i}^{\prime}\right) \gamma\left(u^{\prime}\right)}\right|^{2} d t_{i}\right)^{\frac{1}{2}}\right] \bar{M}\left(d u_{1} \cdots d u_{q_{2}+r_{2}} ; d u^{\prime}\right) . \tag{3.29}
\end{align*}
$$

We use Hölder's inequality, and (3.29) is bounded by

$$
c_{1}^{\prime \prime} \varphi(\rho)^{\frac{p}{2}\left(1-\frac{1}{s}\right)} \prod_{i=1}^{p / 2}\left(\left\|Z \chi_{\rho}\right\|_{1+p, 1, p s}^{2}\right)=c_{1}^{\prime \prime}\left(\varphi(\rho)^{\frac{1}{2}-\frac{1}{2 s}}\left\|Z \chi_{\rho}\right\|_{1+p, 1, p s}^{\sim 2}\right)^{p} .
$$

Summing up with respect to the permutations $\sigma$ and divided by ${ }_{p} C_{2}$, we have the upper bound with respect to the first term.

For the second term, we see

$$
\begin{aligned}
& E\left[\int_{A(\rho)}\left(\int_{\mathbf{T}}\left|\frac{D_{t} Z_{u} \chi_{\rho}}{\gamma(u)}\right|^{2} d t\right)^{p / 2} \hat{M}(d u)\right] \\
& \leq \varphi(\rho)^{1 / s^{\prime}}\left(\left\|Z \chi_{\rho}\right\|_{0,1, p s}\right)^{p} \leq\left(\varphi(\rho)^{\frac{1}{2}\left(1-\frac{1}{s}\right)}\left\|Z \chi_{\rho}\right\|_{1,1, p s}^{\sim}\right)^{p}
\end{aligned}
$$

as above.
Step 3 Next, consider the case $k=0, l=2$.
Since $D_{t_{1}} D_{t_{2}} \tilde{\delta}(Z)=\tilde{\delta}\left(D_{t_{1}} D_{t_{2}} Z\right)$,

$$
\begin{array}{r}
E\left[\left(\int_{\mathbf{T}^{2}}\left|D_{t_{1}} D_{t_{2}} \tilde{\delta}\left(Z \chi_{\rho}\right)\right|^{2} d t_{1} d t_{2}\right)^{p / 2}\right] \\
=\int_{\mathbf{T}^{2}} \cdots \int_{\mathbf{T}^{2}} E\left[\tilde{\delta}^{2}\left(D_{t_{1}} D_{t_{2}} Z \chi_{\rho}\right) \cdots \tilde{\delta}^{2}\left(D_{t_{p / 2-1}} D_{t_{p / 2}} Z \chi_{\rho}\right)\right] d t_{1} \cdots d t_{p} . \tag{3.30}
\end{array}
$$

The integrand $\tilde{\delta}^{2}\left(D_{t_{1}} D_{t_{2}} Z \chi_{\rho}\right) \cdots \tilde{\delta}^{2}\left(D_{t_{p / 2-1}} D_{t_{p / 2}} Z \chi_{\rho}\right)$ can be written similarly as (3.9). Then, similarly to the case $k=0, l=1$, (3.30) can be bounded from above by

$$
\begin{aligned}
& c_{3} \rho^{p-2 q-r} \int_{S^{q+r}} E\left[\prod_{i=1}^{p / 2}\left(\int_{\mathbf{T}^{2}}\left|\frac{\tilde{D}_{\mathbf{l}, i}^{l_{i}}}{l_{i}} \tilde{D}_{\mathbf{u}_{k, i}}^{k_{i}} D_{t_{i, 1}} D_{t_{i, 2}} \hat{W}_{u_{2 i-1}}\right|^{2} d t_{i, 1} d t_{i, 2}\right)^{1 / 2}\right. \\
& \left.\left(\int_{\mathbf{T}^{2}}\left|\frac{\tilde{D}_{\mathbf{v}_{l, i}^{\prime}}^{l_{i}^{\prime}} \tilde{D}_{\mathbf{u}_{k, i}^{\prime}}^{k_{i}^{\prime}} D_{t_{i, 1}^{\prime}} D_{t_{i, 2}^{\prime}} \hat{W}_{u_{2 i}}}{\gamma\left(\mathbf{v}_{l, i}^{\prime}\right) \gamma\left(\mathbf{u}_{k, i}^{\prime}\right)}\right|^{2} d t_{i, 1}^{\prime} d t_{i, 2}^{\prime}\right)^{1 / 2}\right] \hat{M}\left(d u_{I_{1}}\right) \cdots \hat{M}\left(d u_{I_{q}}\right) \hat{M}\left(d \mathbf{u}_{J}\right) \\
& \leq c_{3}^{\prime}\left(\varphi(\rho)^{1 / 2-1 / 2 s}\left\|Z \chi_{\rho}\right\|_{p, 2, p s}^{\sim}\right)^{p} .
\end{aligned}
$$

Therefore, we have the assertion for $k=0, l=2$.
Step 4 Next, consider the case $k=1, l=2$. By the commutation relation, we have

$$
D_{t_{2}} D_{t_{1}} \tilde{D} \tilde{\delta}\left(Z \chi_{\rho}\right)=D_{t_{2}} D_{t_{1}}\left(\tilde{\delta}\left(\tilde{D} Z \chi_{\rho}\right)+Z \chi_{\rho}\right)=\tilde{\delta}\left(D_{t_{2}} D_{t_{1}} \tilde{D} Z \chi_{\rho}\right)+D_{t_{2}} D_{t_{1}} Z \chi_{\rho}
$$

Hence, the calculation is similar to the above case.
Step 5 In general, $D_{\mathbf{t}}^{l} \tilde{D}_{\mathbf{u}}^{k} Z \chi_{\rho}$ can be written as a sum of terms of the form

1. $\tilde{\delta}\left(D_{\mathbf{t}}^{l} \tilde{D}_{\mathbf{u}}^{k^{\prime}} Z \chi_{\rho}\right), \quad k^{\prime} \leq k$, and
2. $D_{\mathbf{t}}^{l} \tilde{D}_{\mathbf{u}}^{k^{\prime}} Z_{\chi}, \quad k^{\prime} \leq k$
by using the commutation relation. Terms of the form (2) can be estimated directly by the norm $\|Z\|_{k+p, l,(k+p) s}$. For the term of the form (1),

$$
\int_{\mathbf{T}^{l}}\left|\tilde{\delta}\left(D_{\mathbf{t}}^{l} \tilde{D}_{\mathbf{u}}^{k^{\prime}} Z \chi_{\rho}\right)\right|^{2} d t_{1} \cdots d t_{l}
$$

can be calculated as in Step 2, and taking the expectation in terms of $\tilde{\delta}$, we have the desired estimate. The proof is complete.

End of proof of Lemma 3.4.
From Lemma 3.4, we immediately have
Theorem 3.5. Let $0<\rho<1$. For $U=\left\{U_{t}\right\} \in \mathbf{D}_{\text {k.l,p }}^{\sim}$ (1) , and $V=\left\{V_{u}\right\} \in \mathbf{D}_{\text {k.l, }, \text {, }}^{\sim(2)}$, we set $Z_{\rho}=U \oplus V \chi_{\rho}$. For any $k, l \in \mathbf{N}$, and any even number $p \geq 2$, there exists a positive constant $C=C(k, l, p)$ such that for any $s \geq 2$,

$$
\begin{equation*}
\left|\bar{\delta}\left(Z_{\rho}\right)\right|_{k, l, p} \leq C\left(\|U\|_{k, l+1, p}+\varphi(\rho)^{\frac{1}{2}-\frac{1}{2 s}}\left\|V \chi_{\rho}\right\|_{\tilde{k}+p, l,(k+p) s}\right) \tag{3.31}
\end{equation*}
$$

holds.
We denote by $\mathbf{D}_{k, l, p}^{\prime}$ the analytic adjoint space of $\mathbf{D}_{k, l, p}$. That is, the normed space of continuous linear forms on $\mathbf{D}_{k, l, p}$ with the adjoint norm $|\cdot|_{k, l, p}^{\prime}$ given by

$$
|\Phi|_{k, l, p}^{\prime}=\sup _{|G|_{k, l p}=1}|\langle\Phi, G\rangle| .
$$

Here, $\langle\cdot, \cdot\rangle$ denotes the paring representing the bounded liner functional $\langle\Phi, \cdot\rangle$. We put

$$
\mathbf{D}_{\infty, l, p}^{\prime}=\cup_{k=0}^{\infty} \mathbf{D}_{k, l, p}^{\prime}, \mathbf{D}_{k, \infty, p}^{\prime}=\cup_{l=0}^{\infty} \mathbf{D}_{k, l, p}^{\prime}, \mathbf{D}_{\infty}^{\prime}=\cup_{k, l=0}^{\infty} \cup_{p \geq 2} \mathbf{D}_{k, l, p}^{\prime}
$$

Spaces

$$
\mathbf{D}_{\tilde{k}, l, p}^{\sim}{ }^{\prime}, \mathbf{D}_{\infty, l, p}^{\sim}{ }^{\prime}=\cup_{k=0}^{\infty} \mathbf{D}_{\tilde{k}, l, p}^{\sim}{ }^{\prime}, \mathbf{D}_{\tilde{k}, \infty, p}^{\sim}{ }^{\prime}=\cup_{l=0}^{\infty} \mathbf{D}_{\tilde{k}, l, p}^{\sim}{ }^{\prime}, \mathbf{D}_{\infty}^{\sim}{ }^{\prime}=\cup_{k, l=0}^{\infty} \cup_{p \geq 2} \mathbf{D}_{k, l, p}^{\sim}{ }^{\prime}
$$

are defined similarly.
We can regard $F \in \mathbf{D}_{k, l, p}$ as a linear continuous functional:

$$
G \mapsto E[F G]
$$

whenever the right-hand side is finite. The norm of this linear continuous functional induced by $F$ is

$$
|F|_{k, l, p}^{\prime}=\sup _{|G|_{k, l, p}=1}|E[G F]|
$$

Here, $E$ denotes the expectation with respect to $P$.
The following condition plays a crucial role in verifying that $F$ has a smooth density.

Definition 3.2 (The condition (ND)). We say that a random variable $F$ satisfies the condition (ND) if for all $p \geq 1, k \geq 0$, there exists $\beta \in\left(\frac{\alpha}{2}, 1\right]$ such that

$$
\begin{align*}
& \sup _{\rho \in(0,1)} \sup _{\substack{v \in \mathbb{R}^{d},|v|=1}} \sup _{\tau \in A^{k}(\rho)} \\
& E\left[\left|\left((v, \Sigma v)+\varphi(\rho)^{-1} \int_{A(\rho)}\left|\left(v, \tilde{D}_{u} F\right)\right|^{2} 1_{\left\{\left|\tilde{D}_{u} F\right| \leq \rho^{\beta}\right\}} \hat{N}(d u)\right)^{-1} \circ \varepsilon_{\tau}^{+}\right|^{p}\right]<+\infty, \tag{3.32}
\end{align*}
$$

where $\Sigma$ is the Malliavin's covariance matrix $\Sigma=\left(\Sigma_{i, j}\right)$, where $\Sigma_{i, j}=\int_{\mathbf{T}}\left(D_{t} F_{i}, D_{t} F_{j}\right) d t$. The part $\left((v, \Sigma v)+\varphi(\rho)^{-1} \int_{A(\rho)} \cdots \hat{N}(d u)\right)$ is regarded as a Malliavin matrix on the Wiener-Poisson space. We remark that we require the stability of the Malliavin matrix under the secondary perturbation by $\varepsilon_{\tau}^{+}$of the Malliavin matrix.

Intuitively, this condition implies that in each direction, at least one of the two derivatives is non-degenerate in probability. The part $(\cdots)^{-1}$ is what we can regard as the inverse of the Malliavin matrix composed with diffusion and small jumps in the Wiener-Poisson space. In the condition (ND) above, we require the finiteness of it in the $L^{p}$-sense under additional outer perturbations by $\tau \in A(\rho)^{k}$ of any order $k=1,2, \ldots$. The reader may remember the outer perturbation of the Markov chain introduced in Section 2.2.2 by using the functions ( $\varphi_{n}$ ).

The condition above will be used in the composition of $F$ with distributions in Section 3.5.

We finally remark that under the condition (ND), we can take an even number $k_{0}$ such that $\frac{1}{k_{0}}<\frac{2 \beta}{\alpha}-1$. We put

$$
\begin{equation*}
q_{0}=1-\frac{\alpha}{2 \beta}\left(1+\frac{1}{k_{0}}\right)>0 \tag{3.33}
\end{equation*}
$$

This quantity will play a crucial role in Sections 3.5, 3.6.

### 3.4 Relation with the Malliavin operator

On the Wiener space, there are two approaches which lead to the integration-by-parts formula: one is using the (Malliavin-Shigekawa) derivative operator $D_{t}$ and the other
is using Malliavin operators due to Stroock and Malliavin. One can proceed in an analogous way on the Poisson space by using the Malliavin operator. We remark that we then require that the Lévy measure $\mu$ has a smooth density function: $\mu(d z)=g(z) d z$.

Let $\mathcal{R}$ denote the set of all functions of form $\Phi=f\left(N\left(\varphi_{1}\right), \ldots, N\left(\varphi_{n}\right)\right)$, where $f \in$ $C^{2}\left(\mathbf{R}^{n}\right)$ is having derivatives of polynomial growth, and $\varphi_{i}$ are test functions on $U$.

A linear operator $L$ on $\mathcal{R} \subset \cap_{p<+\infty} L^{p}$ is called a Malliavin operator if it satisfies the following:
(1)

$$
E[\phi L \psi]=E[\psi L \phi], \quad \phi, \psi \in \mathcal{R} .
$$

(2) the bilinear operator defined by

$$
\Gamma(\phi, \psi)=L(\phi \psi)-\phi L \psi-\psi L \phi
$$

is nonnegative. (This operator is called a carré-du-champ operator.)
(3) For $\Phi=\left(\phi^{1}, \ldots, \phi^{n}\right) \in \mathcal{R}^{n}$ and $F \in C^{2}\left(\mathbf{R}^{n}\right)$,

$$
L(F \circ \Phi)=\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}} F \circ \Phi \cdot L\left(\phi_{i}\right)+\frac{1}{2} \sum_{i, j=1}^{n} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} F(\Phi) \Gamma\left(\phi^{i}, \phi^{j}\right) .
$$

More precisely, $L$ is given on the Poisson space for $\Phi=f\left(N\left(\varphi_{1}\right), \ldots, N\left(\varphi_{n}\right)\right)$ by

$$
\begin{align*}
& L \Phi=\frac{1}{2} \sum_{i=1}^{n} \frac{\partial}{\partial x_{i}} f\left(N\left(\varphi_{1}\right), \ldots, N\left(\varphi_{n}\right)\right) N\left(\rho \Delta_{z} \varphi_{i}+D_{z} \rho \cdot\left(D_{z} \varphi_{i}\right)^{T}\right) \\
&+\frac{1}{2} \sum_{i, j=1}^{n} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} f\left(N\left(\varphi_{1}\right), \ldots, N\left(\varphi_{n}\right)\right) N\left(\rho D_{z} \varphi_{i} \cdot\left(D_{z} \varphi_{j}\right)^{T}\right) \tag{4.1}
\end{align*}
$$

(cf. [25] (9-2)). Here, $D_{z}=\frac{\partial}{\partial z}, \Delta_{z}$ denotes the Laplacian with respect to the $z$-variable, $\rho(z)$ is some function such that $\rho(z) \in \cap_{p \geq 1} L^{p}$ and $D_{z} \rho(z) \in \cap_{p \geq 1} L^{p}$, and $N(\psi)=$ $\int_{\mathrm{T}} \int \psi(t, z) N(d t d z)$.

In this way, on the Poisson space, we can introduce the derivative operator $\overline{\mathcal{D}}_{(t, z)}$ for $\Phi=f\left(N\left(\varphi_{1}\right), \ldots, N\left(\varphi_{n}\right)\right)$ by

$$
\begin{equation*}
\overline{\mathcal{D}}_{(t, z)} \Phi=\sum_{i=1}^{n} \frac{\partial f}{\partial x_{i}}\left(N\left(\varphi_{1}\right), \ldots, N\left(\varphi_{n}\right)\right) \cdot \frac{\partial}{\partial z} \varphi_{i}(t, z) \tag{4.2}
\end{equation*}
$$

One can then show that the operator $\Gamma(\phi, \psi)$, given by

$$
\Gamma(\phi, \psi)=\int_{\mathbf{T}} \int_{(t, z)} \phi\left(\overline{\mathcal{D}}_{(t, z)} \psi\right)^{T} \rho(z) N(d t d z)
$$

is a carré-du-champ operator (cf. [25] Section 12-3)). This setting will result in the derivation of the integration-by-parts formula.

On the other hand, we also have the difference operator $\tilde{D}_{u}$ on the Poisson space as introduced in Section 2.1.2 by

$$
\begin{equation*}
\tilde{D}_{u} \Phi=\Phi \circ \varepsilon_{u}^{+}-\Phi . \tag{4.3}
\end{equation*}
$$

By the mean value theorem,

$$
\begin{equation*}
\tilde{D}_{u} \Phi=\sum_{i=1}^{n} \int_{0}^{1} \frac{\partial f}{\partial x_{i}}\left(N\left(\varphi_{1}+\theta \tilde{D}_{u} \varphi_{1}\right), \ldots, N\left(\varphi_{n}+\theta \tilde{D}_{u} \varphi_{n}\right)\right) d \theta \cdot \tilde{D}_{u} N\left(\varphi_{i}\right), \quad u=(t, z) \tag{4.4}
\end{equation*}
$$

This operator will also result in the derivation of an analogue of the integration-byparts formula (cf. [95] (3.4.16)).

We shall compare (4.2) and (4.4). The operators $\overline{\mathcal{D}}$ and $\tilde{D}$ are apparently similar. However, $\tilde{D}_{u} f$ is estimated by the mean value of $f($.$) , and the norm$

$$
\begin{equation*}
\int\left|\frac{\tilde{D}_{u} \Phi}{\gamma(u)}\right|^{p} \hat{M}(d u)=\int\left|\frac{\Phi \circ \varepsilon_{u}^{+}-\Phi}{\gamma(u)}\right|^{p} \hat{M}(d u) \tag{4.5}
\end{equation*}
$$

is taken with respect to the mean value of $\Phi \circ \varepsilon_{u}^{+}$and $\Phi$, instead of the differential value which is associated with the derivative operator $\overline{\mathcal{D}}_{(t, z)}$. Hence, consequences in the analysis based on two approaches on the Poisson space (i.e. one is based on $\overline{\mathcal{D}}_{(t, z)}$ and $\Gamma$ above, the other is based on $\left.\tilde{D}_{u}\right)$ may not strictly coincide with each other in general. Especially regarding the case that the Lévy measure $\mu$ being singular (e.g. $\left.\mu=\sum_{k=1}^{\infty} c_{k} \delta_{\left\{a_{k}\right\}}\right)$, the operator $\overline{\mathcal{D}}_{(t, z)}$ may not apply since we can not take the derivative of $\mu(d z)$.

On the other hand, using the framework of (1)-(3) above, one can develop the analysis of the transition semigroup in terms of the carré-du-champ operator. Namely, by utilising the theory of nonlocal Dirichlet forms. One can show the existence of the density for the transition semigroup. We will not treat this topic in this book. See, for example, [37].

### 3.5 Composition on the Wiener-Poisson space (I) - general theory

In this section, we make a composition $T \circ F$ of a Wiener-Poisson functional $F$ with a tempered distribution $T$. One motivation for doing it is to make asymptotic expansions for functionals $F=F(\epsilon)$ defined on the Wiener-Poisson space, where $F(\epsilon)$ depends on a small parameter $\epsilon$.

The density function $p_{F}(x)$ of $F$ can formally be defined by $E\left[\delta_{x}(F)\right]=\left\langle\delta_{\chi}(F), 1\right\rangle$, where Dirac's delta function $\delta_{x}$ is an element of the tempered distributions $\delta^{\prime}$.

To this end, we construct, in Section 3.5.1, a series of spaces $\mathcal{S}_{2 m}$ in $\mathcal{S}^{\prime}$ which exhaust $\mathcal{S}^{\prime}$, that is, $\cup_{m \geq 1} \mathcal{S}_{-2 m}=\mathcal{S}^{\prime}$. We remark that $\mathcal{S}_{2 m}$ is a weighted Sobolev space, for which the degree of the smoothness and that of decrease at infinity are symmetric with respect to the weight. In Section 3.5.2, we provide a sufficient condition so that the non-degeneracy condition (ND) holds in terms of the kernels.

### 3.5.1 Composition with an element in $\mathcal{S}^{\prime}$

We denote by $\mathcal{S}$ the space of rapidly decreasing $C^{\infty}$-functions defined on $\mathbf{R}^{d}$ after L. Schwartz. For $\varphi \in \mathcal{S}$, we introduce a new norm, that is,

$$
\begin{equation*}
\|\varphi\|_{2 m}=\left(\int \sum_{i+j \leq m}\left\{\left|(1-\Delta)^{j}\left(1+|y|^{2}\right)^{i} \varphi\right|^{2}\right\} d y\right)^{\frac{1}{2}} \tag{5.1}
\end{equation*}
$$

for $m=1,2, \ldots$ We let $\mathcal{S}_{2 m}$ be the completion of $\mathcal{S}$ with respect to this norm. We remark $\mathcal{S} \subset \mathcal{S}_{2 m}, m=1,2, \ldots$

We introduce the dual norm $\|\psi\|_{-2 m}$ of $\|\varphi\|_{2 m}$ by

$$
\begin{equation*}
\|\psi\|_{-2 m}=\sup _{\varphi \in \mathcal{S}_{2 m},\|\varphi\|_{2 m}=1}|(\varphi, \psi)|, \tag{5.2}
\end{equation*}
$$

where $(\varphi, \psi)=\int \varphi(x) \bar{\psi}(x) d x$. We denote by $\mathcal{S}_{-2 m}$ the completion of $\mathcal{S}$ with respect to the norm $\|\psi\|_{-2 m}$. Furthermore,

$$
\mathcal{S}_{\infty}=\cap_{m \geq 1} \mathcal{S}_{2 m}, \quad \mathcal{S}_{-\infty}=U_{m \geq 1} \mathcal{S}_{-2 m} .
$$

We denote by $\mathcal{S}^{\prime}$ the space of tempered distributions (the dual space of $\mathcal{S}$ ). We cite the following representation theorem.

Proposition 3.4 ([163] Theorem 2.14). For each $\Phi \in \delta^{\prime}$, there exist $k, m \in \mathbf{N}$ and $\left(f_{\alpha}\right), f_{\alpha} \in L^{2}\left(\mathbf{R}^{d}\right)$ such that

$$
\Phi=\left(1+|x|^{2}\right)^{k} \sum_{|\alpha| \leq m} D^{\alpha} f_{\alpha}(x) .
$$

Using this result, we can prove the following:
Proposition 3.5. We have

$$
\mathcal{S}=\mathcal{S}_{\infty}, \quad \mathcal{S}^{\prime}=\mathcal{S}_{-\infty} .
$$

Proof. For the second statement, we prove $\mathcal{S}^{\prime} \subset \mathcal{S}_{-\infty}$ since $\mathcal{S}_{-2 m} \subset \mathcal{S}^{\prime}$ for each $m=$ 1, 2, ...

Let $|\varphi|_{2 m}$ be the norm defined on $\mathcal{S}$ by

$$
\begin{equation*}
|\varphi|_{2 m}=\left(\sum_{i \leq m} \int\left|(1-\Delta)^{i} \varphi(y)\right|^{2} d y\right)^{1 / 2} \tag{5.3}
\end{equation*}
$$

This norm is equivalent, by the Plancharel equality, to the norm $|\varphi|_{2 m}$ given by

$$
\begin{equation*}
|\varphi|_{2 m}^{\tilde{m}}=\left(\sum_{i \leq m} \int\left(1+|v|^{2}\right)^{i}|\hat{\varphi}(y)|^{2} d y\right)^{1 / 2} \tag{5.4}
\end{equation*}
$$

We denote by $H_{2 m}$ the completion of $\mathcal{S}$ by this norm. Let $H_{-2 m}$ be the dual space of $H_{2 m}$ with the dual norm $|\varphi|_{-2 m}^{\sim}$. Since $|\varphi|_{2 m}^{\sim} \leq\|\varphi\|_{2 m}$, we have $\mathcal{S}_{2 m} \subset H_{2 m}$ for $m=$ $1,2, \ldots$ This implies $H_{-2 m} \subset S_{-2 m}$.

Let $\Phi$ be any element of $\mathcal{S}^{\prime}$. By the proposition above (Proposition 3.4), $\Phi$ can be decomposed as

$$
\begin{equation*}
\Phi=\left(1+|x|^{2}\right)^{k} \Phi^{\prime} \tag{5.5}
\end{equation*}
$$

for some $k, m \in \mathbf{N}$ and $\Phi^{\prime} \in H_{-2 m}$. We may assume $k<m$ by choosing a large $m$. Take any $\varphi \in \mathcal{S}_{2 m}$, then $\left(1+|x|^{2}\right)^{k} \varphi \in H_{2(m-k)}$.

Since $\left\langle\left(1+|x|^{2}\right)^{k} \Phi^{\prime}, \varphi\right\rangle=\left\langle\Phi^{\prime},\left(1+|x|^{2}\right)^{k} \varphi\right\rangle$, we have

$$
\begin{aligned}
\left\|\left(1+|x|^{2}\right)^{k} \Phi^{\prime}\right\|_{-2 m} & \leq\left|\Phi^{\prime}\right|_{-2(m-k)} \sup _{\|\varphi\|_{2 m}=1}\left|\left(1+|x|^{2}\right)^{k} \varphi\right|_{2(m-k)} \\
& \leq C\left|\Phi^{\prime}\right|_{-2(m-k)}<+\infty
\end{aligned}
$$

Hence, $\Phi=\left(1+|x|^{2}\right)^{k} \Phi^{\prime} \in \mathcal{S}_{-2(m-k)}$. This proves the assertion.
The first statement follows directly from the definition of $\mathcal{S}$.
Remark 3.4. Watanabe [216] used the norm

$$
\begin{equation*}
\||\varphi|\|_{2 m}=\left|\left(1+|x|^{2}-\Delta\right)^{m} \varphi\right|_{\infty} \tag{5.6}
\end{equation*}
$$

instead of $\|\cdot\|_{2 m}$ in the analysis on the Wiener space. We can show further that $\mathcal{S}^{\prime}$ can be decomposed into the sum of subspaces characterised by this norm as

$$
\mathcal{S}^{\prime}=U_{m \geq 1} \tilde{C}^{-2 m}
$$

Here,

$$
\begin{aligned}
& \tilde{C}^{-2 m}=\left\{g \in \mathcal{S}^{\prime} ; A^{-m} g \in \hat{C}, \text { there exists } g_{n} \in \mathcal{S}\right. \\
&\text { such that } \left.\left|A^{-m} g_{n}-A^{-m} g\right|_{\infty} \rightarrow 0(n \rightarrow+\infty)\right\},
\end{aligned}
$$

where $\hat{C}$ is a space of continuous functions decreasing to 0 at infinity, and $A=(1+$ $\left.|x|^{2}-\Delta\right)$. This gives one way to define the composition of a Wiener-Poisson functional with an element in $\mathcal{S}^{\prime}$ (cf. [223]).

Here, on the other hand, we use the Fourier transform on the Wiener-Poisson space based on the $L^{2}$ theory to define the composition. Thus, we use the (weighted) Sobolev norm as above.

We define the Fourier transform of $\varphi \in \mathcal{S}$ by

$$
\hat{\varphi}(v)=\mathcal{F} \varphi(x)=\left(\frac{1}{2 \pi}\right)^{d} \int e^{-i(v, y)} \varphi(y) d y .
$$

The Fourier transform for $\psi \in \mathcal{S}^{\prime}$ is properly defined. It is well known that

$$
\mathcal{F S}=\mathcal{S}, \quad \mathcal{F S}^{\prime}=\mathcal{S}^{\prime}
$$

If a characteristic function $\phi(v)=E\left[e^{i(v, F)}\right]$ of a random variable $F$ is smooth and of polynomial decay (rapidly decreasing) at infinity, then it belongs to $\mathcal{S}$, and hence the density function $p_{F}(x)=\mathcal{F} \phi(x)$ of $F$ exists and belongs to $\mathcal{S}$.

In what follows, we put

$$
\begin{equation*}
\psi_{G}(v)=E\left[e^{i(v, F)} G\right] \tag{5.7}
\end{equation*}
$$

for $G \in \mathbf{D}_{\mathrm{o}}$. We also write $e_{\nu}(x)=e^{i(v, x)}$ in what follows.
We recall the condition (ND) for a Wiener-Poisson functional $F$ given in Section 3.3.3 (Definition 3.2).

Proposition 3.6. Let $F \in \mathbf{D}_{\infty}$ and assume the condition (ND). Then, for any $n \in \mathbf{N}$, there exist $k, l \in \mathbf{N}, p \geq 2$ and $C=C_{k, l, p}>0$ such that

$$
\begin{equation*}
\left|E\left[G e_{v}(F)\right]\right| \leq C\left(1+|v|^{2}\right)^{-\frac{1}{2} n q_{0}}|G|_{k, l, p}|F|_{k, l, p}^{n} \sup _{|v|>1}\left|Q^{F}(v)^{-1}\right|_{k, l, p}^{n} \tag{5.8}
\end{equation*}
$$

for $|v| \geq 1$. Here, we put $B_{v}=A\left(|v|^{-\frac{1}{\beta}}\right)$,

$$
Q^{F}(v)=\left(v^{\prime}, \sum v^{\prime}\right)+\frac{1}{|v|^{2} \varphi\left(|v|^{-\frac{1}{\beta}}\right.} \int_{B_{v}}\left|e^{i\left(v, \tilde{D}_{u} F\right)}-1\right|^{2} \hat{N}(d u),
$$

and $\sum=\left(\int_{\mathbf{T}}\left(D_{t} F\right)^{i}\left(D_{t} F\right)^{j} d t\right)$, where $q_{0}>0$ is what appeared in (3.33).
Remark 3.5. Under the condition (ND), $\sup _{|v|>1} \sup _{\mathbf{u} \in B_{v}^{k}} E\left[\mid Q^{F}(v)^{-1} \circ \varepsilon_{\mathbf{u}}^{+}{ }^{p}\right]$ is finite for all $p \geq 1, k=0,1,2, \ldots$ since there exists $0<c<1$ such that

$$
\int_{B_{v}}\left|e^{i\left(v, \tilde{D}_{u} F\right)}-1\right|^{2} \hat{N}(d u) \geq c \int_{B_{v}}\left|\left(v, \tilde{D}_{u} F\right)\right|^{2} 1_{\left\{\left\{\tilde{D}_{u} F \left\lvert\, \leq \frac{1}{\mid v}\right.\right\}\right.} \hat{N}(d u)
$$

for $|v|>1$.
Proof. Let

$$
\begin{aligned}
& Z^{F}(v)=Z_{t}^{F}(v)=-i \frac{\left(v, D_{t} F\right)}{|v|^{2} Q^{F}(v)}, \\
& \tilde{Z}^{F}(v)=\tilde{Z}_{u}^{F}(v)=\frac{\left(e^{-i\left(v, \tilde{D}_{u} F\right)}-1\right) \cdot 1_{B_{v}}(u)}{|v|^{2} \varphi\left(|v|^{-\frac{1}{\beta}}\right) Q^{F}(v)}
\end{aligned}
$$

where $B_{v}=A\left(|v|^{-\frac{1}{\beta}}\right)$.
We set $\mathbf{Z}^{F}(v)=Z^{F}(v) \oplus \tilde{Z}^{F}(v)$. Since

$$
e_{v}(F)=\left(\left(Z^{F}(v) D_{t} \oplus \tilde{Z}^{F}(v) \tilde{D}_{u}\right), e_{v}(F)\right)_{L^{2}(\mathbf{T}) \oplus L^{2}(\hat{N})},
$$

we have

$$
E\left[G e_{v}(F)\right]=E\left[e_{v}(F)\left\{\delta\left(Z^{F}(v) G\right)+\tilde{\delta}\left(\tilde{Z}^{F}(v) G\right)\right\}\right]
$$

Hence,

$$
E\left[e_{V}(F) G\right]=E\left[e_{V}(F) \bar{\delta}\left(\mathbf{Z}^{F} \bar{\delta}\left(\mathbf{Z}^{F} \cdots \bar{\delta}\left(\mathbf{Z}^{F} \bar{\delta}\left(G \mathbf{Z}^{F}\right)\right) \cdots\right)\right)\right] .
$$

Here,

$$
\bar{\delta}\left(\mathbf{Z}^{F}(v)\right)=\delta\left(Z^{F}(v)\right)+\tilde{\delta}\left(\tilde{Z}^{F}(v)\right) .
$$

Here, we use the following:
Lemma 3.5. Under the condition (ND), for any $k, l \in \mathbf{N}, p \geq 2$, there exists $C>0$ such that

$$
\begin{align*}
& \left|\delta\left(Z^{F}(v) G\right)\right|_{k, l, p} \leq \frac{C}{|v|}|F|_{k, l+2,3 p} \sup _{|v|>1}\left|Q^{F}(v)^{-1}\right|_{k, l+1,3 p}|G|_{k, l+1,3 p}, \\
& \left|\tilde{\delta}\left(\tilde{Z}^{F}(v) G\right)\right|_{k, l, p} \leq \frac{C}{|v|} \varphi\left(|v|^{-\frac{1}{\beta}}\right)^{-\frac{1}{2}\left(1+\frac{1}{k_{0}}\right)}|F|_{k^{\prime}, l, p^{\prime}} \sup _{|v|>1}\left|Q^{F}(v)^{-1}\right|_{k^{\prime}, l, p^{\prime}}|G|_{k^{\prime}, l, p^{\prime}} . \tag{5.9}
\end{align*}
$$

Here $k^{\prime}=k+p+1, p^{\prime}=3(k+p) k_{0}$.

## Proof of Lemma 3.5

The first inequality follows from the extended Meyer's type inequality (Lemma 3.4), and from Hölder's inequality:

$$
|X Y Z|_{k, l+1, p} \leq c|X|_{k, l+1,3 p}|Y|_{k, l+1,3 p}|Z|_{k, l+1,3 p} .
$$

For the second inequality, we use Lemma 3.4 (2) in Section 3.3 as $V \chi_{\rho}=\tilde{Z}^{F}(v) G=$ $\tilde{Z}^{F}(v) G 1_{\left\{|u| \leq|v|^{-1 / \beta\}}\right.}$. Then, we have

$$
\left|\tilde{\delta}\left(\tilde{Z}^{F}(v) G\right)\right|_{k, l, p} \leq c \varphi\left(|v|^{-\frac{1}{\beta}}\right)^{\frac{1}{2}-\frac{1}{2 s}}\left\|\tilde{Z}^{F}(v) G\right\|_{k+p, l,(k+p) k_{0}}^{\sim}
$$

Here, we use a Hölder's inequality

$$
\left\|\tilde{Z}^{F}(v) G\right\|_{k+p, l,(k+p) k_{0}}^{\sim} \leq \frac{C}{|v|^{2} \varphi\left(|v|^{-\frac{1}{\beta}}\right)}\left\|\tilde{F}_{u}(v)\right\|_{k+p, l, p^{\prime}}^{\sim}\left|Q^{F}(v)^{-1}\right|_{k^{\prime}, l, p^{\prime}}|G|_{k^{\prime}, l, p^{\prime}},
$$

where $\tilde{F}_{u}(v)=\left(e^{i\left(v, \tilde{D}_{u} F\right)}-1\right) 1_{B_{v}(u)}$.
We use the mean value theorem

$$
\tilde{D}_{u^{\prime}} \psi(G)=\left(\tilde{D}_{u^{\prime}} G\right) \int_{0}^{1} \partial \psi\left(G+\theta \tilde{D}_{u^{\prime}} G\right) d \theta
$$

for $G=\left(v, \tilde{D}_{u} F\right)$ and $\psi(x)=e^{i x}-1$. Furthermore, we parametrise $u=|v|^{-1 / \beta} \tilde{u}$ for sufficiently large $|v|$. As $|u| \leq|v|^{-1 / \beta}$ with $\frac{\alpha}{2}<\beta \leq 1$, we have $|v|^{-1 / \beta} \leq|v|^{-1}$, and

$$
\begin{aligned}
& \int_{B_{v}(u)}\left|\tilde{D}_{u^{\prime}}\left(e^{i\left(v, \tilde{D}_{u} F\right)}-1\right)\right|^{2} \hat{N}(d u) \\
& \quad=\int_{B_{v}(u)}| | v\left|\left(\frac{v}{|v|}, \tilde{D}_{u^{\prime}} \tilde{D}_{u} F\right) \int_{0}^{1} \partial \psi\left(\tilde{D}_{u} F+\theta \tilde{D}_{u^{\prime}}\left(v, \tilde{D}_{u} F\right)\right) d \theta\right|^{2} \hat{N}(d u) \\
& \quad \leq|v|^{2} \cdot|v|^{-1} \int_{|\tilde{u}| \leq 1}\left|\left(\frac{v}{|v|}, \tilde{D}_{u^{\prime}} \tilde{D}_{u} F\right)\right|^{2} \hat{N}(d \tilde{u}) .
\end{aligned}
$$

Hence, $\left\|\tilde{F}_{u}(v)\right\|_{k+p, l, p^{\prime}}^{\sim} \leq c|v||F|_{k+p+1, l, p^{\prime}}$. Combining this with the above, we have the assertion for the second inequality.

The above inequalities can be regarded as Poincaré inequalities in the Wiener and Poisson spaces.

Due to this lemma, we can show

$$
\begin{gathered}
\left|\bar{\delta}\left(G \mathbf{Z}^{F}\right)\right|_{k, l, p} \\
\leq C \frac{1}{|v|}\left(1+\varphi\left(|v|^{-\frac{1}{\beta}}\right)^{-\frac{1}{2}\left(1+\frac{1}{k_{0}}\right)}\right)|F|_{k^{\prime}, l^{\prime}, p^{\prime}} \times\left|Q^{F}(v)^{-1}\right|_{k^{\prime}, l^{\prime}, p^{\prime}}|G|_{k^{\prime}, l^{\prime} p^{\prime}} .
\end{gathered}
$$

Observe

$$
\frac{1}{|v|}+\frac{1}{|v|} \varphi\left(|v|^{-\frac{1}{\beta}}\right)^{-\frac{1}{2}\left(1+\frac{1}{k_{0}}\right)} \leq C|v|^{-q_{0}} .
$$

Combining these inequalities, and using this estimate repeatedly, we have the conclusion of Proposition 3.6.

Remark 3.6. If we restrict the range of $\mathbf{u} \in A(1)^{k}$ to $\mathbf{u} \in A(\rho(v))^{k}$, where $\rho(v)$ is a function of $v$ in the form of a negative power of $|v|$, in the norms $|\cdot|_{k, l, p}$ and $\|\cdot\|_{k, l, p}$, we can relate $\rho(v)$ to the decay order of $|v|$ in the right hand side of (5.8) in place of $|v|^{-q_{0}}$. Confer with [77] Lemma 4.4.

We have the following proposition (cf. [130] Lemma 2.14]):
Proposition 3.7. Let $F \in \mathbf{D}_{\infty}$ satisfy the (ND) condition. For any $m$, there exist $k, l, p>2$ and $C_{m}>0$ such that

$$
\begin{equation*}
|\varphi \circ F|_{k, l, p}^{\prime} \leq C_{m}\left(\sum_{\beta \leq m}\left|\left(1+|F|^{2}\right)^{\beta}\right|_{k, l, p}\right)\|\varphi\|_{-2 m} \tag{5.10}
\end{equation*}
$$

for $\varphi \in \mathcal{S}$.
Proof. We have

$$
\begin{aligned}
E[\varphi(F) G] & =E\left[\int e^{i(v, F)} \hat{\varphi}(v) d v \cdot G\right] \\
& =\int \hat{\varphi}(v) E\left[e^{i(v, F)} \cdot G\right] d v=\int \hat{\varphi}(v) \psi_{G}(v) d v
\end{aligned}
$$

Step 1 We assert $\psi_{G} \in \mathcal{S}_{\infty}$. Indeed, we observe

$$
(1-\Delta)^{\beta} \psi_{G}(v)=E\left[G\left(1+\sum_{j=1}^{d}\left(F_{j}\right)^{2}\right)^{\beta} e^{i(v, F)}\right] .
$$

Here, by Proposition 3.6, for each $n$, there exist $k, l, p$ so that the right-hand side is dominated by

$$
\begin{aligned}
C\left|\left(1+\sum_{j=1}^{d}\left(F_{j}\right)^{2}\right)^{\beta}\right|_{k, l, p / 2}|G|_{k, l, p / 2}\left(1+|v|^{2}\right)^{-n q_{0} / 2} & \\
& \leq C\left|\left(1+|F|^{2}\right)^{\beta}\right|_{k, l, p}|G|_{k, l, p}\left(1+|v|^{2}\right)^{-n q_{0} / 2}
\end{aligned}
$$

Here, $q_{0} \in(0,1)$ is chosen independent of $n$ in (3.33).
Hence,

$$
\left|\left(1+|v|^{2}\right)^{n q_{0} / 2}(1-\Delta)^{\beta} \psi_{G}(v)\right| \leq C\left|\left(1+|F|^{2}\right)^{\beta}\right|_{k, l, p}|G|_{k, l, p}
$$

We move $n \leq 2 m / q_{0}$, then by (5.1), we observe

$$
\left\|\psi_{G}\right\|_{2 m} \leq C_{m}\left(\sum_{\beta \leq m}\left|\left(1+|F|^{2}\right)^{\beta}\right|_{k, l, p}\right)|G|_{k, l, p}, \quad m=1,2, \ldots
$$

with some $k=k_{m}, l=l_{m}, p=p_{m}$. This implies $\psi_{G} \in \mathcal{S}_{\infty}$.
Step 2 The assertion (5.10) holds.
We observe

$$
\begin{aligned}
|\varphi \circ F|_{k, l, p}^{\prime} & =\sup _{|G|_{k, l, p}=1}|E[\varphi \circ F G]| \\
& \leq \sup _{|G|_{k, l, p}=1}\left|\int \psi_{G}(v) \hat{\varphi}(v) d v\right| \\
& \leq \sup _{|G|_{k l, p}=1}\left\|\psi_{G}\right\|_{2 m}\|\hat{\varphi}\|_{-2 m} \\
& \leq C_{m}\left(\sum_{\beta \leq m}\left|\left(1+|F|^{2}\right)^{\beta}\right|_{k, l, p}\right)\|\varphi\|_{-2 m}
\end{aligned}
$$

Hence, we have (5.10).
The above formula implies that for $\Phi \in \mathcal{S}_{-2 m}$ and $F \in \mathbf{D}_{\infty}$, we can define the composition $\Phi \circ F$ as an element of $\mathbf{D}_{\infty}^{\prime}$. Since $\cup_{m \geq 1} \mathcal{S}_{-2 m}=\mathcal{S}^{\prime}$, we can define the composition $\Phi \circ F$ for $\Phi \in \mathcal{S}^{\prime}$ and $F \in \mathbf{D}_{\infty}$.

Definition 3.3. Suppose that $F$ satisfies ( $N D$ ). For a distribution $T \in \mathcal{S}^{\prime}$, the composite $T \circ F$ is the linear functional on $\mathbf{D}_{\infty}$ which is defined by

$$
\langle T \circ F, G\rangle=s_{s^{\prime}}\left\langle\mathcal{F} T, E\left[G e^{i \cdot F}\right]\right\rangle_{s}, \quad G \in \mathbf{D}_{\infty}
$$

Due to the proof in Proposition 3.6, we have the following result for $\psi_{G}(v)$ :
Proposition 3.8. Let $F \in \mathbf{D}_{\infty}$ satisfy the condition (ND), and let $G \in \mathbf{D}_{\infty}$. For any $n \in \mathbf{N}$, there exist $k, l \in \mathbf{N}, p>2$ and $C>0$ such that

$$
\begin{equation*}
\left|\psi_{G}(v)\right| \leq C\left(1+|v|^{2}\right)^{-\frac{q_{0}}{2} n}|F|_{k, l, p}^{n}|G|_{k, l, p}, \quad|v| \geq 1 \tag{5.11}
\end{equation*}
$$

Choose $G=1$. As stated in the introduction to Section 2.1, the above proposition implies that $F$ has a smooth density $p_{F}(y)$.

### 3.5.2 Sufficient condition for the composition

Let $F$ be a Wiener-Poisson variable.
Condition ( $R$ ) We say $F$ satisfies the condition $(R)$ if for any positive integer $k=$ $0,1,2, \ldots$ and $p>1$, the derivatives satisfy

$$
\sup _{t \in \mathbf{T}, \mathbf{u} \in A(1)^{k}} E\left[\sum_{i=1}^{m} \sup _{|z| \leq 1}\left|\partial_{z_{i}} \tilde{D}_{t, z} F \circ \varepsilon_{\mathbf{u}}^{+}\right|^{p}+\sum_{i, j=1}^{m} \sup _{|z| \leq 1}\left|\partial_{z_{i}} \partial_{z_{j}} \tilde{D}_{t, z} F \circ \varepsilon_{\mathbf{u}}^{+}\right|^{p}\right]<+\infty .
$$

We recall $\varphi(\rho)=\int_{|z|<\rho}|z|^{2} \mu(d z)$, and assume that the Lévy measure satisfies the order condition in (3.4). Let $B$ be the infinitesimal covariance, that is, a non-negative symmetric matrix which satisfies

$$
(v, B v) \leq\left(v, B_{\rho} v\right), \quad v \in \mathbf{R}^{m} \backslash\{0\} \text { for } 0<\rho<\rho_{0},
$$

for some $\rho_{0}>0$. Here $B_{\rho}$ is a matrix

$$
B_{\rho}=\frac{1}{\varphi(\rho)} \int_{|z| \leq \rho} z z^{T} \mu(d z)
$$

We remark that such a matrix $B$ exists (eventually one may take $B \equiv 0$ ). However we do not know we can choose $B>0$ (positive definite) even if $B_{\rho}>0$ for each $0<\rho<\rho_{0}$. One sufficient condition for this is due to Picard-Savona [185]: there exist $0<\alpha<2$ and $c, C>0$ such that

$$
c \rho^{\alpha}|u|^{2} \leq \int_{|z| \leq \rho}(u, z)^{2} \mu(d z) \leq C \rho^{\alpha}|u|^{2}
$$

holds for any $u \in \mathbf{R}^{m}$ and $0<\rho<1$. Indeed, if we choose $u=e_{j}, j=1, \ldots, m$ (unit vectors), then

$$
m c \rho^{\alpha} \leq \int_{|z| \leq \rho}|z|^{2} \mu(d z) \leq m C \rho^{\alpha} .
$$

Hence

$$
\left(u, B_{\rho} u\right)=\frac{1}{\varphi(\rho)} \int_{|z| \leq \rho}(u, z)^{2} \mu(d z) \geq \frac{c \rho^{\alpha}|u|^{2}}{m C \rho^{\alpha}} \geq c^{\prime}|u|^{2}
$$

for some $c^{\prime}>0$.
Even if it exists positive, the choice of $B$ may not be unique. In this case we choose one and fix it.

We now require sufficient conditions for the condition (ND). To this end, we introduce

$$
\begin{aligned}
R & =\int_{\mathbf{T}} D_{t} F\left(D_{t} F\right)^{T} d t=\Sigma^{F} \\
\tilde{K} & =\int_{\mathbf{T}}\left(\partial \tilde{D}_{t, 0} F\right) B\left(\partial \tilde{D}_{t, 0} F\right)^{T} d t \\
\tilde{K}_{\rho} & =\int_{\mathbf{T}} \partial \tilde{D}_{t, 0} F B_{\rho}\left(\partial \tilde{D}_{t, 0} F\right)^{T} d t, \quad \rho>0
\end{aligned}
$$

Here, $\partial \tilde{D}_{t, 0} F=\left.\partial_{z} \tilde{D}_{t, z} F\right|_{z=0}$.
Furthermore,

$$
\begin{aligned}
Q(v) & =\left(v^{\prime},(R+\tilde{K}) v^{\prime}\right), \\
Q_{\rho}(v) & =\left(v^{\prime},\left(R+\tilde{K}_{\rho}\right) v^{\prime}\right),
\end{aligned}
$$

where $v^{\prime}=\frac{v}{|v|}, v \in \mathbf{R}^{d}, \rho>0$.

## Definition 3.4.

(1) We say $F$ satisfies the (ND2) condition if $R+\tilde{K}$ is invertible and if for any integer $k$ and $p>1$ such that

$$
\sup _{v \in \mathbf{R}^{d},|v|=1, \mathbf{u} \in A(1)^{k}} E\left[\left(v,(R+\tilde{K}) \circ \varepsilon_{\mathbf{u}}^{+} v\right)^{-p}\right]<+\infty .
$$

(2) We say $F$ satisfies the (ND3) condition if $R+\tilde{K}$ is invertible and if for any integer $k$ and any $p>1$, there exists $\rho_{0}>0$ such that

$$
\sup _{0<\rho<\rho_{0}} \sup _{v \in \mathbf{R}^{d},|v|=1, \mathbf{u} \in A(1)^{k}} E\left[\left|\left(v,\left(R+\tilde{K}_{\rho}\right) \circ \varepsilon_{\mathbf{u}}^{+} v\right)^{-p}\right|\right]<+\infty .
$$

Lemma 3.6. Assume $F$ satisfies the condition (R). Then, we have the following.
(i) The condition (ND2) implies the condition (ND3).
(ii) The condition (ND3) implies the condition (ND).

Proof. (i) Indeed,

$$
\begin{aligned}
& \left(v,\left(R+\tilde{K}_{\rho}\right) v\right) \\
& =\left(v,\left(\int_{\mathbf{T}}\left\{D_{t} F D_{t} F^{T}+\left(\partial \tilde{D}_{t, 0} F\right) \frac{1}{\varphi(\rho)} \int_{|z| \leq \rho} z z^{T} \mu(d z)\left(\partial \tilde{D}_{t, 0} F\right)^{T}\right\} d t\right) v\right) \\
& \geq c\left(v,\left(\int_{\mathbf{T}}\left\{D_{t} F D_{t} F^{T}+\left(\partial \tilde{D}_{t, 0} F\right) B\left(\partial \tilde{D}_{t, 0} F\right)^{T}\right\} d t\right) v\right) \\
& \geq C^{\prime}(v,(R+\tilde{K}) v)
\end{aligned}
$$

for $0<\rho<\rho_{0}$, for some $C^{\prime}>0$.
(ii) Let

$$
T(v, \rho)=T_{\rho}(v)=\left(v^{\prime}, R v^{\prime}\right)+\frac{1}{\varphi(\rho)} \int_{A(\rho)}\left(v^{\prime}, \tilde{D}_{u} F\right)^{2} 1_{\left\{\left|\tilde{D}_{u} F\right| \leq \rho^{\beta}\right\}} \hat{N}(d u)
$$

where $v^{\prime}=v /|v|$.
We shall prove that there exists $C>0$ such that for some $\delta_{0}^{\prime}>0$,

$$
\begin{equation*}
\sup _{0<\rho<\delta_{0}^{\prime}} E\left[\left|T_{\rho}(v)^{-1} \circ \varepsilon_{\mathbf{u}}^{+}\right|^{p}\right] \leq C \sup _{0<\rho<\delta_{0}^{\prime}} E\left[\left|Q_{\rho}(v)^{-1} \circ \varepsilon_{\mathbf{u}}^{+}\right|^{p}\right] \tag{5.12}
\end{equation*}
$$

holds for all $\mathbf{u}$.
If (5.12) is verified, it implies the condition (ND). Indeed, if the condition (ND3) holds, then there exists $\rho_{0}=\delta_{0}^{\prime}>0$ such that the right-hand side of (5.12) is finite. Therefore, (left-hand side of (5.12)) < + . Hence, we have the condition (ND).

We fix $v$ and write $T_{\rho}, Q_{\rho}$ for $T_{\rho}(v), Q_{\rho}(v)$, respectively. Take $\delta_{0}>0$. We introduce a random variable $\tau=\tau(v, \mathbf{u})$ for $v \in S^{d-1}$ and $|\mathbf{u}| \leq 1$ by

$$
\tau=\inf \left\{\rho \in\left(0, \delta_{0}\right) ;\left|T_{\rho} \circ \varepsilon_{\mathbf{u}}^{+}-Q_{\rho} \circ \varepsilon_{\mathbf{u}}^{+}\right| \geq \frac{1}{2} Q_{\rho} \circ \varepsilon_{\mathbf{u}}^{+}\right\} .
$$

We write $\tau=\delta_{0}$ if $\{\ldots\}=\emptyset$.
We have

$$
T_{\tau \wedge \rho} \circ \varepsilon_{\mathbf{u}}^{+} \geq \frac{1}{2} Q_{\rho} \circ \varepsilon_{\mathbf{u}}^{+}
$$

Since $\rho \mapsto \varphi(\rho) T_{\rho}$ is continuous and nondecreasing, we have

$$
T_{\rho} \circ \varepsilon_{\mathbf{u}}^{+} \geq \frac{\varphi(\tau \wedge \rho)}{\varphi(\rho)} T_{\tau \wedge \rho} \circ \varepsilon_{\mathbf{u}}^{+} .
$$

Hence,

$$
T_{\rho} \circ \varepsilon_{\mathbf{u}}^{+} \geq \frac{1}{2} \frac{\varphi(\tau \wedge \rho)}{\varphi(\rho)} Q_{\rho \wedge \tau} \circ \varepsilon_{\mathbf{u}}^{+} a . s
$$

By the Schwarz inequality, we have

$$
\left(E\left[T_{\rho}^{-p} \circ \varepsilon_{\mathbf{u}}^{+}\right]\right)^{\frac{1}{p}} \leq 2\left(E\left[Q_{\rho \wedge \tau}^{-2 p} \circ \varepsilon_{\mathbf{u}}^{+}\right]\right)^{\frac{1}{2 p}} \cdot\left(E\left[\left(\frac{\varphi(\rho)}{\varphi(\tau \wedge \rho)}\right)^{2 p}\right]\right)^{\frac{1}{2 p}}
$$

We claim

$$
\begin{equation*}
\sup _{|v|=1|\mathbf{u}| \in A(\rho)^{k}} \sup \left(E\left[\left(\frac{\varphi(\rho)}{\varphi(\tau \wedge \rho)}\right)^{2 p}\right]\right)^{\frac{1}{2 p}}<+\infty, \quad k=1,2, \ldots \tag{5.13}
\end{equation*}
$$

If this is verified, then we have the assertion (5.12).
To show (5.13), it is sufficient to show that for any $p>1$, there exists a positive constant $c_{p}>1$ such that for all $v$ and $\mathbf{u}$,

$$
P(\tau \leq \rho) \leq c_{p} \rho^{4 p}, \quad 0<\rho<\delta_{0} .
$$

On the set

$$
E(\rho)=\left\{\sup _{|(t, z)|<\rho}\left|\tilde{D}_{(t, z)} F\right|<\rho^{\beta}\right\},
$$

we have

$$
\begin{aligned}
& \left|T_{\rho \wedge \tau} \circ \varepsilon_{\mathbf{u}}^{+}-Q_{\rho \wedge \tau} \circ \varepsilon_{\mathbf{u}}^{+}\right| \\
& \quad \leq \frac{1}{\varphi(\rho \wedge \tau)} \int_{A(\rho \wedge \tau)}\left|\left(v, \tilde{D}_{t, z} F\right)^{2} \circ \varepsilon_{\mathbf{u}}^{+}-\left(v, \partial \tilde{D}_{t, 0} F . z\right)^{2} \circ \varepsilon_{\mathbf{u}}^{+}\right| \hat{N}(d u), \quad u=(t, z) .
\end{aligned}
$$

Due to the condition $(R)$, the integrand is dominated by the term

$$
|z|^{3} \Phi(t, z, \mathbf{u}),
$$

where $\Phi(t, z, \mathbf{u})$ is a nonnegative random variable satisfying

$$
\sup _{t \in \mathbf{T}} \sup _{|\mathbf{u}| \leq 1} E\left[\sup _{|z| \leq \delta_{0}} \Phi(t, z, \mathbf{u})^{4 p}\right]<+\infty
$$

for any $p>1$.
We put

$$
\Psi=\left|T_{\rho \wedge \tau} \circ \varepsilon_{\mathbf{u}}^{+}-Q_{\rho \wedge \tau} \circ \varepsilon_{\mathbf{u}}^{+}\right| .
$$

Then, the above implies that for any $p>1$, there exists $c_{1}>0$

$$
\begin{equation*}
E\left[\Psi^{4 p} \cdot 1_{E(\rho)}\right] \leq c_{1} \rho^{4 p} T^{4 p} \tag{5.14}
\end{equation*}
$$

if $\rho<\delta_{0}$ for any $v$ and $\mathbf{u}$.
Then, combining the condition (ND3) and (5.14), we have

$$
E\left[\left(\frac{\Psi}{Q_{\rho \wedge \tau} \circ \varepsilon_{\mathbf{u}}^{+}}\right)^{4 p}\right] \leq c_{2} \rho^{4 p}
$$

for $\rho<\delta_{0}$ for all $u$ and $v$. Hence, by Chebyschev's inequality,

$$
P\left(E(\rho) \cap\left(\Psi \geq \frac{1}{2} Q_{\rho \wedge \tau} \circ \varepsilon_{\mathbf{u}}^{+}\right)\right) \leq c_{3} \rho^{4 p}, \quad \rho<\delta_{0} .
$$

On the other hand,

$$
E(\rho)^{c}=\left\{\sup _{|(t, z)|<\rho}\left|\tilde{D}_{(t, z)} F\right| \geq \rho^{\beta}\right\} .
$$

Then, again by Chebyschev's inequality,

$$
P\left(E(\rho)^{c}\right) \leq E\left[\left(\frac{\sup _{|(t, z)|<\rho}\left|\tilde{D}_{u} F\right|}{\rho^{\beta}}\right)^{2 p^{\prime}}\right] \leq c_{4} \rho^{2(1-\beta) p^{\prime}} \leq c_{4} \rho^{4 p}, \quad \rho<\delta_{1}
$$

for some $\delta_{1}>0$ which are sufficiently small, where $p^{\prime}=\frac{2 p}{1-\beta}$. Here, we again used the condition (R). These imply $P(\tau \leq \rho) \leq\left(c_{3}+c_{4}\right) \rho^{4 p}$ for $\rho<\delta_{0}^{\prime}=\delta_{0} \wedge \delta_{1}$.

We put $m(x)=P(\tau \leq x)$. Then $m(x) \leq C x^{4 p}$. By the order condition we have $\varphi(\rho) \geq c \rho^{\alpha}$. Hence

$$
\begin{aligned}
E\left[\left(\frac{1}{\varphi(\rho \wedge \tau)}\right)^{2 p} 1_{\tau \leq \rho}\right] & =\int_{0}^{\rho}\left(\frac{1}{\varphi(x)}\right)^{2 p} m(d x) \\
& \leq \int_{0}^{\rho} C_{1}\left(\frac{1}{x}\right)^{2 \alpha p} m(d x) \leq C_{2}(\rho)
\end{aligned}
$$

This implies

$$
\begin{aligned}
& E\left[\left(\frac{\varphi(\rho)}{\varphi(\rho \wedge \tau)}\right)^{2 p}\right]^{1 / 2} \\
& \quad \leq P(\tau \geq \rho)+\varphi(\rho)^{p} E\left[\left(\frac{1}{\varphi(\rho \wedge \tau)}\right)^{2 p} 1_{\tau \leq \rho}\right]^{1 / 2}<+\infty, \quad 0<\rho<1
\end{aligned}
$$

Hence, we have the assertion (5.13).
Proposition 3.9. We assume the conditions (R) and (ND2).
(1) For each $n$, there exist $C>0$ and $k, l, p$ such that

$$
\left|E\left[G e_{v}(F)\right]\right| \leq C\left(1+|v|^{2}\right)^{-\frac{1}{2} n q_{0}}|G|_{k, l, p}|F|_{k, l, p}^{n} \sup _{|v|>1}\left|\left\{Q^{F}(v)\right\}^{-1}\right|_{k, l, p}, \quad|v| \geq 1 .
$$

Here,

$$
Q^{F}(v)=\left(v^{\prime}, \Sigma^{F} v^{\prime}\right)+\frac{1}{|v|^{2} \varphi\left(|v|^{-\frac{1}{\beta}}\right)} \int_{B_{v}}\left|e^{i\left(v, \tilde{D}_{u} F\right)}-1\right|^{2} \hat{N}(d u) .
$$

(2)

$$
\sup _{|v|>1}\left|\left\{Q^{F}(v)\right\}^{-1}\right|_{k, l, p}<+\infty
$$

for each $k, l, p$.
Proof. By Lemma 3.6, the condition (ND) holds. Then, the remaining part of the proof for (1) is the same as that of Proposition 3.6.

Next, we show the finiteness of $\left|Q^{F}(v)^{-1}\right|_{k, l, p}$. Indeed, under the condition (ND), $\sup _{|v|>1} \sup _{\mathbf{u} \in B_{v}^{k}} E\left[\left|Q^{F}(v)^{-1} \circ \varepsilon_{\mathbf{u}}^{+}\right|^{p}\right]$ is finite for all $p \geq 1, k, l=0,1,2, \ldots$ since there exists $0<c<1$ such that

$$
\int_{B_{v}}\left|e^{i\left(v, \tilde{D}_{u} F\right)}-1\right|^{2} \hat{N}(d u) \geq c \int_{B_{v}}\left|\left(v, \tilde{D}_{u} F\right)\right|^{2} 1_{\left\{\left|\tilde{D}_{u} F\right| \leq \frac{1}{|\eta|}\right\}} \hat{N}(d u)
$$

for $|v|>1$. This proves the assertion of Proposition 3.9.

### 3.6 Smoothness of the density for Itô processes

In this section, we choose $F$ to be $X_{t}$, where $t \mapsto X_{t}$ denotes an Itô process from Section 1.3. We seek conditions that induce the condition (ND) for $F$. Normally, the existence of big jumps of the driving process for $X_{t}$ will disturb the condition (ND) to hold. To this end, we decompose the trajectory of $X_{t}$ into parts with small jumps and parts having big jumps. The reader will find a technique based on the same idea which is used in Section 2.2. The case for canonical SDEs will be treated in Section 4.1.1 below.

In this and the next sections, we assume that supp $\mu$ is compact in $\mathbf{R}^{m}$ and that $T<+\infty$.

### 3.6.1 Preliminaries

To this end, we divide the jumps of the driving Lévy process into "big" and "small" parts. We consider the process $X_{t}^{\prime}$ which is given as a solution to an SDE driven only by small jumps. We put $F^{\prime}=X_{t}^{\prime}$, and show that the condition ( $N D B$ ) (see below) implies the condition (ND) for $F^{\prime}$.

We also show the existence of smooth density for $F=X_{t}$ under such conditions. For the proof, we use an analogue of the integration by parts formula.

We recall an Itô process $X_{t}$ given in Section 1.3 by the SDE

$$
X_{t}=x+\int_{0}^{t} b\left(X_{r}\right) d r+\int_{0}^{t} \sigma\left(X_{r}\right) d W(r)+\int_{0}^{t} \int g\left(X_{r-}, z\right) \tilde{N}(d r d z)
$$

Here, the coefficients $b, \sigma$ and $g$ are infinitely times continuously differentiable with respect to $x$ and $z$, and are assumed to satisfy the conditions in Section 1.3. Furthermore, in this section, all derivatives of $b, \sigma, g$ of all orders $(\geq 1)$ are assumed to be bounded. Especially, the function $g$ is assumed to satisfy

$$
\left|\nabla_{x}^{\alpha} g(x, z)\right| \leq L^{\alpha}(z)
$$

for some positive functions $L^{\alpha}(z)$ such that $\lim _{z \rightarrow 0} L^{\alpha}(z)=0$, and that $\int L^{\alpha}(z)^{p} \mu(d z)<$ $+\infty$ for all $p \geq 2$ and all multi-indices $\alpha$.

Under these conditions, the SDE above has a unique solution under any initial condition $x$.

The flow condition means

$$
\inf _{x, z \in \operatorname{supp} \mu}|\operatorname{det}(I+\nabla g(x, z))|>C>0 .
$$

A sufficient condition for the flow condition is
Condition (D):

$$
\begin{equation*}
\sup _{x, z \in \operatorname{supp} \mu}|\nabla g(x, z)| \leq c \tag{6.1}
\end{equation*}
$$

for some $0<c<1$.

This condition corresponds to the condition (A.2) in Section 1.3 with $g$ replacing $\gamma$. The condition ( $D$ ) implies that the map $x \mapsto x+g(x, z)$ is a diffeomorphism for all $z$, and this, in turn, results in that $t \mapsto\left(x \mapsto X_{t}(x)\right)$ is a flow of diffeomorphisms a.s. (cf. [192] Theorem V.10.65). Here, $X_{t}(x)$ signifies that the process $X_{t}$ starts from $x$ at $t=0$.

The Lévy measure $\mu$ is said to have a weak drift if the $\operatorname{limit} \lim _{\epsilon \rightarrow 0} \int_{\epsilon<|z|<1} z_{i} \mu(d z)$ exists, $i=1, \ldots, m$. We assume $\mu$ has a weak drift.

We first show that $F^{\prime}$, composed only of small jumps, satisfies the condition (ND) under a positivity condition (NDB) (Theorem 3.6 below). We have shown in Proposition 3.8 above that, under the condition ( $N D$ ), for any $G \in \mathbf{D}_{\infty}$ and any $n \in \mathbf{N}$, there exists $C>0$ such that

$$
\begin{equation*}
\left|E\left[G e_{v}\left(F^{\prime}\right)\right]\right| \leq C\left(1+|v|^{2}\right)^{-\frac{1}{2} n q_{0}} \tag{6.2}
\end{equation*}
$$

for all $|v| \geq 1$, where $q_{0}>0$ is what appeared in Proposition 3.8.
For a general $F$, we recover it from $F^{\prime}$ by adding big jumps as finite perturbations. We state that the estimate (6.2) is valid for general $F$ in Proposition 3.12 below.

To show these assertions, we choose and fix a small $\delta_{0}>0$ so that (6.1) holds for $|z|<\delta_{0}$. That is,

$$
\sup _{x,|z| \leq \delta_{0}}|\nabla g(x, z)| \leq c .
$$

Constants involved in the calculation below will not be uniform in $\delta_{0}$, however this does not cause difficulty since we do not tend to $\delta_{0} \rightarrow 0$. Quite often, it will be convenient to take $\delta_{0}=1$. We decompose the Lévy measure $\mu$ into the sum $\mu^{\prime}+\mu^{\prime \prime}$, where

$$
\begin{aligned}
\mu^{\prime}(d z) & =1_{\left(0, \delta_{0}\right]}(|z|) \mu(d z), \\
\mu^{\prime \prime}(d z) & =1_{\left(\delta_{0},+\infty\right)}(|z|) \mu(d z) .
\end{aligned}
$$

Accordingly, we decompose $N(d t d z)$ as $N^{\prime}(d t d z)+N^{\prime \prime}(d t d z)$.
We decompose the probability space $(\Omega, \mathcal{F}, P)$ as follows: $\Omega=\Omega^{\prime} \times \Omega^{\prime \prime}, \mathcal{F}=\mathcal{F}^{\prime} \times \mathcal{F}^{\prime \prime}$, $P=P^{\prime} \times P^{\prime \prime}$. Here, $\Omega=\Omega_{2}, \mathcal{F}=\mathcal{F}_{2}$ and $P=P_{2}$.

Let $z_{t}^{\prime \prime}$ be a Lévy process given by $N^{\prime \prime}(d t d z)$ defined on ( $\left.\Omega^{\prime \prime}, \mathcal{F}^{\prime \prime}, P^{\prime \prime}\right)$.
We denote by $X_{t}^{\prime}$ the solution to the SDE

$$
\begin{array}{r}
X_{t}^{\prime}=x+\int_{0}^{t}\left(b\left(X_{r}^{\prime}\right)-\int_{1<|z|} g\left(X_{r}^{\prime}, z\right) \mu(d z)\right) d r \\
+\int_{0}^{t} \sigma\left(X_{r}^{\prime}\right) d W(r)+\int_{0}^{t} \int_{|z| \leq 1} g\left(X_{r}^{\prime}, z\right) \tilde{N}(d r d z) \cdot 1_{\{|z| \leq 1\}}
\end{array}
$$

Here, the existence of $\int_{1<|z|} g(x, z) \mu(d z)$ is assumed for each $x$. We write $X_{s, t}^{\prime}=X_{t}^{\prime}$ 。 $\left(X_{s}^{\prime}\right)^{-1}$ for $s<t$. Then, $X_{t}$ is a solution to the SDE driven by

$$
\begin{equation*}
X_{t}^{\prime} \oplus \int_{0}^{t} \int_{|z|>1} g(x, z) N(d r d z) \tag{6.3}
\end{equation*}
$$

That is,

$$
X_{t}=X_{t}^{\prime} \circ \varepsilon_{\mathbf{u}}^{+}=X_{t_{n}, t}^{\prime} \circ \phi_{z_{n}} \circ X_{t_{n-1}, t_{n}}^{\prime} \circ \cdots \circ \phi_{z_{1}} \circ X_{t_{1}}^{\prime}
$$

where $\mathbf{u}=\left(\left(t_{1}, z_{1}\right), \ldots,\left(t_{n}, z_{n}\right)\right), t_{1}<t_{2}<\cdots<t_{n}$, denoting the moments of big jumps such that $\left|z_{i}\right|>1$ and $\phi_{z}(x)=x+g(x, z)$. Thus, the function $\phi$ plays the role of a connector.

Since $\sigma(x), g(x, z)$ satisfy the linear growth condition with respect to $x$, we can prove the Condition (R) for $F^{\prime}=X_{T}^{\prime}$.
Lemma 3.7. For any positive integer $k$ and $p>1$, the derivatives satisfy

$$
\begin{equation*}
\sup _{t \in \mathbf{T}, \mathbf{u} \in A(1)^{k}} E\left[\sum_{i=1}^{m} \sup _{|z| \leq 1}\left|\partial_{z_{i}} \tilde{D}_{t, z} X^{\prime} \circ \varepsilon_{\mathbf{u}}^{+}\right|^{p}+\sum_{i, j=1}^{m} \sup _{|z| \leq 1}\left|\partial_{z_{i}} \partial_{z_{j}} \tilde{D}_{t, z} X^{\prime} \circ \varepsilon_{\mathbf{u}}^{+}\right|^{p}\right]<+\infty \tag{6.4}
\end{equation*}
$$

where $X^{\prime}=X_{T}^{\prime}$.
Proof. We see

$$
\tilde{D}_{u} X^{\prime}=X_{t, T}^{\prime} \circ \phi_{z}\left(X_{t-}^{\prime}(x)\right)-X_{t, T}^{\prime}\left(X_{t-}^{\prime}(x)\right)
$$

Hence, $\partial_{z_{i}} \tilde{D}_{t, z} X^{\prime}, \partial_{z_{i}} \partial_{z_{j}} \tilde{D}_{t, z} X^{\prime}$ are written by using the flow property as

$$
\begin{aligned}
\partial_{z_{i}} \tilde{D}_{t, z} X^{\prime} & =\nabla X_{t, T}^{\prime}\left(X_{t-}^{\prime}(x)\right) \partial_{z_{i}} g\left(X_{t-}^{\prime}(x), z\right), \\
\partial_{z_{i}} \partial_{z_{j}} \tilde{D}_{t, z} X^{\prime} & =\nabla X_{t, T}^{\prime}\left(X_{t-}^{\prime}(x)\right) \partial_{z_{i}} \partial_{z_{j}} g\left(X_{t-}^{\prime}(x), z\right),
\end{aligned}
$$

respectively. Hence, we see that

$$
E\left[\left(\sum_{i=1}^{m} \sup _{|z| \leq 1}\left|\partial_{z_{i}} \tilde{D}_{t, z} X^{\prime} \circ \varepsilon_{\mathbf{u}}^{+}\right|+\sum_{i, j=1}^{m} \sup _{|z| \leq 1}\left|\partial_{z_{i}} \partial_{z_{j}} \tilde{D}_{t, z} X^{\prime} \circ \varepsilon_{\mathbf{u}}^{+}\right|\right)^{p}\right]
$$

is dominated by

$$
C E\left[\left|\nabla X_{t, T}^{\prime}\left(X_{t}^{\prime} \circ \varepsilon_{\mathbf{u}}^{+}\right)\right|^{2 p}\right]^{\frac{1}{2}} \times E\left[\left(1+\left|X_{t}^{\prime} \circ \varepsilon_{\mathbf{u}}^{+}\right|\right)^{2 p}\right]^{\frac{1}{2}}
$$

where $C>0$ is independent of $t$, $\mathbf{u}$. Here we use Sobolev inequality to show the boundedness of $\sup _{|z| \leq 1}\left|\partial_{z_{i}} \tilde{D}_{t, z} X^{\prime} \circ \epsilon_{\mathbf{u}}^{+}\right|, \ldots$

Next we show for each $k, p$,

$$
\sup _{\mathbf{u} \in A(1)^{k}} E\left[\left|\nabla X_{t, T}^{\prime}(x) \circ \varepsilon_{\mathbf{u}}^{+}\right|^{2 p}\right] \leq C^{\prime}
$$

and

$$
\sup _{\mathbf{u} \in A(1)^{k}} E\left[\left|X_{t}^{\prime} \circ \varepsilon_{\mathbf{u}}^{+}\right|^{2 p}\right] \leq C^{\prime}(1+|x|)^{2 p}
$$

for some $C^{\prime}>0$.
We consider the case $t=0, X_{t, T}^{\prime}(x)=X_{T}^{\prime}(x)$ only, since the discussion is similar in other cases. We put $\xi_{T}=X_{T}^{\prime}(x) \circ \varepsilon_{\mathbf{u}}^{+}$. Notations $\xi_{t}, \xi_{t, T}$ are defined similarly.

We recall the original SDE for $X_{t}^{\prime}$, and denote it simply by

$$
X_{t}^{\prime}=x+\int_{0}^{t} X\left(X_{r-}^{\prime}, d r\right)
$$

First we assume $\sigma(x) \sigma(x)^{T}>0$. The Malliavin-Shigekawa derivative of $\xi_{T}$ satisfies the following linear SDE

$$
D_{t} \xi_{T}=\sigma\left(\xi_{t}\right)+\int_{t}^{T} \nabla y\left(\xi_{r-}, d r\right) . D_{t} \xi_{r-}
$$

where $y(x)=X \circ \varepsilon_{\mathbf{u}}^{+}$. See [25] (6-25).
On the other hand,

$$
\nabla \xi_{t, T}\left(\xi_{t}\right)=I+\int_{t}^{T} \nabla y\left(\xi_{r-}, d r\right) \nabla \xi_{t, r-}\left(\xi_{t}\right)
$$

Comparing these two, due to the uniqueness of the solution to the linear SDE, the solution to the above SDE is given by

$$
D_{t} \xi_{T}(x)=\nabla \xi_{t, T}\left(\xi_{t}(x)\right) \sigma\left(\xi_{t}(x)\right) .
$$

Since $x \mapsto \sigma(x)$ is of linear growth, for any $k \in \mathbf{N}$ and $p>2$ there exists a positive constant $C$ such that the solution $D_{t} \xi_{T}(x)$ satisfies

$$
\sup _{\mathbf{u} \in A(1)^{k}} E\left[\left|D_{t} \xi_{T}(x)\right|^{p}\right] \leq C(1+|x|)^{p} .
$$

This proves the second assertion.
As $\nabla \xi_{t}(x)$ satisfies the linear SDE above, we apply the argument for $\nabla^{2} \xi_{t}(x)=$ $\nabla\left(\nabla \xi_{t}(x)\right)$. Then we obtain the first assertion.

Next we consider the case $\sigma(x) \sigma(x)^{T}=0$. Calculation using the operator $\tilde{D}_{u}$ is similar. See [101] Lemma 4.5. Hence, we have (6.4).

### 3.6.2 Big perturbations

Let $u_{1}=\left(t_{1}, z_{1}\right) \in U_{1}^{\prime \prime}=\mathbf{T} \times\{z ;|z|>1\}$. Then,

$$
X_{t}^{\prime} \circ \varepsilon_{\left(t_{1}, z_{1}\right)}^{+}=X_{t_{1}, t}^{\prime} \circ \phi_{t_{1}, z_{1}} \circ X_{t_{1}}^{\prime}(x),
$$

where

$$
\phi_{t_{1}, z_{1}}(x)=x+g\left(x, z_{1}\right) \cdot .^{1}
$$

1 The operation by $\phi$ does not depend on $t$. We write $\phi_{t, z}$ to indicate the moment of the operation.

For $\mathbf{u}=\left(u_{1}, \ldots, u_{n}\right)=\left(\left(t_{1}, z_{1}\right), \ldots,\left(t_{n}, z_{n}\right)\right) \in U_{1}^{\prime \prime} \times \cdots \times U_{1}^{\prime \prime}$, we put

$$
X_{t}^{\prime} \circ \varepsilon_{\mathbf{u}}^{+}=X_{t_{n}, t}^{\prime} \circ \phi_{t_{n}, z_{n}} \circ X_{t_{n-1}, t_{n}}^{\prime} \circ \cdots \circ \phi_{t_{1}, z_{1}} \circ X_{t_{1}}^{\prime} .
$$

Based on this decomposition, we introduce the conditional randomization as follows. We write

$$
\begin{equation*}
X_{t}=X_{t}^{\prime} \circ \varepsilon_{q}^{+}=X_{t}^{\prime} \circ \varepsilon_{\left(q\left(u_{1}\right), \ldots, q\left(u_{n}\right)\right)}^{+}, \quad t_{n} \leq t<t_{n+1}, \tag{6.5}
\end{equation*}
$$

where $q(u)=\left(q\left(u_{1}\right), \ldots, q\left(u_{n}\right)\right)$ is a Poisson point process with the counting measure $N^{\prime \prime}(d t d z)$ and $t_{n}=\inf \left\{t ; N^{\prime \prime}\left((0, t] \times \mathbf{R}^{m}\right) \geq n\right\}$. The reader can recall a similar decomposition of the density in Section 2.3.2 ((3.16)).

As noted above, we first analyse the small jump part $X^{\prime}$ of $X$, and then perturb it by big jumps due to $q(u)$.

Let $F^{\prime}=X_{T}^{\prime}(x)$. Then,

$$
F^{\prime} \circ \varepsilon_{t, z}^{+}=X_{t, T}^{\prime} \circ \phi_{t, z} \circ X_{t-}^{\prime}(x) .
$$

Hence,

$$
\begin{aligned}
\tilde{D}_{t, z} F^{\prime} & =X_{t, T}^{\prime} \circ \phi_{t, z}\left(X_{t-}^{\prime}\right)-X_{t, T}^{\prime}\left(X_{t-}^{\prime}\right) \\
& =\nabla X_{t, T}^{\prime}\left(\phi_{t, \theta z}\left(X_{t-}^{\prime}\right)\right) \nabla_{z} \phi_{t, \theta z}\left(X_{t-}^{\prime}\right)
\end{aligned}
$$

for some $\theta \in(0,1)$.
This implies $F^{\prime} \in \mathbf{D}_{1,0, p}$ by Lemma 3.7, and finally we observe $F^{\prime} \in \mathbf{D}_{\infty}$. Furthermore, we have

$$
\left.\partial_{z} \tilde{D}_{t, z} F^{\prime}\right|_{z=0}=\nabla X_{t, T}^{\prime}\left(X_{t-}^{\prime}\right) G\left(X_{t-}^{\prime}\right) .
$$

Here, $G(x)=\left.\nabla_{z} g(x, z)\right|_{z=0}$.
In view of this, $\tilde{K}_{\rho}, R$ in Section 3.5 .2 turn into

$$
\tilde{K}_{\rho}^{\prime}=\int_{\mathbf{T}} \nabla X_{t, T}^{\prime}\left(X_{t-}^{\prime}\right) G\left(X_{t-}^{\prime}\right) B_{\rho} G\left(X_{t-}^{\prime}\right)^{T} \nabla X_{t, T}^{\prime}\left(X_{t-}^{\prime}\right)^{T} d t,
$$

and

$$
R^{\prime}=\int_{\mathbf{T}} \nabla X_{t, T}^{\prime}\left(X_{t-}^{\prime}\right) \sigma\left(X_{t-}^{\prime}\right) \sigma\left(X_{t-}^{\prime}\right)^{T} \nabla X_{t, T}^{\prime}\left(X_{t-}^{\prime}\right)^{T} d t
$$

respectively. Then,

$$
R^{\prime}+\tilde{K}_{\rho}^{\prime}=\int_{\mathbf{T}} \nabla X_{t, T}^{\prime}\left(X_{t-}^{\prime}\right) C_{\rho}\left(X_{t-}^{\prime}\right) \nabla X_{t, T}^{\prime}\left(X_{t-}^{\prime}\right)^{T} d t,
$$

where

$$
C_{\rho}(x)=\sigma(x) \sigma(x)^{T}+G(x) B_{\rho} G(x)^{T} .
$$

Furthermore, $\tilde{K}$ turns into

$$
\tilde{K}^{\prime}=\int_{\mathbf{T}} \nabla X_{t, T}^{\prime}\left(X_{t-}^{\prime}\right) G\left(X_{t-}^{\prime}\right) B G\left(X_{t-}^{\prime}\right)^{T} \nabla X_{t, T}^{\prime}\left(X_{t-}^{\prime}\right)^{T} d t
$$

Then,

$$
R^{\prime}+\tilde{K}^{\prime}=\int_{\mathbf{T}} \nabla X_{t, T}^{\prime}\left(X_{t-}^{\prime}\right) C\left(X_{t-}^{\prime}\right) \nabla X_{t, T}^{\prime}\left(X_{t-}^{\prime}\right)^{T} d t
$$

Here,

$$
C(x)=\sigma(x) \sigma(x)^{T}+G(x) B G(x)^{T} .
$$

We remark $C_{\rho}(x) \geq G(x) B_{\rho} G(x)^{T}$, and that

$$
\begin{equation*}
R^{\prime}+\tilde{K}^{\prime} \leq R^{\prime}+\tilde{K}_{\rho}^{\prime}, \quad 0<\rho<\rho_{0} . \tag{6.6}
\end{equation*}
$$

Let

$$
\begin{aligned}
& \tilde{Q}^{\prime}(v)=\left(v^{\prime},\left(R^{\prime}+\tilde{K}^{\prime}\right) v^{\prime}\right), \\
& \tilde{Q}_{\rho}^{\prime}(v)=\left(v^{\prime},\left(R^{\prime}+\tilde{K}_{\rho}^{\prime}\right) v^{\prime}\right),
\end{aligned}
$$

corresponding to $\tilde{Q}(v), \tilde{Q}_{\rho}(v)$ in Section 3.5 where $v^{\prime}=\frac{v}{|v|}$.
Definition 3.5. We say $F$ satisfies the condition ( $N D B$ ) if there exists $C>0$ such that

$$
\begin{equation*}
(v, C(x) v) \geq C|v|^{2} \tag{6.7}
\end{equation*}
$$

holds for all $x$.
Theorem 3.6. Assume the condition ( $N D B$ ) holds for $F^{\prime}$. Then, the condition ( $N D$ ) in Section 3.3.3 holds for $F^{\prime}$.

Due to Proposition 3.7, the composition $\Phi \circ F^{\prime}$ of $\Phi \in \mathcal{S}^{\prime}$ and $F^{\prime}$ is justified. The proof of this theorem consists of the following two propositions (Propositions 3.10, 3.11).

Proposition 3.10. Assume the conditions (NDB) and (D). Then, for each $N \in \mathbf{N}$, the family $\left\{X_{t}^{\prime}(x)\right\}_{x \in\{|x| \leq N\}}$ satisfies the condition (ND2) for $p>2$.

Proof. The matrix $C(x)$ satisfies (6.7). By the expression of $R^{\prime}+\tilde{K}_{\rho}^{\prime}$, by Jensen's inequality $\left(\left(\frac{1}{t} \int_{0}^{t} f(s) d s\right)^{-1} \leq \frac{1}{t} \int_{0}^{t} f(s)^{-1} d s\right.$ for $\left.f()>0.\right)$ and (6.6), we have

$$
\begin{aligned}
\tilde{Q}_{\rho}^{\prime}(v)^{-1} \circ \varepsilon_{\mathbf{u}}^{+} & \leq \tilde{Q}^{\prime}(v)^{-1} \circ \varepsilon_{\mathbf{u}}^{+} \\
& \leq \frac{1}{C T^{2}} \int_{\mathbf{T}}\left|\left(\nabla_{x} X_{t, T}^{\prime}\left(X_{t}^{\prime}(x)\right) \circ \varepsilon_{\mathbf{u}}^{+}\right)^{-1}\right|^{2} d t, \quad 0<\rho<\rho_{0} .
\end{aligned}
$$

Hence,

$$
E\left[\tilde{Q}_{\rho}^{\prime}(v)^{-p} \circ \varepsilon_{\mathbf{u}}^{+}\right] \leq \frac{1}{C T^{2}} \int_{\mathbf{T}} E\left[\left|\left(\nabla_{x} X_{t, T}^{\prime}\left(X_{t}^{\prime}(x)\right) \circ \varepsilon_{\mathbf{u}}^{+}\right)^{-1}\right|^{2 p}\right]^{\frac{1}{2}} d t
$$

Here, we have

$$
\begin{equation*}
\sup _{\mathbf{u} \in A(1)^{k}} E\left[\left|\left(\nabla_{x} X_{t, T}^{\prime}\left(X_{t}^{\prime}(x)\right) \circ \varepsilon_{\mathbf{u}}^{+}\right)^{-1}\right|^{2 p}\right]^{\frac{1}{2}}<+\infty \tag{6.8}
\end{equation*}
$$

for $k=1,2, \ldots$. Hence, we have the assertion.
We prove (6.8) below. We introduce a matrix-valued process $U^{x, t}(u), t \leq u \leq T$ by

$$
\begin{aligned}
U^{x, t}(u)= & \int_{t}^{u} \nabla b\left(X_{t, r-}^{\prime}(x)\right) d r+\int_{t}^{u} \nabla \sigma\left(X_{t, r-}^{\prime}(x)\right) d W(r) \\
& +\int_{u}^{t} \int \nabla g\left(X_{t, r-}^{\prime}(x), z\right) \tilde{N}(d r d z)
\end{aligned}
$$

Then, the matrix-valued process

$$
\Phi^{x, t}(u) \equiv \nabla X_{t, u}^{\prime}(x)
$$

satisfies the linear SDE

$$
\Phi^{x, t}(u)=I+\int_{t}^{u} d U^{x, t} \Phi^{x, t}(r-)
$$

That is, $\Phi$ is the Doléans' exponential (stochastic exponential) $\mathcal{E}(U)^{t, x}$.
Since $b, \sigma$ and $g$ are assumed to be $C_{b}^{\infty}$ functions, the coefficients $\nabla b(x), \nabla \sigma(x)$ of $U^{x, t}(u)$ are bounded, and $|\nabla g(x, z)| \leq K^{1}(z)$, where $K^{1}(z)$ satisfies $\int K^{1}(z)^{p} \mu(d z)<+\infty$ for any $p \geq 2$. Then, by the uniqueness of the Doléans' exponential and by the direct expression of it ([192] Section V.3),

$$
\sup _{x \in \mathbf{R}^{d}, t \in[0, T], t \leq u \leq T} E\left[\left|\Phi^{x, t}(u)\right|^{p}\right]<+\infty, \quad p>2 .
$$

We observe

$$
I+\Delta U^{x, t}(r)=I+\nabla g\left(X_{t, r}^{\prime}(x), z\right), \quad z=q(r)
$$

Therefore, the matrix $I+\Delta U^{x, t}(r)$ is invertible by the condition $(D)$.
Let $V^{x, t}(u)$ be the process given by

$$
\begin{equation*}
V^{x, t}(u)=-U^{x, t}(u)+\left[U^{x, t}, U^{x, t}\right]_{u}^{c}+\sum_{t \leq r \leq u}\left(I+\Delta U^{x, t}(r)\right)^{-1}\left(\Delta U^{x, t}(r)\right)^{2} \tag{6.9}
\end{equation*}
$$

Here, $\left[U^{x, t}, U^{x, t}\right]_{u}^{c}$ denotes the continuous part of the matrix-valued process $\left(\sum_{k=1}^{d}\left[\left(U^{x, t}\right)^{i k},\left(U^{x, t}\right)^{k j}\right] u\right)$.

We introduce another matrix-valued process $\Psi^{\chi, t}(u), t \leq u \leq T$ by the SDE

$$
\Psi^{x, t}(u)=I+\int_{t}^{u} \Psi^{x, t}(r-) d V^{x, t}(r)
$$

That is, $\Psi^{x, t}(u)=\mathcal{E}\left(V^{x, t}\right)_{u}$. The process $\Psi^{x, t}(u)$ is the inverse of $\Phi^{x, t}(u)$, that is, $\Psi^{x, t}(u)=\left(\nabla X_{t, u}^{\prime}(x)\right)^{-1}$ ([192] Corollary to Theorem II 38).

We can write $\Psi^{\chi, t}(u)$ in the form

$$
\begin{aligned}
\Psi^{x, t}(u)= & \int_{t}^{u} \Psi^{x, t}(r-) \nabla b^{\prime}\left(X_{t, r-}^{\prime}(x)\right) d r+\int_{t}^{u} \Psi^{x, t}(r-) \nabla \sigma\left(X_{t, r-}^{\prime}(x)\right) d W(r) \\
& +\int_{t}^{u} \int^{x, t}(r-) \nabla h\left(X_{t, r-}^{\prime}(x), z\right) \tilde{N}(d r d z)
\end{aligned}
$$

where $\nabla b^{\prime}$ is the drift part determined by (6.9), and $h$ is given by the relation $I+h=$ $(I+g)^{-1}$. As the coefficients $\nabla b^{\prime}(x), \nabla \sigma(x)$ and $\nabla h(x, z)$ are bounded functions (due to the condition (D)), we have

$$
\sup _{x \in \mathbf{R}^{d}, t \in[0, T], t<u<T} E\left[\left|\Psi^{\chi, t}(u)\right|^{p}\right]<+\infty, \quad p>2 .
$$

By using the argument in [95] (Lemma 6.3 and (6.17)), we have the assertion (6.8).
Proposition 3.11. The condition (ND2) for $F^{\prime}$ implies the condition (ND) for $F^{\prime}$.
Proof. This proposition follows directly from Lemma 3.6 and (6.4).
In view of Propositions 3.10, 3.11, we see that the condition (ND) holds for $F^{\prime}=X_{t}^{\prime}$ under ( $N D B$ ) and the assertion in Theorem 3.6 holds.

### 3.6.3 Concatenation (I)

In this and the next subsection, we show the assertion (6.2) with $F^{\prime}$ replaced by $F=X_{t}$.
Proposition 3.12. Under the condition (NDB), for any $G \in \mathbf{D}_{\infty}$ and any $n \in \mathbf{N}$, there exists $C>0$ such that

$$
\begin{equation*}
\left|E\left[G e_{v}(F)\right]\right| \leq C\left(1+|v|^{2}\right)^{-\frac{1}{2} n q_{0}} \tag{6.10}
\end{equation*}
$$

for all $|v| \geq 1$, where $q_{0}>0$ is what appeared in Proposition 3.8.
Choosing $G \equiv 1$, this assertion implies that $F$ has a smooth density function $p_{F}$ under the condition (NDB). See the introduction of Section 2.1

To show Proposition 3.12, we first claim the following proposition, where $F^{\prime}$ satisfies the condition (D). We put

$$
E_{v}=\left\{\sup _{u \in A\left(|v|^{-1 / \beta}\right)}\left|\tilde{D}_{u} F^{\prime}\right| \leq|v|^{-1}\right\}=E\left(|v|^{-\frac{1}{\beta}}\right) .
$$

Proposition 3.13. Assume the condition (NDB). Then, for any $n \in \mathbf{N}$, there exist $k, l \in \mathbf{N}$, $p \geq 2$ and $C=C_{k, l, p}>0$ such that

$$
\begin{aligned}
& \left|E\left[G e_{v}\left(F^{\prime}\right) \cdot 1_{E_{v}}\right]\right| \\
& \leq C\left(1+|v|^{2}\right)^{-\frac{1}{2} n q_{0}}|G|_{k, l, p}\left\{\left|F^{\prime}\right|_{k, l, p}^{n} \times \sup _{v, 0<\rho<\rho_{0}}\left|\tilde{Q}_{\rho}^{\prime-1}(v)\right|_{k, l, p}^{n}\right\}, \quad|v| \geq \rho^{-\beta} .
\end{aligned}
$$

We remark that there exists $0<c<1$ such that $Q^{F^{\prime}}(v) \geq c \tilde{Q}_{|v|^{-\frac{1}{\beta}}}^{\prime}(v)$ if $\left|\tilde{D}_{u} F^{\prime}\right| \leq|v|^{-1}$, where $Q^{F^{\prime}}(v)$ is given in Proposition 3.6 (Section 3.5.1) for $F=F^{\prime}$. Then, this proposition is proved as Proposition 3.6.

According to (6.5),

$$
\begin{equation*}
\left(R^{\prime}+\tilde{K}_{\rho}^{\prime}\right) \circ \varepsilon_{q}^{+}=R+\tilde{K}_{\rho} \quad \text { a.s. } d P \tag{6.11}
\end{equation*}
$$

Since $F^{\prime}$ and $N^{\prime \prime}$ are independent, by the above proposition, we have

$$
\begin{align*}
E\left[G e_{v}(F) .1_{E_{v}}\right]= & E^{\prime \prime}\left[E^{\prime}\left[G e_{v}\left(F^{\prime} \circ \varepsilon_{q}^{+}\right) \cdot 1_{E_{v}}\right]\right] \\
\leq & C\left(1+|v|^{2}\right)^{-\frac{1}{2} n q_{0}}|G|_{k, l, p} \\
& \times E^{\prime \prime}\left[\left\{\left|F^{\prime} \circ \varepsilon_{q}^{+}\right|_{k, l, p}^{2 n}+\sup _{v, 0<\rho<\rho_{0}}\left|\tilde{Q}_{\rho}^{\prime-1}(v) \circ \varepsilon_{q}^{+}\right|_{k, l, p}^{2 n}\right\}\right] \tag{6.12}
\end{align*}
$$

Our objective below is to show the finiteness of the right-hand side of (6.12) under the conditions (NDB). If (6.12) holds, choosing $G \equiv 1$, we have the exponential decay of the characteristic function.

In (6.12) we see

$$
\int\left|F^{\prime} \circ \varepsilon_{q}^{+}\right|_{k, l, p}^{2 n} d P^{\prime \prime}(q) \leq\left(\int\left|F^{\prime} \circ \varepsilon_{q}^{+}\right|_{k, l, p}^{p} d P^{\prime \prime}(q)\right)^{\frac{2 n}{p}}=|F|_{k, l, p}^{2 n}
$$

This norm is finite for all $k, l, p$. We can check it by a direct calculation as in Proposition 3.16 below.

It remains to show

$$
\begin{equation*}
\sup _{v, 0<\rho<\rho_{0}} \int\left|\tilde{Q}_{\rho}^{\prime-1}(v) \circ \varepsilon_{q}^{+}\right|_{k, l, p}^{2 n} d P^{\prime \prime}(q)<+\infty \tag{6.13}
\end{equation*}
$$

under (NDB).
To prove this assertion, we begin with the case $q(u)=\emptyset$.

## Proposition 3.14.

$$
\begin{aligned}
\left|\tilde{Q}_{\rho}^{\prime}(v)^{-1}\right|_{k, l, p} \leq & C_{k, l, p}\left|\tilde{Q}_{\rho}^{\prime}(v)\right|_{k, l, 2(k+1)(l+1) p} \\
& \times\left\{\sum_{\left(\mathbf{u}_{j}\right)} \Pi_{j=1}^{s}\left(1+E\left[\int\left|\tilde{Q}_{\rho}^{\prime}(v)^{-1} \circ \varepsilon_{\mathbf{u}_{j}}^{+}\right|^{2(k+1)(l+1) p} \hat{M}\left(d \mathbf{u}_{j}\right)\right]^{\frac{1}{2(k+1) p}}\right)\right\}
\end{aligned}
$$

where $\mathbf{u}_{j}$ runs over all subsets of $\mathbf{u}=\left\{u_{1}, \ldots, u_{k}\right\}, u_{j} \in A(1)$ such that $\mathbf{u}_{1} \cup \cdots \cup \mathbf{u}_{s}=\mathbf{u}$.
Proof. Case $(k, l)=(0,1)$. Since $D_{t} \tilde{Q}^{\prime}(v)^{-1}=-\frac{D_{t} \tilde{Q}^{\prime}(v)}{\tilde{Q}^{\prime 2}(v)}$, we have

$$
\left|\tilde{Q}_{\rho}^{\prime}(v)^{-1}\right|_{0,1, p} \leq C_{0,1, p}\left|\tilde{Q}_{\rho}^{\prime}(v)\right|_{0,1,2 p}\left|\tilde{Q}^{\prime}(v)^{-1}\right|_{0,0,4 p}^{2}
$$

Case $(k, l)=(1,0)$. Since $\tilde{D}_{u} \tilde{Q}^{\prime}(v)^{-1}=-\frac{\tilde{D}_{u} \tilde{Q}^{\prime}(v)}{\tilde{Q}^{\prime}\left(v \tilde{Q}^{\prime}(v) \circ \varepsilon_{u}^{\top}\right.}$, we have

$$
\begin{aligned}
\left|\tilde{Q}_{\rho}^{\prime}(v)^{-1}\right|_{1,0, p} \leq & C_{1,0, p}\left|\tilde{Q}_{\rho}^{\prime}(v)\right|_{1,0,2 p}\left(E\left[\left|\tilde{Q}_{\rho}^{\prime}(v)^{-1}\right|^{4 p}\right]\right)^{\frac{1}{4 p}} \\
& \times\left(E\left[\left(\int\left|\tilde{Q}_{\rho}^{\prime}(v)^{-1} \circ \varepsilon_{u}^{+}\right|^{2 p} \hat{M}(d u)\right)^{2}\right]\right)^{\frac{1}{4 p}} \\
\leq & C_{1,0, p}^{\prime}\left|\tilde{Q}_{\rho}^{\prime}(v)\right|_{1,0,2 p}\left(E\left[\left|\tilde{Q}_{\rho}^{\prime}(v)^{-1}\right|^{4 p}\right]\right)^{\frac{1}{4 p}} \\
& \times\left(1+E\left[\int\left|\tilde{Q}_{\rho}^{\prime}(v)^{-1} \circ \varepsilon_{u}^{+}\right|^{4 p} \hat{M}(d u)\right]\right)^{\frac{1}{4 p}} .
\end{aligned}
$$

In what follows, we write $Q$ for $\tilde{Q}_{\rho}^{\prime}$ for simplicity. In the general case,

$$
D_{\mathbf{t}}^{l} Q^{-1}=\sum_{r}(-1)^{r} \frac{D_{\mathbf{t}_{1}}^{l_{1}} Q \cdots D_{\mathbf{t}_{r}}^{l_{r}} Q}{Q^{r+1}},
$$

where the sum is taken with respect to all the choices of $\left(l_{1}, \ldots, l_{r}\right), l_{j} \geq 1$ such that $l_{1}+\cdots+l_{r}=l$. Here, $|\mathbf{t}|=l$ and $\left|\mathbf{t}_{j}\right|=l_{j}, j=1, \ldots, r$.

Hence, by the formula in Section 3.3.2 with $n=r+1$,

$$
\begin{aligned}
\tilde{D}_{\mathbf{u}}^{k} D_{\mathbf{t}}^{l} Q^{-1} & =\sum_{\mathbf{u}_{0} \cup \mathbf{u}_{1} \cup \cdots \cup \mathbf{u}_{r}=\mathbf{u}} \tilde{D}_{\mathbf{u}_{1}} D_{\mathbf{t}_{1}}^{l_{1}} Q \cdots \tilde{D}_{\mathbf{u}_{r}} D_{\mathbf{t}_{r}}^{l_{r}} Q \tilde{D}_{\mathbf{u}_{0}} Q^{-(r+1)} \\
& =\sum_{r} \sum_{s} \operatorname{sgn}(r, s) Y_{k_{0}, \ldots, k_{s}}^{l_{1}^{\prime}, \ldots, l_{r}^{\prime}} Q^{-(r+1)} \circ \varepsilon_{\mathbf{u}_{0}}^{+} .
\end{aligned}
$$

Here, $Y=Y_{k_{0}, \ldots, k_{s}}^{l_{1}^{\prime}, \ldots, l_{r}^{\prime}}$ is written by

$$
Y_{k_{0}, \ldots, k_{s}}^{l_{1}^{\prime}, \ldots, l_{r}^{\prime}}=\left(D_{\mathbf{t}_{1}^{\prime}}^{l_{1}^{\prime}} Q \cdots D_{\mathbf{t}_{r}^{\prime}}^{l_{r}^{\prime}} Q\right) \cdot D_{\mathbf{t}_{1}^{\prime}}^{l_{1}^{\prime}} Q \circ \varepsilon_{\mathbf{u}_{1}}^{+} \cdots D_{\mathbf{t}_{s}^{\prime}}^{l_{s}^{\prime}} Q \circ \varepsilon_{\mathbf{u}_{s}}^{+},
$$

and $\sum_{s}$ denotes the sum with respect to all the choices of $\mathbf{u}_{0}, \ldots, \mathbf{u}_{s} \subset\left\{u_{1}, \ldots, u_{k}\right\}=\mathbf{u}$ for which $\left|\mathbf{u}_{j}\right|=k_{j}, j=0, \ldots, s$. We remark $r \leq l$ and $s \leq k$.

To see this, we can calculate, for $k=2, \mathbf{u}=\left(u_{1}, u_{2}\right), \tilde{D}_{u} \tilde{Q}^{\prime}(v)^{-1}$ as

$$
\begin{aligned}
\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} Q^{-1}(v)= & \tilde{D}_{u_{2}}\left(-\frac{\tilde{D}_{u_{1}} Q}{Q \cdot Q \circ \varepsilon_{u_{1}}^{+}}\right) \\
= & -\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} Q \cdot\left(Q \cdot Q \circ \varepsilon_{u_{1}}^{+}\right)^{-1}-\tilde{D}_{u_{1}} Q \tilde{D}_{u_{2}}\left(Q \cdot Q \circ \varepsilon_{u_{1}}^{+}\right)^{-1} \\
& -\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} Q \cdot \tilde{D}_{u_{2}}\left(Q \cdot Q \circ \varepsilon_{u_{1}}^{+}\right)^{-1} \\
= & -\mathrm{I}-\mathrm{II}-\mathrm{III} \quad \text { (say) } .
\end{aligned}
$$

Here,

$$
\begin{aligned}
\mathrm{II} & =\tilde{D}_{u_{1}} Q \cdot\left(\left(Q \cdot Q \circ \varepsilon_{u_{1}}^{+}\right)^{-1} \circ \varepsilon_{u_{2}}^{+}-\left(Q \cdot Q \circ \varepsilon_{u_{1}}^{+}\right)^{-1}\right) \\
& =\tilde{D}_{u_{1}} Q \cdot\left(Q \circ \varepsilon_{u_{2}}^{+} \cdot Q \circ \varepsilon_{u_{1}}^{+} \circ \varepsilon_{u_{2}}^{+}\right)^{-1}-\tilde{D}_{u_{1}} Q \cdot\left(Q \cdot Q \circ \varepsilon_{u_{1}}^{+}\right)^{-1},
\end{aligned}
$$

and terms I, III are calculated similarly. Hence, terms $\tilde{D}_{u_{1}} Q, \tilde{D}_{u_{2}} \tilde{D}_{u_{1}} Q$ arise from the term $\tilde{D}_{\mathbf{u}} Q^{-1}$. Further, let $A=Q, B=Q^{-(r+1)}$. Then, we have

$$
\begin{aligned}
\tilde{D}_{u_{2}} \tilde{D}_{u_{1}}\left(D_{t} A \cdot B\right)= & \tilde{D}_{u_{2}} \tilde{D}_{u_{1}} D_{t} A \cdot B+\tilde{D}_{u_{1}} D_{t} A \cdot \tilde{D}_{u_{2}} B+\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} D_{t} A \cdot \tilde{D}_{u_{2}} B \\
& +\tilde{D}_{u_{2}} D_{t} A \cdot \tilde{D}_{u_{1}} B+D_{t} A \cdot \tilde{D}_{u_{2}} \tilde{D}_{u_{1}} B+\tilde{D}_{u_{2}} D_{t} A \cdot \tilde{D}_{u_{2}} \tilde{D}_{u_{1}} B \\
& +\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} D_{t} A \cdot \tilde{D}_{u_{1}} B+\tilde{D}_{u_{1}} D_{t} A \cdot \tilde{D}_{u_{2}} \tilde{D}_{u_{1}} B \\
& +\tilde{D}_{u_{2}} \tilde{D}_{u_{1}} D_{t} A \cdot \tilde{D}_{u_{2}} \tilde{D}_{u_{1}} B .
\end{aligned}
$$

Noting that $\tilde{D}_{u_{1}} B=B \circ \varepsilon_{u_{1}}^{+}-B$, we have the above expression for $Y$.
We have

$$
E\left[\int\left(\int_{\mathbf{T}^{l}}\left|\frac{Y_{k_{0}}^{l_{1}^{\prime}, \ldots, l_{r}^{\prime}}}{\gamma(\mathbf{u})}\right|^{2} d \mathbf{t}\right)^{p} \hat{M}(d \mathbf{u})\right]^{1 / 2 p} \leq|Q|_{k, l,(s+1)(r+1) p} \leq C|Q|_{k, l,(k+1)(l+1) p}
$$

Here, $C>0$ does not depend on $v$.
On the other hand,

$$
\begin{aligned}
& E\left[\int\left|Q^{-(r+1)} \circ \varepsilon_{\mathbf{u}_{0}}^{+}\right|^{2 p} \hat{M}\left(d \mathbf{u}_{0}\right)\right]^{1 / 2 p} \\
& \quad \leq \sum_{\left(u_{j}^{\prime}\right)} \Pi_{j=1}^{s} E\left[\int\left|Q^{-1} \circ \varepsilon_{\mathbf{u}_{j}^{\prime}}^{+}\right|^{2(s+1)(r+1) p} \hat{M}\left(d \mathbf{u}_{j}^{\prime}\right)\right]^{1 / 2(s+1) p}
\end{aligned}
$$

These prove the assertion.
Due to the assumption (NDB), we have desired finiteness in the case $q(u)=\emptyset$ by Propsition 3.10.

Using Proposition 3.14, we have the following result for $F^{\prime}=X_{t}^{\prime}(x)$ which is more precise than Proposition 3.6 in Section 3.5.1.

Proposition 3.15. Let $F^{\prime}$ and $G$ satisfy the same assumption as Proposition 3.13. We have then for each $n$ there exist $k, l \in \mathbf{N}, p, p^{\prime}>2$ and $C>0$ such that for $|v|>1$

$$
\begin{align*}
& \left|E\left[G e_{v}\left(F^{\prime}\right)\right]\right| \leq C\left(1+|v|^{2}\right)^{-\frac{1}{2} n q_{0}}\left(\left|F^{\prime}\right|_{k+1, l+1,2(l+1)(k+1) p}^{3 n}\right. \\
& \quad \times\left\{\sum_{\left(\mathbf{u}_{j}\right)} \Pi_{j=1}^{S}\left(1+E\left[\int_{0<\rho<\rho_{0}} \sup _{\rho}\left(\tilde{Q}^{\prime}(v)\right)^{-2(l+1)(k+1) p} \circ \varepsilon_{\mathbf{u}_{j}}^{+} \hat{M}\left(d \mathbf{u}_{j}\right)\right]^{\frac{1}{2(k+1) p}}\right)\right\}^{n} \\
& \left.\quad+\tilde{\Phi}_{p^{\prime}}\left(F^{\prime}\right)\right)|G|_{k, l, p}, \quad|v|>\rho^{-\beta} \tag{6.14}
\end{align*}
$$

Here $\tilde{\Phi}_{p}\left(F^{\prime}\right)=\sup _{t \in \mathbf{T}} \Phi_{p, t}\left(F^{\prime}\right)$ where

$$
\Phi_{p, t}\left(F^{\prime}\right)=\sup _{0<\rho<\rho_{0}} \frac{1}{\rho^{p}} E\left[\sup _{0<r<t,|z|<\rho}\left|\tilde{D}_{u} F^{\prime}\right|^{p}\right],
$$

and $\mathbf{u}_{j}$ runs over all subsets of $\left\{u_{1}, \ldots, u_{k}\right\}, \mathbf{u}_{j} \in A(1), j=1, \ldots$, s such that $\left|\mathbf{u}_{1}\right|+\cdots+$ $\left|\mathbf{u}_{s}\right|=k,\left|\mathbf{u}_{j}\right| \geq 1$ for $s \leq k$.

Proof. We recall

$$
Q^{F^{\prime}}(v)=\left(v^{\prime}, R v^{\prime}\right)+\frac{1}{|v|^{2} \varphi\left(|v|^{-\frac{1}{\beta}}\right)} \int_{B_{v}}\left|e^{i\left(v, \tilde{D}_{u} F^{\prime}\right)}-1\right|^{2} \hat{N}(d u),
$$

and

$$
\tilde{Q}_{\rho}^{\prime}(v)=\left(v^{\prime},\left(R^{\prime}+\tilde{K}_{\rho}^{\prime}\right) v^{\prime}\right)
$$

where $v^{\prime}=\frac{v}{|v|}, v \in \mathbf{R}^{d}, \rho>0$.
We start from Proposition 3.6

$$
\begin{equation*}
\left|E\left[G e_{v}\left(F^{\prime}\right)\right]\right| \leq C\left(1+|v|^{2}\right)^{-\frac{1}{2} n q_{0}}|G|_{k, l, p}\left|F^{\prime}\right|_{k, l, p}^{n} \sup _{|v|>1}\left|Q^{F^{\prime}}(v)^{-1}\right|_{k, l, p}^{n}, \tag{6.15}
\end{equation*}
$$

for $|v| \geq 1$.
We need a bound for $E\left[Q^{F^{\prime}}(v)^{-p}\right]$. We have, since $Q^{F^{\prime}}(v) \geq Q^{F^{\prime}}(v) .1_{E_{v}} \geq c \tilde{Q}_{|v|^{\prime-\frac{1}{B}}}(v)$ for some $0<c<1$,

$$
\begin{equation*}
E\left[Q^{F^{\prime}}(v)^{-p} \cdot 1_{E_{v}}\right] \leq c^{-p} E\left[\tilde{Q}_{\tilde{\rho}}^{\prime}(v)^{-p}\right], \tag{6.16}
\end{equation*}
$$

where $\tilde{\rho}=|v|^{-\frac{1}{\beta}}$.
Hence by Proposition 3.14,

$$
\begin{align*}
\left|Q^{F^{\prime}}(v)^{-1} \cdot 1_{E_{v}}\right| k, l, p & \leq C_{k, l, p}\left|Q^{F^{\prime}}(v)\right|_{k, l, 2(k+1)(l+1) p} \\
& \times\left\{\sum_{\left(\mathbf{u}_{j}\right)} \Pi_{j=1}^{s}\left(1+E\left[\int\left|Q^{F^{\prime}}(v)^{-1} \circ \varepsilon_{\mathbf{u}_{j}}^{+}\right|^{2(k+1)(l+1) p} \hat{M}\left(d \mathbf{u}_{j}\right)\right]^{\frac{1}{2(k+1) p}}\right)\right\} . \tag{6.17}
\end{align*}
$$

In the expression (6.17), first we have

$$
\begin{equation*}
\sup _{|v| \geq 1}\left|Q^{F^{\prime}}(v)\right|_{k, l, 2(k+1)(l+1) p} \leq C\left|F^{\prime}\right|_{k+1, l+1,2(k+1)(l+1) p}^{2} \tag{6.18}
\end{equation*}
$$

See [77] (6.9).
Second, we treat the the expression $E[\ldots]$ in (6.17).

$$
\begin{align*}
& E\left[\int Q^{F^{\prime}}(v)^{-\tilde{p}} \circ \varepsilon_{\mathbf{u}_{j}}^{+} \hat{M}\left(d \mathbf{u}_{j}\right)\right]^{\frac{1}{2(k+1) p}}  \tag{6.19}\\
& \quad \leq E\left[\int_{0<\rho<\rho_{0}} \sup _{\rho} \tilde{Q}_{\rho}^{\prime}(v)^{-\tilde{p}} \circ \varepsilon_{\mathbf{u}_{j}}^{+} \hat{M}\left(d \mathbf{u}_{j}\right)\right]^{\frac{1}{2(k+1) p}}
\end{align*}
$$

where we choose $\tilde{p}=2(k+1)(l+1) p$. This implies

$$
\begin{align*}
\left|Q^{F^{\prime}}(v)^{-1} \cdot 1_{E_{v}}\right|_{k, l, p}^{n} & \leq C\left|F^{\prime}\right|_{k+1, l+1,2(k+1)(l+1) p}^{2 n} \\
& \times\left\{\sum_{\left(\mathbf{u}_{j}\right)} \Pi_{j=1}^{s}\left(1+E\left[\int_{0<\rho<\rho_{0}} \sup _{\rho}^{\prime}(v)^{-\tilde{p}} \circ \varepsilon_{\mathbf{u}_{j}}^{+} \hat{M}\left(d \mathbf{u}_{j}\right)\right]^{\frac{1}{2(k+1) p}}\right)\right\}^{n} \tag{6.20}
\end{align*}
$$

We have also

$$
\begin{gathered}
E\left[e^{\left(v, F^{\prime}\right)} G\left(1-1_{E_{v}}\right)\right] \\
\leq P\left(\sup _{u \in[0, t] \times A\left(|v|^{-1 / \beta)}\right)}\left|\tilde{D}_{u} F^{\prime}\right| \geq|v|^{-1}\right)|G|_{0,0,2} \\
\leq \frac{|v|^{-p^{\prime} / \beta}}{|v|^{-p^{\prime}}} \Phi_{p^{\prime}, t}\left(F^{\prime}\right)|G|_{0,0,2} \\
\leq|v|^{-2\left(1-\frac{\alpha}{2 \beta}\right) n} \Phi_{p^{\prime}, t}\left(F^{\prime}\right)|G|_{0,0,2} \leq|v|^{-2 q_{0} n} \Phi_{p^{\prime}, t}\left(F^{\prime}\right)|G|_{0,0,2}
\end{gathered}
$$

holds if $p^{\prime}=p_{n}^{\prime}$ is chosen so that $p^{\prime} \geq \frac{\left(2-\frac{\alpha}{\beta} n\right)}{\left(\frac{1}{\beta}-1\right)}$. Here we used Chebyshev's inequality.
Combining these we have the assertion.
Remark 3.7. We can show $\tilde{\Phi}_{p}\left(F^{\prime}\right)<+\infty$ for each $p>2$.
Indeed, we recall $F^{\prime}=X_{t}^{\prime}$ and we write $X_{s, t}^{\prime}=X_{t}^{\prime} \circ\left(X_{s}^{\prime}\right)^{-1}$. We prove

$$
\sup _{x, t \in \mathbf{T}} \Phi_{p, t}\left(F^{\prime}\right)<+\infty
$$

We write $\tilde{D}_{u} F^{\prime}$ by $\tilde{D}_{r, z} X_{t}^{\prime}$.
Using the process $Y_{s}^{z}(x)$, where

$$
Y_{t-r}^{z}=X_{0, t-r}^{\prime} \circ \phi_{r, z}\left(X_{-r, 0}^{\prime}(x)\right)-X_{-r, t-r}^{\prime}(x),
$$

the law of $\left\{Y_{t-r}^{z} ; 0<r<t,|z|<1\right\}$ coincides with the law of $\left\{\tilde{D}_{r, z} X_{0, t}^{\prime}, 0<r<t,|z|<1\right\}$.
The process $Y_{t-r}^{z}$ satisfies the integral equation

$$
\begin{aligned}
& Y_{t-r}^{z}(x)=Y_{s}^{z}+\int_{0}^{t-r} b\left(X_{-r, 0}^{\prime}\right) d s+\int_{0}^{t-r} \sigma\left(X_{-r, s}^{\prime}\right) d W(s) \\
& +\int_{0}^{t-r} \int G\left(s, z^{\prime}\right) \tilde{N}\left(d s d z^{\prime}\right)+\int_{0}^{t-r} \int G\left(s, z^{\prime}\right) d s \mu\left(d z^{\prime}\right),
\end{aligned}
$$

where

$$
Y_{0}^{z}=\phi_{r, z}\left(X_{-r, 0}^{\prime}\right)-X_{-r, 0}^{\prime}=g\left(X_{-r, 0}^{\prime}, z\right)
$$

and

$$
G\left(s, z^{\prime}\right)=g\left(X_{0, s}^{\prime} \circ \phi_{r, z} \circ X_{-r, 0}^{\prime}, z\right)-g\left(X_{-r, s}^{\prime}, z^{\prime}\right)
$$

The fourth term of the right hand side is a martingale. Therefore, by Doob's inequality, we have for some $c>0$

$$
\begin{aligned}
E\left[\sup _{0<r<t}\left|Y_{t-r}^{z}\right|^{p}\right] \leq & c\left\{E\left[\left|Y_{0}^{z}\right|^{p}\right]+E\left[\left(\int_{0}^{t}\left|b\left(X_{-r, s}^{\prime}\right)\right| d s\right)^{p}\right]\right. \\
& +E\left[\left(\int_{0}^{t}\left|\sigma\left(X_{-r, s}^{\prime}\right)\right|^{2} d W(s)\right)^{p / 2}\right]+E\left[\left|\int_{0}^{t} \int G\left(s, z^{\prime}\right) \tilde{N}\left(d s d z^{\prime}\right)\right|^{p}\right] \\
& \left.+E\left[\left(\int_{0}^{t} \int\left|G\left(s, z^{\prime}\right)\right|^{2} d s \mu\left(d z^{\prime}\right)\right)^{p / 2}\right]\right\}
\end{aligned}
$$

Each term of the right hand side can be estimated directly, and we can show that

$$
\sup _{x, t \in \mathbf{T}} E\left[\sup _{0<r<t}\left|Y_{t-r}^{z}(x)\right|^{p}\right]<+\infty .
$$

Since $z \mapsto Y_{t-r}^{z}$ is differentiable, and since any moments of the derivatives are uniformly bounded with respect to $x$ and $t$, we can show that there exists a positive constant $c^{\prime}$ such that

$$
\sup _{x, t \in \mathbf{T}} E\left[\sup _{0<r<t}\left|Y_{t-r}^{z}(x)-Y_{t-r}^{z^{\prime}}(x)\right|^{p}\right] \leq c^{\prime}\left|z-z^{\prime}\right|^{p}
$$

for any $|z| \leq 1,\left|z^{\prime}\right| \leq 1$, by a similar argument. Similarly, we have

$$
\sup _{x, t \in \mathbf{T}} \sup _{|z| \leq 1} E\left[\sup _{0<r<t}\left|\partial_{z}^{\mathbf{i}} Y_{t-r}^{z}(x)\right|^{p}\right]<+\infty
$$

and

$$
\sup _{x, t \in \mathbf{T}} E\left[\int_{|z| \leq 1} \sup _{0<r<t}\left|\partial_{z}^{\mathbf{i}} Y_{t-r}^{z}(x)\right|^{p} d z\right]<+\infty
$$

for $|\mathbf{i}|=1$, 2, where $\mathbf{i}$ denotes a multi-index. By Sobolev's theorem there exists a positive constant $C$ such that

$$
\sup _{x, t \in \mathbf{T}} E\left[\sup _{0<r<t|z| \leq 1}\left|\partial_{z}^{\mathbf{i}} Y_{t-r}^{z}(x)\right|^{p}\right] \leq C,
$$

for $|\mathbf{i}|=1$. Since $Y_{t-r}^{0}(x)=0$, this implies

$$
\sup _{x, t \in \mathbf{T}} E\left[\sup _{0<r<t|z| \leq 1} \sup _{0, ~}\left|\frac{Y_{t-r}^{z}(x)}{z}\right|^{p}\right] \leq C .
$$

This implies

$$
\sup _{x, t \in \mathbf{T}} \sup _{0<\rho<\rho_{0}} \frac{1}{\rho^{p}} E\left[\sup _{0<r<t|z| \leq 1}\left|\tilde{D}_{r, z} X_{t-r}^{\prime}(x)\right|^{p}\right]<+\infty .
$$

This proves the assertion.
This completes the proof of Proposition 3.12 in case $q(u)=\emptyset$.

### 3.6.4 Concatenation (II) - the case that (D) may fail

Finally, we consider the case that $F$ may not satisfy the condition ( $D$ ). That is, the case $q(u) \neq \emptyset$. We still assume that supp $\mu$ is compact in $\mathbf{R}^{m}$ and that $T<+\infty$.

To verify (6.13) in this general case, we construct a process $\tilde{X}^{\prime}\left(x, S_{t}, t\right)$ as follows. Here again, we encounter the methodology in Section 2.3.2. By $S_{t}=\left\{s_{1}, \ldots, s_{k^{\prime}}\right\}$, we denote the jump times of $z_{s}^{\prime \prime}$ in $[0, t]$.

Let $S_{t, k^{\prime}}=[0, t]^{k^{\prime}} / \sim$, where $\sim$ means the identification of $\left(s_{1}, \ldots, s_{k^{\prime}}\right)$ by permutation. Let $\mathcal{S}_{t}=\amalg_{k^{\prime} \geq 0} \mathcal{S}_{t, k^{\prime}}$.

The law $\tilde{P}_{t}$ of the moments of the big jumps related to $z_{s}^{\prime \prime}$ is given by

$$
\begin{align*}
\int & f\left(S_{t}\right) d \tilde{P}_{t}\left(S_{t}\right)  \tag{6.21}\\
& =\left(t \int \mu^{\prime \prime}(d z)\right)^{k^{\prime}} \frac{1}{k^{\prime}!} \exp \left(-t \int \mu^{\prime \prime}(d z)\right) \times \frac{1}{t^{k^{\prime}}} \int \cdots \int f\left(s_{1}, \ldots, s_{k^{\prime}}\right) d s_{1} \cdots d s_{k^{\prime}} \\
& =\left(\int \mu^{\prime \prime}(d z)\right)^{k^{\prime}} \frac{1}{k^{\prime}!} \exp \left(-t \int \mu^{\prime \prime}(d z)\right) \times \int \cdots \int f\left(s_{1}, \ldots, s_{k^{\prime}}\right) d s_{1} \cdots d s_{k^{\prime}}
\end{align*}
$$

if $\# S_{t}=k^{\prime}$, where $f$ is a symmetric function on $[0, t]^{k^{\prime}}$.
Let $S_{t} \in \mathcal{S}_{t}$. We introduce a new process $\tilde{X}^{\prime}\left(x, S_{t}, t\right)$ by the SDE:

$$
\begin{aligned}
\tilde{X}^{\prime}\left(x, S_{t}, t\right)= & x+\int_{0}^{t}\left\{b\left(\tilde{X}^{\prime}\left(x, S_{t}, r\right)\right)-\int g\left(\tilde{X}^{\prime}\left(x, S_{t}, r\right), z\right) \mu_{1}(d z)\right\} d r \\
& +\int_{0}^{t} \sigma\left(\tilde{X}^{\prime}\left(x, S_{t}, r\right)\right) d W(r)+\int_{0}^{t} \int g\left(\tilde{X}^{\prime}\left(x, S_{t}, r-\right), z\right) \tilde{N}^{\prime}(d r d z) \\
& +\sum_{s_{i} \in S_{t}, s_{i} \leq t} g\left(\tilde{X}^{\prime}\left(x, S_{t}, s_{i}-\right), \xi_{i}\right)
\end{aligned}
$$

Here, $\left(\xi_{i}\right)$ are independent and identically distributed, obeying the probability law

$$
\mu_{1}^{\prime \prime}(d z)=\frac{\mu^{\prime \prime}(d z)}{\int \mu^{\prime \prime}(d z)}
$$

We put

$$
\tilde{F}^{\prime}=\tilde{X}^{\prime}\left(x, S_{t}, t\right),
$$

identifying $q(u)=\left(\left(t_{1}, z_{1}\right), \ldots,\left(t_{k^{\prime}}, z_{k^{\prime}}\right)\right)$ with $\left(S_{t},\left(\xi_{i}\right)\right)$. Then, $\tilde{F}^{\prime}$ can be regarded as $F^{\prime} \circ \varepsilon_{q(u)}^{+}$.

By using this notation, we can identify $\tilde{Q}_{\rho}^{\prime}(v) \circ \varepsilon_{q}^{+}$with $\tilde{Q}_{\rho}^{\prime}(v)\left(S_{t}\right)$. Hence, our objective is to show:

Proposition 3.16. Assume the condition (NDB). Then,

$$
\begin{align*}
\sup _{|v| \geq 1}\left(\int E^{\prime}\left[\int\left|\tilde{Q}_{\rho}^{\prime}(v)^{-1}\left(S_{t}\right) \circ \varepsilon_{\mathbf{u}}^{+}\right|^{2(k+1) p^{\prime}} \hat{M}(d \mathbf{u})\right] d P^{\prime \prime}(q)\right)<+\infty & \\
& \mathbf{u} \in A(1)^{k}, \quad k=1,2, \ldots, \tag{6.22}
\end{align*}
$$

for each even number $p^{\prime} \geq 2$. Here, the expectation with respect to the measure $P^{\prime}$ is denoted by $E^{\prime}$.

Proof of Proposition 3.16. Step 1. In case $k=1$, with $u_{1}=\left(t_{1}, z_{1}\right)$,

$$
\tilde{F}^{\prime} \circ \varepsilon_{\left(t_{1}, z_{1}\right)}^{+}=\tilde{X}_{t_{1}, t}^{\prime} \circ \phi_{t_{1}, z_{1}} \circ \tilde{X}_{t_{1}}^{\prime}(x),
$$

where

$$
\phi_{t, z}(x)=x+g(x, z) .
$$

We remark

$$
\phi_{t, 0}(x)=x, \quad \nabla_{z} \phi_{t, z}(x)=\nabla_{z} g(x, z) .
$$

Hence,

$$
\begin{aligned}
\tilde{D}_{t_{1}, z_{1}} \tilde{X}^{\prime} & =\tilde{X}_{t_{1}, t}^{\prime} \circ \phi_{t_{1}, z_{1}} \circ \tilde{X}_{t_{1}-}^{\prime}(x)-\tilde{X}_{t_{1}, t}^{\prime} \circ \tilde{X}_{t_{1}-}^{\prime}(x) \\
& =\nabla \tilde{X}_{t_{1}, t}^{\prime}\left(\phi_{t_{1}, \theta z_{1}}\left(\tilde{X}_{t_{1}-}^{\prime}\right)\right) \nabla_{z} \phi_{t_{1}, \theta z_{1}}\left(\tilde{X}_{t_{1}}^{\prime}\right) z_{1}
\end{aligned}
$$

for $\theta \in(0,1)$, and

$$
\partial \tilde{D}_{t_{1}, 0} \tilde{X}^{\prime}=\nabla \tilde{X}_{t_{1}, t_{1}}^{\prime}\left(\tilde{X}_{t_{1}-}^{\prime}\right) \nabla_{z} g\left(\tilde{X}_{t_{1}}^{\prime}, 0\right)=\nabla \tilde{X}_{t_{1}, t}^{\prime}\left(\tilde{X}_{t_{1}-}^{\prime}\right) G\left(\tilde{X}_{t_{1}}^{\prime}\right) .
$$

We see $\tilde{X}^{\prime} \in \mathbf{D}_{1,0, p}$, and finally $\tilde{X}^{\prime} \in \mathbf{D}_{\infty}$.
Hence,

$$
\begin{aligned}
\tilde{Q}_{\rho}^{\prime}(v)\left(S_{t}\right) \circ \varepsilon_{u_{1}}^{+}-\tilde{Q}_{\rho}^{\prime}(v)\left(S_{t}\right) & \geq \frac{1}{2}\left(v^{\prime}, \int_{\mathbf{T}}\left\{\nabla \tilde { X } _ { t _ { 1 } , t } ^ { \prime } G ( \tilde { X } _ { t _ { 1 } } ^ { \prime } ) z _ { 1 } \left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}\right.\right.\right. \\
& \left.\left.\left.+G\left(\tilde{X}_{t}^{\prime}\right) B_{\rho} G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right) z_{1}^{T} G\left(\tilde{X}_{t_{1}}^{\prime}\right)^{T}\left(\nabla \tilde{X}_{t_{1}, t}^{\prime}\right)^{T}\right\} d t v^{\prime}\right), \quad\left|z_{1}\right|<1 .
\end{aligned}
$$

Then, since $\tilde{Q}_{\rho}^{\prime}(v)\left(S_{t}\right) \geq 0$,

$$
\begin{aligned}
& \tilde{Q}_{\rho}^{\prime}(v)\left(S_{t}\right)^{-1} \circ \varepsilon_{u_{1}}^{+} \leq c\left(v^{\prime},\left(\int _ { \mathbf { T } } \nabla \tilde { X } _ { t _ { 1 } , t } ^ { \prime } ( x ) G ( \tilde { X } _ { t _ { 1 } } ^ { \prime } ) z _ { 1 } \left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}\right.\right.\right. \\
&\left.\left.\left.+G\left(\tilde{X}_{t}^{\prime}\right) B_{\rho} G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right) z_{1}^{T} G\left(\tilde{X}_{t_{1}}^{\prime}\right)^{T}\left(\nabla \tilde{X}_{t_{1}, t}^{\prime}(x)\right)^{T} d t\right) v^{\prime}\right)^{-1}
\end{aligned}
$$

Here, we have

$$
\begin{equation*}
E\left[\left|\left(\nabla \tilde{X}_{t_{1}, t}^{\prime}(x)\right)^{-1}\right|^{p}\right] \leq C \exp \left\{c_{p}\left(t-t_{1}\right)\right\} \tag{6.23}
\end{equation*}
$$

Indeed, let $\phi_{s, t}$ denote the stochastic flow generated by $\tilde{X}^{\prime}\left(x, S_{t}, t\right)$. Consider the reversed process

$$
Z_{s}=\phi_{(t-s)-, t}^{-1}
$$

Then, $Z_{s}\left(S_{t}\right)$ satisfies the (backward) SDE between big jumps

$$
\begin{aligned}
Z_{s}\left(S_{t}\right)= & y-\int_{s}^{s_{i+1}}\left\{b\left(Z_{u}\left(S_{t}\right)\right)+\int\left(-g_{0}\left(Z_{u}\left(S_{t}\right), z\right)+\sum_{j=1}^{m} z_{j} V_{j}\left(Z_{u}\left(S_{t}\right)\right)\right) \mu^{\prime}(d z)\right\} d u \\
& -\int_{s}^{s_{i+1}} \sigma\left(Z_{u}\left(S_{t}\right)\right) d W_{u}+\int_{s}^{s_{i+1}} \int g_{0}\left(Z_{u-}\left(S_{t}\right), z\right) \tilde{N}^{\prime}(d u d z), \\
Z_{s_{i+1}-}= & y, s_{i}<s<s_{i+1} .
\end{aligned}
$$

Here, $g_{0}$ is such that $x \mapsto x+g_{0}(x, z)$ is the inverse map of $x \mapsto x+g(x, z)$ for $\mu^{\prime}$ a.e. $z$, and $V_{j}(x)=\left.\frac{\partial}{\partial z_{j}} g(x, z)\right|_{z=0}$. Then, [67] Theorem 1.3 implies the assertion (6.23).

The finiteness of the term

$$
\begin{aligned}
& E^{\prime}\left[\int \mid\left(v^{\prime},\left(\int _ { \mathbf { T } } \nabla \tilde { X } _ { t _ { 1 } , t } ^ { \prime } ( x ) G ( \tilde { X } _ { t _ { 1 } } ^ { \prime } ) z _ { 1 } \left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}\right.\right.\right.\right. \\
& \qquad \\
& \left.\left.\left.\left.\qquad+G\left(\tilde{X}_{t}^{\prime}\right) B_{\rho} G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right) z_{1}^{T} G\left(\tilde{X}_{t_{1}}^{\prime}\right)^{T}\left(\nabla \tilde{X}_{t_{1}, t}^{\prime}(x)\right)^{T} d t\right) v^{\prime}\right)\left.^{-1}\right|^{p^{\prime}} \hat{M}\left(d u_{1}\right)\right]
\end{aligned}
$$

for all $\left|v^{\prime}\right|=1$ holds as follows.
It is sufficient to show the finiteness of

$$
\begin{aligned}
& E^{\prime}\left[\int \mid\left(\int _ { \mathbf { T } } \nabla \tilde { X } _ { t _ { 1 } , t } ^ { \prime } ( x ) G ( \tilde { X } _ { t _ { 1 } } ^ { \prime } ) z _ { 1 } \left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}\right.\right.\right. \\
& \\
& \left.\left.\left.\qquad+G\left(\tilde{X}_{t}^{\prime}\right) B_{\rho} G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right) z_{1}^{T} G\left(\tilde{X}_{t_{1}}^{\prime}\right)^{T}\left(\nabla \tilde{X}_{t_{1}, t}^{\prime}(x)\right)^{T} d t\right)\left.^{-1}\right|^{p^{\prime}} \hat{M}\left(d u_{1}\right)\right] .
\end{aligned}
$$

We have

$$
\begin{aligned}
& \left(\int _ { \mathbf { T } } \nabla \tilde { X } _ { t _ { 1 } , t } ^ { \prime } ( x ) G ( \tilde { X } _ { t _ { 1 } } ^ { \prime } ) z _ { 1 } \left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}\right.\right. \\
& \left.\left.\quad+G\left(\tilde{X}_{t}^{\prime}\right) B_{\rho} G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right) z_{1}^{T} G\left(\tilde{X}_{t_{1}}^{\prime}\right)^{T}\left(\nabla \tilde{X}_{t_{1}, t}^{\prime}(x)\right)^{T} d t\right)^{-1} \\
& \leq \frac{1}{T^{2}} \int_{\mathbf{T}}\left(\nabla \tilde { X } _ { t _ { 1 } , t } ^ { \prime } ( x ) G ( \tilde { X } _ { t _ { 1 } } ^ { \prime } ) z _ { 1 } \left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}\right.\right. \\
& \left.\left.\quad+G\left(\tilde{X}_{t}^{\prime}\right) B_{\rho} G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right) z_{1}^{T} G\left(\tilde{X}_{t_{1}}^{\prime}\right)^{T}\left(\nabla \tilde{X}_{t_{1}, t}^{\prime}(x)\right)^{T}\right)^{-1} d t
\end{aligned}
$$

Here, we used the Jensen's inequality $\left(\frac{1}{T} \int_{\mathbf{T}} f(s) d s\right)^{-1} \leq \frac{1}{T} \int_{\mathbf{T}} f(s)^{-1} d s$ for a positive function $f$. We integrate the right-hand side with respect to $\hat{M}\left(d u_{1}\right)$. Then, we have

$$
\begin{aligned}
& \int \mid\left(\int _ { \mathbf { T } } \nabla \tilde { X } _ { t _ { 1 } , t } ^ { \prime } ( x ) G ( \tilde { X } _ { t _ { 1 } } ^ { \prime } ) z _ { 1 } \left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}\right.\right. \\
& \left.\left.\quad+G\left(\tilde{X}_{t}^{\prime}\right) B_{\rho} G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right) z_{1}^{T} G\left(\tilde{X}_{t_{1}}^{\prime}\right)^{T}\left(\nabla \tilde{X}_{t_{1}, t}^{\prime}(x)\right)^{T} d t\right)^{-1} \mid \hat{M}\left(d u_{1}\right) \\
& \leq \frac{1}{T^{2}} \iint_{\mathbf{T}}\left(\nabla \tilde { X } _ { t _ { 1 } , t } ^ { \prime } ( x ) G ( \tilde { X } _ { t _ { 1 } } ^ { \prime } ) z _ { 1 } \left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}\right.\right. \\
& \left.\left.\quad+G\left(\tilde{X}_{t}^{\prime}\right) B G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right) z_{1}^{T}\left(\nabla \tilde{X}_{t_{1}, t}^{\prime}(x) G\left(\tilde{X}_{t_{1}}^{\prime}\right)\right)^{T}\right)^{-1} d t \hat{M}\left(d u_{1}\right)
\end{aligned}
$$

Let $\lambda_{1}>0$ denote the minimum eigen value of $C(x)$. Due to (NDB), we may assume it does not depend on $x$. Then,

$$
\begin{aligned}
& E^{\prime}\left[\frac { 1 } { T ^ { 2 } } \int \int _ { \mathbf { T } } \left(\nabla \tilde { X } _ { t _ { 1 } , t } ^ { \prime } ( x ) G ( \tilde { X } _ { t _ { 1 } } ^ { \prime } ) z _ { 1 } \left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}\right.\right.\right. \\
& \left.\left.\left.\quad+G\left(\tilde{X}_{t}^{\prime}\right) B G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right) z_{1}^{T}\left(\nabla \tilde{X}_{t_{1}, t}^{\prime}(x) G\left(\tilde{X}_{t_{1}}^{\prime}\right)\right)^{T}\right)^{-1} d t \hat{M}\left(d u_{1}\right)\right] \\
& \leq E^{\prime}\left[\int \frac{1}{C T^{2}} \int_{\mathbf{T}} \lambda_{1}^{-1}\left|z_{1}\right|^{2} d t \hat{M}\left(d u_{1}\right)\right] \\
& \leq \frac{1}{T^{2}} \lambda_{1}^{-1} C^{\prime} T^{2} E^{\prime}[1]=C^{\prime} \lambda_{1}^{-1}<+\infty, \quad \text { a.e. } P^{\prime \prime}
\end{aligned}
$$

uniformly in $v$ by (NDB). Here, $C^{\prime}>0$ does not depend on $\rho$. From this, it follows that

$$
\begin{aligned}
& E^{\prime}\left[\int \mid\left(\int _ { \mathbf { T } } \nabla \tilde { X } _ { t _ { 1 } , t } ^ { \prime } ( x ) G ( \tilde { X } _ { t _ { 1 } } ^ { \prime } ) z _ { 1 } \left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}\right.\right.\right. \\
& \left.\left.\left.+G\left(\tilde{X}_{t}^{\prime}\right) B_{\rho} G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right) z_{1}^{T} G\left(\tilde{X}_{t_{1}}^{\prime}\right)^{T}\left(\nabla \tilde{X}_{t_{1}, t}^{\prime}(x)\right)^{T} d t\right)\left.^{-1}\right|^{p^{\prime}} \hat{M}\left(d u_{1}\right)\right]<+\infty, \quad \text { a.e. } P^{\prime \prime}
\end{aligned}
$$

uniformly in $v$ for $p^{\prime} \geq 2$.
These imply

$$
\begin{aligned}
& E^{\prime}\left[\sup _{v} \int\left|\tilde{Q}_{\rho}^{\prime}(v)\left(S_{t}\right)^{-1} \circ \varepsilon_{u_{1}}^{+}\right|^{p^{\prime}} \hat{M}\left(d u_{1}\right)\right] \\
& \leq C(q(u)) \hat{M}(A(1))<+\infty, \quad \text { a.e. } P^{\prime \prime}
\end{aligned}
$$

by Proposition 3.9 , where $p^{\prime} \geq 2,0<t \leq T$.

We shall integrate the right-hand side with respect to the measure $d \tilde{P}_{t}\left(S_{t}\right) \otimes \mu_{1}^{\prime \prime}$. We put $C_{1}(t)=E^{\mu_{1}^{\prime \prime}}[C(q(u))]$. Then, $C_{1}(t) \leq C_{1}(T)<+\infty$ since $\mu_{1}^{\prime \prime}$ is a bounded measure and since supp $\mu$ is compact.

For the general case $\# S_{t}=k^{\prime}$, we proceed as above by replacing $\mu_{1}^{\prime \prime}\left(d z_{1}\right)$ with $\mu_{1}^{\prime \prime}\left(d z_{1}\right) \otimes \cdots \otimes \mu_{1}^{\prime \prime}\left(d z_{k^{\prime}}\right)$. Since $\left(\xi_{i}\right)$ are independent and identically distributed, having a bounded law, we have

$$
E^{\left.\left(\mu_{1}^{\prime \prime}\right)\right)^{\prime}}[C(q(u))] \leq C_{1}(t)^{k^{\prime}}, \quad k^{\prime}=1,2, \ldots
$$

where $q(u)=\left(\left(t_{1}, z_{1}\right), \ldots,\left(t_{k^{\prime}}, z_{k^{\prime}}\right)\right), 0<t_{1}<\cdots<t_{k^{\prime}}<t$. Summing up with respect to the Poisson law, we have, in view of (6.21),

$$
\begin{aligned}
\sum_{k^{\prime}=0}^{\infty} \frac{1}{k^{\prime}!} c^{k^{\prime}} e^{-t c} C_{1}(t)^{k^{\prime}} t^{k^{\prime}} & =\sum_{k^{\prime}=0}^{\infty} \frac{1}{k^{\prime}!}\left(t c C_{1}(t)\right)^{k^{\prime}} e^{-t c} \\
& \leq \sum_{k^{\prime}=0}^{\infty} \frac{1}{k^{\prime}!}\left(t c C_{1}(t)\right)^{k^{\prime}} e^{-t c C_{1}(t)} e^{t c C_{1}(t)} \leq e^{t c C_{1}(t)} \\
& \leq e^{T c C_{1}(T)},
\end{aligned}
$$

where we put $c=\mu_{1}^{\prime \prime}(\{|z| \geq 1\})$. Hence, we have the assertion (6.22) for $k=1$.
Step 2. Similarly, in the general case, for $\mathbf{u}=\left(u_{1}, \ldots, u_{k}\right)=\left(\left(t_{1}, z_{1}\right), \ldots,\left(t_{k}, z_{k}\right)\right)$,

$$
\tilde{F}^{\prime} \circ \varepsilon_{\mathbf{u}}^{+}=\tilde{X}_{t_{k}, t^{\prime}}^{\prime} \circ \phi_{t_{k}, z_{k}} \circ \tilde{X}_{t_{k-1}, t_{k}}^{\prime} \circ \cdots \cdots \phi_{t_{1}, z_{1}} \circ \tilde{X}_{0, t_{1}}^{\prime} .
$$

Hence,

$$
\begin{aligned}
\tilde{D}_{\mathbf{u}} \tilde{F}^{\prime}=\tilde{F}^{\prime} \circ \varepsilon_{\mathbf{u}}^{+}-\tilde{F}^{\prime}= & \nabla \tilde{X}_{t_{k}, t}^{\prime}\left(\phi_{t_{k}, \theta_{k} z_{k}}\left(I_{k-1}\right)\right) \nabla_{z} \phi_{t_{k}, \theta_{k} z_{k}}\left(I_{k-1}\right) \cdots \\
& \cdots \nabla \tilde{X}_{t_{2}, t_{3}}^{\prime}\left(\phi_{t_{2}, \theta_{2} z_{2}}\left(I_{1}\right)\right) \nabla_{z} \phi_{t_{2}, \theta_{2} z_{2}}\left(I_{1}\right) \\
& \cdot \nabla \tilde{X}_{t_{1}, t_{2}}^{\prime}\left(\phi_{t_{1}, \theta_{1} z_{1}}\left(\tilde{X}_{t_{1}-}^{\prime}\right)\right) \nabla_{z} \phi_{t_{1}, \theta_{1} z_{1}}\left(\tilde{X}_{t_{1}-}^{\prime}\right) z_{1} \otimes \cdots \otimes z_{k},
\end{aligned}
$$

$\theta_{i} \in(0,1), i=1, \ldots, k$. Here,

$$
I_{1}=\nabla \tilde{X}_{t_{1}, t_{2}}^{\prime}\left(\phi_{t_{1}, \theta_{1} z_{1}}\left(\tilde{X}_{t_{1}-}^{\prime}\right)\right) \nabla_{z} \phi_{t_{1}, \theta_{1} z_{1}}\left(\tilde{X}_{t_{1}-}^{\prime}\right)
$$

and $I_{i}$ are defined inductively by

$$
I_{i}=\nabla \tilde{X}_{t_{i}, t_{i+1}}^{\prime}\left(\phi_{t_{i}, \theta_{i} z_{i}}\left(I_{i-1}\right)\right) \nabla_{z} \phi_{t_{i}, \theta_{i} z_{i}}\left(I_{i-1}\right), \quad i=2, \ldots, k .
$$

Hence,

$$
\begin{aligned}
\partial \tilde{D}_{(\mathbf{t}, 0)} \tilde{F}^{\prime} & =\left.\partial_{\mathbf{z}} \tilde{D}_{\mathbf{u}} \tilde{F}^{\prime}\right|_{\mathbf{z}=0} \\
& =\nabla \tilde{X}_{t_{k}, t}^{\prime}\left(J_{k-1}\right) G\left(J_{k-1}\right) \cdots \nabla \tilde{X}_{t_{2}, t_{3}}^{\prime}\left(J_{1}\right) G\left(J_{1}\right) \nabla \tilde{X}_{t_{1}, t_{2}}^{\prime}\left(\tilde{X}_{t_{1}-}^{\prime}\right) G\left(\tilde{X}_{t_{1}-}^{\prime}\right) .
\end{aligned}
$$

Here,

$$
J_{1}=\nabla \tilde{X}_{t_{1}, t_{2}}^{\prime}\left(\tilde{X}_{t_{1}-}^{\prime}\right) G\left(\tilde{X}_{t_{1}-}^{\prime}\right),
$$

and $J_{i}$ is defined inductively as

$$
J_{i}=\nabla \tilde{X}_{t_{i}, t_{i+1}}^{\prime}\left(J_{i-1}\right) G\left(J_{i-1}\right), \quad i=2, \ldots, k
$$

We have

$$
\begin{aligned}
& \tilde{Q}_{\rho}^{\prime}(v)\left(S_{t}\right) \circ \varepsilon_{\mathbf{u}}^{+}-\tilde{Q}_{\rho}^{\prime}(v)\left(S_{t}\right) \\
& \geq \\
& \frac{1}{2}\left(v^{\prime}, \int_{\mathbf{T}}\left\{\partial _ { \mathbf { z } } \tilde { D } _ { \mathbf { u } } \tilde { F } ^ { \prime } | _ { \mathbf { z } = 0 } z _ { 1 } \otimes \cdots \otimes z _ { k } \left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}\right.\right.\right. \\
& \left.\left.\left.\quad+G\left(\tilde{X}_{t}^{\prime}\right) B_{\rho} G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right)\left(\left.\partial_{\mathbf{z}} \tilde{D}_{\mathbf{u}} \tilde{F}^{\prime}\right|_{\mathbf{z}=0} z_{1} \otimes \cdots \otimes z_{k}\right)^{T}\right\} d t v^{\prime}\right), \\
& \quad\left|z_{1}\right|<1, \ldots,\left|z_{k}\right|<1 .
\end{aligned}
$$

Then, since $\tilde{Q}_{\rho}^{\prime}(v)\left(S_{t}\right) \geq 0$,

$$
\begin{aligned}
& \tilde{Q}_{\rho}^{\prime}(v)\left(S_{t}\right)^{-1} \circ \varepsilon_{\mathbf{u}}^{+} \leq c^{k}\left(v^{\prime},\left(\int_{0<t_{1}<\ldots<t_{k}<t<T} \nabla \tilde{X}_{t_{k}, t}^{\prime} G\left(\tilde{X}_{t_{k}}^{\prime}\right) \nabla \tilde{X}_{t_{k-1}, t_{k}}^{\prime} G\left(\tilde{X}_{t_{k-1}}^{\prime}\right) \cdots\right.\right. \\
& \nabla \tilde{X}_{t_{1}, t_{2}}^{\prime}(x) G\left(\tilde{X}_{t_{1}}^{\prime}\right) z_{1} \otimes \cdots \otimes z_{k}\left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}+G\left(\tilde{X}_{t}^{\prime}\right) B_{\rho} G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right)\left(z_{1} \otimes \cdots \otimes z_{k}\right)^{T} \\
& \left.\left.\quad\left(\nabla \tilde{X}_{t_{k}, t}^{\prime} G\left(\tilde{X}_{t_{k}}^{\prime}\right) \nabla \tilde{X}_{t_{k-1}, t_{k}}^{\prime} G\left(\tilde{X}_{t_{k-1}}^{\prime}\right) \cdots \nabla \tilde{X}_{t_{1}, t_{2}}^{\prime}(x) G\left(\tilde{X}_{t_{1}}^{\prime}\right)\right)^{T} d t_{1} \ldots d t_{k}\right) v^{\prime}\right)^{-1} .
\end{aligned}
$$

We have, as in the case $k=1$,

$$
\begin{aligned}
& \left(\begin{array}{l}
\left(\int_{0<t_{1}<\ldots<t_{k}<t<T} \nabla \tilde{X}_{t_{k}, t}^{\prime} G\left(\tilde{X}_{t_{k}}^{\prime}\right) \nabla \tilde{X}_{t_{k-1}, t_{k}}^{\prime} G\left(\tilde{X}_{t_{k-1}}^{\prime}\right) \cdots \nabla \tilde{X}_{t_{1}, t_{2}}^{\prime}(x) G\left(\tilde{X}_{t_{1}}^{\prime}\right)\right. \\
z_{1} \otimes \cdots \otimes z_{k}\left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}+G\left(\tilde{X}_{t}^{\prime}\right) B_{\rho} G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right)\left(z_{1} \otimes \cdots \otimes z_{k}\right)^{T} \\
\left.\left(\nabla \tilde{X}_{t_{k}, t}^{\prime} G\left(\tilde{X}_{t_{k}}^{\prime}\right) \nabla \tilde{X}_{t_{k-1}, t_{k}}^{\prime} G\left(\tilde{X}_{t_{k-1}}^{\prime}\right) \cdots \nabla \tilde{X}_{t_{1}, t_{2}}^{\prime}(x) G\left(\tilde{X}_{t_{1}}^{\prime}\right)\right)^{T} d t_{1} \ldots d t_{k}\right)^{-1} \\
\leq \frac{1}{T^{2 k} \int_{0<t_{1}<\ldots<t_{k}<t<T}\left(\nabla \tilde{X}_{t_{k}, t}^{\prime} G\left(\tilde{X}_{t_{k}}^{\prime}\right) \nabla \tilde{X}_{t_{k-1}, t_{k}}^{\prime} G\left(\tilde{X}_{t_{k-1}}^{\prime}\right) \cdots \nabla \tilde{X}_{t_{1}, t_{2}}^{\prime}(x) G\left(\tilde{X}_{t_{1}}^{\prime}\right)\right.} \\
z_{1} \otimes \cdots \otimes z_{k}\left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}+G\left(\tilde{X}_{t}^{\prime}\right) B G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right)\left(z_{1} \otimes \cdots \otimes z_{k}\right)^{T} \\
\left.\quad\left(\nabla \tilde{X}_{t_{k}, t}^{\prime} G\left(\tilde{X}_{t_{k}}^{\prime}\right) \nabla \tilde{X}_{t_{k-1}, t_{k}}^{\prime} G\left(\tilde{X}_{t_{k-1}}^{\prime}\right) \cdots \nabla \tilde{X}_{t_{1}, t_{2}}^{\prime}(x) G\left(\tilde{X}_{t_{1}}^{\prime}\right)\right)^{T}\right)^{-1} d t_{1} \ldots d t_{k}
\end{array}\right.
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& E^{\prime}\left[\int\left|(\cdots)^{-1}\right| \hat{M}(d \mathbf{u})\right] \\
& \leq \mathcal{C}_{k, \rho} E^{\prime}\left[\frac{1}{T^{2 k}} \int_{0<t_{1}<\ldots<t_{k}<t<T} \lambda_{1}^{-k}\left|z_{1}\right|^{2} \cdots\left|z_{k}\right|^{2}\right. \\
& \nabla \tilde{X}_{t_{k}, t}^{\prime} G\left(\tilde{X}_{t_{k}}^{\prime}\right) \nabla \tilde{X}_{t_{k-1}, t_{k}}^{\prime} G\left(\tilde{X}_{t_{k-1}}^{\prime}\right) \cdots \nabla \tilde{X}_{t_{1}, t_{2}}^{\prime}(x) G\left(\tilde{X}_{t_{1}}^{\prime}\right) \\
& \left(\sigma\left(\tilde{X}_{t}^{\prime}\right) \sigma\left(\tilde{X}_{t}^{\prime}\right)^{T}+G\left(\tilde{X}_{t}^{\prime}\right) B G\left(\tilde{X}_{t}^{\prime}\right)^{T}\right)
\end{aligned} \begin{array}{r}
\left.\left(\nabla \tilde{X}_{t_{k}, t}^{\prime} G\left(\tilde{X}_{t_{k}}^{\prime}\right) \nabla \tilde{X}_{t_{k-1}, t_{k}}^{\prime} G\left(\tilde{X}_{t_{k-1}}^{\prime}\right) \cdots \nabla \tilde{X}_{t_{1}, t_{2}}^{\prime}(x) G\left(\tilde{X}_{t_{1}}^{\prime}\right)\right)^{T} d t\right] \\
\leq C_{k, p} \lambda_{1}^{-k}<+\infty, \quad \text { a.e. } P^{\prime \prime}
\end{array}
$$

uniformly in $v$.
Calculating as in the case that $k=1$, these amount to imply

$$
\sup _{|v| \geq 1} E^{\prime}\left[\int\left|\tilde{Q}_{\rho}^{\prime}(v)\left(S_{t}\right)^{-1} \circ \varepsilon_{\mathbf{u}}^{+}\right|^{2(k+1) p^{\prime}} \hat{M}(d \mathbf{u})\right] \leq C_{k}(q(u)) \hat{M}\left(A(1)^{k}\right)<+\infty, \quad \text { a.e. } P^{\prime \prime}
$$

for $p^{\prime} \geq 2$. Integrating the right-hand side with respect to $d \tilde{P}_{t}\left(S_{t}\right) \otimes\left(\mu_{1}^{\prime \prime}\right)^{\otimes \# S_{t}}$, we have the assertion (6.22). This concludes that the assertion (6.13) makes sense, and the assertion (6.2) holds for general $F$.

End of proof of Proposition 3.12.

### 3.6.5 More on the density

In this subsection we treat two special topics concerning the density function associated to the SDE of jump type. First one is Hörmander type hypoellipticity theorem associated to jump-diffusion processes. The second one is the assertion that the density function is in $\mathcal{S}$.

## Existence of density under (UH) condition

We treat linear SDE and prove the existence of the smooth density under a condition on degenerate vector fields which appear as 'coefficients' of driving processes in the SDE. The topic is special since the degeneracy is focused on the coefficients rather than the driving processes themselves. To this end we need some knowledge from the geometry in $\mathbf{R}^{d}$. We denote the vector fields on $\mathbf{R}^{d}$ by $V_{j}$ in place of $X_{j}$, according to the custom in the geometry.

For a technical reason we assume the Lévy measure has a special form:

$$
\begin{equation*}
\mu(d z)=|z|^{-m-\alpha} d z, \tag{6.24}
\end{equation*}
$$

in some neighbourhood of $\mathbf{0}$, where $0<\alpha<2$. Here we are continuing the assumption that supp $\mu$ is compact.

We consider the SDE of Itô type

$$
\begin{equation*}
d X_{t}=b\left(X_{t}, t\right) d t+\sum_{j=1}^{m} V_{j}\left(X_{t}, t\right) d W(t)+\int g\left(X_{t-}, t, z\right) \tilde{N}(d t d z) . \tag{6.25}
\end{equation*}
$$

Here the time-dependent coefficients $b(x, t), V_{j}(x, t)$ and $g(x, t, z)$ satisfy the conditions for $b(x), f(x)$ and $g(x, z)$ in Section 1.3 globally in $t$, respectively. The dependence of these terms on $t$ plays an important role below.

Assume also the condition (D). The order condition for $\mu$ is satisfied, and the existence of

$$
\begin{equation*}
b_{0}(x, t)=\lim _{\delta \rightarrow 0} \int_{|z|>\delta} g(x, t, z) \mu(d z)<+\infty . \tag{6.26}
\end{equation*}
$$

follows, both from (6.24).
We put

$$
V_{0}(x, t)=b(x, t)-\frac{1}{2} \sum_{i, j} \frac{\partial \sigma^{\cdot j}}{\partial x_{i}}(x, t) \sigma^{i j}(x, t)-b_{0}(x, t) .
$$

Then the solution $X_{t}$ of (6.25) can also be written as one given by

$$
\begin{equation*}
d X_{t}=V_{0}\left(X_{t}, t\right) d t+\sum_{j=1}^{m} V_{j}\left(X_{t}, t\right) \circ d W(t)+\lim _{\delta \rightarrow 0} \int_{|z|>\delta} g\left(X_{t-}, t, z\right) N(d t d z) . \tag{6.27}
\end{equation*}
$$

Here $V_{j}(t)=V_{j}(x, t)=\sigma^{-j}$ is a vector field which has been introduced in Section 3.6.1, $j=1, \ldots, m$. Further we introduce vector fields $\tilde{V}_{j}(x, t)$ by

$$
\tilde{V}_{j}(x, t)=\sum_{k=1}^{m} \tilde{\sigma}^{\cdot k}(x, t) \tau_{k j}
$$

where

$$
\tilde{\sigma}^{i j}(x, t)=G^{i j}(x, t)=\left.\partial_{z} g^{i}(x, t, z)\right|_{z=0},
$$

and $\tau_{i j}$ are given by $\left(\tau_{i j}\right)=B^{1 / 2}$ (square root of the non-negative matrix $B$ ), where $B$ appeared in Section 3.6.2.

We introduce spaces of vector fields as follows.

$$
\begin{aligned}
\tilde{\Sigma}_{0}= & \left\{V_{j}(t), \tilde{V}_{j}(t), j=1, \ldots, m\right\}, \\
\tilde{\Sigma}_{k}= & \left\{\frac{\partial}{\partial t} V(t)+\left[V_{0}(t), V(t)\right],\left[V_{j}(t) . V(t)\right],\left[\tilde{V}_{j}(t) . V(t)\right], j=1, \ldots, m, V(t) \in \tilde{\Sigma}_{k-1}\right\}, \\
& k=1,2, \ldots
\end{aligned}
$$

Here $[\cdot, \cdot]$ denotes the Lie bracket. Namely, $\left[X_{j}, X_{k}\right]=X_{j}^{\nabla} X_{k}-X_{k}^{\nabla} X_{j}$, where $X_{j}^{\nabla} X_{k}$ denotes the covariant derivative of $X_{k}$ in the direction of $X_{j}$.

Remark 3.8. If $V_{j}(x, t)=V_{j}(x), j=1, \ldots, m$ then $\frac{\partial}{\partial t} V(t)=0$.
We introduce two non-degeneracy conditions, which are generarizations of the conditions (RH) and (URH), respectively. The difference is whether the drift vector and its brackets are used or not.

We say the vectors satisfy the condition (SH) (strong Hörmander condition) if there exists $N_{0} \in \mathbf{N}$ such that

$$
\text { (SH) } \operatorname{span}\left(\cup_{k=0}^{N_{0}} \tilde{\Sigma}_{k}\right)=T_{x} \mathbf{R}^{d}
$$

for all $x \in \mathbf{R}^{d}$ and $t \in \mathbf{T}$.
We say the vectors satisfy the condition (UH) (uniform Hörmander condition) if there exist $N_{0} \in \mathbf{N}$ and $C>0$ such that

$$
\text { (UH) } \sum_{k=0}^{N_{0}} \sum_{V \in \tilde{\Sigma}_{k}}(v, V(x, t))^{2} \geq C|v|^{2}
$$

for all $x \in \mathbf{R}^{d}, t \in \mathbf{T}$ and $v \in \mathbf{R}^{d}$.
Remark 3.9. The condition (URH), introduced in Section 2.5.1, implies (UH) and the condition (UH) implies (SH). If $N_{0}=+\infty$ and $V_{0}=0$, then the condition (SH) is reduced to (RH) with $V_{j}(t)=V_{j}, j=1, \ldots, m$.

Theorem 3.7. Assume the condition (6.24) and (D). If the condition (UH) holds, then the solution of the SDE (6.25) satisfies (ND); hence there exists a smooth density.

We fix $\delta>0$. We put

$$
V_{0}^{\prime}(x, t)=b(x, t)-\frac{1}{2} \sum_{i, j} \frac{\partial \sigma^{\cdot j}}{\partial x_{i}}(x, t) \sigma^{i j}(x, t)-\int_{|z|>\delta} g(x, t, z) \mu(d z) .
$$

The solution $X_{t}$ of (6.25) can also be written as the one given by

$$
\begin{align*}
d X_{t}= & V_{0}^{\prime}\left(X_{t}, t\right) d t+\sum_{j=1}^{m} V_{j}\left(X_{t}, t\right) \circ d W(t) \\
& +\int_{|z| \leq \delta} g\left(X_{t-}, t, z\right) \tilde{N}(d t d z)+\int_{|z|>\delta} g\left(X_{t-}, t, z\right) N(d t d z) . \tag{6.28}
\end{align*}
$$

Let $X_{t}^{\prime}$ be the truncated process given as a solution of the SDE driven by the Wiener process and by small jumps, given by

$$
\begin{equation*}
d X_{t}^{\prime}=V_{0}^{\prime}\left(X_{t}^{\prime}, t\right) d t+\sum_{j=1}^{m} V_{j}\left(X_{t}^{\prime}, t\right) \circ d W(t)+\int_{|z| \leq \delta} g\left(X_{t-}^{\prime}, t, z\right) \tilde{N}(d t d z) . \tag{6.29}
\end{equation*}
$$

By the condition (D), $x \mapsto X_{t}^{\prime}(x)$ satisfies the flow property.

Let $q^{\circ}(t)$ be the Poisson point process associated to $N(d t d z)$, and let $q(t)$ be the restriction of $q^{\circ}(t)$ to the subdomain $D_{q}=\left\{t \in \mathbf{T} ;\left|q^{\circ}(t)\right|>\delta\right\}$. Then it holds $X_{t}(x)=$ $X_{t}^{\prime}(x) \circ \varepsilon_{q}^{+}$a.s. Hence if $D_{q}=\left\{0<\tau_{1}<\tau_{2}<\ldots\right\}$ then

$$
X_{t}(x)=X_{\tau_{n-1}, t}^{\prime} \circ \phi_{\tau_{n-1}, q\left(\tau_{n-1}\right)} \circ \cdots \circ \phi_{\tau_{1}, q\left(\tau_{1}\right)} \circ X_{\tau_{1}}^{\prime}(x)
$$

for $\tau_{n-1}<t<\tau_{n}$. Here $\phi_{t, z}(x)=x+g(x, t, z)$.
A modified family of vector fields $\Upsilon_{k}^{\prime}, k=0,1,2, \ldots$ is given as follows.

$$
\begin{gathered}
\Upsilon_{0}^{\prime}=\tilde{\Sigma}_{0}=\left\{V_{j}(t), \tilde{V}_{j}(t), j=1, \ldots, m\right\}, \\
\Upsilon_{k}^{\prime}=\left\{\mathcal{L}^{\prime} V(t),\left[V_{j}(t), V(t)\right],\left[\tilde{V}_{j}(t), V(t)\right], j=1, \ldots, m, V \in Y_{k-1}^{\prime}\right\}, \\
k=1,2, \ldots
\end{gathered}
$$

Here

$$
\begin{aligned}
\mathcal{L}^{\prime} V(t) & =\frac{\partial}{\partial t} V(t)+\left[V_{0}^{\prime}(t), V(t)\right]+\frac{1}{2} \sum_{j=1}^{m}\left[V_{j}(t),\left[V_{j}(t), V(t)\right]\right] \\
& +\int_{0<|z| \leq \delta}\left\{\phi_{t, z}^{*-1} V(t)-V(t)-\left[V^{g}(t), V(t)\right]\right\} \mu(d z),
\end{aligned}
$$

where $\phi_{t, z}^{*-1} V(t)$ is the pull-back of $V(x, t)$ by the mapping $\phi_{t, z}: \phi_{t, z}^{*-1} V(x, t)=$ $\left(\frac{\partial}{\partial x} \phi_{t, z}(x)\right)^{-1} V\left(\phi_{t, z}(x), t\right)$, and $V^{g}(t)$ is the vector field such that the coefficients coincide with $g(x, t, z)$. The operator $\mathcal{L}^{\prime}$ creates an extended drift vector associated to $V(t)$ in the Lie algebra generated by $V_{j}(t), \tilde{V}_{j}(t)$.

The following condition $(\mathrm{MUH})_{\delta}$ (modified uniform Hörmander condition) is a generalization of the condition (NDB).

Definition 3.6. We say the condition $(\mathrm{MUH})_{\delta}$ holds if there exist $N_{1} \in \mathbf{N}$ and $C_{1}>0$ such that

$$
\sum_{k=0}^{N_{1}} \sum_{V \in Y_{k}^{\prime}}(v, V(x, t))^{2} \geq C_{1}|v|^{2}
$$

for all $x \in \mathbf{R}^{d}, t \in \mathbf{T}$ and $v \in \mathbf{R}^{d}$.
Here $0<\delta<\delta_{0}$, and $\delta_{0}>0$ is fixed temporarily.
Remark 3.10. (1) The choice of families of vector fields $\left(Y_{k}^{\prime}\right)_{k}$ may not be unique. If $V_{0}(x, t)$ is not void, we can choose families of vector fields $(\mathcal{L})_{k}$ as in Kulik [118], making use mainly of the parts $\left[V_{0}(t), \tilde{V}_{j}(t)\right]$ and $\mathcal{L}^{\prime} V(t)$.
(2) In case there is no jump part, Bismut [29] proved the existence of a smooth density under a general Hörmander condition. In case there is no diffusion part, Léandre [143] proved the existence of a smooth density under the condition (URH).

Proof of Theorem 3.7. This theorem is a corollary of the following two assertions.
(A) (UH) implies (MUH) $\delta_{\delta}$ for $0<\delta<\delta_{0}$.
(B) $(\mathrm{MUH})_{\delta}$ implies (ND).

Then the statement of Theorem is due to Proposition 3.8.
Proof of assertion (A). We construct a new families of vector fields $\left(Y_{k}^{0}\right)_{k}$. The family $\left(\Upsilon_{k}^{0}\right)_{k}$ is defined as $\Upsilon_{k}^{\prime}$, replacing $\mathcal{L}^{\prime}$ by $\mathcal{L}^{0}$ given as follows:

$$
\mathcal{L}^{0} V(t)=\frac{\partial}{\partial t} V(t)+\left[V_{0}(t), V(t)\right]+\frac{1}{2} \sum_{j=1}^{m}\left[V_{j}(t),\left[V_{j}(t), V(t)\right]\right]
$$

Then it holds that for any $n \in \mathbf{N}$

$$
\begin{equation*}
\text { linear span of } \cup_{k=0}^{n} \tilde{\Sigma}_{k} \subset \text { linear span of } \cup_{k=0}^{2 n+1} \Upsilon_{k}^{0} \tag{6.30}
\end{equation*}
$$

Indeed, if $V \in \tilde{\Sigma}_{0}=\Upsilon_{0}$ then $\frac{\partial}{\partial t} V(t)+\left[V_{0}, V\right]=\mathcal{L}^{0} V-\frac{1}{2} \sum_{j=1}^{m}\left[V_{j},\left[V_{j}, V\right]\right]$ is in the linear span of $\cup_{k=0}^{3} \Upsilon_{k}^{0}$. This implies that the linear span of $\tilde{\Sigma}_{0} \cup \tilde{\Sigma}_{1} \subset$ linear span of $\cup_{k=0}^{3} \Upsilon_{k}^{0}$. Repeating this argument we have (6.30).

Due to the assumption (6.24) on the existence of the weak drift the linear span of $\cup_{k=0}^{2 n+1} \Upsilon_{k}^{0}$ is contained in the linear span of $\cup_{k=0}^{2 n+1} \Upsilon_{k}^{\prime}$ assuming the former is full rank.

Hence if the bilinear form associated to $V$ 's in $\tilde{\Sigma}_{k}, k=0, \ldots, n_{0}$ is uniformly positive definite, then the bilinear form associated to $V^{\prime}$ 's in $\Upsilon_{k}^{\prime}, k=0, \ldots, n_{1}$ is also uniformly positive definite for $n_{1}=2 n_{0}+1$. This proves the assertion.
Proof of assertion (B). We define $\Theta_{V}(x, t)$ for $V \in \cup_{k=0}^{N_{1}} \Upsilon_{k}^{\prime}$ and $\Theta(x, t)$ by

$$
\Theta_{V}(x, t)=X_{t}^{*-1} V(x, t)\left\{X_{t}^{*-1} V(x, t)\right\}^{T}, \Theta(x, t)=\sum_{k=0}^{N_{1}} \sum_{V \in Y_{k}^{\prime}} \Theta_{V}(x, t) .
$$

Here where $X_{t}^{*-1} V(x, t)$ is the pull-back of $V(x, t)$ by the mapping $x \mapsto X_{t}(x)$ : $X_{t}^{*-1} V(x, t)=\left(\frac{\partial}{\partial x} X_{t}(x)\right)^{-1} V\left(X_{t}(x), t\right)$. Then the assertion (B) for (6.25) is due to the following proposition. The proof of the assertion (B) is complete granting the following proposition.

Proposition 3.17. (i) If the condition $(M U H)_{\delta}$ holds, then

$$
\Pi(x)=\nabla X_{t}(x) \Theta(x, t)\left(\nabla X_{t}(x)\right)^{T}
$$

is invertible a.s., and it satisfies

$$
\begin{equation*}
\sup _{|x|<N} \sup _{v \in S^{d-1}, \mathbf{u} \in A(1)^{k}} E\left[(v, \Pi(x) v)^{-p} \circ \varepsilon_{\mathbf{u}}^{+}\right]<+\infty \tag{6.31}
\end{equation*}
$$

for some $p>1$.
(ii) Granting that (6.31) holds, the (ND) condition holds.

Proof of Proposition 3.17 (i).
[I] We first prove the assertion for $X_{t}=X_{t}^{\prime}$. Functionals $\Theta_{V}(x, t), \Theta(x, t), \Pi(x)$ for $X_{t}=$ $X_{t}^{\prime}$ are denoted by $\Theta_{V}^{\prime}(x, t), \Theta^{\prime}(x, t), \Pi^{\prime}(x)$ respectively. Choose $\beta>0$ so that $\beta>$ $\max \left(\frac{4}{2-\alpha}, 8\right)$, where $\alpha$ is the degree in the order condition. Choose arbitrary $h \in \mathbf{N}$ and fix it.
(Step 1) Case $k=0$. First we show

$$
\begin{equation*}
\sup _{|x|<N} \sup _{v \in S^{d-1}, \mathbf{u} \in A(1)^{k}} E\left[\left(v, \Theta^{\prime}(x) v\right)^{-p} \circ \varepsilon_{\mathbf{u}}^{+}\right]<+\infty \tag{6.32}
\end{equation*}
$$

for $k=0$.
A basic idea is to use dilation, that is, re-scaling the space parameter according to the rank of the Lie algebra. See [167]. To realize this, the step of dilation is chosen to be $\frac{1}{\beta}$, where $\beta$ is given as above. We introduce events $E_{i}, i=0, \ldots, n_{1}$ and $F$ by

$$
E_{i}=\left\{\sum_{V \in Y_{i}^{\prime}} \int_{\mathbf{T}}\left|Y_{V}(t)\right|^{2} d t<\epsilon^{\beta^{-2 i}}\right\}, \quad i=0,1, \ldots, n_{1}
$$

and

$$
F=E_{0} \cap E_{1} \cap \cdots \cap E_{n_{1}} .
$$

Here $Y_{V}(t)=Y_{V}(v, t)=v^{T} X_{t}^{\prime *-1} V(x, t)$ and $0<\epsilon<\epsilon_{1}$, where $\epsilon_{1}=\min _{0 \leq i \leq n_{1}}\left(\frac{1}{k_{i}}\right)^{\beta^{2 i+1}}$. Here $k_{i}$ is the number of elements of $\Upsilon_{i}^{\prime}$.

We have a decomposition

$$
E_{0}=\left(E_{0} \cap E_{1}^{c}\right) \cup\left(E_{1} \cap E_{2}^{c}\right) \cup \cdots \cup\left(E_{n_{1}-1} \cap E_{n_{1}}^{c}\right) \cup F,
$$

where $E_{0}=\left\{\left(v, \Theta^{\prime}(x) v\right)<\epsilon\right\}$. Hence

$$
\begin{equation*}
P\left(E_{0}\right) \leq \sum_{i=0}^{n_{1}-1} P\left(E_{i} \cap E_{i+1}^{c}\right)+P(F) \tag{6.33}
\end{equation*}
$$

We have for some $C>0$

$$
\begin{equation*}
\sup _{|x| \leq N} \sup _{v \in S^{d-1}} P\left(E_{i} \cap\left(E_{i+1}\right)^{c}\right) \leq C \epsilon^{h}, \quad 0<\epsilon<\epsilon_{1} i=1, \ldots, n_{1}-1 . \tag{6.34}
\end{equation*}
$$

We have also for some $C_{1}>0$

$$
\begin{equation*}
\sup _{|x| \leq N} \sup _{v \in S^{d-1}} P(F) \leq C \epsilon^{\beta^{-2 n_{1}} h}, \quad 0<\epsilon<\epsilon_{1} . \tag{6.35}
\end{equation*}
$$

These assertions are due to the finitude of $n_{1}$ in $(M U H)_{\delta}$. We prove them below.
Ву (6.34), (6.35),

$$
\begin{equation*}
\sup _{|x| \leq N} \sup _{v \in S^{d-1}} P\left(E_{0}\right)<C^{\prime} \epsilon^{\beta^{-2 n_{1}} h}, \quad 0<\epsilon<\epsilon_{1} \tag{6.36}
\end{equation*}
$$

Since $E_{0}=\left\{\left(v, \Theta^{\prime}(x) v\right)<\epsilon\right\}$, we have

$$
\sup _{|x| \leq N} \sup _{v \in S^{d-1}} P\left(\left(v, \Pi^{\prime}(x) v\right)^{-p} \circ \varepsilon_{q}^{+}\right)<C^{\prime} \epsilon^{\beta^{-2 n_{1}} h}, \quad 0<\epsilon<\epsilon_{1},
$$

for $p<h \beta^{-2 n_{1}} / 2$. Indeed, (6.36) implies

$$
\sup _{|x| \leq N} E\left[\left|\operatorname{det} \Theta^{\prime}(x)\right|^{-2 p / d}\right]<+\infty
$$

As $\left|\operatorname{det} \Pi^{\prime}(x)\right|=\left|\operatorname{det} \nabla X^{\prime}(x)\right|^{2}\left|\operatorname{det} \Theta^{\prime}(x)\right|$, and since

$$
\sup _{|x| \leq N} E\left[\left|\operatorname{det} \nabla X^{\prime}(x)\right|^{-4 p / d}\right]<+\infty
$$

due to the flow property, we have the assertion above.
Hence we have the assertion (6.32) in case $k=0$.
Proof of assertions (6.34), (6.35). For the proof of (6.34), we use inequalities of Norris type. We fix $i$. We observe that $Y_{V}(t)$ satisfies

$$
d Y_{V}(t)=a_{V}(t) d t+f_{V}(t) d W(t)+g_{V}(t, z) \tilde{N}(d t d z)
$$

where

$$
\begin{gathered}
a_{V}(t)=v^{T} X_{t}^{*-1} \mathcal{L}^{\prime} V(x, t), \\
f_{V}(t)=\left(v^{T} X_{t}^{*-1}\left[V_{1}(t), V(t)\right](x), \cdots, v^{T} X_{t}^{*-1}\left[V_{m}(t), V(t)\right](x)\right),
\end{gathered}
$$

and

$$
g_{V}(t, z)=v^{T} X_{t}^{*-1}\left\{\phi_{t, z}^{*-1}\right\}
$$

Given $V \in \Upsilon_{i}^{\prime}$ and $0<\epsilon<\epsilon_{1}$, put

$$
\begin{aligned}
A_{V}(\epsilon) & =\left\{\int_{\mathbf{T}}\left|f_{V}(t)\right|^{2} d t<\epsilon^{\beta^{-2 i}}\right\}, \\
B_{V}(\epsilon) & =\left\{\int_{\mathbf{T}}\left|a_{V}(t)\right|^{2} d t+\int_{\mathbf{T}}\left|f_{V}(t)\right|^{2} d t+\int_{\mathbf{T}}\left|\tilde{g}_{V}(t)\right|^{2} d t<\epsilon^{\beta^{-2(i+1)}} \cdot \frac{1}{k_{i}}\right\}, \\
\text { and } \quad C_{V}(\epsilon) & =\left\{\int_{\mathbf{T}}\left|a_{V}(t)\right|^{2} d t+\int_{\mathbf{T}}\left|f_{V}(t)\right|^{2} d t+\int_{\mathbf{T}}\left|\tilde{g}_{V}(t)\right|^{2} d t<\epsilon^{\beta^{-(2 i+1)}}\right\},
\end{aligned}
$$

where

$$
\left|\tilde{g}_{V}(t)\right|^{2}=\sum_{j=1}^{m}\left|v^{T} X_{t}^{*-1}\left[\tilde{V}_{j}(t), V(t)\right](x)\right|^{2}
$$

Then

$$
\begin{gathered}
E_{i} \cap E_{i+1}^{c} \subset \cup_{V \in Y_{i}^{\prime}}\left\{A_{V}(\epsilon) \cap B_{V}(\epsilon)^{c}\right\} \\
\subset U_{V \in Y_{i}^{\prime}}\left\{A_{V}(\epsilon) \cap C_{V}(\epsilon)^{c}\right\} .
\end{gathered}
$$

We put $\tilde{\epsilon}=\epsilon^{\beta^{-(2 i+1)}}$ so as that $\tilde{\epsilon}^{\beta}=\epsilon^{\beta^{-2 i}}$, and apply Lemma 3.8 below (with $\gamma=(x, v)$ ) below for $E^{\gamma}(\tilde{\epsilon})=A_{V}(\epsilon)$ and $F^{\gamma}(\tilde{\epsilon})=C_{V}(\epsilon)$ with $\tilde{p}=\beta^{2 i+1} h$.

Then we have

$$
\sup _{|x| \leq N, v \in S^{d-1}} P\left(A_{V}(\epsilon) \cap C_{V}(\epsilon)^{c}\right)<C \tilde{\epsilon}^{\tilde{p}} \leq C \epsilon^{h}, \quad 0<\epsilon<\epsilon_{1} .
$$

Therefore

$$
\sup _{|x| \leq N, v \in S^{d-1}} P\left(E_{i} \cap\left(E_{i+1}\right)^{c}\right) \leq C \epsilon^{h}, \quad 0<\epsilon<\epsilon_{1} .
$$

Here $C=C_{i}$. Since $h \in \mathbf{N}$ is arbitrary, we choose $C=\max _{i=0, \ldots, n_{1}} C_{i}$ and the assertion (6.34) follows.

For the proof of (6.35) we proceed as follows.
Let $K(x, v)=\sum_{k=0}^{n_{1}} \int_{T} \sum_{V \in Y_{k}^{\prime}}\left|Y_{V}(t)\right|^{2} d t$. If $\omega \in F=F^{x, v}$ then $K(x, v)(\omega)<\left(n_{1}+1\right)$ $e^{\beta^{-2 n_{1}}}$ by definition. Therefore $F^{x, v} \subset\left\{K(x, v)<\left(n_{1}+1\right) e^{\beta^{-2 n_{1}}}\right\}$.

On the other hand, we have by $(\mathrm{MUH})_{\delta}$ there exists $c_{1}>0$ such that

$$
\begin{aligned}
K(x, v) & \geq \int_{0}^{T_{h}(x)} v^{T} X_{t}^{\prime *-1} H(x, t) X_{t}^{\prime *-1} v d t \\
& \geq c_{1} \int_{0}^{T_{h}(x)}\left|v^{T} \nabla X_{t}(x)^{-1}\right|^{2} d t \\
& \geq c_{1}\left(M_{h}+1\right)^{-2} T_{h}(x) .
\end{aligned}
$$

Here $H(x, t)=\sum_{k=0}^{n_{1}} \sum_{V \in Y_{k}^{\prime}} V(x, t) V(x, t)^{T}$, and $T_{h}(x)$ is the stopping time of order $h$ with respect to $N$ and $k=0$. That is,

$$
T_{h}(x)=\inf \left\{t \in \mathbf{T} ;\left|X_{t}^{\prime}(x)-x\right| \geq M_{h} \text { or }\left|\nabla X_{t}^{\prime}(x)\right| \geq M_{h}\right\} \wedge T,
$$

where $M_{h}=(N+1)(K+1)^{h}$ and $K>0$ is such that

$$
\sup _{x, t} \frac{|g(x, t, z)|+\left|\nabla_{x} g(x, t, z)\right|}{1+|x|} \leq K .
$$

Therefore if we choose $\gamma$ so that $\left(n_{1}+1\right) e^{\beta^{-2 n_{1}}}=c_{1}\left(M_{h}+1\right)^{-2} \gamma$, we have

$$
\left\{K(x, v)<\left(n_{1}+1\right) e^{\beta^{-2 n_{1}}}\right\} \subset\left\{T_{h}(x)<\gamma\right\} .
$$

Consequently,

$$
P\left(F^{x, v}\right) \leq P\left(T_{h}(x)<\gamma\right) \leq c_{h} \gamma^{h}=C_{1} e^{\beta^{-2 n_{1}} h}
$$

for all $|x| \leq N, v \in S^{d-1}$. Here we used the lemma 3.9 below. This proves the assertion (6.35).

Lemma 3.8. Let $Y^{\gamma}(t), t \in \mathbf{T}$ be a semimartingale given by the following $S D E$ :

$$
Y^{\gamma}(t)=y^{\gamma}+\int_{0}^{t} a^{\gamma}(s) d s+\sum_{j=1}^{m} \int_{0}^{t} f_{j}^{\gamma}(s) d W^{j}(s)
$$

$$
+\int_{0}^{t} \int_{|z| \leq \delta} g^{\gamma}(s, z) \tilde{N}(d s d z)+\int_{0}^{t} \int_{|\delta|>\delta} g^{\gamma}(s, z) N(d s d z)
$$

Let $\epsilon>0$. We introduce events $E^{\gamma}(\epsilon), F^{\gamma}(\epsilon)$ by

$$
\begin{aligned}
& E^{\gamma}(\epsilon)=\left\{\int_{\mathbf{T}}\left|Y_{t-}^{\gamma}\right|^{2} d t<\epsilon^{\beta}\right\}, \\
& F^{\gamma}(\epsilon)=\left\{\int_{\mathbf{T}}\left\{\left|a^{\gamma}(t)\right|^{2}+\left|f^{\gamma}(t)\right|^{2}+\left|\tilde{g}^{\gamma}(t)\right|^{2}\right\} d t<\epsilon\right\} .
\end{aligned}
$$

Here $\beta>0$ such that $\beta>\max \left(\frac{4}{2-\alpha}, 8\right)$ and $\tilde{g}^{\gamma}(t)=\partial g^{\gamma}(t) B^{1 / 2}$, where $\partial g^{\gamma}(t)=$ $\left.\frac{\partial}{\partial z} g^{\gamma}(t, z)\right|_{z=0}$.

We further assume a ${ }^{\gamma}(t)$ above satisfies the $S D E$

$$
\begin{gathered}
a^{\gamma}(t)=y^{\gamma}+\int_{0}^{t} b^{\gamma}(s) d s+\int_{0}^{t} \sigma^{\gamma}(s) d W(s) \\
+\int_{0}^{t} \int_{|z| \leq \delta} h^{\gamma}(s, z) \tilde{N}(d s d z)+\int_{0}^{t} \int_{|\delta|>\delta} h^{\gamma}(s, z) N(d s d z) .
\end{gathered}
$$

We put

$$
\theta^{\gamma}=\left\|a^{\gamma}\right\|^{2}+\left\|b^{\gamma}\right\|^{2}+\left\|f^{\gamma}\right\|^{2}+\left\|\sigma^{\gamma}\right\|^{2}+\left\|g^{\gamma}\right\|^{2}+\left\|h^{\gamma}\right\|^{2}+\left\|\partial g^{\gamma}\right\|^{2}+\left\|\partial h^{\gamma}\right\|^{2}+\left\|\frac{r^{\gamma}}{|z|^{2}}\right\|^{4}+\left\|\frac{s^{\gamma}}{|z|^{2}}\right\|^{4} .
$$

Here $r^{\gamma}=g^{\gamma}-\sum_{j=1}^{m} z_{j} \partial g^{\gamma}, s^{\gamma}=h^{\gamma}-\sum_{j=1}^{m} z_{j} \partial h^{\gamma}$, and $\|\cdot\|$ denotes the sup-norm such as

$$
\left\|f^{\gamma}\right\|=\sup _{t \in \mathbf{T}}\left|f^{\gamma}(t)\right|,\left\|r^{\gamma}\right\|=\sup _{t \in \mathbf{T},|z| \leq \delta}\left|r^{\gamma}(t, z)\right|, \ldots
$$

Assume $E\left[\left(\theta^{\gamma}\right)^{p}\right]<+\infty$ for any $p>1$. Then for each $p>1$ there exists a $C_{p}>0$ such that

$$
\begin{equation*}
\sup _{\gamma} P\left(E^{\gamma}(\epsilon) \cap F^{\gamma}(\epsilon)^{c}\right)<C_{p} \epsilon^{p} \tag{6.37}
\end{equation*}
$$

for any $\epsilon>0$.
The proof of this lemma is due to Komatsu-Takeuchi's estimate [116] and a subtle calculation. We give the proof at the end of this subsubsection.

The following lemma is used to prove assertion (6.35) above.
Lemma 3.9 ([131]). Let $N>1, k \in \mathbf{N}$. Then for any $h \in \mathbf{N}$ there exists $a C_{h}>0$ such that

$$
\sup _{|x| \leq N, u \in A(1)^{k}} P\left(T_{h}(x) \circ \varepsilon_{u}^{+}<\epsilon\right) \leq C_{h} \epsilon^{h}
$$

for $0<\epsilon<1$.

The proof of this lemma depends on the decomposition of the event according to the measurament of displacement $X_{t}^{\prime}(x)-x$ or $\nabla X_{t}^{\prime}(x)-I$. See [131] Lemma 3.1 for the proof.

We continue the proof of Proposition 3.17 (i).
(Step 2) Case $k \geq 1$.
We consider the case $k=1$. Let $u=\left(s_{1}, z_{1}\right)$ and put $\bar{Y}_{V}(t)=v^{T} X_{t}^{*-1} V(x, t) \circ \varepsilon_{u}^{+}$, $\bar{Y}(t)=\sum_{k=0}^{n_{1}} \sum_{V \in Y_{k}^{\prime}} Y_{V}(t)$. We introduce events

$$
\bar{E}_{i}=\left\{\sum_{V \in Y_{i}^{\prime}} \int_{\mathbf{T}}\left|\bar{Y}_{V}(t)\right|^{2} d t<\epsilon^{\beta^{-2 i}}\right\},
$$

$i=0,1, \ldots, n_{1}$. We observe

$$
\begin{aligned}
& \bar{Y}_{V}(t)=v^{T} X_{t}^{*-1} V(x, t), \quad\left(s_{1}>t\right) \\
& \bar{Y}_{V}(t)=v^{T} X_{t}^{*-1} \phi_{u}^{*-1} V(x, t), \quad\left(s_{1}<t\right) .
\end{aligned}
$$

Here if $s_{1}<t$ then $X_{t}^{*-1} \phi_{u}^{*-1} V(x, t)$ satisfies

$$
\begin{aligned}
& X_{t}^{*-1} \phi_{u}^{*-1} V(x, t)=X_{s}^{*-1} V\left(x, s_{1}\right)+\int_{s_{1}}^{t} X_{r}^{*-1} \mathcal{L}^{\prime}\left\{\phi_{u}^{*-1} V(x, r)\right\} d r \\
& \quad+\sum_{j=1}^{m} \int_{s_{1}}^{t} X_{r}^{*-1} \phi_{u}^{*-1}\left[V_{j}(r), V(r)\right](x) d W^{j}(r) \\
& \quad+\int_{s_{1}}^{t} \int_{|z| \leq \delta} X_{r}^{*-1}\left\{\phi_{r, z}^{*-1} \phi_{u}^{*-1} V(x, r)-\phi_{u}^{*-1} V(x, r)\right\} \tilde{N}(d r d z) \\
& \quad+\int_{s_{1}}^{t} \int_{|z|>\delta} X_{r}^{*-1}\left\{\phi_{r, z}^{*-1} \phi_{u}^{*-1} V(x, r)-\phi_{u}^{*-1} V(x, r)\right\} N(d r d z) .
\end{aligned}
$$

Then as in Step 1 we can show

$$
\begin{equation*}
\sup _{|x| \leq N} \sup _{v \in S^{d-1}} P\left(\bar{E}_{i} \cap\left(\bar{E}_{i+1}\right)^{c}\right) \leq C \epsilon^{h}, \quad i=1, \ldots, n_{1}-1 \tag{6.38}
\end{equation*}
$$

for $0<\epsilon<\epsilon_{1}$.
We put $\bar{F}=\bar{E}_{1} \cap \cdots \cap \bar{E}_{n_{1}}$. We shall prove

$$
\begin{equation*}
\sup _{|x| \leq N} \sup _{v \in S^{d-1}} P(\bar{F}) \leq C \epsilon^{\beta^{-2 n_{1}} h} . \tag{6.39}
\end{equation*}
$$

To this end, set $\bar{K}(x, v)=\int_{\mathbf{T}}|\bar{Y}(t)|^{2} d t$. Then it is written

$$
\begin{aligned}
\bar{K}(x, v)= & \int_{0}^{s_{1}} v^{T} X_{t}^{\prime *-1} H(x, t)\left(X_{t}^{\prime *-1}\right)^{T} v d t \\
& +\int_{s_{1}}^{T} v^{T} X_{t}^{\prime *-1} \phi_{u}^{*-1} H(x, t)\left(X_{t}^{*-1} \phi_{u}^{*-1}\right)^{T} v d t .
\end{aligned}
$$

By the assumption $(\mathrm{MUH})_{\delta}$, there exists $c_{1}>0$ such that

$$
v^{T} H(x, t) v \geq c_{1}|v|^{2}, \quad v^{T} \phi_{u}^{*-1} H(x, t) \phi_{u}^{*-1 T} v \geq c_{1}|v|^{2},
$$

for $t \in \mathbf{T},|x| \leq M_{h}, u \in A(1)$. Here $H(x, t)$ and $M_{h}$ are as above. Then we have (6.39) as in Step 1.

Using (6.38), (6.39) we can show

$$
\sup _{|x| \leq N} \sup _{v \in S^{d-1}} P\left(\bar{E}_{0}\right)<C^{\prime \prime} \epsilon^{\beta^{-2 n_{1}} h}
$$

for $0<\epsilon<\epsilon_{1}$. We have the assertion (6.32) for $k=1$ as in Step 1 .
We can verify the case $k \geq 2$ similarly.
[II] Next we consider the case $X_{t}(x)=X_{t}^{\prime}(x) \circ \varepsilon_{q}^{+}$. We write $\Pi(x)=\Pi^{\prime}(x) \circ \varepsilon_{q}^{+}$. We show the case $k=0$ only, since the cases for $k \geq 1$ are similar to the above.

We have

$$
\begin{equation*}
\sup _{|x| \leq N} \sup _{V \in S^{d-1}} P\left(E_{i} \circ \varepsilon_{q}^{+} \cap\left(E_{i+1} \circ \varepsilon_{q}^{+}\right)^{c}\right) \leq C \epsilon^{h}, \quad i=1, \ldots, n_{1}-1 \tag{6.34}
\end{equation*}
$$

as in (6.34) (first part).
We have also

$$
\begin{equation*}
\sup _{|x| \leq N} \sup _{v \in S^{d-1}} P\left(F \circ \varepsilon_{q}^{+}\right) \leq C \epsilon^{\beta^{-2 n_{1}} h}, \quad 0<\epsilon<\epsilon_{1} . \tag{6.35}
\end{equation*}
$$

Indeed, put $K^{\prime}(x, v)=\sum_{i=0}^{n_{1}} \int_{T} \sum_{V \in Y_{i}^{\prime}}\left|Y_{V}(t)\right|^{2} d t$. Then by (MUH) $\delta$

$$
K^{\prime}(x, v) \geq C_{1} \int_{\mathbf{T}}\left|v^{T} \nabla X_{t}^{\prime}\right|^{2} d t
$$

Hence

$$
K^{\prime}(x, v)^{-1} \leq \frac{1}{C_{1} T^{2}|v|^{2}} \int_{\mathbf{T}}\left|\nabla X_{t}^{\prime}\right|^{2} d t
$$

by Jensen's inequality. By Chebyschev's inequality

$$
E\left[K^{\prime}(x, v)^{-1} \circ \varepsilon_{q}^{+}\right] \leq \frac{1}{\left(C_{1} T^{2}|v|^{2}\right)^{h}} E\left[\left(\int_{\mathbf{T}}\left|\nabla X_{t}^{\prime} \circ \varepsilon_{q}^{+}\right|^{2} d t\right)^{h}\right] \epsilon^{h}
$$

for $h>1$.
Since $F \subset\left\{K^{\prime}(x, v)<\left(n_{1}+1\right) \epsilon^{\beta^{-2 n_{1}}}\right\}$,

$$
P\left(F \circ \varepsilon_{q}^{+}\right) \leq P\left(K^{\prime}(x, v) \circ \varepsilon_{q}^{+}<\left(n_{1}+1\right) \epsilon^{\beta^{-2 n_{1}}}\right) \leq C^{\prime} \epsilon^{\beta^{-2 n_{1}} h}
$$

for $|x|<N, v \in S^{d-1}$. Hence we have (6.35)'.
By (6.34)', (6.35)', we have in view of (6.33)

$$
\begin{equation*}
\sup _{|x| \leq N} \sup _{v \in S^{d-1}} E\left[\left(v, \Theta^{\prime}(x) v\right)^{-p} \circ \varepsilon_{q}^{+}\right]<C^{\prime} \epsilon^{\beta^{-2 n_{1}} h}, \quad 0<\epsilon<\epsilon_{1} \tag{6.40}
\end{equation*}
$$

for $p<h \beta^{-2 n_{1}} / 2$.

Hence

$$
\begin{equation*}
\sup _{|x| \leq N} \sup _{v \in S^{d-1}} E\left[\left(v, \Pi^{\prime}(x) v\right)^{-p} \circ \varepsilon_{q}^{+}\right]<C^{\prime} \epsilon^{\beta^{-2 n_{1}} h}, \quad 0<\epsilon<\epsilon_{1}, \tag{6.41}
\end{equation*}
$$

for $p<h \beta^{-2 n_{1}} / 2$. Indeed, (6.40) implies

$$
\sup _{|x| \leq N, u \in A(1)} E\left[\left|\operatorname{det} \Theta^{\prime}(x)\right|^{-2 p / d} \circ \varepsilon_{q}^{+}\right]<+\infty .
$$

As $\left|\operatorname{det} \Pi^{\prime}(x)\right|=\left|\operatorname{det} \nabla X^{\prime}(x)\right|^{2}\left|\operatorname{det} \Theta^{\prime}(x)\right|$, and since

$$
\sup _{|x| \leq N, u \in A(1)} E\left[\left|\operatorname{det} \nabla X^{\prime}(x)\right|^{-4 p / d} \circ \varepsilon_{q}^{+}\right]<+\infty
$$

due to the flow property, we have the assertion (6.41).
As $\Pi(x)=\Pi^{\prime}(x) \circ \varepsilon_{q}^{+}$a.s., we have the assertion (6.32) for $p<h \beta^{-2 n_{1}} / 2$.
Since $h \in \mathbf{N}$ is arbitrary, we have the assertion for all $p>1$.
Proof of Proposition 3.17 (ii). The assertion follows as in Theorem 3.6 with $\Theta(x, t)$ replacing $C(x)$.

## End of proof of Theorem 3.7

Proof of Lemma 3.8. In order to prove this lemma we need the following estimate due to Komatsu-Takeuchi.

To apply it we introduce below a parameter $v$, and assume it satisfies $\frac{1}{16}<v<\frac{1}{8}$ temporary, due to a technical reason. After the sublemma below is confirmed with this restriction, we then choose instead $\frac{1}{24}<v<\frac{1}{12}, \frac{1}{36}<v<\frac{1}{18}$ and so on, and we apply the (modified) sublemma consecutively. Finally we see the assertion is valid for all $0<v<\frac{1}{8}$.

Sublemma 3.1 ([116] Theorem 3). Let $v$ be an arbitrary number such that $0<v<\frac{1}{8}$. There exist a positive random variable $\mathcal{E}(\lambda, \gamma)$ satisfying $E[\mathcal{E}(\lambda, \gamma)] \leq 1$, and a positive constants $C, C_{0}, C_{1}, C_{2}$ independent of $\lambda, \gamma$ such that the following inequality holds on the set $\left\{\theta^{\gamma} \leq \lambda^{2 v}\right\}$ for all $\lambda>1$ and $\gamma$ :

$$
\begin{align*}
& \lambda^{4} \int_{\mathbf{T}}\left\{\left|Y^{\gamma}(t)\right|^{2} \wedge \frac{1}{\lambda^{2}}\right\} d t+\frac{1}{\lambda^{v}} \log \mathcal{E}(\lambda, \gamma)+C \\
& \geq C_{0} \lambda^{1-4 v} \int_{\mathbf{T}}\left|a^{\gamma}(t)\right|^{2} d t+C_{1} \lambda^{2-2 v} \int_{\mathbf{T}}\left|f^{\gamma}(t)\right|^{2} d t \\
& +C_{2} \lambda^{2-2 v} \int_{\mathbf{T}} \int\left\{\left|g^{\gamma}(t, z)\right|^{2} \wedge \frac{1}{\lambda^{2}}\right\} d t \mu(d z) \tag{6.42}
\end{align*}
$$

To prove Lemma 3.8, we choose $0<\eta<1$ so small that

$$
2-2 v-\alpha(1+\eta)>\frac{4}{\beta}
$$

holds, where $\beta$ is what appeared in the statement of Lemma 3.8. Then we can choose an $r>1$ such that

$$
\frac{\beta}{4}>r>\frac{1}{2-2 v-\alpha(1+\eta)} \vee \frac{1}{1-4 v} .
$$

The restriction above of the value of $v$ reflects here to the restriction on the value of $\alpha$, so that $0<\alpha<2(1-v)<\frac{15}{8}<2$. However, as we noted above, $v$ can be chosen smaller consecutively, and the argument is valid for all given $\alpha$ such that $0<\alpha<2$.

First we consider the last term of RHS of (6.42). As $g^{\gamma}(t, 0)=0$, the function $z \mapsto$ $g^{\gamma}(t, z)$ can be written as $g^{\gamma}(t, z)=\partial g^{\gamma}(t) z+r^{\gamma}(t, z)$ for some $r^{\gamma}(t, z)$. Then

$$
\left|g^{\gamma}(t, z)\right|^{2} \wedge \frac{1}{\lambda^{2}} \geq \frac{1}{2}\left|g^{\gamma}(t, z)\right|^{2} \wedge \frac{1}{\lambda^{2}}-\left(r^{\gamma}(t, z)\right)^{2},
$$

and hence for $0<\kappa<\lambda$

$$
\begin{gathered}
\int\left(\left|g^{\gamma}(t, z)\right|^{2} \wedge \frac{1}{\lambda^{2}}\right) \mu(d z) \geq \int_{|z| \leq \frac{\kappa}{\lambda}}\left(\left|g^{\gamma}(t, z)\right|^{2} \wedge \frac{1}{\lambda^{2}}\right) \mu(d z) \\
\geq \frac{1}{2} \int_{|z| \leq \frac{\kappa}{\lambda}}\left(\left|\partial g^{\gamma}(t) \frac{z}{|z|}\right|^{2} \wedge \frac{1}{|z|^{2} \lambda^{2}}\right)|z|^{2} \mu(d z)-\left(\frac{\kappa}{\lambda}\right)^{2} \int_{|z| \leq \frac{\kappa}{\lambda}}\left(\frac{\left|r^{\gamma}(t, z)\right|}{|z|^{2}}\right)^{2}|z|^{2} \mu(d z) \\
\geq \frac{1}{2} \varphi\left(\frac{\kappa}{\lambda}\right) \int_{|z| \leq \frac{\kappa}{\lambda}}\left(\left|\partial g^{\gamma}(t) \frac{z}{|z|}\right|^{2} \wedge \frac{1}{\kappa^{2}}\right) \bar{\mu}_{\kappa / \lambda}(d z)-\varphi\left(\frac{\kappa}{\lambda}\right)\left(\frac{\kappa}{\lambda}\right)^{2}\left\|\frac{r^{\gamma}}{|z|^{2}}\right\|^{2},
\end{gathered}
$$

where $\varphi(\rho)=\int_{|z| \leq \rho}|z|^{2} \mu(d z)$ and $\bar{\mu}_{\rho}(d z)$ is a probability measure given by $\bar{\mu}_{\rho}(d z)=$ $\frac{|z|^{2}}{\varphi(\rho)} 1_{\{|z| \leq \rho\}} \mu(d z)$.

We put $\lambda=e^{-r}$ and $\kappa=e^{\eta r}$. Then

$$
\begin{equation*}
\frac{\kappa}{\lambda}=\epsilon^{(1+\eta) r} \tag{6.43}
\end{equation*}
$$

and $\varphi\left(\frac{\kappa}{\lambda}\right) \geq C_{4} \epsilon^{\alpha(1+\eta) r}$ by the order condition. Since $\left\|\frac{r v}{|z|^{2}}\right\|^{4} \leq \lambda^{2 v}$ on $\left\{\theta^{\gamma} \leq \lambda^{2 v}\right\}$, the last term of (6.42) dominates

$$
C_{4} \epsilon^{\alpha(1+\eta) r}\left|\partial g^{\gamma}(t) B_{\epsilon^{(1+\eta) r}} \partial g^{\gamma}(t)^{T}\right|-C_{5} \epsilon^{(2+\alpha)(1+r) r},
$$

on $\left\{\theta^{\gamma} \leq \lambda^{2 \nu}\right\}$ due to (6.43). Here $B_{\rho}$ is the covariance matrix of the Lévy measre $\mu$ on $\{|z| \leq \rho\}$.

Hence (6.42) implies

$$
\begin{aligned}
& \epsilon^{-4 r} \int_{\mathbf{T}}\left\{\left|Y^{\gamma}(t)\right|^{2} \wedge \epsilon^{2 r}\right\} d t+\epsilon^{r v} \log \mathcal{E}\left(\epsilon^{-r}, \gamma\right)+C \\
& \geq C_{0} \epsilon^{-r(1-4 v)} \int_{\mathbf{T}}\left|a^{\gamma}(t)\right|^{2} d t+C_{1} \epsilon^{-r(2-2 v)} \int_{\mathbf{T}}\left|f^{\gamma}(t)\right|^{2} d t \\
& \quad+C_{2} C_{4} \epsilon^{-r(2-2 v)} \epsilon^{\alpha(1+\eta) r} \int_{\mathbf{T}}\left|\partial g^{\gamma}(t) B \partial g^{\gamma}(t)^{T}\right| d t-C_{2} C_{5} \epsilon^{-(2-2 v)} \epsilon^{(2+\alpha)(1+r) r} .
\end{aligned}
$$

Here $B$ denotes the infinitesimal covariance.

We set

$$
\rho=r \min \{1-4 v, 2-2 v-\alpha(1+\eta)\}-1
$$

according to the choice of $r$ above. Then $\rho>0$. The above inequality yields

$$
\begin{gathered}
\epsilon^{-4 r} \int_{\mathbf{T}}\left\{\left|Y^{\gamma}(t)\right|^{2} \wedge \epsilon^{2 r}\right\} d t+\epsilon^{r v} \log \mathcal{E}\left(\epsilon^{-r}, \gamma\right)+C \\
\geq C_{6} \epsilon^{-(1+\rho)} \int_{\mathbf{T}}\left\{\left|a^{\gamma}(t)\right|^{2}+\left|f^{\gamma}(t)\right|^{2}+\left|\tilde{g}^{\gamma}(t)\right|^{2}\right\} d t-C_{7} \epsilon^{-(1+\rho)} \epsilon^{r^{\prime}}
\end{gathered}
$$

on $\left\{\theta^{\gamma} \leq \epsilon^{-r v}\right\}$, where $r^{\prime}=2(1+\eta) r>1$.
We put

$$
\begin{aligned}
& G_{1}^{\gamma}=\left\{\theta^{\gamma}>\epsilon^{-r v}\right\}=\left\{\theta^{\gamma / r v}>\epsilon^{-1}\right\}, \\
& G_{2}^{\gamma}=\left\{\theta^{\gamma} \leq \epsilon^{-r v}\right\} \cap\left\{\int_{\mathbf{T}}\left\{\left|Y^{\gamma}(t-)\right|^{2} \wedge \epsilon^{2 r}\right\} d t<\epsilon^{\beta}\right\} \cap\left\{\int_{\mathbf{T}}\left\{\left|a^{\gamma}(t)\right|^{2}+\left|f^{\gamma}(t)\right|^{2}+\left|\tilde{g}^{\gamma}(t)\right|^{2}\right\} d t>\epsilon\right\} .
\end{aligned}
$$

Then it holds

$$
E^{\gamma}(\epsilon) \cap F^{\gamma}(\epsilon)^{c} \subset G_{1}^{\gamma} \cup G_{2}^{\gamma} .
$$

Therefore the left hand side of (6.37) is dominated by $\sup _{\gamma}\left\{P\left(G_{1}^{\gamma}\right)+P\left(G_{2}^{\gamma}\right)\right\}$.
We will calculate them seperately. We have by Chebyschev's inequality

$$
\sup _{\gamma} P\left(G_{1}^{\gamma}\right) \leq \epsilon^{p} E\left[\left(\sup _{\gamma} \theta^{\gamma}\right)^{p / r v}\right] \leq c_{p} \epsilon^{p} .
$$

On the other hand, due to (6.42)

$$
G_{2}^{\gamma} \subset\left\{\mathcal{E}\left(\epsilon^{-r}, \gamma\right)^{\epsilon^{r v}} \geq \exp \left(-\epsilon^{\beta-4 r}+C_{6} \epsilon^{-\rho}-C_{7} \epsilon^{-\rho} \epsilon^{r^{\prime}-1}-C\right)\right\} .
$$

By Chebyschev's inequality again

$$
\sup _{\gamma} P\left(G_{2}^{\gamma}\right) \leq e^{C} \exp \left(\epsilon^{\beta-4 r}-C_{6} \epsilon^{-\rho}+C_{7} \epsilon^{-\rho} \epsilon^{r^{\prime}-1}\right) \times E\left[\mathcal{E}\left(\epsilon^{-r}, \gamma\right)^{\epsilon^{r v}}\right] .
$$

We have

$$
\epsilon^{\beta-4 r}+C_{7} \epsilon^{-\rho} \epsilon^{r^{\prime}-1}<\frac{C_{6}}{2} \epsilon^{-\rho}
$$

holds for $\epsilon<\epsilon_{0}$ for some $\epsilon_{0}>0$. Since $E\left[\mathcal{E}\left(\epsilon^{-r}, \gamma\right)^{\epsilon^{r v}}\right]$ with $0<\epsilon^{r v}<1$, we have for any $p>1$

$$
\sup _{\gamma} P\left(G_{2}^{\gamma}\right) \leq e^{C} \exp \left(-\frac{C_{6}}{2} \epsilon^{-\rho}\right) \leq c_{p}^{\prime} \epsilon^{p}
$$

for any $0<\epsilon<\epsilon_{0}$. These prove the assertion (6.37).
Remark 3.11. In the above expression, the symbol $\mathcal{E}(\lambda, \gamma)$ is a phantom. In reality it is written as an exponential of Wiener and Poisson integrals. See [116] Lemma 5.1.

## Density in $\mathcal{S}$

By Proposition 3.12, $F$ has a smooth density $p_{F}(y)$ under the condition (NDB). In case that $F \in \mathbf{D}_{\infty}$ and it satisfies the condition (ND), we can show it is also rapidly decreasing.

Indeed, let $\varphi(v)=E\left[e_{v}(F)\right]$ be the characteristic function of $F$. Then, $\varphi(v)$ is represented by

$$
\varphi(v)=\int e^{i(v, y)} p_{F}(y) d y
$$

Hence,

$$
p_{F}(y)=\left(\frac{1}{2 \pi}\right)^{d} \int e^{-i(v, y)} \varphi(v) d v
$$

and

$$
\begin{equation*}
\left(1+|y|^{2}\right)^{j} \nabla^{\alpha} p_{F}(y)=\left(\frac{1}{2 \pi}\right)^{d}(-i)^{|\alpha|} \int e^{-i(v, y)}(1-\Delta)^{j} v^{\alpha} \varphi(v) d v \tag{6.44}
\end{equation*}
$$

if the right-hand side is finite. Here, $\alpha$ is a multi-index, $v^{\alpha}=v_{1}^{\alpha_{1}} \cdots v_{d}^{\alpha_{d}}$ and $j=$ $0,1,2, \ldots$

We show it is legitimate below. Since $\partial_{\nu}^{\alpha} e_{\nu}(F)=i^{|\alpha|} F^{\alpha} e_{\nu}(F)$, and since

$$
(1-\Delta)^{j} v^{\alpha} \varphi(v)=E\left[(1-\Delta)^{j} v^{\alpha} e_{v}(F)\right]=\sum_{i=0}^{j}{ }_{j} C_{i} E\left[(-\Delta)^{i}\left\{v^{\alpha} e_{v}(F)\right\}\right],
$$

we have

$$
\left|(1-\Delta)^{j} v^{\alpha} \varphi(v)\right| \leq C(\alpha, j)\left(1+|v|^{2}\right)^{-n q_{0} / 2+|\alpha|}
$$

by Proposition $3.9(G \equiv 1)$ and due to that $F \in L^{p}$ for all $p>1$. Choosing a sufficiently large $n$ (depending on $\alpha$ and $j$ ), we see that the right-hand side of (6.17) is finite.

This implies that $p_{F}(y)$ is rapidly decreasing as $|y| \rightarrow+\infty$.
Showing this property of the density function is characteristic to our method using Fourier analysis. We continue the analysis on the density in Section 4.1.2.

### 3.7 Composition on the Wiener-Poisson space (II) - Itô processes

Let $F=X_{t}$, where $X_{t}$ is a general Itô process given in Section 3.6.1. We again assume the order condition for the Lévy measure $\mu$. Formulae (6.10) and (6.12) suggest that for any $n \in \mathbf{N}$, there exist some $k=k_{n}, l=l_{n}, p=p_{n}$ and $C>0$ such that

$$
\begin{equation*}
\sup _{|G|_{k, l, p=1}}\left|E\left[G e_{v}(F)\right]\right| \leq C\left(1+|v|^{2}\right)^{-\frac{q_{0}}{2} n} \tag{7.1}
\end{equation*}
$$

Indeed, calculating as in Theorem 3.2 in [77] for $F=F^{\prime} \circ \varepsilon_{q}^{+}$, and putting $G \equiv 1$, we can show:

Proposition 3.18. For any $n \in \mathbf{N}$ there exist some $k, l \in \mathbf{N}, p>2$ such that it holds

$$
\begin{equation*}
\left|e_{v}(F)\right|_{k, l, p}^{\prime} \leq C^{\prime}\left(1+|v|^{2}\right)^{-\frac{q_{0}}{2} n} \tag{7.2}
\end{equation*}
$$

for some $C=C_{k, l, p, n}$ under the condition (NDB).

We give a sketch of the proof.
We put

$$
\begin{aligned}
& U_{t}^{\prime}(v)=\frac{-\left(i \frac{v}{|v|^{2}}, D_{t} F^{\prime}\right)}{Q^{\prime}(v)}, \\
& V_{u}^{\prime}(v)=\frac{|v|^{-2} \varphi\left(|v|^{-\frac{1}{\beta}}\right)^{-1}\left(e_{v}\left(-\tilde{D}_{u} F^{\prime}\right)-1\right) \chi_{B(v)}}{Q^{\prime}(v)},
\end{aligned}
$$

where

$$
Q^{\prime}(v):=\left(v^{\prime}, \Sigma v^{\prime}\right)+\frac{1}{|v|^{2} \varphi\left(|v|^{-\frac{1}{\beta}}\right)} \int_{A(\rho(v))}\left|e_{v}\left(\tilde{D}_{u} F\right)-1\right|^{2} \hat{N}(d u),
$$

where $v^{\prime}=\frac{v}{|v|}$.
As $\gamma(\tau) \leq 1$ and $\gamma(q(u))>1$,

$$
Q(v)\left(S_{t}\right) \circ \varepsilon_{\tau}^{+}=Q^{\prime}(v) \circ \varepsilon_{q}^{+} \circ \varepsilon_{\tau}^{+}
$$

Hence, to show (7.2), we first write $F=F^{\prime} \circ \varepsilon_{q(u)}^{+}$and show the estimate for $F^{\prime}$ viewing $q(u)$ as a parameter, and then integrate it with respect to the big jumps $q(u)=\left(S_{t},\left(\xi_{i}\right)\right)$. Here, we have:

Lemma 3.10. Suppose that $F^{\prime}$ satisfies (ND). Then, we have, for any $k, l \in \mathbf{N}$ and $p \geq 2$,

$$
\begin{array}{r}
\sup _{|v| \geq 1}\left(|v|\left\|U^{\prime}(v)\right\|_{k, l, p}\right)<+\infty, \\
\sup _{|v| \geq 1}\left(|v| \varphi\left(|v|^{-\frac{1}{\beta}}\right)\left\|V^{\prime}(v)\right\|_{k, l, p}^{\sim}\right)<+\infty . \tag{7.3}
\end{array}
$$

This lemma follows as in Lemma 4.4 in [77]. The use of this lemma is justified by Theorem 3.6.

Let

$$
Z^{\prime}=U^{\prime} \oplus V^{\prime}
$$

Then, we have

$$
D_{(t, u)} e_{v}\left(F^{\prime}\right)=\left(\left(i v, D F^{\prime}\right) \oplus\left(e_{v}\left(\tilde{D} F^{\prime}\right)-1\right)\right) e_{v}\left(F^{\prime}\right)
$$

Hence, one can check the identity

$$
e_{v}\left(F^{\prime}\right)=\left\langle U^{\prime} \oplus V^{\prime}, D_{(t, u)} e_{v}\left(F^{\prime}\right)\right\rangle_{\mathbf{K}},
$$

where $\mathbf{K}=L^{2}\left(\mathbf{T}, \mathbf{R}^{m}\right) \oplus L^{2}(U, \hat{N})$.
This leads to

$$
E^{P^{\prime}}\left[G e_{v}\left(F^{\prime}\right)\right]=E^{P^{\prime}}\left[\left\langle G Z^{\prime}, D_{(t, u)} e_{v}\left(F^{\prime}\right)\right\rangle_{\mathbf{K}}\right]=E^{P^{\prime}}\left[\bar{\delta}\left(G Z^{\prime}\right) e_{v}\left(F^{\prime}\right)\right] .
$$

Iterating this argument, we have

$$
E^{P^{\prime}}\left[G e_{v}\left(F^{\prime}\right)\right]=E^{P^{\prime}}\left[\bar{\delta}\left(G Z^{\prime}\right) e_{v}\left(F^{\prime}\right)\right]=E^{P^{\prime}}\left[\bar{\delta}\left(Z^{\prime} \bar{\delta}\left(Z^{\prime} \cdots \bar{\delta}\left(Z^{\prime} \bar{\delta}\left(G Z^{\prime}\right)\right)\right)\right) e_{v}\left(F^{\prime}\right)\right] .
$$

Hence, in order to show (7.2), it is sufficient to show that for each $n$, there exist $k, l \in \mathbf{N}$, an even number $p \geq 2, k^{\prime}, l^{\prime} \in \mathbf{N}$, an even number $p^{\prime} \geq 2$, and $C>0$ such that

$$
\begin{array}{r}
\sup _{|G| k^{\prime}, l^{\prime}, p^{\prime}=1} \mid \\
\left|\overline{\bar{\delta}\left(Z ^ { \prime } \circ \varepsilon _ { q } ^ { + } \overline { \delta } \left(Z^{\prime} \circ \varepsilon_{q}^{+} \cdots \bar{\delta}\right.\right.} \overline{\bar{\delta}}_{\left.\left.\left(Z^{\prime} \circ \varepsilon_{q}^{+} \bar{\delta}\left(G Z^{\prime} \circ \varepsilon_{q}^{+}\right)\right)\right)\right)}^{n}\right|_{k, l, p}  \tag{7.4}\\
\leq C\left(1+|v|^{2}\right)^{-\frac{q_{0}}{2} n} .
\end{array}
$$

Indeed, for $n=1$, we have by the inequality (Theorem 3.5) that

$$
\begin{aligned}
&\left|\bar{\delta}\left(G Z^{\prime}(v)\right)\right|_{k, l, p} \\
& \leq C\left(\left\|G U^{\prime}(v)\right\|_{k, l+1, p}+\varphi\left(|v|^{-\frac{1}{\beta}}\right)^{\frac{1}{2}\left(1-\frac{1}{k_{0}}\right)}\left\|G V^{\prime}(v) \chi_{A(\rho(v))}\right\|_{k+p, l,(k+p) k_{0}}\right) \\
& \leq C|G|_{k+p, l+1,2 p, \rho(v)} \\
& \cdot\left(\left\|U^{\prime}(v)\right\|_{k+p, l+1,2 p}+\varphi\left(|v|^{-\frac{1}{\beta}}\right)^{\frac{1}{2}\left(1-\frac{1}{k_{0}}\right)}\left\|V^{\prime}(v) \chi_{A(\rho(v))}\right\|_{k+p, l+1,2(k+p) k_{0}}\right) \\
& \leq C^{\prime}|G|_{k+p, l+1,2 p}|v|^{-q_{0}},
\end{aligned}
$$

where in the second inequality, we have used the Schwarz inequality, and in the last one, we have used the previous lemma (Lemma 3.10) and the order condition. Hence, we have the assertion for $k^{\prime}=k+p, l^{\prime}=l+1$ and $p^{\prime}=2 p$.

Suppose that the assertion holds for $n-1$. Then, we have

$$
\begin{aligned}
& |\overbrace{\bar{\delta}\left(Z^{\prime} \bar{\delta}\left(Z^{\prime} \cdots{ }_{\delta}\left(Z^{\prime} \bar{\delta}\left(G Z^{\prime}\right)\right)\right)\right)}^{n}|_{k, l, p} \\
& \leq C\left(\left\|\delta\left(U^{\prime}\right)\right\|_{k, l+1, p}+\varphi\left(|v|^{-\frac{1}{\beta}}\right)^{\frac{1}{2}\left(1-\frac{1}{k_{0}}\right)}\left\|\tilde{\delta}\left(V^{\prime}\right)\right\|_{k+p, l,(k+p) k_{0}}^{\sim}\right) \\
& \quad \cdot \mid \bar{\delta}\left(Z^{\prime} \cdots \bar{\delta}\left(Z^{\prime} \bar{\delta}\left(G Z^{\prime}\right)\right)\right) \\
& \leq C|G|_{k^{\prime}, l l^{\prime}, p^{\prime}|v|^{-q_{0}}|v|^{-q_{0}(n-1)} \leq C|v|^{-q_{0} n}}^{n-1}
\end{aligned}
$$

where the second inequality follows from the assumption of the induction. Hence, we have the assertion for $F^{\prime}$ by induction.

Since $F=F^{\prime} \circ \varepsilon_{q(u)}^{+}$and since $\tilde{P}_{t, 1}\left(S_{t}\right) \otimes\left(\mu^{\prime \prime}\right)^{\otimes \# S_{t}}$ is a bounded measure, we integrate the above inequality with respect to this measure and obtain (7.4). This proves the assertion (7.2) for $F$.

Hence, although $F$ (instead of $F^{\prime}$ ) may not satisfy the condition(ND), we can define the composition $\Phi \circ F$ of $F$ with $\Phi \in \mathcal{S}^{\prime}$ under (NDB) due to (7.2). This leads to the asymptotic expansion of the density (Section 4.1.2) under a condition equivalent to (NDB).

## 4 Applications

Incessant is the change of water where the stream glides on calmly: the spray appears over a cataract, yet vanishes without a moment's delay. But none of them has resisted the destructive work of time.

Kamo no Chomei (1155-1216), Hojoki/The Ten Foot Square Hut (Japanese classic)

In this chapter, we provide some applications of jump processes and their stochastic analysis given in the previous sections.

In Section 4.1, we give an asymptotic expansion of functionals which can be viewed as models of financial assets. Namely, we apply composition techniques developed in Section 3.5 to a functional $F(\epsilon)$ of the solution $X_{t}=S_{t}(\epsilon)$ to the canonical SDE with parameter $\epsilon>0$. A notion of the asymptotic expansion in the space $\mathbf{D}_{\infty}^{\prime}$ is introduced, and is applied to $F(\epsilon)$ as $\epsilon \rightarrow 0$. We take $\Phi$ in the space $\delta^{\prime}$ of tempered distributions. We shall justify the asymptotic expansion

$$
\Phi \circ F(\epsilon) \sim f_{0}+\epsilon f_{1}+\epsilon^{2} f_{2}+\cdots \quad \text { in } \quad \mathbf{D}_{\infty}^{\prime} .
$$

The expansions are based on formal Taylor expansions with respect to the power of $\epsilon$. However, they are justified quantitatively using the three parameter norms introduced in Section 3.3.

Taking the expectation, the above gives the asymptotic expansion of the value

$$
E[\Phi \circ F(\epsilon)] \sim E\left[f_{0}\right]+\epsilon E\left[f_{1}\right]+\epsilon^{2} E\left[f_{2}\right]+\cdots .
$$

Especially in case $\Phi(x)=e_{V}(x)=e^{i(v, x)}$, this result gives the asymptotic expansion of the density function

$$
p(\epsilon, y) \sim p_{0}(y)+\epsilon p_{1}(y)+\epsilon^{2} p_{2}(y)+\cdots,
$$

which is closely related to the short time asymptotic estimates stated in Theorems 2.2, 2.4 and Proposition 2.6 in Sections 2.2, 2.3. We treat this topic in Section 4.1.2. In Section 4.1.3, we provide some examples of the asymptotic expansion which often appear in applications in the theory of finance. In Section 4.1, we denote the solution of the SDE by $S_{t}$ or $S_{t}(\epsilon)$ instead of $X_{t}$, according to the custom in the financial theory.

Section 4.2 is devoted to the application of a finance theory for jump processes to the optimal consumption problem. Although the problem is one-dimensional, it provides us with a good example of the interplay between the probability theory (stochastic analysis) and the PDE theory (boundary value problem).

### 4.1 Asymptotic expansion of the SDE

In this subsection, we apply composition techniques developed in Sections 3.5, 3.7 to a functional $F(\epsilon)$ of the solution $S_{t}(\epsilon)$ to the canonical SDE with parameter $\epsilon>0$.

In economic models, the process which represents the asset price is often complex. We would like to analyse the behaviour of it by inferring from simple ones. In our model below, $S_{t}(1)=\left.S_{t}(\epsilon)\right|_{\epsilon=1}$ is the target process, and $\epsilon>0$ is an approximation parameter (coefficient to random factors).

We expand in Section 4.1.1 the composition $\Phi \circ S_{t}(\epsilon)$ with $\Phi \in \mathcal{S}^{\prime}$ by

$$
\Phi \circ S_{t}(\epsilon) \sim f_{0}+\epsilon f_{1}+\epsilon^{2} f_{2}+\cdots .
$$

Each term $f_{j}$ in the above has a proper financial meaning according to the order $j$. Based on this expansion, the expansion of the transition density function (Section 4.1.2) will be helpful in practical applications.

We consider an $m$-dimensional Lévy process $Z_{t}$ given by

$$
Z_{t}=b t+\sigma W(t)+\int_{0}^{t} \int_{|z| \leq 1} z \tilde{N}(d s d z)+\int_{0}^{t} \int_{|z|>1} z N(d s d z),
$$

where $b \in \mathbf{R}^{m}$ and $\sigma$ is an $m \times m$ matrix such that $\sigma \sigma^{T}=A$.
Let $\epsilon \in(0,1]$ be a small parameter. Let $S(\epsilon)$ be a $d$-dimensional jump process depending on $\epsilon$, given as the solution to the canonical SDE

$$
d S_{t}(\epsilon)=a_{0}\left(S_{t}(\epsilon)\right)+\epsilon \sum_{i=1}^{m} a_{i}\left(S_{t}(\epsilon)\right) \circ d Z_{t}^{i}, \quad S_{0}(\epsilon)=x .
$$

That is, $S_{t}(\epsilon)$ is given by

$$
\begin{align*}
& S_{t}(\epsilon)=S_{0}(\epsilon)+\int_{0}^{t} a_{0}\left(S_{s-}(\epsilon)\right) d s+\epsilon \sum_{i, j=1}^{m} \int_{0}^{t} a_{i}\left(S_{s-}(\epsilon)\right) \sigma_{i j} \circ d W^{j}(s) \\
& +\epsilon\left\{\int_{0}^{t} \int_{|z| \leq 1}\left(\phi_{1}^{z}\left(S_{s-}(\epsilon)\right)-S_{s-}(\epsilon)\right) \tilde{N}(d s d z)+\int_{0}^{t} \int_{|z|>1}\left(\phi_{1}^{z}\left(S_{s-}(\epsilon)\right)-S_{s-}(\epsilon)\right) N(d s d z)\right. \\
& \left.\quad+\int_{0}^{t} \int_{|z| \leq 1}\left(\phi_{1}^{z}\left(S_{s-}(\epsilon)\right)-S_{s-}(\epsilon)-\sum_{i=1}^{m} z_{i} a_{i}\left(S_{s-}(\epsilon)\right)\right) \hat{N}(d s d z)\right\} \tag{1.1}
\end{align*}
$$

Here, $a_{i}(x), i=0,1, \ldots, m$ are bounded $C^{\infty}$ functions from $\mathbf{R}^{d}$ to $\mathbf{R}^{d}$ with bounded derivatives of all orders, and $\circ d W^{j}(s)$ denotes the Stratonovich integral with respect to the Wiener process $W^{j}(t)$. Here, $\phi_{s}^{z}$ denotes a one parameter group of diffeomorphisms (integral curve) generated by $\sum_{i=1}^{m} z_{i} a_{i}($.$) , and \phi_{1}^{z}=\left.\phi_{s}^{z}\right|_{s=1}$. We may also write $\operatorname{Exp}\left(t \sum_{i=1}^{m} z_{i} a_{i}\right)$ for $\phi_{t}^{z}$. Obviously, the coefficient function $\phi_{1}^{z}(x)$ depends on $a_{i}(x)^{\prime} s$. See Section 2.5.1 for details on canonical SDEs.

We remark that our asset model above adapts well to the geometric Lévy model (cf. [69] Section 2, [175] Section 2.2). The jump term represents the discontinuous fluctuation of the basic asset with parameter $\epsilon$. In our model, each jump size of the driving

Poisson random measure $N$ is not necessarily small, but the total fluctuation given as the stochastic integral of $N$ is controlled by the small parameter $\epsilon>0$.

Remark 4.1. By transforming the Stratonovich integral into the Itô integral, (1.1) can be written simply as

$$
\begin{align*}
& S_{t}(\epsilon)=S_{0}(\epsilon)+\int_{0}^{t} \tilde{a}_{0}\left(S_{s_{-}}(\epsilon)\right) d s+\epsilon \sum_{i, j=1}^{m} \int_{0}^{t} a_{i}\left(S_{s-}(\epsilon)\right) \sigma_{i j} d W^{j}(s) \\
& +\epsilon \int_{0}^{t} \int\left(\phi_{1}^{z}\left(S_{s-}(\epsilon)\right)-S_{s-}(\epsilon)\right) \tilde{N}(d s d z), \tag{1.2}
\end{align*}
$$

where

$$
\begin{aligned}
\tilde{a}_{0}(x)=a_{0}(x)+ & \frac{1}{2} \epsilon \sum_{i, j=1}^{m} \nabla a_{i}(x) a_{i}(x) \sigma_{i j}^{2} \\
& +\epsilon\left\{\int_{|z|>1}\left(\phi_{1}^{z}(x)-x\right) \mu(d z)+\int_{|z| \leq 1}\left(\phi_{1}^{z}(x)-x-\sum_{i=1}^{m} z_{i} a_{i}(x)\right) \mu(d z)\right\} .
\end{aligned}
$$

We also remark that our model is slightly different from those studied in [114, 132] and [222], where the drift coefficient $\tilde{a}_{0}$ also on depends $\epsilon$ when transformed into Itô form.

It is known that (1.1) has a unique global solution for each $\epsilon$. We sometimes omit $\epsilon$ and simply write $S_{t}$ for $S_{t}(\epsilon)$.

One of our motivations in mathematical finance is to make a composition $\Phi\left(S_{T}(\epsilon)\right)$ with some functional $\Phi$ appearing in the European call or put options, and lead an asymptotic expansion

$$
\Phi\left(S_{T}(\epsilon)\right) \sim f_{0}+\epsilon f_{1}+\epsilon^{2} f_{2}+\cdots
$$

in some function space. Note that the above is not a formal expansion, but it is an expansion in terms of the Sobolev norms introduced in Section 3.3.

As expanded above, errors from the deterministic factor are arranged in terms of the order of the power of $\epsilon$. As $\epsilon \rightarrow 0$, each coefficient of $\epsilon^{j}$ will provide a dominant factor at its power $j$ in the model.

We recall $m \times m$ matrices $B_{\rho}$ and $B$ by

$$
\begin{aligned}
B_{\rho} & =\frac{1}{\varphi(\rho)} \int_{|z| \leq \rho} z z^{T} \mu(d z), \\
B & =\liminf _{\rho \rightarrow 0} B_{\rho},
\end{aligned}
$$

provided that the Lévy measure satisfies the order condition. We set $B=0$ if $\mu$ does not satisfy the order condition. The Lévy process is called non-degenerate if the matrix
$A+B$ is invertible. We define a $d \times m$ matrix $C(x)$ by $\left(a_{1}(x), \ldots, a_{m}(x)\right)$. We choose the same quantity $q_{0}=1-\frac{\alpha}{2 \beta}\left(1+\frac{1}{k_{0}}\right)>0$ as in (3.33) (Section 3.3) and fix it.

### 4.1.1 Analysis on the stochastic model

We introduce a basic assumption on $A+B$, where $A=\sigma \sigma^{T}$ : Assumption (AS) There exists $c>0$ such that for all $x \in \mathbf{R}^{d}$, it holds that

$$
\left(v, C(x)(A+B) C(x)^{T} v\right) \geq c|v|^{2} .
$$

Remark 4.2. (1) This assumption corresponds to (NDB) in Definition 3.5 (Section 3.6).
(2) Assume $d=1$. If $S_{0}(\epsilon)=x>0$ and $A>0$, then the (Merton) model stated in (1.1) can be interpreted to satisfy the assumption (AS) with $C(x)=x$ and $g(x, z)=$ $\phi_{1}^{z}(x)-x$. Indeed, in this case, the process $S_{t}(\epsilon)$ hits $\{0\}$ only by drift and the diffusion factors, and once it hits $\{0\}$, it stays there afterwards.

We denote by $S_{t}(\epsilon)$ the solution to (1.1) starting from $S_{0}(\epsilon)=x$ at $t=0$. It is known that it has a modification such that $S_{t}(\epsilon): \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}$ is a $C^{\infty}$ diffeomorphism a.s. for all $t>0$ (cf. Fujiwara-Kunita [67]).

In order to simplify the notation, we introduce the following assumption: Assumption (AS2)

$$
\int_{|z|>1}\left|\phi_{1}^{z}(x)-x\right| \mu(d z)<+\infty \quad \text { for all } x \in \mathbf{R}^{d} .
$$

Then, we have $\left|\int_{\mathbf{R}^{m} \backslash\{0\}}\left\{\phi_{1}^{z}(x)-x-\sum_{i=1}^{m} z_{i} a_{i}(x) 1_{\{|z| \leq 1\}}\right\} \mu(d z)\right|<+\infty$ for all $x \in \mathbf{R}^{d}$.
We note that $S_{t}(0)$ is given by the $\operatorname{ODE} S_{t}(0)=S_{0}(0)+\int_{0}^{t} a_{0}\left(S_{s}(0)\right) d s, S_{0}(0)=x$. We put

$$
F_{t}(\epsilon)=\frac{1}{\epsilon}\left(S_{t}(\epsilon)-S_{t}(0)\right),
$$

and let

$$
F(\epsilon)=F_{T}(\epsilon),
$$

where $T<+\infty$. In the sequel, we sometimes suppress $\epsilon$ in $S_{t}(\epsilon)$ for notational simplicity.

We can calculate the stochastic derivatives easily. Indeed,

$$
D_{t} F=\left(\nabla S_{t, T}\left(S_{t-}\right)\left(\sum_{i=1}^{m} a_{i}\left(S_{t-}\right) \sigma_{i j}\right), j=1, \ldots, m\right), \quad \text { a.e. } d t d P
$$

where $\nabla S_{t, T}(x)$ is the Jacobian matrix of the $\operatorname{map} S_{t, T}(x): \mathbf{R}^{d} \rightarrow \mathbf{R}^{d}$, and $S_{s, t}=S_{t} \circ S_{s}^{-1}$.
Further, since

$$
\begin{aligned}
\frac{d}{d s} S_{t, T}\left(x+\epsilon\left(\phi_{s}^{z}(x)-x\right)\right) & =\nabla S_{t, T}\left(x+\epsilon\left(\phi_{s}^{z}(x)-x\right)\right) \frac{d}{d s}\left(x+\epsilon\left(\phi_{s}^{z}(x)-x\right)\right) \\
& =\nabla S_{t, T}\left(x+\epsilon\left(\phi_{s}^{z}(x)-x\right)\right) \epsilon \sum_{i=1}^{m} z_{i} a_{i}\left(\phi_{s}^{z}(x)\right)
\end{aligned}
$$

we have

$$
\begin{aligned}
\tilde{D}_{t, z} F & =\frac{1}{\epsilon}\left(S_{t, T}\left(S_{t-}+\epsilon\left(\phi_{1}^{z}\left(S_{t-}\right)-S_{t-}\right)\right)-S_{t, T}\left(S_{t-}\right)\right) \\
& =\nabla S_{t, T}\left(S_{t-}+\epsilon\left(\phi_{\theta}^{z}\left(S_{t-}\right)-S_{t-}\right)\right) \sum_{i=1}^{m} z_{i} a_{i}\left(\phi_{\theta}^{z}\left(S_{t-}\right)\right),
\end{aligned}
$$

by the mean value theorem, where $\theta \in(0,1)$. Due to the above, we have

$$
\partial \tilde{D}_{t, 0} F(\epsilon)=\left.\partial_{z} \tilde{D}_{t, z} F(\epsilon)\right|_{z=0}=\nabla S_{t, T}\left(S_{t-}\right)\left(a_{1}\left(S_{t-}\right), \ldots, a_{m}\left(S_{t-}\right)\right), \quad \text { a.e. } d t d P .
$$

Repeating this argument, we find $F \in \mathbf{D}_{\infty}$. (See Section 3.3 for the definition of the Sobolev space $\mathbf{D}_{\infty}$.)

Due to [192] Theorem V. 60 we have:
Lemma 4.1 (cf. [95] Lemma 6.2). Assume (AS) and (AS2). The Jacobian matrix $\nabla S_{s, t}$ is invertible a.s. Both $\left|\nabla S_{s, t}\right|$ and $\left|\left(\nabla S_{s, t}\right)^{-1}\right|$ (norms of these matrices) belong to $L^{p}$ for any $p>1$. Further, there exist positive constants $c_{p}$ and $C_{p}$ such that

$$
\begin{equation*}
E\left[\left|\nabla S_{s, t}\right|^{p}\right]+E\left[\left|\left(\nabla S_{s, t}\right)^{-1}\right|^{p}\right] \leq C_{p} \exp c_{p}(t-s) \tag{1.3}
\end{equation*}
$$

holds for any $x$ and $s<t$, and $\epsilon>0$ sufficiently small.
Furthermore, we have:
Lemma 4.2. For any $k \in \mathbf{N}$, there exist positive constants $c_{p}^{\prime}$ and $C_{p}^{\prime}$ such that

$$
\begin{equation*}
\sup _{\mathbf{u} \in A(1)^{k}} E\left[\left|\left(\nabla S_{s, t^{\circ}} \varepsilon_{\mathbf{u}}^{+}\right)^{-1}\right|^{p}\right] \leq C_{p}^{\prime} \exp c_{p}^{\prime}(t-s), \tag{1.4}
\end{equation*}
$$

with any $p \geq 2$, holds for any $x$ and $s<t$, and $\epsilon>0$ sufficiently small.
Remark 4.3. In [95], we have assumed that the support of $\mu$ is compact. However, the assertion can be extended to $\mathbf{R}^{m}$ under the assumption (AS2).

Proof of Lemma 4.2. We will show $\sup _{\mathbf{u} \in A(1)^{k}}\left|\left(\nabla S_{s, t}{ }^{\circ} \varepsilon_{\mathbf{u}}^{+}\right)^{-1}\right| \in L^{p}, p \geq 2$. For $k=1$, we write

$$
\left(\nabla S_{s, t} \circ \varepsilon_{\mathbf{u}}^{+}\right)^{-1}=\left(\nabla S_{s, t}\right)^{-1} \circ \varepsilon_{\mathbf{u}}^{+}=\tilde{D}_{\mathbf{u}}\left(\nabla S_{s, t}\right)^{-1}+\left(\nabla S_{s, t}\right)^{-1}
$$

For general $\mathbf{u}=\left(u_{1}, \ldots, u_{k}\right),\left(\nabla S_{s, t}\right)^{-1} \circ \varepsilon_{\mathbf{u}}^{+}$is a sum of terms $\tilde{D}_{u_{i_{1}}, \ldots, u_{i_{l}}}\left(\nabla S_{s, t}\right)^{-1}$, where $i_{1}, \ldots, i_{l} \in\{1, \ldots, k\}, l \leq k$.

As $\left|\left(\nabla S_{s, t}\right)^{-1}\right| \in L^{p}$ by Lemma 4.1, we will show $\sup _{\mathbf{u} \in A(1)^{k}}\left|\tilde{D}_{\mathbf{u}}\left(\nabla S_{s, t}\right)^{-1}\right| \in L^{p}$, $\mathbf{u}=\left(u_{1}, \ldots, u_{k}\right)$ for $k=1,2, \ldots$.

We recall that the inverse matrix $\left(\nabla S_{s, t}\right)^{-1}$ satisfies a.s. the SDE

$$
\begin{align*}
\left(\nabla S_{s, t}\right)^{-1}= & I-\int_{s}^{t}\left(\nabla S_{s, r-}\right)^{-1} \nabla \tilde{a}_{0}\left(S_{r-}\right) d r \\
& -\epsilon \sum_{i, j=1}^{m} \int_{s}^{t}\left(\nabla S_{s, r-}\right)^{-1} \nabla a_{i}\left(S_{r-}\right) \sigma_{i j} d W^{j}(r) \\
& +\epsilon \int_{s}^{t} \int\left(\nabla S_{s, r-}\right)^{-1}\left\{\left(\nabla \phi_{1}^{z}\left(S_{r-}\right)\right)^{-1}-I\right\} \tilde{N}(d r d z) \tag{1.5}
\end{align*}
$$

Let $k=1$ and let $u=\left(s_{1}, z_{1}\right)$. Since $\tilde{D}_{u}\left(\nabla S_{t-}\right)^{-1}=0$ if $t<s_{1}$, we assume $t \geq s_{1}$. Then, $\tilde{D}_{u}\left(\nabla S_{t-}\right)^{-1}$ should satisfy

$$
\begin{aligned}
\tilde{D}_{u}\left(\nabla S_{t}\right)^{-1}= & \left(\nabla \phi_{1}^{z}\left(S_{S_{1}}\right)\right)^{-1}-I-\int_{S_{1}}^{t} \tilde{D}_{u}\left(\left(\nabla S_{r-}\right)^{-1} \cdot \nabla \tilde{a}_{0}\left(S_{r-}\right)\right) d r \\
& -\epsilon \sum_{i, j=1}^{m} \int_{S_{1}}^{t} \tilde{D}_{u}\left(\left(\nabla S_{r-}\right)^{-1} \cdot \nabla a_{i}\left(S_{r-}\right)\right) \sigma_{i j} d W^{j}(r) \\
& \left.+\epsilon \int_{S_{1}}^{t} \int \tilde{D}_{u}\left\{\left(\nabla S_{r-}\right)^{-1}\left(\nabla \phi_{1}^{z}\left(S_{r-}\right)\right)^{-1}-I\right)\right\} \tilde{N}(d r d z)
\end{aligned}
$$

We will show $\left|\tilde{D}_{u}\left(\nabla S_{t}\right)^{-1}\right| \in L^{p}$. Let $\tau_{n}, n=1,2, \ldots$ be a sequence of stopping times such that $\tau_{n}=\inf \left\{t>s ;\left|\tilde{D}_{u}\left(\nabla S_{s, t}\right)^{-1}\right|>n\right\}$ ( $=T$ if the set $\{\cdots\}$ is empty). In the following discussion, we denote the stopped process $\tilde{D}_{u}\left(\nabla S_{s, t \wedge \tau_{n}}\right)^{-1}$ as $\tilde{D}_{u}\left(\nabla S_{t}\right)^{-1}$. However, constants appearing in the inequalities do not depend on $n$, nor on $u$.
Drift term We have

$$
\begin{aligned}
& \tilde{D}_{u}\left(\left(\nabla S_{r-}\right)^{-1} \cdot \nabla \tilde{a}_{0}\left(S_{r-}\right)\right) \\
& \quad=\tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1} \cdot \nabla \tilde{a}_{0}\left(S_{r-}\right)+\left(\nabla S_{r-}\right)^{-1} \cdot \tilde{D}_{u} \nabla \tilde{a}_{0}\left(S_{r-}\right)+\tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1} \cdot \tilde{D}_{u} \nabla \tilde{a}_{0}\left(S_{r-}\right),
\end{aligned}
$$

and

$$
\tilde{D}_{u}\left(\nabla \tilde{a}_{0}\left(S_{r-}\right)\right)=\left(\tilde{D}_{u} S_{r-}\right)^{T} \nabla^{2} \tilde{a}_{0}\left(S_{r-}+\theta \tilde{D}_{u} S_{r-}\right)
$$

for some $\theta \in(0,1)$ by the mean value theorem. Since $\nabla \tilde{a}_{0}$ is a bounded function, we have the inequality

$$
\begin{aligned}
& E\left[\left|\int_{s}^{t} \tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1} \nabla \tilde{a}_{0}\left(S_{r-}\right) d r\right|^{p}\right] \\
& \leq c E\left[\left|\int_{s}^{t}\right| \tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1}|d r|^{p}\right] \leq c^{\prime} \int_{s}^{t} E\left[\left|\tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1}\right|^{p}\right] d r
\end{aligned}
$$

Similarly, since $\nabla^{2} \tilde{a}_{0}$ is a bounded function,

$$
\begin{aligned}
& E\left[\left|\int_{s}^{t}\left(\nabla S_{r-}\right)^{-1} \tilde{D}_{u} \nabla \tilde{a}_{0}\left(S_{r-}\right) d r\right|^{p}\right] \leq c E\left[\left|\int_{s}^{t}\right|\left(\nabla S_{r-}\right)^{-1}| | \tilde{D}_{u} S_{r-}|d r|^{p}\right] \\
& \leq c^{\prime} \int_{s}^{t} E\left[\left|\left(\nabla S_{r-}\right)^{-1}\right|^{p}\left|\tilde{D}_{u} S_{r-}\right|^{p}\right] d r \\
& \leq c^{\prime \prime} \int_{s}^{t}\left(E\left[\left|\left(\nabla S_{r-}\right)^{-1}\right|^{p_{1}}\right]\right)^{p / p_{1}}\left(E\left[\left|\tilde{D}_{u} S_{r-}\right|^{p_{2}}\right]\right)^{p / p_{2}} d r
\end{aligned}
$$

where $\frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{p}, p_{1}>1, p_{2}>1$. Since $E\left[\left|\tilde{D}_{u} S_{r-}\right|^{p_{2}}\right]<+\infty$ for all $p_{2} \geq 1$, we have

$$
E\left[\left|\int_{s}^{t}\left(\nabla S_{r-}\right)^{-1} \tilde{D}_{u} \nabla \tilde{a}_{0}\left(S_{r-}\right) d r\right|^{p}\right] \leq c^{\prime \prime \prime} \int_{s}^{t} E\left[\left|\left(\nabla S_{r-}\right)^{-1}\right|^{p}\right] d r
$$

As for the third term,

$$
\begin{aligned}
E\left[\left|\int_{s}^{t} \tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1} \tilde{D}_{u} \nabla \tilde{a}_{0}\left(S_{r-}\right) d r\right|^{p}\right] & \leq c E\left[\left|\int_{s}^{t}\right| \tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1}| | \tilde{D}_{u} S_{r-}|d r|^{p}\right] \\
& \leq c^{\prime} \int_{s}^{t} E\left[\left|\tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1}\right|^{p}\left|\tilde{D}_{u} S_{r-}\right|^{p}\right] d r
\end{aligned}
$$

Hence, we have

$$
E\left[\left|\int_{s}^{t} \tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1} \tilde{D}_{u} \nabla \tilde{a}_{0}\left(S_{r-}\right) d r\right|^{p}\right] \leq c^{\prime \prime} \int_{s}^{t} E\left[\left|\tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1}\right|^{p}\right] d r
$$

as above.
Diffusion term We have

$$
\begin{aligned}
& \tilde{D}_{u}\left(\left(\nabla S_{r-}\right)^{-1} \cdot \nabla a_{i}\left(S_{r-}\right)\right)= \\
& \quad \tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1} \cdot \nabla a_{i}\left(S_{r-}\right)+\left(\nabla S_{r-}\right)^{-1} \cdot \tilde{D}_{u} \nabla a_{i}\left(S_{r-}\right)+\tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1} \cdot \tilde{D}_{u} \nabla a_{i}\left(S_{r-}\right) .
\end{aligned}
$$

Then,

$$
E\left[\left|\int_{s}^{t} \tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1} \cdot \nabla a_{i}\left(S_{r-}\right) \sigma_{i j} d W^{j}(r)\right|^{p}\right] \leq c \int_{s}^{t} E\left[\left|\tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1}\right|^{p}\right] d r
$$

We have

$$
\tilde{D}_{u}\left(\nabla a_{i}\left(S_{r-}\right)\right)=\left(\tilde{D}_{u} S_{r-}\right)^{T} \nabla^{2} a_{i}\left(S_{r-}+\theta^{\prime} \tilde{D}_{u} S_{r-}\right)
$$

for some $\theta^{\prime} \in(0,1)$ as above. Hence,

$$
E\left[\left|\int_{s}^{t}\left(\nabla S_{r-}\right)^{-1} \cdot \tilde{D}_{u} \nabla a_{i}\left(S_{r-}\right) \sigma_{i j} d W^{j}(r)\right|^{p}\right] \leq c^{\prime} \int_{s}^{t} E\left[\left|\tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1}\right|^{p}\right] d r
$$

as above. The third term is bounded similarly.
Jump term We have

$$
\begin{aligned}
\tilde{D}_{u}\left\{\left(\nabla S_{r-}\right)^{-1}(\nabla\right. & \left.\left.\left.\left.\phi_{1}^{z}\left(S_{r-}\right)\right)^{-1}-I\right)\right\}=\tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1} \cdot\left(\nabla \phi_{1}^{z}\left(S_{r-}\right)\right)^{-1}-I\right) \\
& \left.\left.+\left(\nabla S_{r-}\right)^{-1} \tilde{D}_{u}\left(\nabla \phi_{1}^{z}\left(S_{r-}\right)\right)^{-1}-I\right)+\tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1} \cdot \tilde{D}_{u}\left(\nabla \phi_{1}^{z}\left(S_{r-}\right)\right)^{-1}-I\right) .
\end{aligned}
$$

Then,

$$
\begin{align*}
& E\left[\left\lvert\, \int_{s_{1}}^{t} \int \tilde{D}_{\left.\left.u\left(\nabla S_{r-}\right)^{-1}\left(\nabla \phi_{1}^{z}\left(S_{r-}\right)\right)^{-1}-I\right)\left.\tilde{N}(d r d z)\right|^{p}\right]} \begin{array}{l}
\left.\leq\left.\left. c E\left[\left|\int_{s}^{t} \int\right| \tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1}\left(\nabla \phi_{1}^{z}\left(S_{r-}\right)\right)^{-1}-I\right)\right|^{2} \hat{N}(d r d z)\right|^{p / 2}\right] \\
\\
\left.+\left.c^{\prime} E\left[\int_{s}^{t} \int \mid \tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1}\left(\nabla \phi_{1}^{z}\left(S_{r-}\right)\right)^{-1}-I\right)\right|^{p} \hat{N}(d r d z)\right]
\end{array} .\right.\right.
\end{align*}
$$

We remark

$$
\sup _{x} \int\left|\left(\nabla \phi_{1}^{z}(x)\right)^{-1}-I\right|^{2} \mu(d z)<+\infty, \quad \sup _{x} \int\left|\left(\nabla \phi_{1}^{z}(x)\right)^{-1}-I\right|^{2} \mu(d z)<+\infty
$$

Hence, the right-hand side of (1.6) is dominated by $c^{\prime \prime} \int_{S}^{t} E\left[\left|\tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1}\right|^{p}\right] d r$.
We remark $\left(\nabla \phi_{1}^{z}\right)^{-1}=\nabla\left(\left(\phi_{1}^{z}\right)^{-1}\right)=\nabla\left(\phi_{1}^{-z}\right)$ by the inverse mapping theorem. Hence,

$$
\begin{aligned}
&\left.\tilde{D}_{u}\left(\nabla \phi_{1}^{z}\left(S_{r-}\right)\right)^{-1}-I\right)=\tilde{D}_{u}\left(\nabla \phi_{1}^{-z}\left(S_{r}\right)\right)=\nabla \phi_{1}^{-z}\left(S_{S_{1}, r} \circ \phi_{1}^{-z}\left(S_{r}\right)\right)-\nabla \phi_{1}^{-z}\left(S_{s_{1}, r}\right) \\
&=\nabla^{2} \phi_{1}^{-z}\left(S_{s_{1}, r} \circ \phi_{\theta^{\prime \prime}}^{-z}\left(S_{r}\right)\right) \cdot \nabla S_{s_{1}, r}\left(\phi_{\theta^{\prime \prime}}^{-z}\left(S_{r}\right)\right) \otimes \sum_{i=1}^{m}\left(-z_{i}\right) a_{i}\left(\phi_{\theta^{\prime \prime}}^{-z}\left(S_{r}\right)\right) \\
&=-\left(\nabla S_{s_{1}, r}\left(\phi_{\theta^{\prime \prime}}^{-z}\left(S_{r}\right)\right)\right)^{T} \nabla^{2} \phi_{1}^{-z}\left(S_{s_{1}, r} \circ \phi_{\theta^{\prime \prime}}^{-z}\left(S_{r}\right)\right) \cdot \sum_{i=1}^{m} z_{i} a_{i}\left(\phi_{\theta^{\prime \prime}}^{-z}\left(S_{r}\right)\right)
\end{aligned}
$$

for some $\theta^{\prime \prime} \in(0,1)$. By this expression,

$$
\left.\left.E\left[\int_{s}^{t} \int \mid\left(\nabla S_{r-}\right)^{-1} \tilde{D}_{u}\left(\nabla \phi_{1}^{z}\left(S_{r-}\right)\right)^{-1}-I\right)\right|^{p} \hat{N}(d r d z)\right]
$$

$$
\begin{aligned}
\leq & c E\left[\int_{s}^{t} \int\left|\left(\nabla S_{r-}\right)^{-1}\right|^{p} \cdot\left|\left(\nabla S_{s_{1}, r}\left(\phi_{\theta^{\prime \prime}}^{-z}\left(S_{r}\right)\right)\right)\right|^{p}\right. \\
& \left.\times\left|\nabla^{2} \phi_{1}^{-z}\left(S_{S_{1}, r} \circ \phi_{\theta^{\prime \prime}}^{-z}\left(S_{r}\right)\right)\right|^{p} \cdot\left|\sum_{i=1}^{m} z_{i} a_{i}\left(\phi_{\theta^{\prime \prime}}^{-z}\left(S_{r}\right)\right)\right|^{p} \hat{N}(d r d z)\right] .
\end{aligned}
$$

We have $E\left[\sup _{y}\left|\nabla S_{s_{1}, r}(y)\right|^{p}\right]<+\infty, \sup _{x} \int\left|\nabla^{2} \phi_{1}^{-z}(x)\right|^{p} \mu(d z)<+\infty$, and

$$
\sup _{x, \theta} \int\left|\sum_{i=1}^{m} z_{i} a_{i}\left(\phi_{\theta}^{-z}(x)\right)\right|^{p} \mu(d z)<+\infty, \quad p \geq 2
$$

Hence, the right-hand side of the above formula is dominated by $c^{\prime} \int_{s}^{t} E\left[\left|\left(\nabla S_{r-}\right)^{-1}\right|^{p}\right] d r$.
Finally,

$$
\begin{aligned}
& \left.\left.E\left[\mid \int_{s}^{t} \int_{D^{2}} \tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1} \tilde{D}_{u}\left(\nabla \phi_{1}^{z}\left(S_{r-}\right)\right)^{-1}-I\right) \hat{N}(d r d z)\right|^{p}\right] \\
& \left.\leq\left.\left. c E\left[\left|\int_{s}^{t} \int_{S^{2}}\right| \tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1} \tilde{D}_{u}\left(\nabla \phi_{1}^{z}\left(S_{r-}\right)\right)^{-1}-I\right)\right|^{2} \hat{N}(d r d z)\right|^{p / 2}\right] \\
& \left.+\left.c E\left[\int_{s}^{t} \int \mid \tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1} \tilde{D}_{u}\left(\nabla \phi_{1}^{z}\left(S_{r-}\right)\right)^{-1}-I\right)\right|^{p} \hat{N}(d r d z)\right]
\end{aligned}
$$

Due to similar arguments as above, both terms are dominated by

$$
c \int_{s}^{t} E\left[\left|\tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1}\right|^{p}\right] d r
$$

Since we know $E\left[\left|\left(\nabla S_{r-}\right)^{-1}\right|^{p}\right]<+\infty$ for all $p>1$, the whole terms are dominated by

$$
c \int_{s}^{t} E\left[\left|\tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1}\right|^{p}\right] d r
$$

Hence, by Lemma 4.1,

$$
E\left[\left|\tilde{D}_{u}\left(\nabla S_{t-}\right)^{-1}\right|^{p}\right] \leq c+\epsilon c \int_{s}^{t} E\left[\left|\tilde{D}_{u}\left(\nabla S_{r-}\right)^{-1}\right|^{p}\right] d r
$$

Hence,

$$
E\left[\left|\tilde{D}_{u}\left(\nabla S_{t-}\right)^{-1}\right|^{p}\right] \leq c \exp \epsilon c(t-s)
$$

by the Gronwall's lemma. As the constants can be chosen, not depending on $n$ nor on $\mathbf{u}$, we let $n \rightarrow+\infty$ to obtain the assertion for $k=1$.

Repeating this argument, we have the assertion of the lemma.

By the differentiability of $z \mapsto \phi_{s}^{z}$, we can see that $\tilde{D}_{t, z} F$ is twice continuously differentiable with respect to $z=\left(z_{1}, \ldots, z_{m}\right)$ a.s.

Writing $S_{t}(\epsilon)=X_{t}$ in the form in Section 3.6, $\sigma(x), b(x)$ and $g(x, z)$ are given by $\sigma(x)=\epsilon\left(a_{1}(x), \ldots, a_{m}(x)\right) \sigma, \tilde{a}_{0}(x)$ and $g(x, z)=\epsilon\left(\phi_{1}^{z}(x)-x\right)=\epsilon\left(\operatorname{Exp}\left(\sum_{i=1}^{m} z_{i} a_{i}\right)(x)-\right.$ $x$ ), respectively. Since all derivatives of $a_{i}(x)$ s are bounded and satisfy the linear growth condition, we are in the same situation as in Section 3.6.1.

The condition ( $N D B$ ) is satisfied by $(A S)$, and $S_{t}(\epsilon)$ enjoys the flow property since it is a canonical process. Regarding $F(\epsilon)=\frac{1}{\epsilon}\left(S_{T}(\epsilon)-S_{T}(0)\right)$ where $S_{T}(0)=\operatorname{Exp}\left(T a_{0}\right)(x)$ is deterministic, we see, by Lemma 3.7 from Chapter 3, the condition $(R)$ holds for $F(\epsilon)$ for each $\epsilon>0$. That is, for any positive integer $k$ and $p>1$, derivatives satisfy $0<\epsilon<1$

$$
\sup _{t \in \mathbf{T}, \mathbf{u} \in A(1)^{k}} E\left[\sum_{i=1}^{m} \sup _{\left|z_{i}\right| \leq 1}\left|\partial_{z_{i}} \tilde{D}_{t, z} F(\epsilon) \circ \varepsilon_{\mathbf{u}}^{+}\right|^{p}+\sum_{i, j=1}^{m} \sup _{|z| \leq 1}\left|\partial_{z_{i}} \partial_{z_{j}} \tilde{D}_{t, z} F(\epsilon) \circ \varepsilon_{\mathbf{u}}^{+}\right|^{p}\right] .
$$

We put the Malliavin covariance $R(\epsilon)$ concerning the Wiener space depending on $\epsilon>0$ by

$$
\begin{equation*}
R(\epsilon)=\int_{\mathbf{T}} D_{t} F(\epsilon)\left(D_{t} F(\epsilon)\right)^{T} d t \tag{1.8}
\end{equation*}
$$

The Malliavin covariance $R(\epsilon)$ is then represented by

$$
\begin{equation*}
R(\epsilon)=\int_{\mathbf{T}} \nabla S_{t, T}\left(S_{t-}\right) C\left(S_{t-}\right) A C\left(S_{t-}\right)^{T} \nabla S_{t, T}\left(S_{t-}\right)^{T} d t, \quad \text { a.s.dP. } \tag{1.9}
\end{equation*}
$$

We put

$$
\begin{equation*}
\tilde{K}(\epsilon)=\int_{\mathbf{T}}\left(\partial \tilde{D}_{t, 0} F(\epsilon)\right) B\left(\partial \tilde{D}_{t, 0} F(\epsilon)\right)^{T} d t . \tag{1.10}
\end{equation*}
$$

Then, the covariance $\tilde{K}(\epsilon)$ is written as

$$
\begin{equation*}
\tilde{K}(\epsilon)=\int_{\mathbf{T}} \nabla S_{t, T}\left(S_{t-}\right) C\left(S_{t-}\right) B\left(C\left(S_{t-}\right)\right)^{T} \nabla S_{t, T}\left(S_{t-}\right)^{T} d t, \quad \text { a.s.dP. } \tag{1.11}
\end{equation*}
$$

Furthermore, we put

$$
\begin{equation*}
\tilde{K}_{\rho}(\epsilon)=\int_{\mathbf{T}} \partial \tilde{D}_{t, 0} F(\epsilon) B_{\rho}\left(\partial \tilde{D}_{t, 0} F(\epsilon)\right)^{T} d t, \quad \text { a.s. } d P \tag{1.12}
\end{equation*}
$$

for $\rho>0$. Note that $\tilde{K}_{\rho}(\epsilon)$ can be written as

$$
\begin{equation*}
\tilde{K}_{\rho}(\epsilon)=\int_{A(\rho)} \frac{1}{\varphi(\rho)} \nabla S_{t, T}\left(S_{t-}\right) C\left(S_{t-}\right) z z^{T}\left(C\left(S_{t-}\right)\right)^{T} \nabla S_{t, T}\left(S_{t-}\right)^{T} \hat{N}(d u) \tag{1.13}
\end{equation*}
$$

We introduce the following condition to guarantee the existence of the composition $\Phi \circ F(\epsilon)$ with $\Phi \in \mathcal{S}^{\prime}$ uniformly in $\epsilon$.

Definition 4.1. We say $F(\epsilon)=\left(F^{1}, \ldots, F^{d}\right)$ satisfies the condition (UND) (uniformly non-degenerate) if for all $p \geq 1$ and any integer $k$, there exists $\beta \in\left(\frac{\alpha}{2}, 1\right]$ such that it holds that

```
\(\lim s u p\) sup supess sup \(E[\mid((v, \Sigma(\epsilon) v)\)
    \(\epsilon \rightarrow 0 \quad \rho \in(0,1) \underset{\substack{c \in \mathbb{R}^{d} \\ \mid \mathbb{R}=1}}{ } \mathbf{u} \in A^{k}(\rho)\)
        \(\left.\left.+\varphi(\rho)^{-1} \int_{A(\rho)}\left|\left(v, \tilde{D}_{u} F(\epsilon)\right)\right|^{2} 1_{\left\{\left|\tilde{D}_{u} F(\epsilon)\right| \leq \rho^{\beta}\right\}} \hat{N}(d u)\right)\left.^{-1} \circ \varepsilon_{\mathbf{u}}^{+}\right|^{p}\right]<+\infty\),
```

where $\Sigma(\epsilon)=\left(\Sigma_{i, j}(\epsilon)\right), \Sigma_{i, j}(\epsilon)=\int_{T} D_{t} F^{i}(\epsilon) D_{t} F^{j}(\epsilon) d t$.
In [77], we put $1_{\left\{\left|\left(v, \tilde{D}_{u} F(\epsilon)\right)\right| \leq \rho \rho^{\beta}\right\}}$ in place of $1_{\left\{\left|\tilde{D}_{u} F(\epsilon)\right| \leq \rho^{\beta \beta}\right\}}$. Here, we have strengthened the condition.

We are treating a series of random variables with parameter $\epsilon$ defined on the Wiener-Poisson space. We set the topology among them by using the order of $\epsilon$ as it tends to 0 in terms of the $|\cdot|_{k, l, p}$ norms. We define the asymptotic expansion in $\mathbf{D}_{\infty}$ and in $\mathbf{D}_{\infty}^{\prime}$ in terms of the order of $\epsilon$.

Definition 4.2. Let $G(\epsilon)$ be a Wiener-Poisson variable. We write

$$
G(\epsilon)=O\left(\epsilon^{m}\right) \quad \text { in } \quad \mathbf{D}_{\infty}
$$

if $G(\epsilon) \in \mathbf{D}_{\infty}$ for $\epsilon \in(0,1]$, and if for all $k, l \geq 0$ and for any $p \geq 2$, it holds

$$
\limsup _{\epsilon \rightarrow 0} \frac{|G(\epsilon)|_{k, l, p}}{\epsilon^{m}}<\infty
$$

## Definition 4.3.

(1) We say that $F(\epsilon)$ has the asymptotic expansion

$$
F(\epsilon) \sim \sum_{j=0}^{\infty} \epsilon^{j} f_{j} \quad \text { in } \quad \mathbf{D}_{\infty}
$$

if it holds that
(i) $F(\epsilon), f_{0}, f_{1}, \cdots \in \mathbf{D}_{\infty}$ for any $\epsilon$.
(ii) For any nonnegative integer $m$,

$$
F(\epsilon)-\sum_{v=0}^{m} \epsilon^{v} f_{v}=O\left(\epsilon^{m+1}\right) \quad \text { in } \quad \mathbf{D}_{\infty} .
$$

(2) We say that $\Phi(\epsilon) \in \mathbf{D}_{\infty}^{\prime}$ has an asymptotic expansion

$$
\Phi(\epsilon) \sim \sum_{j=0}^{\infty} \epsilon^{j} \Phi_{v} \quad \text { in } \quad \mathbf{D}_{\infty}^{\prime}
$$

if for any $m \geq 0$, there exist $k=k(m) \geq 0, l=l(m) \geq 0$ and $p \geq 2$ such that for some $\Phi(\epsilon), \Phi_{0}, \Phi_{1}, \Phi_{2}, \ldots, \Phi_{m} \in \mathbf{D}_{k, l, p}^{\prime}$, it holds that

$$
\limsup _{\epsilon \rightarrow 0} \frac{1}{\epsilon^{m+1}}\left|\Phi(\epsilon)-\sum_{v=0}^{m} \epsilon^{j} \Phi_{v}\right|_{k, l, p^{\prime}}<+\infty .
$$

Remark 4.4. In (1), the topology for $(F(\epsilon))$ is a weak topology given as an inductive limit in $m$ of those given by the strong convergence with respect to the $|\cdot|_{k, l, p}$-norm up to the order $m=1,2,3, \ldots$, where the index $(k, l, p)$ is arbitrary. On the other hand, in (2), the topology for $(\Phi(\epsilon))$ is a weak topology given as an inductive limit in $m$ of those given by the *-weak topology induced on $\mathbf{D}_{k, l, p}^{\prime}$ (the topology on $\mathbf{D}_{k, l, p}^{\prime}$ of pointwise convergence with respect to the $|\cdot|_{k, l, p}^{\prime}$-norm) up to the order $m=1,2,3, \ldots$, where the index $(k, l, p)$ is as above.

Lemma 4.3. (1) If $F(\epsilon) \in \mathbf{D}_{\infty}$ and $G(\epsilon) \in \mathbf{D}_{\infty}, \epsilon \in(0,1]$, are such that

$$
F(\epsilon) \sim \sum_{j=0}^{\infty} \epsilon^{j} f_{j} \quad \text { in } \quad \mathbf{D}_{\infty}
$$

and

$$
G(\epsilon) \sim \sum_{j=0}^{\infty} \epsilon^{j} g_{j} \quad \text { in } \quad \mathbf{D}_{\infty},
$$

then $H(\epsilon)=F(\epsilon) G(\epsilon)$ satisfies

$$
H(\epsilon) \sim \sum_{j=0}^{\infty} \epsilon^{j} h_{j} \quad \text { in } \quad \mathbf{D}_{\infty}
$$

and $h_{j}$ 's are obtained by the formal multiplication:

$$
h_{0}=g_{0} f_{0}, h_{1}=g_{0} f_{1}+g_{1} f_{0}, h_{2}=g_{0} f_{2}+g_{1} f_{1}+g_{2} f_{0}, \ldots
$$

(2) If $F(\epsilon) \in \mathbf{D}_{\infty}$ and $\Phi(\epsilon) \in \mathbf{D}_{\infty}^{\prime}, \epsilon \in(0,1]$, such that

$$
F(\epsilon) \sim \sum_{j=0}^{\infty} \epsilon^{j} f_{j} \quad \text { in } \quad \mathbf{D}_{\infty}
$$

and

$$
\Phi(\epsilon) \sim \sum_{j=0}^{\infty} \epsilon^{j} \Phi_{j} \quad \text { in } \quad \mathbf{D}_{\infty}^{\prime},
$$

then $\Psi(\epsilon)=F(\epsilon) \Phi(\epsilon)$ satisfies

$$
\Psi(\epsilon) \sim \sum_{j=0}^{\infty} \epsilon^{j} \Psi_{j} \quad \text { in } \quad \mathbf{D}_{\infty}^{\prime}
$$

and $\Psi_{j}$ 's are obtained by the formal multiplication:

$$
\Psi_{0}=f_{0} \Phi_{0}, \Psi_{1}=\Phi_{0} f_{1}+\Phi_{1} f_{0}, \Psi_{2}=\Phi_{0} f_{2}+\Phi_{1} f_{1}+\Phi_{2} f_{0}, \ldots
$$

The proof of this lemma is similar to that of [82] Proposition 9.3(i), (iii).

The following is the main assertion.
Theorem 4.1 ([77] Theorem 5.5). Suppose $F(\epsilon)$ satisfies the condition (UND), and that $F(\epsilon) \sim \sum_{j=0}^{\infty} \epsilon^{j} f_{j}$ in $\mathbf{D}_{\infty}$. Then, for all $\Phi \in \mathcal{S}^{\prime}$, we have $\Phi \circ F(\epsilon) \in \mathbf{D}_{\infty}^{\prime}$ has an asymptotic expansion in $\mathbf{D}_{\infty}^{\prime}$ :

$$
\begin{aligned}
\Phi \circ F(\epsilon) & \sim \sum_{m=0}^{\infty} \sum_{|\mathbf{n}|=m} \frac{1}{\mathbf{n}!}\left(\partial^{\mathbf{n}} \Phi\right) \circ f_{0} \cdot\left(F(\epsilon)-f_{0}\right)^{\mathbf{n}} \\
& \sim \Phi_{0}+\epsilon \Phi_{1}+\epsilon^{2} \Phi_{2}+\cdots \quad \text { in } \quad \mathbf{D}_{\infty}^{\prime} .
\end{aligned}
$$

Here, $\Phi_{0}, \Phi_{1}, \Phi_{2}$ are given by the formal expansion

$$
\begin{aligned}
& \Phi_{0}=\Phi \circ f_{0}, \quad \Phi_{1}=\sum_{i=1}^{d} f_{1}^{i}\left(\partial_{x_{i}} \Phi\right) \circ f_{0}, \\
& \Phi_{2}=\sum_{i=1}^{d} f_{2}^{i}\left(\partial_{x_{i}} \Phi\right) \circ f_{0}+\frac{1}{2} \sum_{i, j=1}^{d} f_{1}^{i} f_{1}^{j}\left(\partial_{x_{i} x_{j}}^{2} \Phi\right) \circ f_{0}, \\
& \Phi_{3}=\sum_{i=1}^{d} f_{3}^{i}\left(\partial_{x_{i}} \Phi\right) \circ f_{0}+\frac{2}{2!} \sum_{i, j=1}^{d} f_{1}^{i} f_{2}^{j}\left(\partial_{x_{i} x_{j}}^{2} \Phi\right) \circ f_{0}+\frac{1}{3!} \sum_{i, j, k=1}^{d} f_{1}^{i} f_{1}^{j} f_{1}^{k}\left(\partial_{x_{i} x_{j} x_{k}}^{3} \Phi\right) \circ f_{0}
\end{aligned}
$$

In case $m=d=1$, the condition ( $U N D$ ) holds under the assumption that $\inf _{x \in \mathbf{R}} a(x)>0$. See [77] Theorem 7.4. This theorem is proved at the end of this subsection.

Before applying this theorem directly, we introduce another non-degeneracy condition:

Definition 4.4. We say $F(\epsilon)$ satisfies the condition (UND2) if $R(\epsilon)+\tilde{K}(\epsilon)$ is invertible and if for any integer $k$ and $p>1$ such that

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \sup _{|v|=1, \mathbf{u} \in A(1)^{k}} E\left[\left(v,(R(\epsilon)+\tilde{K}(\epsilon)) \circ \varepsilon_{\mathbf{u}}^{+} v\right)^{-p}\right]<+\infty . \tag{1.14}
\end{equation*}
$$

We claim:
Proposition 4.1. The assumptions (AS), (AS2) imply the condition (UND2).
Proof. By (1.9), (1.11) and by (AS), we have

$$
\left(v,(R(\epsilon)+\tilde{K}(\epsilon)) \circ \varepsilon_{\mathbf{u}}^{+} v\right) \geq C \int_{\mathbf{T}}\left|v^{T}\left(\nabla S_{t, T} \circ \varepsilon_{\mathbf{u}}^{+}\right)\right|^{2} d t
$$

Since we have, by the Jensen's inequality,

$$
\left(\frac{1}{t} \int_{0}^{t} f(s) d s\right)^{-1} \leq \frac{1}{t} \int_{0}^{t} f(s)^{-1} d s
$$

for a positive function $f($.$) ,$

$$
\begin{aligned}
\left(v,(R(\epsilon)+\tilde{K}(\epsilon)) \circ \varepsilon_{\mathbf{u}}^{+} v\right)^{-1} & \leq \frac{1}{C T^{2}} \int_{\mathbf{T}}\left|\left(v,\left(\nabla S_{t, T} \circ \varepsilon_{\mathbf{u}}^{+}\right)\right)\right|^{-2} d t \\
& \leq \frac{1}{C T^{2}|v|^{2}} \int_{\mathbf{T}}\left|\left(\nabla S_{t, T} \circ \varepsilon_{\mathbf{u}}^{+}\right)^{-1}\right|^{2} d t
\end{aligned}
$$

In the last inequality, we used the inequality $\left|v^{T} \nabla S_{t, T} \circ \varepsilon_{\mathbf{u}}^{+}\right|^{-1} \leq\left|\left(\nabla S_{t, T} \circ \varepsilon_{\mathbf{u}}^{+}\right)^{-1}\right| /|v|$.
Hence, by taking $v$ for $|v|=1$,

$$
\begin{aligned}
& \sup _{|v|=1, \mathbf{u} \in A(1)^{k}} E\left[\left(v,(R(\epsilon)+\tilde{K}(\epsilon)) \circ \varepsilon_{\mathbf{u}}^{+} v\right)^{-p}\right]^{1 / p} \\
& \leq \frac{1}{C T^{2}} \int_{\mathbf{T}} \sup _{\mathbf{u} \in A(1)^{k}} E\left[\left|\left(\nabla S_{t, T} \circ \varepsilon_{\mathbf{u}}^{+}\right)^{-1}\right|^{2 p}\right]^{1 / p} d t .
\end{aligned}
$$

The last member is dominated by a positive constant $C_{p, k}>0$ by Lemma 4.2.
Furthermore, we have:
Proposition 4.2. The condition (UND2) for $F(\epsilon)$ implies the condition (UND) for $F(\epsilon)$.
Combining Propositions 4.1 and 4.2 , we can use the theory of composition given in Section 3.5, and lead to the asymptotic expansion using Theorem 4.1 under the nondegeneracy of the coefficients.

To prove the above proposition, we prepare the following notion.
Definition 4.5. We say $F(\epsilon)$ satisfies the condition (UND3) if $R(\epsilon)+\tilde{K}(\epsilon)$ is invertible and if for any integer $k$ and any $p>1$, there exists $\rho_{0}>0$ such that

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \sup _{0<\rho<\rho_{0}|v|=1, \mathbf{u} \in A(1)^{k}} \sup E\left[\left|\left(v,\left(R(\epsilon)+\tilde{K}_{\rho}(\epsilon)\right) \circ \varepsilon_{\mathbf{u}}^{+} v\right)^{-p}\right|\right]<+\infty \tag{1.15}
\end{equation*}
$$

The proof of Proposition 4.2 consists of the following two lemmas.
Lemma 4.4. For $F(\epsilon)$, the condition (UND2) implies the condition (UND3).
Lemma 4.5. The condition (UND3) for $F(\epsilon)$ implies the condition (UND) for $F(\epsilon)$.
Proof of Lemma 4.4. The proof proceeds in a similar way to Lemma 3.6 (i) (Section 3.5.2), replacing $\tilde{K}^{\prime}, \tilde{K}_{\rho}^{\prime}$ with $\tilde{K}(\epsilon), \tilde{K}_{\rho}(\epsilon)$, respectively. Indeed,

$$
\begin{aligned}
& \left(v,\left(R(\epsilon)+\tilde{K}_{\rho}(\epsilon)\right) v\right) \\
& =\left(v,\left(\int_{\mathbf{T}}\left\{\nabla S_{t, T}\left(S_{t-}\right) C\left(S_{t-}\right)\left(A+\frac{1}{\varphi(\rho)} \int_{|z| \leq \rho} z z^{T} \mu(d z)\right)\left(C\left(S_{t-}\right)\right)^{T} \nabla S_{t, T}\left(S_{t-}\right)^{T}\right\}\right) v\right) \\
& \geq C^{\prime}(v,(R(\epsilon)+\tilde{K}(\epsilon)) v)
\end{aligned}
$$

for $0<\rho<\rho_{0}$, for some $C^{\prime}>0$. Then, we use the uniformity with respect to $\epsilon \in\left(0, \epsilon_{0}\right)$ in (1.15).

Proof of Lemma 4.5. The proof also proceeds as in Lemma 3.6(ii). Here, we introduce a stopping time $\tau=\tau(v, \mathbf{u}, \epsilon)$ by

$$
\tau=\inf \left\{\rho \in\left(0, \delta_{0}\right) ;\left|R_{\rho}(\epsilon) \circ \varepsilon_{\mathbf{u}}^{+}-T_{\rho}(\epsilon) \circ \varepsilon_{\mathbf{u}}^{+}\right| \geq \frac{1}{2} T_{\rho}(\epsilon) \circ \varepsilon_{\mathbf{u}}^{+}\right\},
$$

instead of the $\tau$ in the proof of Lemma 3.10. Then, we use the uniformity with respect to $\epsilon$ in (UND3).

We claim first that $S_{t}(\epsilon)$ can be expanded as

$$
\begin{equation*}
S_{t}(\epsilon) \sim \sum_{n=0}^{\infty} \epsilon^{n} s_{n}(t) \quad \text { in } \quad \mathbf{D}_{\infty} \tag{1.16}
\end{equation*}
$$

and then show the explicit formula for $s_{n}(t)$. This leads to the nontrivial asymptotic expansion

$$
F_{t}(\epsilon) \sim \sum_{n=0}^{\infty} \epsilon^{n} f_{n}(t) \quad \text { in } \quad \mathbf{D}_{\infty},
$$

where $F_{t}(\epsilon)$ has appeared above.
To this end, we would put

$$
S_{t}^{(n)}(\epsilon)=\frac{\partial^{n} S_{t}(\epsilon)}{\partial \epsilon^{n}}, \quad n=1,2,3, \ldots
$$

and denote

$$
A_{n}(t)=\left.S_{t}^{(n)}(\epsilon)\right|_{\epsilon=0}, \quad n=1,2,3, \ldots
$$

If these terms are calculated properly in $\mathbf{D}_{\infty}$, we will have

$$
\begin{equation*}
S_{t}(\epsilon) \sim S_{t}(0)+\epsilon A_{1}(t)+\epsilon^{2} \frac{1}{2!} A_{2}(t)+\cdots \tag{1.17}
\end{equation*}
$$

and hence

$$
\begin{equation*}
F_{t}(\epsilon) \sim A_{1}(t)+\epsilon \frac{1}{2!} A_{2}(t)+\epsilon^{2} \frac{1}{3!} A_{3}(t)+\cdots \tag{1.18}
\end{equation*}
$$

To verify the claim (1.16), we prepare the following lemmas.
Lemma 4.6. Let $0 \leq s_{0} \leq T$. Let $Y_{s_{0}, t}(\epsilon), 0<s_{0}<t \leq T$ be a semimartingale of the form

$$
Y_{s_{0}, t}(\epsilon)=Y_{s_{0}, s_{0}}(\epsilon)+\int_{s_{0}}^{t} g_{r}(\epsilon) d r+\int_{s_{0}}^{t} f_{r}(\epsilon) d W(s)+\int_{s_{0}}^{t} \int_{r} h_{r}(\epsilon, z) \tilde{N}(d s d z)
$$

where $Y_{S_{0}, s_{0}}(\epsilon)$ is $\mathcal{F}_{s_{0}}$-measurable for each $0<\epsilon<1$, and $g_{r}(\epsilon), f_{r}(\epsilon), h_{r}(\epsilon, z)$ are predictable processes for each $(\epsilon, z) \in(0,1) \times \mathbf{R}^{m}$. Suppose that for each $p \geq 2$,

$$
\sup _{0<\epsilon<1} E\left[\left|Y_{S_{0}, s_{0}}(\epsilon)\right|^{p}\right]<+\infty
$$

and that

$$
\sup _{0<\epsilon<1} E\left[\sup _{s_{0}<r \leq T}\left|Y_{s_{0}, r}(\epsilon)\right|^{2}\right]<+\infty
$$

Further, suppose that there exists a nonnegative predictable process $\eta_{t}(\epsilon), s_{0}<t \leq T$, such that for each $t \in\left(s_{0}, T\right]$,

$$
\begin{align*}
& \left|g_{t}(\epsilon)\right| \leq C\left(\sup _{s_{0}<r \leq t}\left|Y_{r-}(\epsilon)\right|+\eta_{t}(\epsilon)\right),  \tag{1.19}\\
& \left|f_{t}(\epsilon)\right| \leq C\left(\sup _{s_{0}<r \leq t}\left|Y_{r-}(\epsilon)\right|+\eta_{t}(\epsilon)\right), \tag{1.20}
\end{align*}
$$

and

$$
\begin{equation*}
\int\left|h_{t}(\epsilon, z)\right|^{p} \mu(d z) \leq C_{p}\left(\sup _{s_{0}<r \leq t}\left|Y_{r-}(\epsilon)\right|+\eta_{t}(\epsilon)\right)^{p} \tag{1.21}
\end{equation*}
$$

for any $p \geq 2$. Then, we have

$$
\left\|\sup _{s_{0}<r \leq T} \mid Y_{r}(\epsilon)\right\|_{p} \leq C_{p}\left(\left\|Y_{s_{0}, s_{0}}\right\|_{p}+E\left[\int_{s_{0}}^{T}\left|\eta_{r}(\epsilon)\right|^{p} d r\right]^{1 / p}\right) .
$$

Proof of this lemma follows from the similar argument in Lemma 7.1 of [76] and we omit the details.

Lemma 4.7. For each $p \geq 2$, there exists $C_{p}>0$ such that

$$
\begin{equation*}
E\left[\sup _{0<s \leq T}\left|S_{s}(\epsilon)-S_{s}\left(\epsilon_{1}\right)\right|^{p}\right] \leq C_{p}\left|\epsilon-\epsilon_{1}\right|^{p} \tag{1.22}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left[\sup _{0<s \leq T}\left|\frac{S_{s}(\epsilon)-S_{s}\left(\epsilon_{1}\right)}{\epsilon-\epsilon_{1}}-\frac{S_{s}(\epsilon)-S_{s}\left(\epsilon_{2}\right)}{\epsilon-\epsilon_{2}}\right|^{p}\right] \leq C_{p}\left|\epsilon_{1}-\epsilon_{2}\right|^{p} . \tag{1.23}
\end{equation*}
$$

Proof. One can check that the process $S(\epsilon)-S\left(\epsilon_{1}\right)$ satisfies the condition in Lemma 4.6 with $Y_{t}=S_{t}(\epsilon)-S_{t}\left(\epsilon_{1}\right), s_{0}=0, Y_{S_{0}, s_{0}}=0$ and $\eta_{t}(\epsilon)=\left|\epsilon-\epsilon_{1}\right|\left(1+S_{t-}(\epsilon) \mid\right)$. Hence, Lemma 4.6 shows (1.22).

We shall prove (1.23);

$$
\begin{aligned}
Y_{t} & :=\frac{S_{t}(\epsilon)-S_{t}\left(\epsilon_{1}\right)}{\epsilon-\epsilon_{1}}-\frac{S_{t}(\epsilon)-S_{t}\left(\epsilon_{2}\right)}{\epsilon-\epsilon_{2}} \\
& =\int_{0}^{t} g_{r} d r+\int_{0}^{t} f_{r} d W(r)+\int_{0}^{t} \int h_{r}(z) \tilde{N}(d r d z),
\end{aligned}
$$

where

$$
\begin{aligned}
g_{r}= & \frac{\tilde{a}_{0}\left(S_{r}(\epsilon)\right)-\tilde{a}_{0}\left(S_{r}\left(\epsilon_{1}\right)\right)}{\epsilon-\epsilon_{1}}-\frac{\tilde{a}_{0}\left(S_{r}(\epsilon)\right)-\tilde{a}_{0}\left(S_{r}\left(\epsilon_{2}\right)\right)}{\epsilon-\epsilon_{2}}, \\
f_{r}= & \sum_{i, j=1}^{m} \frac{\epsilon a_{i}\left(S_{r}(\epsilon)\right)-\epsilon_{1} a_{i}\left(S_{r}\left(\epsilon_{1}\right)\right)}{\epsilon-\epsilon_{1}} \sigma_{i j}-\sum_{i, j=1}^{m} \frac{\epsilon a_{i}\left(S_{r}(\epsilon)\right)-\epsilon_{2} a_{i}\left(S_{r}\left(\epsilon_{2}\right)\right)}{\epsilon-\epsilon_{2}} \sigma_{i j}, \\
h_{r}(z)= & \sum_{i=1}^{m} \frac{\epsilon a_{i}\left(S_{r-}(\epsilon)\right) z_{i}-\epsilon_{1} a_{i}\left(S_{r-}\left(\epsilon_{1}\right)\right) z_{i}}{\epsilon-\epsilon_{1}} \\
& -\sum_{i=1}^{m} \frac{\epsilon a_{i}\left(S_{r-}(\epsilon)\right) z_{i}-\epsilon_{2} a_{i}\left(S_{r-}\left(\epsilon_{2}\right)\right) z_{i}}{\epsilon-\epsilon_{2}} .
\end{aligned}
$$

Put

$$
\eta_{t}=\left(1+\left|\frac{S_{t-}(\epsilon)-S_{t-}\left(\epsilon_{2}\right)}{\epsilon-\epsilon_{2}}\right|\right)\left|S_{t-}\left(\epsilon_{1}\right)-S_{t-}\left(\epsilon_{2}\right)\right|
$$

from (1.22), and thus we have

$$
E\left[\sup _{0<s \leq T}\left|\eta_{s}\right|^{p}\right] \leq C\left|\epsilon_{1}-\epsilon_{2}\right|^{p} .
$$

Hence, all we have to do is to show that $g_{t}, f_{t}$, and $h_{t}(z)$ satisfy the conditions in Lemma 4.6. We shall only prove (1.20) since we can similarly show (1.19) and (1.21), that is,

$$
\begin{aligned}
& \left|f_{r}\right| \leq \sum_{i, j=1}^{m}\left|\sigma_{i j}\right|\left|\epsilon_{1} \frac{a_{i}\left(S_{t-}(\epsilon)\right)-a_{i}\left(S_{t-}\left(\epsilon_{1}\right)\right)}{\epsilon-\epsilon_{1}}-\epsilon_{2} \frac{a_{i}\left(S_{t-}(\epsilon)\right)-a_{i}\left(S_{t-}\left(\epsilon_{2}\right)\right)}{\epsilon-\epsilon_{2}}\right| \\
& \leq \sum_{i, j=1}^{m}\left|\sigma_{i j}\right| \left\lvert\,\left\{\left(\frac{S_{t-}(\epsilon)-S_{t-}\left(\epsilon_{1}\right)}{\epsilon-\epsilon_{1}}-\frac{S_{t-}(\epsilon)-S_{t-}\left(\epsilon_{2}\right)}{\epsilon-\epsilon_{2}}\right)^{T}\right.\right. \\
& \times \int_{0}^{1}\left[\nabla a_{i}\left(S_{t-}(\epsilon)+\theta\left(S_{t-}(\epsilon)-S_{t-}\left(\epsilon_{1}\right)\right)\right)\right] d \theta \\
& +\left(\frac{S_{t-}(\epsilon)-S_{t-}\left(\epsilon_{2}\right)}{\epsilon-\epsilon_{2}}\right)^{T} \int_{0}^{1}\left[-\nabla a_{i}\left(S_{t-}\left(\epsilon_{2}\right)+\theta\left(S_{t-}(\epsilon)-S_{t-}\left(\epsilon_{2}\right)\right)\right)\right. \\
& \left.\quad+\nabla a_{i}\left(\left(S_{t-}\left(\epsilon_{1}\right)+\theta\left(S_{t-}(\epsilon)-S_{t-}\left(\epsilon_{1}\right)\right)\right)\right] d \theta\right\} \mid \\
& \quad+\sum_{i, j=1}^{m}\left|\sigma_{i j}\right|\left|\epsilon_{1}-\epsilon_{2}\right|\left|\frac{S_{t-}(\epsilon)-S_{t-}\left(\epsilon_{2}\right)}{\epsilon-\epsilon_{2}}\right|\left\|\nabla a_{i}\right\|_{\infty} .
\end{aligned}
$$

The mean value theorem shows that the first term is dominated by

$$
\begin{aligned}
& \left\|\nabla a_{i}\right\|_{\infty}\left|\frac{S_{t-}(\epsilon)-S_{t-}\left(\epsilon_{1}\right)}{\epsilon-\epsilon_{1}}-\frac{S_{t-}(\epsilon)-S_{t-}\left(\epsilon_{2}\right)}{\epsilon-\epsilon_{2}}\right| \\
& \quad+\left\|\nabla^{2} a_{i}\right\|_{\infty}\left|\frac{S_{t-}(\epsilon)-S_{t-}\left(\epsilon_{2}\right)}{\epsilon-\epsilon_{2}}\right|\left|S_{t-}\left(\epsilon_{1}\right)-S_{t-}\left(\epsilon_{2}\right)\right| \\
& \leq C\left(\left|Y_{t-}\right|+\eta_{t}\right) .
\end{aligned}
$$

The second term on the right-hand side in the above is also dominated by $\eta_{t}$. Hence, $f_{t}$ satisfies the condition in Lemma 4.6.

By this lemma, we can use Lemma 1.1 in [67] to see $\epsilon \mapsto S_{t}(\epsilon)$ is continuously differentiable on $(0,1]$. Inductively, we can see that $\epsilon \mapsto S_{t}(\epsilon)$ is infinitely times differentiable. Hence, $S_{t}^{(n)}(\epsilon)=\frac{\partial^{n} S_{t}(\epsilon)}{\partial \epsilon^{n}}$ is well-defined for $n=1,2, \ldots$.

By using these preliminary results, we can show the following proposition.
Proposition 4.3. For all $n \geq 1$ all $k, l \geq 0$ and $p \geq 2$, we have

$$
\begin{equation*}
\sup _{0<\epsilon<1}\left|S_{t}^{(n)}(\epsilon)\right|_{k, l, p}<+\infty \tag{1.24}
\end{equation*}
$$

In particular, $A_{n}$ in (1.18) are in $L^{p}, n=1,2,3, \ldots$.
Proof. We use induction.
Case $n=0$.
The assertion holds, that is, first, since it holds that for each $k \geq 0, l \geq 0$ and $p \geq 1$,

$$
\begin{array}{r}
E\left[\int_{\mathbf{T}}\left|D_{t^{\prime}}^{l} S_{t}(\epsilon)\right|^{p} d t^{\prime}\right]<+\infty, \\
E\left[\int_{A(1)^{k}}\left|\frac{\tilde{D}_{\mathbf{u}}^{k} S_{t}(\epsilon)}{\gamma(\mathbf{u})}\right|^{\hat{M}} \hat{M}(d \mathbf{u})\right]<+\infty
\end{array}
$$

for each $\epsilon>0$, by Theorem 2.2.1 in [170] and by the proof of [181] Lemma 3.3, respectively. Secondly, it holds since the continuity property holds with respect to $0<\epsilon<1$ as given in Lemma 4.8.
Case $n \geq 1$.
Step 1 Assume the assertion (1.24) holds for $n \geq 0$ with $k, l=0,1,2, \ldots$ and with $p \geq 2$. We shall show

$$
\sup _{0<\epsilon<1}\left|S_{t}^{(n+1)}(\epsilon)\right|_{k, l, p}<+\infty, \quad k, l=0,1,2, \ldots
$$

To this end, we put

$$
\begin{aligned}
F_{s}^{1}(\epsilon)= & \frac{d^{n+1}}{d \epsilon^{n+1}} \tilde{a}_{0}\left(S_{s}(\epsilon)\right)-\nabla \tilde{a}_{0}\left(S_{s}(\epsilon)\right) S_{s}^{(n+1)}(\epsilon), \\
F_{S}^{2}(\epsilon, z)= & \frac{d^{n+1}}{d \epsilon^{n+1}}\left(\epsilon\left(\phi_{1}^{z}\left(S_{s-}(\epsilon)\right)-S_{s-}(\epsilon)\right)\right) \\
& -\epsilon\left(\sum_{i=1}^{m} z_{i} \nabla a_{i}\left(S_{s-}(\epsilon)\right) S_{s-}^{(n+1)}(\epsilon)-S_{s-}^{(n+1)}(\epsilon)\right),
\end{aligned}
$$

$$
F_{s}^{3}(\epsilon)=\frac{d^{n+1}}{d \epsilon^{n+1}}\left(\epsilon \sum_{i, j=1}^{m} a_{i}\left(S_{s}(\epsilon)\right)\right) \sigma_{i j}-\epsilon \sum_{i, j=1}^{m} \nabla a_{i}\left(S_{s}(\epsilon)\right) \cdot S_{s-}^{(n+1)}(\epsilon) \sigma_{i j} .
$$

By decomposing the first term, $F_{s-}^{2}(\epsilon, z)$ can be written as a linear sum of terms

$$
\sum_{i=1}^{m} z_{i} \nabla^{l} a_{i}\left(S_{s-}(\epsilon)\right)\left(S_{s}^{(1)}\right)^{\otimes l_{1}} \otimes \cdots \otimes\left(S_{s}^{(n)}\right)^{\otimes l_{n}}, \quad l=0, \ldots, n
$$

and

$$
\begin{equation*}
\epsilon \sum_{i=1}^{m} z_{i} \nabla^{l^{\prime}}\left(S_{s-}(\epsilon)\right)\left(S_{s}^{(1)}\right)^{\otimes l_{1}} \otimes \cdots \otimes\left(S_{s}^{(n)}\right)^{\otimes l_{n}}, \quad l^{\prime}=1, \ldots, n+1 \tag{1.25}
\end{equation*}
$$

for $l_{1}, \ldots, l_{n} \in\{0, \ldots, n\}$. Similarly, $F_{s}^{3}(\epsilon)$ can be written as a linear sum of terms

$$
\sum_{i, j=1}^{m} \nabla^{l} a_{i}\left(S_{s}(\epsilon)\right)\left(S_{s}^{(1)}\right)^{\otimes l_{1}} \otimes \cdots \otimes\left(S_{s}^{(n)}\right)^{\otimes l_{n}} \sigma_{i j}, \quad l=0, \ldots, n
$$

and

$$
\begin{equation*}
\epsilon \sum_{i, j=1}^{m} \nabla^{l^{\prime}} a_{i}\left(S_{s}(\epsilon)\right)\left(S_{s}^{(1)}\right)^{\otimes l_{1}} \otimes \cdots \otimes\left(S_{s}^{(n)}\right)^{\otimes l_{n}} \sigma_{i j}, \quad l^{\prime}=1, \ldots, n+1 \tag{1.26}
\end{equation*}
$$

for $l_{1}, \ldots, l_{n} \in\{0, \ldots, n\}$.
Hence, by the assumption of the induction

$$
\begin{equation*}
\sup _{0<\epsilon<1} \sup _{0<s<T} \int_{A(1)^{k}} E\left[\left|\int_{T^{l}} \frac{D_{t}^{l} \tilde{D}_{u}^{k} F_{s}^{2}(\epsilon, z)}{\gamma(u)} d t\right|^{p}\right] \hat{M}(d u)<+\infty, \quad k, l=0,1,2, \ldots, \tag{1.27}
\end{equation*}
$$

$$
\sup _{0<\epsilon<1} \sup _{0<s<T} \int_{A(1)^{k}} E\left[\int_{\mathbf{T}^{l}}\left|\frac{D_{t}^{l} \tilde{D}_{u}^{k} F_{s}^{3}(\epsilon)}{\gamma(u)}\right|^{p} d t\right] \hat{M}(d u)<+\infty, \quad k, l=0,1,2, \ldots
$$

Step 2 We write $u=\left(s_{1}, z_{1}\right) \in A(1)$. Since $\tilde{D}_{u} S_{t}^{(n+1)}(\epsilon)=0$ for $s_{1}>t$, it remains to show

$$
\sup _{0<\epsilon<1} \sup _{0<t<T} \int_{A(1) \cap\left((0, t] \times \mathbf{R}^{m} \backslash\{0\}\right)}\left\|\frac{\tilde{D}_{\left(s_{1}, z_{1}\right)} S_{t}^{(n+1)}(\epsilon)}{\left|z_{1}\right|}\right\|_{p} \hat{M}(d u)<+\infty
$$

in order to show the assertion for $k=1, l=0$.
To this end, let $\tilde{S}_{s_{1}, t}\left(\epsilon, z_{1}\right)=\tilde{D}_{u} S_{t}^{(n+1)}(\epsilon), s_{1} \leq t$. By the change of variables formula, we have $\tilde{D}_{u} f(F)=\left(\tilde{D}_{u} F\right)^{T}\left(\int_{0}^{1} f^{\prime}\left(F+\theta \tilde{D}_{u} F\right) d \theta\right)$. Hence, we observe that $\tilde{S}_{s_{1}, t}(\epsilon)$
satisfies

$$
\begin{align*}
\tilde{S}_{s_{1}, t}\left(\epsilon, z_{1}\right) & =\tilde{D}_{u} F_{s_{1}}^{2}\left(\epsilon, z_{1}\right)+\epsilon \sum_{i=1}^{m} z_{i} \nabla a_{i}\left(S_{s_{1}}(\epsilon)\right) \cdot S_{s_{1}}^{(n+1)}(\epsilon)+\tilde{Y}_{s_{1}, t} \\
& \left.+\int_{s_{1}}^{t} \int_{0}^{1}\left(\tilde{D}_{u} S_{s}(\epsilon)\right)^{T} \nabla^{2} \tilde{a}_{0}\left(S_{s-}(\epsilon)+\theta \tilde{D}_{u} S_{s}(\epsilon)\right) \tilde{S}_{s_{1}, s-}\left(\epsilon, z_{1}\right)\right) d \theta d s  \tag{1.28}\\
& +\int_{s_{1}}^{t} \int^{1} \int_{0}^{1} \epsilon \sum_{i=1}^{m}\left(\tilde{D}_{u} S_{s}(\epsilon)\right)^{T} \nabla^{2} a_{i}\left(S_{s-}(\epsilon)+\theta \tilde{D}_{u} S_{s_{-}-}(\epsilon)\right) \tilde{S}_{s_{1}, s-}\left(\epsilon, z_{1}\right) z_{i} d \theta \tilde{N}(d s d z) \\
& +\int_{s_{1}}^{t} \int_{0}^{1} \epsilon \sum_{i, j=1}^{m}\left(\tilde{D}_{u} S_{s}(\epsilon)\right)^{T} \nabla^{2} a_{i}\left(S_{s-}(\epsilon)+\theta \tilde{D}_{u} S_{s-}(\epsilon)\right) \tilde{S}_{s_{1}, s-}\left(\epsilon, z_{1}\right) \sigma_{i j} d \theta d W^{j}(s),
\end{align*}
$$

where

$$
\begin{aligned}
& \tilde{Y}_{S_{1}, t}=\int_{s_{1}}^{t}\left\{\tilde{D}_{u}\left(F_{s_{-}}^{1}(\epsilon)\right)+\nabla \tilde{a}_{0}\left(S_{s_{-}}(\epsilon)\right) \tilde{S}_{s_{1}, s-}(\epsilon)\right. \\
& \left.+\int_{0}^{1}\left(\tilde{D}_{u} S_{s}(\epsilon)\right)^{T} \nabla^{2} \tilde{a}_{0}\left(S_{s-}(\epsilon)+\theta \tilde{D}_{u} S_{s-}(\epsilon)\right) S_{s-}^{(n+1)}(\epsilon) d \theta\right\} d s \\
& +\int_{s_{1}}^{t} \int\left\{\tilde{D}_{u}\left(F_{s_{-}}^{2}(\epsilon)\right)+\epsilon \sum_{i=1}^{m} z_{i}\left(\nabla a _ { i } \left(S_{s_{-}}(\epsilon) \tilde{S}_{s_{1}, s_{-}}(\epsilon)\right.\right.\right. \\
& \left.\left.+\int_{0}^{1}\left(\tilde{D}_{u} S_{s}(\epsilon)\right)^{T} \nabla^{2} a_{i}\left(S_{s-}(\epsilon)+\theta \tilde{D}_{u} S_{s-}(\epsilon)\right) S_{s-}^{(n+1)}(\epsilon) d \theta\right)\right\} \tilde{N}(d s d z) \\
& +\int_{s_{1}}^{t}\left\{\tilde{D}_{u}\left(F_{s-}^{3}(\epsilon)\right)+\epsilon \sum_{i, j=1}^{m} \sigma_{i j}\left(\nabla a_{i}\left(S_{s}(\epsilon)\right) \tilde{S}_{s_{1}, s-}(\epsilon)\right.\right. \\
& \left.\left.+\int_{0}^{1}\left(\tilde{D}_{u} S_{s}(\epsilon)\right)^{T} \nabla^{2} a_{i}\left(S_{s-}(\epsilon)+\theta \tilde{D}_{u} S_{s-}(\epsilon)\right) S_{s-}^{(n+1)}(\epsilon)\right)\right\} d W(s) .
\end{aligned}
$$

We recall that $F_{s-}^{2}(\epsilon, z), F_{s}^{3}(\epsilon)$ can be written as a sum of the terms of the form (1.25), (1.26), respectively. We write it below as $\tilde{D}_{u}^{0} G=G$ and $S_{t}^{(0)}(\epsilon)=S_{t}(\epsilon)$ for abbreviation. We apply Lemma 4.6 for $Y=\tilde{Y}$ with $s_{0}=s$ and

$$
\begin{equation*}
\eta_{t}=\left(\left|\tilde{D}_{u} S_{t}^{(0)}(\epsilon)\right|+\sum_{k_{j}\left\{\{0,1\}, 1 \leq k_{0}+\ldots+k_{n} \leq n\right.}\left|\tilde{D}_{u}^{k_{0}} S_{t}^{(0)}(\epsilon) \cdots \tilde{D}_{u}^{k_{n}} S_{t}^{(n)}(\epsilon)\right|\right) \times\left|S_{t}^{(n+1)}(\epsilon)\right| \tag{1.29}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
\sup _{0<s_{1}<t \leq T} \| \tilde{Y}_{s_{1}, t \|_{p} \leq C E}\left[\int_{s_{0}}^{T}\left|\eta_{r}\right|^{p} d r\right]^{1 / p}<+\infty \tag{1.30}
\end{equation*}
$$

Here, we have used the assumption of the induction at the last inequality.

Step 3 By the smoothness of $\tilde{a}_{0}, a_{1}, \ldots, a_{m}$ and by the assumption of the induction, we have

$$
\begin{aligned}
& \left|\left(\tilde{D}_{u} S_{s}(\epsilon)\right)^{T} \nabla^{2} \tilde{a}_{0}\left(S_{s-}(\epsilon)+\theta \tilde{D}_{u} S_{s}(\epsilon)\right) \tilde{D}_{u} S_{s-}^{(n+1)}(\epsilon)\right| \leq C\left|\tilde{D}_{u} S_{s}(\epsilon)\right|\left|\tilde{S}_{s_{1}, s-}\left(\epsilon, z_{1}\right)\right|, \\
& \iint_{0}^{1}\left|\left(\tilde{D}_{u} S_{s}(\epsilon)\right)^{T} \nabla^{2} a_{i}\left(S_{s-}(\epsilon)+\theta \tilde{D}_{u} S_{s}(\epsilon)\right) z_{i} \tilde{D}_{u} S_{s-}^{(n+1)}(\epsilon)\right|^{p} d \theta \mu(d z) \\
& \quad \leq C\left|\tilde{D}_{u} S_{s}(\epsilon)\right|^{p}\left|\tilde{S}_{s_{1}, s-}\left(\epsilon, z_{1}\right)\right|^{p}, \quad p \geq 2,
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\sigma_{i j}\left(\tilde{D}_{u} S_{s}(\epsilon)\right)^{T} \nabla^{2} a_{i}\left(S_{s-}(\epsilon)+\theta \tilde{D}_{u} S_{s}(\epsilon)\right) \tilde{D}_{u} S_{s-}^{(n+1)}(\epsilon)\right| & \\
& \leq C\left|\sigma_{i j}\right|\left|\tilde{D}_{u} S_{s}(\epsilon)\right|\left|\tilde{S}_{s_{1}, s-}\left(\epsilon, z_{1}\right)\right|
\end{aligned}
$$

It follows from (1.27) that

$$
\begin{equation*}
\sup _{s_{1} \leq t} \int_{A(1)}\left\|\frac{F_{s_{1}-}^{2}\left(\epsilon, z_{1}\right)}{\gamma(u)}+\epsilon \sum_{i=1}^{m} \frac{z_{i}}{\gamma(u)} \nabla a_{i}\left(S_{S_{1}}(\epsilon)\right) S_{s_{1}}^{(n+1)}(\epsilon)\right\|_{p} \hat{M}(d u)<+\infty . \tag{1.31}
\end{equation*}
$$

Hence, we apply a similar argument to Lemma 4.6 with $s_{0}=s_{1}, \eta_{t}=\tilde{Y}_{s_{1}, t}+$ $\left|\tilde{D}_{u} S_{t}(\epsilon)\right| .\left|\tilde{S}_{S_{1}, t}\left(\epsilon, z_{1}\right)\right|$, and

$$
Y_{S_{0}, s_{0}}=F_{S_{1}}^{2}\left(\epsilon, z_{1}\right)+\epsilon \sum_{i=1}^{m} z_{i} \nabla a_{i}\left(S_{S_{1}}(\epsilon)\right) S_{s_{1}}^{(n+1)}(\epsilon), \quad Y_{s_{1}, t}=\tilde{S}_{s_{1}, t}\left(\epsilon, z_{1}\right),
$$

and we have

$$
\begin{aligned}
\sup _{0<\epsilon<1} E & {\left[\int_{A(1)} \sup _{s_{1}<t \leq T}\left|\frac{\tilde{S}_{s_{1}, t}\left(z_{1}, \epsilon\right)}{\gamma(u)}\right|^{p} \hat{M}(d u)\right] } \\
\leq & C_{p}\left(\left\|\int_{A(1)}\left\{\frac{F_{s_{1}}^{2}\left(\epsilon, z_{1}\right)}{\gamma(u)}+\epsilon \sum_{i=1}^{m} \frac{z_{i}}{\gamma(u)} \nabla a_{i}\left(S_{S_{1}}(\epsilon)\right) S_{s_{1}}^{(n+1)}(\epsilon)\right\} \hat{M}(d u)\right\|_{p}^{p}\right. \\
& \left.+\int_{s_{1}}^{t} E\left[\sup _{r<s} \int_{A(1)}\left|\frac{\eta_{r}}{\gamma(u)}\right|^{p} \hat{M}(d u)\right] d s\right) .
\end{aligned}
$$

This implies by (1.30), (1.31) that

$$
\left|\sup _{s<t}\right| S_{s-}^{(n+1)}(\epsilon)| |_{1,0, p} \leq C+K \int_{s_{1}}^{t}\left|\sup _{r<s}\right| S_{r-}(\epsilon)| |_{1,0, p_{1}}\left|\sup _{r<s}\right| S_{r-}^{(n+1)}(\epsilon)| |_{1,0, p_{2}} d s,
$$

where $p_{1}>1, p_{2}>1, \frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{p}$. By the assumption of the induction, $\left|\sup _{r<s}\right| S_{r-}(\epsilon) \|_{1,0, p_{1}}$ is uniformly finite, where $p_{2}>1$ can be chosen arbitrarily
close to $p$. Hence,

$$
\left|\sup _{s<t}\right| S_{s-}^{(n+1)}(\epsilon)| |_{1,0, p} \leq C+K^{\prime} \int_{s_{1}}^{t}\left|\sup _{r<s}\right| S_{r-}^{(n+1)}(\epsilon)| |_{1,0, p} d s
$$

This implies

$$
\sup _{0<\epsilon<1} \sup _{0<t<T}\left|S_{t}^{(n+1)}(\epsilon)\right|_{1,0, p}<+\infty .
$$

Step 4 Repeating this argument, we have

$$
\sup _{0<\epsilon<1} \sup _{0<t<T}\left|S_{t}^{(n+1)}(\epsilon)\right|_{k, 0, p}<+\infty, \quad k=0,1,2, \ldots
$$

We also have the assertion

$$
\sup _{0<\epsilon<1} \sup _{0<t<T}\left|S_{t}^{(n+1)}(\epsilon)\right|_{0, l, p}<+\infty, \quad l=0,1,2, \ldots
$$

due to Theorem 7.1 in [161].
Repeating this argument, we obtain the assertion.
From this proposition, we see that $S_{t}^{(n)}(\epsilon), n=1,2, \ldots$ can be calculated as a solution to the SDE which derives from (1.2):

$$
\begin{aligned}
S_{t}^{(n)}(\epsilon) & =\int_{0}^{t} \frac{d^{n}}{d \epsilon^{n}} \tilde{a}_{0}\left(S_{s-}(\epsilon)\right) d s+\sum_{i, j=1}^{m} \int_{0}^{t} \frac{d^{n}}{d \epsilon^{n}}\left(\epsilon a_{i}\left(S_{s-}(\epsilon)\right)\right) \sigma_{i j} d W^{j}(s) \\
& +\int_{0}^{t} \int \frac{d^{n}}{d \epsilon^{n}}\left\{\epsilon\left(\phi_{1}^{z}\left(S_{s_{-}}(\epsilon)\right)-S_{s-}(\epsilon)\right)\right\} \tilde{N}(d s d z), S_{0}^{(n)}(\epsilon)=0, \quad n=1,2, \ldots
\end{aligned}
$$

(cf. [25] (5-25)).
In particular, $S_{t}^{(1)}(\epsilon)$ satisfies the following SDE:

$$
\begin{aligned}
S_{t}^{(1)}(\epsilon) & =\int_{0}^{t}\left(\nabla \tilde{a}_{0}\left(S_{s-}(\epsilon)\right) S_{s-}^{(1)}(\epsilon)+h_{1}\left(S_{s-}(\epsilon)\right)\right) d s+\sum_{i, j=1}^{m} \int_{0}^{t} a_{i}\left(S_{s-}(\epsilon)\right) \sigma_{i j} d W^{j}(s) \\
& +\epsilon \sum_{i, j=1}^{m} \int_{0}^{t} \nabla a_{i}\left(S_{s-}(\epsilon)\right) S_{s-}^{(1)}(\epsilon) \sigma_{i j} d W^{j}(s) \\
& +\int_{0}^{t} \int\left(\phi_{1}^{z}\left(S_{s-}(\epsilon)\right)-S_{s-}(\epsilon)\right) \tilde{N}(d s d z) \\
& +\epsilon \int_{0}^{t} \int\left\{\nabla \phi_{1}^{z}\left(S_{s-}(\epsilon)-I\right) S_{s-}^{(1)}(\epsilon)\right\} \tilde{N}(d s d z), S_{0}^{(1)}(\epsilon)=0 .
\end{aligned}
$$

Here,

$$
h_{1}(x)=\left.\left(\tilde{a}_{0}-a_{0}\right)\right|_{\epsilon=1}(x) .
$$

Putting $\epsilon=0, f_{0}=S_{T}^{(1)}(0)=\left.S_{T}^{(1)}(\epsilon)\right|_{\epsilon=0}$ is given by the following SDE:

$$
\begin{array}{r}
S_{T}^{(1)}(0)=\int_{\mathbf{T}}\left(\nabla a_{0}\left(S_{s-}(0)\right) S_{s-}^{(1)}(0)+h_{1}\left(S_{s-}(0)\right)\right) d s+\sum_{i, j=1}^{m} \int_{\mathbf{T}} a_{i}\left(S_{s-}(0)\right) \sigma_{i j} d W^{j}(s) \\
+\int_{\mathbf{T}} \int\left(\phi_{1}^{z}\left(S_{s-}(0)\right)-S_{s-}(0)\right) \tilde{N}(d s d z), S_{0}^{(1)}(0)=0 . \tag{1.32}
\end{array}
$$

We recall that $t \mapsto S_{t}(0)$ is deterministic, and compare the SDE above with (1.2) with $\epsilon=1$. As we assume (AS) and (AS2), we see that $f_{0}$ satisfies the condition (ND) by Propositions 3.10, 3.11.

Proposition 4.4 (cf. Hayashi [76]). We have

$$
\begin{equation*}
S_{t}(\epsilon) \sim \sum_{n=0}^{\infty} \epsilon^{n} \frac{1}{n!} S_{t}^{(n)}(0) \tag{1.33}
\end{equation*}
$$

in $\mathbf{D}_{\infty}$.
Proof. Since

$$
S_{t}(\epsilon)-\sum_{n=0}^{m} \epsilon^{n} \frac{1}{n!} S_{t}^{(n)}(0)=\frac{\epsilon^{m+1}}{m!} \int_{0}^{1}(1-\theta)^{m} S_{t}^{(m+1)}(\epsilon \theta) d \theta
$$

we have by Proposition 4.2

$$
\left|S_{t}(\epsilon)-\sum_{n=0}^{m} \epsilon^{n} \frac{1}{n!} S_{t}^{(n)}(0)\right|_{k, l, p} \leq C_{m} \sup _{0<\epsilon<1}\left|S_{t}^{(m+1)}(\epsilon)\right|_{k, l, p} \epsilon^{m+1},
$$

and hence the assertion.
The flow property of $S_{t}(\epsilon)$ follows in Proposition 4.2 with $g(x, z)=\phi_{1}^{z}(x)-x$, and assumption (AS) corresponds to the condition (NDB). Hence, condition (UND) holds for $S_{t}(\epsilon)$ (and for $F_{t}(\epsilon)$ ) for $\epsilon \in(0,1]$, due to Propositions 3.10, 3.11.

Hence, we can make the composition $\Phi \circ F_{t}(\epsilon)$ in $\mathbf{D}_{\infty}^{\prime}$ for $\Phi \in \mathcal{S}^{\prime}$, and by Theorem 4.1, we have its asymptotic expansion for $\Phi \in \mathcal{S}^{\prime}$. For example, taking $\Phi$ to be $e_{v}($.$) , we will have an asymptotic expansion of the characteristic function, leading to$ the asymptotic expansion for the density function for $F_{t}(\epsilon)$.

We give some examples of the composition in Section 4.1.3.

## Proof of Theorem 4.1.

(Step 1)
We first give a proof for the case $\Phi \in H_{-\infty}$. Let $\Phi \in H_{-2 s_{0}}$. We prepare the following lemma.

Lemma 4.8 ([77] Lemma 5.6). Assume $F(\epsilon) \sim \sum_{j=0}^{\infty} \epsilon^{j} f_{j}$ in $\mathbf{D}_{\infty}$, and that $F(\epsilon)$ satisfies the uniform condition (ND). Put

$$
R_{m}(\xi, \epsilon)=e_{\xi}(F(\epsilon))-\sum_{|\mathbf{n}| \leq m} \frac{e_{\xi}\left(f_{0}\right)}{\mathbf{n}!}\left(i \xi, F(\epsilon)-f_{0}\right)^{\mathbf{n}}
$$

Then, for any $m \geq 1$ and $s>0$, there exist natural numbers $k \geq 1, l \geq 0$ and a real number $r>2$ such that

$$
\limsup \int_{\epsilon \rightarrow 0} \sup _{\{|\xi| \geq 1\}} \frac{\mid E\left[G R_{k, l, r}=1\right.}{} \frac{\left.\epsilon^{m+1}(\cdot, \epsilon)\right] \mid}{\epsilon^{m+1}}(1+|\xi|)^{s} d \xi<\infty
$$

Using this lemma, we shall prove Theorem 4.1. For the proof of this lemma, see [77] Section 6.

Fix $m \in \mathbf{N}$. By the definition of the composition (Def. 3.5.6), we have

$$
\begin{aligned}
& \left|\Phi \circ F(\epsilon)-\sum_{|\mathbf{n}| \leq m}\left(\frac{1}{\mathbf{n}!} \partial^{\mathbf{n}} \Phi\right) \circ f_{0}\left(F(\epsilon)-f_{0}\right)^{\mathbf{n}}\right|_{k, l, p}^{\prime} \\
& \quad=\sup _{|G|_{k, l, p}=1}\left|\left\langle\sum_{|\mathbf{n}| \leq m}\left(\frac{1}{\mathbf{n}!} \partial^{\mathbf{n}} \Phi\right) \circ f_{0}\left(F(\epsilon)-f_{0}\right)^{\mathbf{n}}, G\right\rangle\right| \\
& \quad=\sup _{|G|_{k, l, p}=1}\left|\sum_{|\mathbf{n}| \leq m} \frac{1}{\mathbf{n}!}\left\langle\mathcal{F} \partial^{\mathbf{n}} \Phi, E\left[G\left(F(\epsilon)-f_{0}\right)^{\mathbf{n}} \cdot e_{\xi}\left(f_{0}\right)\right]\right\rangle\right| \\
& \quad=\sup _{|G|_{k, l, p}=1}\left|\left\langle\mathcal{F} \Phi, E\left[G R_{m}(\xi, \epsilon)\right]\right\rangle\right| .
\end{aligned}
$$

The right-hand side of the last equality is dominated by

$$
\leq|\Phi|_{H_{-2 s_{0}}} \sup _{|G|_{k, l, p}=1}\left[\int\left(1+|\xi|^{2}\right)^{s_{0}}\left|E\left[G R_{m}(\cdot, \epsilon)\right]\right|^{2} d \xi\right]^{\frac{1}{2}}
$$

Thus, the lemma above proves the assertion of Theorem 4.1.
(Step 2)
Next, we prove the theorem in the general case $\Phi \in \mathcal{S}^{\prime}$. As stated in Section 3.5.1, $\Phi$ can be decomposed as

$$
\Phi=\left(1+|x|^{2}\right)^{k} \Phi^{\prime}
$$

for some $k, s_{0} \in \mathbf{N}$ and $\Phi^{\prime} \in H_{-2 s_{0}}$. We assume $k<s_{0}$ by choosing large $s_{0}$. Choose $s_{0}^{\prime} \geq s_{0}+k$, and regard $\Phi^{\prime} \in H_{-2 s_{0}^{\prime}}$.

We repeat the calculation in Step 1 with $\Phi$ replaced by $\left(1+|x|^{2}\right)^{k} \Phi^{\prime}$. As

$$
\left\|\left(1+|x|^{2}\right)^{k} \Phi^{\prime}\right\|_{-2 s_{0}^{\prime}} \leq C\left|\Phi^{\prime}\right|_{H_{-2\left(s_{0}^{\prime}-k\right)}}
$$

(see the proof of Proposition 3.5), the last term in Step 1 is replaced by

$$
\left.C\left|\Phi^{\prime}\right|_{H_{-2 s_{0}}} \cdot\left|\sup _{|G|_{k, l, p}=1}\right| E\left[G R_{m}(\cdot, \epsilon)\right]\right|_{H_{2 s_{0}}}
$$

Hence, the assertion is proved.
Computing the coefficients of each power of $\epsilon$, we obtain the explicit form of $\Phi_{0}, \Phi_{1}, \ldots$.

### 4.1.2 Asymptotic expansion of the density

As an application, we state the asymptotic expansion of the density $p(\epsilon, y)$ of $F(\epsilon)=$ $F_{T}(\epsilon)$.

Since $S_{T}(0)$ is deterministic, $F(\epsilon)=\frac{1}{\epsilon}\left(S_{T}(\epsilon)-S_{T}(0)\right)$ has an asymptotic expansion

$$
F(\epsilon) \sim \sum_{j=0}^{\infty} \epsilon^{j} f_{j}
$$

in $\mathbf{D}_{\infty}$ by Proposition 4.4.
We put $F(0)=\left.S_{T}^{(1)}(\epsilon)\right|_{\epsilon=0}=f_{0}$. By Proposition 4.3, $F(0) \in \mathbf{D}_{\infty}$, and by Proposition 4.4,

$$
|F(\epsilon)-F(0)|_{k, l, p} \rightarrow 0 \quad(\epsilon \rightarrow 0)
$$

for all $k, l, p$. Furthermore, by the expression (1.32) in Section 4.1.1, $F(0)$ also satisfies conditions (AS), (AS2), and hence the condition (ND) by Propositions 3.10, 3.11. By Proposition 3.12, $F(0)$ has a rapidly decreasing smooth density $p(y)$.

Since $S_{T}(\epsilon)$ satisfies the conditions (AS), (AS2), $S_{T}(\epsilon)$ given above satisfies the condition (UND2) by Proposition 4.1. Combining this with the fact that $F(0)$ above satisfies the condition (ND), we see $F(\epsilon)=\frac{1}{\epsilon}\left(S_{T}(\epsilon)-S_{T}(0)\right)$ satisfies the condition (UND2). By Proposition 3.12, $F(\epsilon)$ has a rapidly decreasing smooth density $p(\epsilon, y)$ for each $\epsilon$ sufficiently small.

We have the following proposition.
Proposition 4.5. We assume assumption (R) and condition (UND2).
(1) For each $\epsilon$ and each $n$, there exist $C>0$ and $k, l, p$ such that

$$
\left|E\left[G e_{v}(F(\epsilon))\right]\right| \leq C\left(1+|v|^{2}\right)^{-\frac{1}{2} n q_{0}}|G|_{k, l, p}|F(\epsilon)|_{k, l, p}^{n} \sup _{|v|>1}\left|\left\{Q^{F(\epsilon)}(v)\right\}^{-1}\right|_{k, l, p} .
$$

Here,

$$
Q^{F(\epsilon)}(v)=\left(v^{\prime}, \Sigma^{F(\epsilon)} v^{\prime}\right)+\frac{1}{|v|^{2} \varphi\left(|v|^{-\frac{1}{\beta}}\right)} \int_{B_{v}}\left|e^{i\left(v, \tilde{D}_{u} F(\epsilon)\right)}-1\right|^{2} \hat{N}(d u) .
$$

(2)

$$
\limsup _{\epsilon \rightarrow 0} \sup _{|v|>1}\left|\left\{Q^{F(\epsilon)}(v)\right\}^{-1}\right|_{k, l, p}<+\infty
$$

for each $k, l, p$.
The proof proceeds similarly to Proposition 3.9. Here, the second assertion follows from condition (UND2). We omit the details.

We denote by $\varphi^{\epsilon}, \varphi$ the characteristic functions of $F(\epsilon), F(0)$ respectively:

$$
\varphi^{\epsilon}(v)=E\left[e_{v}(F(\epsilon))\right], \quad \varphi(v)=E\left[e_{v}(F(0))\right] .
$$

As stated at the end of Section 3.6,

$$
p(\epsilon, y)=\left(\frac{1}{2 \pi}\right)^{d} \int e^{-i(v, y)} \varphi^{\epsilon}(v) d v
$$

and

$$
\left(1+|y|^{2}\right)^{j} \nabla^{\alpha} p(\epsilon, y)=\left(\frac{1}{2 \pi}\right)^{d}(-i)^{|\alpha|} \int e^{-i(v, y)}(1-\Delta)^{j} v^{\alpha} \varphi^{\epsilon}(v) d v
$$

Here, $\alpha$ is a multi-index, $v^{\alpha}=v_{1}^{\alpha_{1}} \cdots v_{d}^{\alpha_{d}}$, and $j=0,1,2, \ldots$. The same calculation proceeds to $\varphi(v), p(y)$, that is,

$$
\left(1+|y|^{2}\right)^{j} \nabla^{\alpha} p(y)=\left(\frac{1}{2 \pi}\right)^{d}(-i)^{|\alpha|} \int e^{-i(v, y)}(1-\Delta)^{j} v^{\alpha} \varphi(v) d v
$$

Proposition 4.6. For each $\boldsymbol{j} \in \mathbf{N}, N \in \mathbf{N}$ and each multi-index $\beta$, we have

$$
\lim _{\epsilon \rightarrow 0} \sup _{|y| \leq N}\left(1+|y|^{2}\right)^{j}\left|\nabla_{y}^{\alpha} p(\epsilon, y)-\nabla_{y}^{\alpha} p(y)\right|=0 .
$$

Proof. By Proposition 4.5, we have for $n$ sufficiently large

$$
\left|(1-\Delta)^{j} v^{\alpha} \varphi^{\epsilon}(v)\right| \leq C(\epsilon)\left(1+|v|^{2}\right)^{-n q_{0} / 2+|\alpha|}
$$

where

$$
\sup _{\epsilon} C(\epsilon)<+\infty
$$

Due to the above expressions on $\varphi^{\epsilon}$ and $\varphi$,

$$
\begin{array}{ll}
\sup _{y}\left|\left(1+|y|^{2}\right)^{j} \nabla^{\alpha}(p(\epsilon, y)-p(y))\right| \\
& \leq\left(\frac{1}{2 \pi}\right)^{d} \int\left|(1-\Delta)^{j} v^{\alpha}\left(\varphi^{\epsilon}(v)-\varphi(v)\right)\right| d v
\end{array}
$$

The left-hand side goes to 0 as $\epsilon \rightarrow 0$ due to the Lebesgue's convergence theorem by choosing $n$ sufficiently large so that $\left(n q_{0}\right) / 2>d+1+|\alpha|$ in Proposition 3.8.

Remark 4.5. More naively, the density $p(\epsilon, y)$ has an expression

$$
p(\epsilon, y)=E\left[\delta_{y}(F(\epsilon))\right]
$$

using $\delta_{y}(.) \in \mathcal{S}^{\prime}$. See [82] Section V.10.
We can show further that $p(\epsilon, y)$ has an asymptotic expansion

$$
p(\epsilon, y) \sim \sum_{j=0}^{\infty} \epsilon^{j} p_{j}(y)
$$

as $\epsilon \rightarrow 0$.

Proposition 4.7. For each $m=1,2, \ldots$ and $N \in \mathbf{N}$, we have

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \frac{1}{\epsilon^{m+1}} \sup _{|y| \leq N}\left|p(\epsilon, y)-\sum_{j=0}^{m} \epsilon^{j} p_{j}(y)\right|<+\infty \tag{1.34}
\end{equation*}
$$

for some rapidly decreasing smooth $p_{j}(y), j=0,1,2, \ldots$.
Proof. First, we show that the $p_{j}(y)$ 's above are smooth. Indeed, take $\Phi()=.e_{\xi}($.$) and$ apply Theorem 4.1. Then, we have

$$
e_{\xi}(F(\epsilon)) \sim \Phi_{0}+\epsilon \Phi_{1}+\epsilon^{2} \Phi_{2}+\cdots \quad \text { in } \quad \mathbf{D}_{\infty}^{\prime}
$$

where

$$
\begin{gather*}
\Phi_{0}=e_{\xi}\left(f_{0}\right), \quad \Phi_{1}=\sum_{i=1}^{d} f_{1}^{i}\left(\partial_{x_{i}} e_{\xi}\right) \circ f_{0} \\
\Phi_{2}=\sum_{i=1}^{d} f_{2}^{i}\left(\partial_{x_{i}} e_{\xi}\right) \circ f_{0}+\frac{1}{2} \sum_{i, j=1}^{d} f_{1}^{i} f_{1}^{j}\left(\partial_{x_{i} x_{j}}^{2} e_{\xi}\right) \circ f_{0}, \\
\Phi_{3}=\sum_{i=1}^{d} f_{3}^{i}\left(\partial_{x_{i}} e_{\xi}\right) \circ f_{0}+\frac{2}{2!} \sum_{i, j=1}^{d} f_{1}^{i} f_{2}^{j}\left(\partial_{x_{i} x_{j}}^{2} e_{\xi}\right) \circ f_{0}+\frac{1}{3!} \sum_{i, j, k=1}^{d} f_{1}^{i} f_{1}^{j} f_{1}^{k}\left(\partial_{x_{i} x_{j} x_{k}}^{3} e_{\xi}\right) \circ f_{0}, \tag{1.35}
\end{gather*}
$$

and $f_{j} \in \mathbf{D}_{\mathrm{o}}$. Here,

$$
\begin{equation*}
\partial_{x}^{S} e_{\xi}(\cdot)=i^{|s|} \xi^{s} e_{\xi}(\cdot) \in \mathcal{S}^{\prime} \tag{1.36}
\end{equation*}
$$

and $f_{0}$ satisfies (ND), hence the composition $\partial_{x}^{S} e \xi^{\circ} f_{0}$ is justified as an element in $\mathbf{D}_{\infty}^{\prime}$. Here, we used Lemma 4.3 for the well-definedness of each $\Phi_{j}$.

By Proposition 3.18 (Section 3.7),

$$
\left|E\left[e_{\xi}\left(f_{0}\right)\right]\right| \leq C_{n}\left(1+|\xi|^{2}\right)^{-\frac{q_{0}}{2} n}
$$

for any $n \in \mathbf{N}$. More precisely, let $m$ be any nonnegative integer. Due to (1.36), Lemma 4.7, and by Proposition 3.8 (Section 3.5), for each $n$, there exist $k=k(n)$, $l=l(n), p=p(n)$ and $C=C_{n}>0$ such that

$$
\begin{align*}
\left|E\left[f_{1}^{\otimes S_{1}} \otimes \cdots \otimes f_{m}^{\otimes S_{m}} \partial_{x}^{s} e_{\xi}\left(f_{0}\right)\right]\right| & \\
& \leq C\left(1+|\xi|^{2}\right)^{-\frac{q_{0}}{2} n}\left|f_{0}\right|_{k, l, p}\left|f_{1}^{\otimes S_{1}} \otimes \cdots \otimes f_{m}^{\otimes s_{m}}\right|_{k, l, p}^{n} \\
& \leq C^{\prime}\left(1+|\xi|^{2}\right)^{-\frac{q_{0}}{2}}\left|f_{1}\right|_{k, l, s p}^{n} \cdots\left|f_{m}\right|_{k, l, s p}^{n}\left|f_{0}\right|_{k, l, p} \tag{1.37}
\end{align*}
$$

where $s_{i} \geq 0, s=s_{1}+\ldots+s_{m} \leq m$ and we used Hölder's inequality. We apply this estimate to (1.35). Then, we observe that for each $n$, there exists $C_{j}=C_{j}(n)>0$ such that

$$
\begin{equation*}
\left|E\left[\Phi_{j}\right]\right| \leq C_{j}\left(1+|\xi|^{2}\right)^{-\frac{q_{0}}{2} n}, \quad j=0,1, \ldots, m \tag{1.38}
\end{equation*}
$$

This proves that $p_{j}(y)$ are smooth.
Next, we show the assertion (1.34). Since

$$
\begin{align*}
p(\epsilon, y)= & \left(\frac{1}{2 \pi}\right)^{d} \int e^{-i(y, \xi)} E\left[e_{\xi}(F(\epsilon))\right] d \xi \\
& p(\epsilon, y)-\sum_{j=0}^{m} \epsilon^{j} p_{j}(y)=\left(\frac{1}{2 \pi}\right)^{d} \int e^{-i(y, \xi)} E\left[e_{\xi}(F(\epsilon))-\sum_{j=0}^{m} \epsilon^{j} \Phi_{j}\right] d \xi, \tag{1.39}
\end{align*}
$$

we put

$$
g_{m}(\xi)=e_{\xi}(F(\epsilon))-\sum_{j=0}^{m} \epsilon^{j} \Phi_{j}
$$

We divide the region of integration in (1.39) into two parts.
(i) $\{|\xi|<1\}$

By the expression in Theorem 4.1,

$$
\begin{aligned}
g_{m}(\xi) & =e_{\xi}(F(\epsilon))-\sum_{|\mathbf{n}| \leq m}^{m} \frac{1}{\mathbf{n}!} e_{\xi}\left(f_{0}\right)\left(i \xi, F(\epsilon)-f_{0}\right)^{\mathbf{n}} \\
& =\sum_{|\mathbf{n}| \geq m+1}^{\infty} \frac{1}{\mathbf{n}!} e_{\xi}\left(f_{0}\right)\left(i \xi, F(\epsilon)-f_{0}\right)^{\mathbf{n}}
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& E\left[\left|g_{m}(\xi)\right|\right] \leq \epsilon^{m+1} \sum_{j=m+1}^{\infty} \frac{1}{j!} E\left[\left|\left(i \xi, \frac{1}{\epsilon}\left(F(\epsilon)-f_{0}\right)\right)\right|^{j}\right] \\
& \leq \epsilon^{m+1} \sum_{j=m+1}^{\infty} \frac{1}{j!}|\xi|^{j} E\left[\left|\frac{1}{\epsilon}\left(F(\epsilon)-f_{0}\right)\right|^{j}\right]
\end{aligned}
$$

Since $F(\epsilon) \sim \sum_{j=0}^{\infty} \epsilon^{j} f_{j}$ in $\mathbf{D}_{\infty}$,

$$
\limsup _{\epsilon \rightarrow 0} E\left[\left|\frac{1}{\epsilon}\left(F(\epsilon)-f_{0}\right)\right|\right]<K_{1}
$$

for some $K_{1}>0$. Similarly, since $F(\epsilon)^{j} \sim \sum_{l=0}^{\infty} \epsilon^{l} f_{l}^{(j)}$ in $\mathbf{D}_{\infty}, j=1,2, \ldots$,

$$
\underset{\epsilon \rightarrow 0}{\limsup } E\left[\left|\frac{1}{\epsilon}\left(F(\epsilon)-f_{0}\right)\right|^{j}\right]<K_{2}^{j}, \quad j=m+1, m+2, \ldots
$$

for some $K_{2}>0$ for $\epsilon$ small. Here, we used Hölder's inequality.
Hence, the series is absolutely convergent and is bounded by $\epsilon^{m+1} h_{m}(\xi)$ for $0<$ $\epsilon<\epsilon_{0}$, where $h_{m}(\xi)$ is continuous and $\epsilon_{0}>0$ (depending on $m$ ).

Hence,

$$
\begin{equation*}
E\left[\left|g_{m}(\xi)\right|\right] \leq \epsilon^{m+1} h_{m}(\xi), \quad 0<\epsilon<\epsilon_{0},|\xi|<1 . \tag{1.40}
\end{equation*}
$$

(ii) $\{|\xi| \geq 1\}$

We use Lemma 4.8 in Section 4.1.1. By Lemma 4.8, for any $s>0$,

$$
\begin{equation*}
\left|E\left[g_{m}(\xi)\right]\right| \leq C_{s} \epsilon^{m+1}\left(1+|\xi|^{2}\right)^{-\frac{s}{2}}, \quad \epsilon \in\left(0, \epsilon_{1}\right),|\xi| \geq 1 \tag{1.41}
\end{equation*}
$$

for some $\epsilon_{1}>0$ (depending on $m$ ).
Hence, by (1.40) and (1.41),

$$
\begin{align*}
& \left|p(\epsilon, y)-\sum_{j=0}^{m} \epsilon^{j} p_{j}(y)\right| \\
& \quad \leq\left(\frac{1}{2 \pi}\right)^{d}\left\{\int_{\{|\xi|<1\}} \epsilon^{m+1} h_{m}(\xi) d \xi+\int_{\{|\xi| \geq 1\}} \epsilon^{m+1} C^{\prime}\left(1+|\xi|^{2}\right)^{-\frac{s}{2}} d \xi\right\} \tag{1.42}
\end{align*}
$$

for $0<\epsilon<\epsilon_{0} \wedge \epsilon_{1}$, for some $C^{\prime}=C^{\prime}\left(\epsilon_{1}, s, m\right)$ uniformly in $y$. Since $s$ is arbitrary, taking $\sup _{|y| \leq N}$ on both sides, we have the assertion.

End of proof of Proposition 4.7.

### 4.1.3 Examples of asymptotic expansions

In this section, we give some concrete examples of the asymptotic expansions $\Phi \circ F(\epsilon)$ for several $\Phi \in \mathcal{S}^{\prime}$ verified in Section 4.1.2.

Assume that a functional $F(\epsilon)$ of $S_{T}(\epsilon)$ has an asymptotic expansion

$$
F(\epsilon) \sim \sum_{j=0}^{\infty} \epsilon^{j} g_{j} \quad \text { in } \quad \mathbf{D}_{\infty} .
$$

Then, by Theorem 4.1, we have the asymptotic expansion

$$
\Phi(F(\epsilon)) \sim \sum_{n=0}^{\infty} \frac{1}{n!}\left(\frac{d^{n}}{d x^{n}} \Phi\right) \circ g_{0} \cdot\left(F(\epsilon)-g_{0}\right)^{n} \sim f_{0}+\epsilon f_{1}+\epsilon^{2} f_{2}+\cdots
$$

Here, the $f_{j}$ 's are calculated as in Theorem 4.1.
(1) Let $d=1 . \Phi=\delta_{\{0\}} \in \mathcal{S}^{\prime}$.

We recall

$$
\langle\Phi \circ g, G\rangle=\left\langle\hat{\Phi}, G E\left[e^{i(v, g)}\right]\right\rangle_{v}
$$

by the definition of the composition. In particular,

$$
E[\Phi(g)]=\langle\Phi(g), 1\rangle=\left\langle\hat{\Phi}, G E\left[e^{i(v, g)}\right]\right\rangle_{v} .
$$

Here, $\hat{\Phi}$ denotes the Fourier transform of $\Phi$ :

$$
\hat{\Phi}(v)=\mathcal{F} \Phi(v)=\frac{1}{2 \pi} \int e^{-i(v, x)} \Phi(x) d x
$$

We have

$$
\mathcal{F} \delta_{\{0\}}=\frac{1}{2 \pi} .
$$

Hence,

$$
\left\langle\delta_{\{0\}} \circ g, G\right\rangle=\left\langle\mathcal{F} \delta_{\{0\}}, E\left[G e^{i(v, g)}\right]\right\rangle=\left\langle\frac{1}{2 \pi}, E\left[G e^{i(v, g)}\right]\right\rangle,
$$

and

$$
\begin{aligned}
E\left[\delta_{\{0\}} \circ g\right]=\left\langle\delta_{\{0\}} \circ g, 1\right\rangle & \\
& =\frac{1}{2 \pi}\left\langle 1, E\left[e^{i(v, g)}\right]\right\rangle=\frac{1}{2 \pi} \int E\left[e^{i(v, g)}\right] d v .
\end{aligned}
$$

Similarly, denoting $\delta=\delta_{\{0\}}$, we have

$$
\mathcal{F} \delta^{\prime}=i v \mathcal{F} \delta=i v \frac{1}{2 \pi}, \quad \mathcal{F} \delta^{\prime \prime}=-\frac{1}{2 \pi} v^{2}, \ldots
$$

Then,

$$
\begin{aligned}
& f_{0}=\Phi \circ g_{0}=\delta \circ g_{0}, \\
& f_{1}=g_{1} \Phi^{\prime} \circ g_{0}=g_{1}\left(\delta^{\prime} \circ g_{0}\right), \\
& f_{2}=g_{2} \Phi^{\prime} \circ g_{0}+\frac{1}{2!} g_{1}^{2} \Phi^{\prime \prime} \circ g_{0}=g_{2} \delta^{\prime} \circ g_{0}+\frac{1}{2!} g_{1}^{2} \delta^{\prime \prime} \circ g_{0},
\end{aligned}
$$

and hence

$$
\begin{gather*}
E[\delta \circ F(\epsilon)]=\langle\delta \circ F(\epsilon), 1\rangle  \tag{1.43}\\
\sim\left\langle\delta \circ g_{0}, 1\right\rangle+\epsilon\left\langle g_{1} \delta^{\prime} \circ f_{0}, 1\right\rangle+\epsilon^{2}\left\{\left\langle\frac{1}{2} g_{1}^{2} \delta^{\prime \prime} \circ g_{0}, 1\right\rangle+\left\langle g_{2} \delta^{\prime} \circ g_{0}, 1\right\rangle\right\}+\cdots .
\end{gather*}
$$

Here,

$$
\begin{aligned}
\left\langle\delta \circ g_{0}, 1\right\rangle & =\left\langle\hat{\delta}, E\left[e^{i\left(v, g_{0}\right)}\right]\right\rangle=\frac{1}{2 \pi} \int E\left[e^{i\left(v, g_{0}\right)}\right] d v, \\
\left\langle g_{1} \delta^{\prime} \circ g_{0}, 1\right\rangle & =\left\langle\widehat{\delta^{\prime}}, E\left[g_{1} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}=\left\langle\frac{i}{2 \pi} v, E\left[g_{1} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v} \\
\left\langle\frac{1}{2} g_{1}^{2} \delta^{\prime \prime} \circ g_{0}, 1\right\rangle & =\left\langle\widehat{\delta^{\prime \prime}}, E\left[g_{1}^{2} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}=-\left\langle\frac{1}{2 \pi} v^{2}, E\left[\frac{1}{2} g_{1}^{2} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}
\end{aligned}
$$

and

$$
\left\langle g_{2} \delta^{\prime} \circ g_{0}, 1\right\rangle=\left\langle\widehat{\delta^{\prime}}, E\left[g_{2} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}=\left\langle\frac{i}{2 \pi} v, E\left[g_{2} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v},
$$

In summary, we have the asymptotic expansion for $\delta(F(\epsilon))$ as above.

If we take $F(\epsilon)-x$ instead of $F(\epsilon), E\left[\delta_{\{0\}} \circ(F(\epsilon)-x)\right]=E\left[\delta_{\{x\}} \circ F(\epsilon)\right]$ denotes the density $p(x, \epsilon)$ of $F(\epsilon)$. The above formula gives an asymptotic expansion of $p(x, \epsilon)$ with respect to $\epsilon>0$.
(2) Let $d=1, \Phi(x)=Y(x)=1_{\{x>0\}}$.

We have

$$
\mathcal{F} Y(v)=-\frac{i}{2 \pi} \frac{1}{v-i 0}=-\frac{i}{2 \pi}\left(\text { p.v. } \frac{1}{v}+i \pi \delta\right) .
$$

Here, p.v. denotes the Cauchy's principal value defined by

$$
\left\langle\text { p.v. } \frac{1}{v}, \varphi\right\rangle=\int_{|v| \leq 1} \frac{\varphi(v)-\varphi(0)}{v} d v+\int_{|v| \geq 1} \frac{\varphi(v)}{v} d v .
$$

Similarly to (1), we have

$$
\begin{aligned}
& \mathcal{F} Y^{\prime}=i v \mathcal{F} Y=v \frac{1}{2 \pi}\left(\text { p.v. } \frac{1}{v}+i \pi \delta\right)=\frac{1}{2 \pi}, \\
& \mathcal{F} Y^{\prime \prime}=-v^{2} \mathcal{F} Y=v^{2} \frac{i}{2 \pi}\left(\text { p.v. } \frac{1}{v}+i \pi \delta\right)=v \frac{i}{2 \pi},
\end{aligned}
$$

Hence, we can calculate, as in (1),

$$
\begin{aligned}
\left\langle Y \circ g_{0}, 1\right\rangle= & \left\langle\hat{Y}, E\left[e^{i\left(v, g_{0}\right)}\right]\right\rangle=-\frac{i}{2 \pi}\left\langle\left(\text { p.v. } \frac{1}{v}+i \pi \delta\right), E\left[e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}, \\
& \left\langle g_{1} Y^{\prime} \circ g_{0}, 1\right\rangle=\left\langle\widehat{Y^{\prime}}, E\left[g_{1} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}=\left\langle\frac{1}{2 \pi} v, E\left[g_{1} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}, \\
\langle & \left.\frac{1}{2} g_{1}^{2} Y^{\prime \prime} \circ g_{0}, 1\right\rangle=\left\langle\widehat{Y^{\prime \prime}}, E\left[g_{1}^{2} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}=\left\langle\frac{i}{2 \pi} v, E\left[\frac{1}{2} g_{1}^{2} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v},
\end{aligned}
$$

and

$$
\left\langle g_{2} Y^{\prime} \circ g_{0}, 1\right\rangle=\left\langle\widehat{Y^{\prime}}, E\left[g_{2} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}=\left\langle\frac{1}{2 \pi}, E\left[g_{2} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v} .
$$

These make an asymptotic expansion

$$
\begin{align*}
& E[Y \circ F(\epsilon)]=\langle Y \circ F(\epsilon), 1\rangle \\
& \quad \sim\left\langle Y \circ g_{0}, 1\right\rangle+\epsilon\left\langle g_{1} Y^{\prime} \circ f_{0}, 1\right\rangle+\epsilon^{2}\left\{\left\langle\frac{1}{2} g_{2} Y^{\prime \prime} \circ g_{0}, 1\right\rangle+\left\langle g_{1}^{2} Y^{\prime} \circ g_{0}, 1\right\rangle\right\}+\cdots . \tag{1.44}
\end{align*}
$$

(3) Let $d=1$ and $F_{t}(\epsilon)=\frac{S_{t}(\epsilon)-S_{t}(0)}{\epsilon}$.

We consider the local time of $F_{t}(\epsilon)$ at $x$ via Donsker's delta function:

$$
L_{T}(x)=\int_{\mathbf{T}} \delta_{\{0\}}\left(F_{t}(\epsilon)-x\right) d t
$$

We remark that

$$
\delta_{\{x\}} \circ F_{t}(\epsilon)=\delta_{\{0\}}(\cdot-x) \circ F_{t}(\epsilon)=\delta_{\{0\}}\left(F_{t}(\epsilon)-x\right) .
$$

Then, by (1),

$$
\begin{align*}
\delta_{\{x\}}\left(F_{t}(\epsilon)\right) \sim & \delta \circ\left(g_{0}(t)-x\right)+\epsilon \delta^{\prime} \circ\left(g_{0}(t)-x\right) g_{1}(t) \\
& +\epsilon^{2}\left\{\frac{1}{2} g_{1}^{2}(t) \delta^{\prime \prime} \circ\left(g_{0}(t)-x\right)+g_{2}(t) \delta^{\prime} \circ\left(g_{0}(t)-x\right)\right\}+\cdots \\
& =f_{0}(t)+\epsilon f_{1}(t)+\epsilon^{2} f_{2}(t)+\cdots . \tag{1.45}
\end{align*}
$$

Hence, we have an asymptotic expansion

$$
\begin{aligned}
L_{T}(x, \epsilon) & =\int_{\mathbf{T}} \delta_{\{0\}}\left(F_{t}(\epsilon)-x\right) d t \\
& \sim \int_{\mathbf{T}} d t\left\{f_{0}(t)+\epsilon f_{1}(t)+\epsilon^{2} f_{2}(t)+\cdots\right\} \\
& =\int_{\mathbf{T}} f_{0}(t) d t+\epsilon \int_{\mathbf{T}} f_{1}(t) d t+\epsilon^{2} \int_{\mathbf{T}} f_{2}(t) d t+\cdots
\end{aligned}
$$

using the expressions in (1).
(4) Let $d=1$. Let $\Phi_{1}(x)=(x-K)_{+}=(x-K) Y(x-K) \in \mathcal{S}_{-1}$. Here, $K>0$.

We write $\Phi_{1}(x)=\Psi_{1}(x-K)$, where $\Psi_{1}(y)=y \cdot Y(y)$. Here, we have $\mathcal{F} \Phi_{1}(v)=$ $\mathcal{F}\left[\Psi_{1}(\cdot-K)\right](v)=e^{-i K v} \mathcal{F} \Psi_{1}(v)$, where $\mathcal{F} g=\hat{g}$.

Hence,

$$
\begin{aligned}
\mathcal{F} \Psi_{1}(v) & =\mathcal{F}[x Y(x)](v) \\
& =i \mathcal{F}[(-i x) Y(x)]=i \frac{d}{d v} \mathcal{F}[Y(x)] \\
& =i \frac{d}{d v} \frac{-i}{2 \pi}\left(\text { p.v. } \frac{1}{v}+i \pi \delta\right)=\frac{1}{2 \pi}\left(\frac{d}{d v}\left(\text { p.v. } \frac{1}{v}\right)+i \pi \delta^{\prime}\right) .
\end{aligned}
$$

This makes

$$
\mathcal{F}\left[\Phi_{1}\right](v)=e^{-i K v} \frac{1}{2 \pi}\left(\frac{d}{d v}\left(\text { p.v. } \frac{1}{v}\right)+i \pi \delta^{\prime}\right)
$$

Similarly, in the case that $\Phi_{2}(x)=(x-K)_{+}^{2}=\Psi_{2}(x-K) \in \mathcal{S}_{-2}$, where $\Psi_{2}(y)=$ $y^{2} \cdot Y(y), K>0$, we have the following calculation:

$$
\begin{aligned}
\mathcal{F}\left[\Psi_{2}\right](v) & =\mathcal{F}\left[x^{2} Y(x)\right](v)=-\mathcal{F}\left[(-i)^{2} Y(x)\right](v) \\
& =-\left(\frac{d^{2}}{d v^{2}}\right) \mathcal{F}[Y](v)=\frac{i}{2 \pi}\left(\frac{d^{2}}{d v^{2}}\left(\text { p.v. } \frac{1}{v}\right)+i \pi \delta^{\prime \prime}\right) .
\end{aligned}
$$

Here, we have the derivatives of p.v. $\frac{1}{v}=\left(v_{+}^{-1}-v_{-}^{-1}\right)$. Here, $x_{+}^{\lambda}, x_{-}^{\lambda}$ are defined by

$$
\left(x_{+}^{\lambda}, \varphi\right)=\int_{0}^{\infty} x^{\lambda} \varphi(x) d x
$$

$$
\left(x_{-}^{\lambda}, \varphi\right)=\left(x_{+}^{\lambda}, \varphi(-\cdot)\right),
$$

respectively. These are defined for $\lambda \in \mathbf{C} \backslash\{-1,-2, \ldots\}$, however, $x_{+}^{\lambda}-x_{-}^{\lambda}, x_{+}^{\lambda}+x_{-}^{\lambda}$ are well-defined at $\lambda=-1,-2$, respectively. Furthermore, we have

$$
\begin{aligned}
& \frac{d}{d x} x_{-}^{-n}=n x_{-}^{-n-1}-\frac{\delta^{(n)}}{n!}(x), \\
& \frac{d}{d x} x_{+}^{-n}=-n x_{+}^{-n-1}+\frac{(-1)^{n}}{n!} \delta^{(n)}(x) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\frac{d}{d v} \text { p.v. } \frac{1}{v} & =\frac{d}{d v} v_{+}^{-1}-\frac{d}{d v} v_{-}^{-1} \\
& =-v_{+}^{-2}-\delta^{\prime}-\left(v_{-}^{-2}-\delta^{\prime}\right)=-\left(v_{+}^{-2}+v_{-}^{-2}\right) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\frac{d^{2}}{d v^{2}} \text { p.v. } \frac{1}{v} & =-\frac{d}{d v}\left(v_{+}^{-2}+v_{-}^{-2}\right) \\
& =-\left\{-2 v_{+}^{-3}+\frac{1}{2} \delta^{\prime \prime}+2 v_{+}^{-3}-\frac{1}{2} \delta^{\prime \prime}\right\}=2\left(v_{+}^{-3}-v_{-}^{-3}\right)
\end{aligned}
$$

In summary,

$$
\begin{aligned}
& \mathcal{F} \Phi_{1}=-e^{-i K v} \frac{1}{2 \pi}\left(v_{+}^{-2}+v_{-}^{-2}-i \pi \delta^{\prime}\right) \\
& \mathcal{F} \Phi_{2}=e^{-i K v} \frac{i}{2 \pi}\left(2\left(v_{+}^{-3}-v_{-}^{-3}\right)+i \pi \delta^{\prime \prime}\right)
\end{aligned}
$$

For the derivatives, we have

$$
\mathcal{F}\left[\Phi_{i}^{\prime}\right]=i v \mathcal{F}\left[\Phi_{i}\right], \quad \mathcal{F}\left[\Phi_{i}^{\prime \prime}\right]=(i v)^{2} \mathcal{F}\left[\Phi_{i}\right]=-v^{2} \mathcal{F}\left[\Phi_{i}\right], \ldots
$$

We remark also

$$
\begin{aligned}
v \cdot v_{+}^{-1} & =Y(v), & v \cdot v_{-}^{-1} & =Y(-v), \\
v^{2} \cdot v_{+}^{-2} & =Y(v), & v^{2} \cdot v_{-}^{-2} & =Y(-v),
\end{aligned}
$$

and

$$
v \cdot v_{+}^{-2}=v_{+}^{-1}, \quad v \cdot v_{-}^{-2}=v_{-}^{-1}, \ldots
$$

Calculating as above, for $i=1$, 2 , we have

$$
\begin{aligned}
f_{0} & =\Phi_{i} \circ g_{0}, \\
f_{1} & =g_{1} \Phi_{i}^{\prime} \circ g_{0}, \\
f_{2} & =g_{2} \Phi_{i}^{\prime} \circ g_{0}+\frac{1}{2!} g_{1}^{2} \Phi_{i}^{\prime \prime} \circ g_{0},
\end{aligned}
$$

and hence

$$
\begin{gather*}
E\left[\Phi_{i} \circ F(\epsilon)\right]=\left\langle\Phi_{i} \circ F(\epsilon), 1\right\rangle  \tag{1.46}\\
\sim\left\langle\Phi_{i} \circ g_{0}, 1\right\rangle+\epsilon\left\langle g_{1} \Phi_{i}^{\prime} \circ f_{0}, 1\right\rangle+\epsilon^{2}\left\{\left\langle\frac{1}{2} g_{1}^{2} \Phi_{i}^{\prime \prime} \circ g_{0}, 1\right\rangle+\left\langle g_{2} \Phi_{i}^{\prime} \circ g_{0}, 1\right\rangle\right\}+\cdots, \quad i=1,2 .
\end{gather*}
$$

Here,

$$
\begin{aligned}
& \left\langle\Phi_{1} \circ g_{0}, 1\right\rangle \\
& \quad=\left\langle\hat{\Phi}_{1}, E\left[e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}=-\left\langle e^{-i K v} \frac{1}{2 \pi}\left(v_{+}^{-2}+v_{-}^{-2}-i \pi \delta^{\prime}\right), E\left[e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}, \\
& \left\langle g_{1} \Phi_{1}^{\prime} \circ g_{0}, 1\right\rangle \\
& \quad=\left\langle\hat{\Phi_{1}^{\prime}}, E\left[g_{1} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}=-i\left\langle e^{-i K v} \frac{1}{2 \pi}\left(v_{+}^{-1}+v_{-}^{-1}-i \pi v \delta^{\prime}\right), E\left[g_{1} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}, \\
& \left\langle\frac{1}{2} g_{1}^{2} \Phi_{1}^{\prime \prime} \circ g_{0}, 1\right\rangle \\
& \quad=\frac{1}{2}\left\langle e^{-i K v} \frac{1}{2 \pi}\left(Y(v)+Y(-v)-i \pi v^{2} \delta^{\prime}\right), E\left[g_{1}^{2} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v},
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\langle g_{2} \Phi_{1}^{\prime} \circ g_{0}, 1\right\rangle \\
& \quad=\left\langle\hat{\Phi}_{1}^{\prime}, E\left[g_{2} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}=-i\left\langle e^{-i K v} \frac{1}{2 \pi}\left(v_{+}^{-1}+v_{-}^{-1}-i \pi v \delta^{\prime}\right), E\left[g_{2} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}
\end{aligned}
$$

....
Similarly, we have

$$
\begin{aligned}
& \left\langle\Phi_{2} \circ g_{0}, 1\right\rangle \\
& \quad=\left\langle\hat{\Phi}_{2}, E\left[e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}=\left\langle e^{-i K v} \frac{i}{2 \pi}\left(2\left(v_{+}^{-3}-v_{-}^{-3}\right)+i \pi \delta^{\prime \prime}\right), E\left[e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v} \\
& \left\langle g_{1} \Phi_{2}^{\prime} \circ g_{0}, 1\right\rangle \\
& \quad=\left\langle\widehat{\Phi_{2}^{\prime}}, E\left[g_{1} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v} \\
& \quad=-\left\langle e^{-i K v} \frac{1}{2 \pi}\left(2\left(v_{+}^{-2}-v_{-}^{-2}\right)+i \pi v \delta^{\prime \prime}\right), E\left[g_{1} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v} \\
& \left\langle\frac{1}{2} g_{1}^{2} \Phi_{2}^{\prime \prime} \circ g_{0}, 1\right\rangle \\
& \quad=-\frac{i}{4 \pi}\left\langle e^{-i K v}\left(2\left(v_{+}^{-1}-v_{-}^{-1}\right)+i \pi v^{2} \delta^{\prime \prime}\right), E\left[g_{1}^{2} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\langle g_{2} \Phi_{1}^{\prime} \circ g_{0}, 1\right\rangle \\
& \quad=\left\langle\widehat{\Phi_{2}^{\prime}}, E\left[g_{2} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v} \\
& \quad=-\left\langle e^{-i K v} \frac{1}{2 \pi}\left(2\left(v_{+}^{-2}-v_{-}^{-2}\right)+i \pi v \delta^{\prime \prime}\right), E\left[g_{2} e^{i\left(v, g_{0}\right)}\right]\right\rangle_{v},
\end{aligned}
$$

### 4.2 Optimal consumption problem

In this section, we will consider an optimal consumption problem associated to the jump-diffusion process as an application of the analysis of jump-diffusion processes.

The process $z(t)$ below models some kind of asset price (e.g. stock price, price of precious metals, price of immobile property,...) whose trajectory may not be continuous. The owner of this asset would like to consume it based on the dividends optimally before it ruins.

The objectives here are to find the expected future value of this asset at $t=0$ : $z(0)=z$, and to seek the optimal consumption policy. In this section, we use classical stochastic analysis as a tool instead of the stochastic analysis of variations.

We construct a Hamilton-Jacobi-Bellman (HJB) equation with a one-sided boundary condition and solve it by the penalty method.

### 4.2.1 Setting of the optimal consumption

We assume an asset process $z(t)$ evolves according to the one-dimensional SDE of jump-diffusion type

$$
\begin{align*}
d z(t)= & \{f(z(t))-\tilde{\mu} z(t)-c(t)\} d t-\sigma z(t) d W(t) \\
& +z(t-) \int_{\mid \zeta \ll 1}\left(e^{\zeta}-1\right) \tilde{N}(d t d \zeta)+z(t-) \int_{|\zeta| \geq 1}\left(e^{\zeta}-1\right) N(d t d \zeta), \quad z(0)=z \geq 0 \tag{2.1}
\end{align*}
$$

on a complete probability space $(\Omega, \mathcal{F}, P)$. Here, $\{W(t)\}$ denotes the standard Brownian motion (Wiener process), and $N(d t d \zeta)$ denotes a Poisson random measure on $[0,+\infty) \times \mathbf{R}$ with the mean measure $d t \mu(d \zeta)$, and $\tilde{N}(d t d \zeta)=N(d t d \zeta)-d t \mu(d \zeta)$ denotes the compensated random measure. That is, $\mu(d \zeta)$ is a measure satisfying $\int_{\mathbf{R} \backslash\{0\}}\left(1 \wedge|z|^{2}\right)$ $\mu(d \zeta)<+\infty$. Especially, it can be a singular measure such as a sum of point masses.

The trajectory may hit $(-\infty, 0]$ due to the drift part $\{f(z(t))-\tilde{\mu} z(t)-c(t)\}$. Thus, we set the stopping time

$$
\tau_{z}=\inf \{t \geq 0 ; z(t) \leq 0\}
$$

The boundary condition states that the process $z(t)$ must stay at $\{0\}$ after $\tau_{z}$.
We assume $\tilde{\mu} \in \mathbf{R}, \sigma \geq 0$, and that the growth function $f(z)$ satisfies

$$
\begin{equation*}
f(z): \text { Lipschitz continuous, increasing and concave, } f(0)=0 . \tag{2.2}
\end{equation*}
$$

Our motivation is to maximise the expected utility

$$
\begin{equation*}
J(\mathbf{c})=E\left[\int_{0}^{\tau_{z}} e^{-\beta t} U(c(t)) d t\right] \tag{2.3}
\end{equation*}
$$

over the class $\mathfrak{C}$, with the above-mentioned condition that (2.1) has a nonnegative solution $z(t)$ a.s. for $z(0)=z \geq 0$. Here, the set $\mathcal{C}$ denotes the set of nonnegative consumption policies $\mathbf{c}=\{c(t)\}$ such that it is a nonnegative adapted càdlàg process satisfying

$$
\begin{equation*}
\int_{0}^{t} c(s) d s<\infty, \quad \forall t \geq 0, \text { a.s. } \tag{2.4}
\end{equation*}
$$

The (potential) function $U($.$) is regarded as a utility function following the so-called$ Gossen's (Inada's) law (B.3) below which relates to the consumption rate $c(t)$, so that the hasty investor would like to maximise his or her utility, and $\beta$ denotes the dumping rate of the utility as time goes by. The optimal value of $J(\mathbf{c})$ as a function of $z=z(0)$ is called the value function and is denoted by $v(z)$ :

$$
v(z)=\sup _{\mathbf{c} \in \mathcal{C}} J(\mathbf{c}) .
$$

Intuitively, we would like to maximise the expected utility (2.3) as long as the asset process (2.1) remains positive a.s.

We state the setting more precisely. We assume

$$
\begin{gather*}
\operatorname{supp} \mu \subset[0,+\infty)  \tag{B.1}\\
\int_{|\zeta| \geq 1}\left(e^{\zeta}-1\right) \mu(d \zeta)<+\infty, \tag{B.2}
\end{gather*}
$$

and put

$$
\tilde{r}=\int_{\mathbf{R} \backslash\{0\}}\left(e^{\zeta}-1-\zeta \cdot 1_{|\zeta|<1}\right) \mu(d \zeta),
$$

which plays the role of intrinsic drift.
The assumption (B.1) means that, starting from $z>0$, the process $z(t)$ diffuses around $\{z\}$ (when $\sigma>0$ ), increases (goes rightward) by jumps, or moves by drift. It dies when it reaches $\{0\}$ at $t=\tau_{z}$ due to the drift. Otherwise, it might remain in $(0, \infty)$. Technically, we impose (B.1) since we admit the degeneracy of the second order term ( $\sigma=0$ ). Otherwise, this condition will be avoidable. See [71].

An intuitive interpretation for (B.1) is that the asset is based on a saving account which bears dividends (sporadic incomes) whose return per unit is described by $\frac{\Delta z(t)}{z(t)}$. An example in economics associated with this problem is described in the Appendix (ii).

Under (B.2), $z(t)$ can be written by

$$
\begin{align*}
& d z(t)=\{f(z(t))-\mu z(t)-c(t)\} d t-\sigma z(t) d W(t)+z(t-) \int\left(e^{\zeta}-1\right) \tilde{N}(d t d \zeta) \\
& z(0)=z \geq 0, \tag{2.5}
\end{align*}
$$

where $\mu=\tilde{\mu}+\int_{\mid \zeta \zeta<1}\left(e^{\zeta}-1-\zeta\right) \mu(d \zeta)-\tilde{r}$. Note that $e^{\zeta}-1 \geq 0$ and that by writing $e^{\zeta} z=$ $z+\left(e^{\zeta}-1\right) z$, the third term on the right-hand side of (2.5) is of the Lévy-Khintchine form associated with the jump $\left(e^{\zeta}-1\right) z$.

To find the value function $v(z)$, we consider the one-dimensional Hamilton-Jacobi-Bellman (HJB for short) equation of integro-differential type on $[0,+\infty)$ :

$$
\begin{equation*}
L v(z)+\tilde{U}\left(v^{\prime}(z)\right)=0, \quad z>0, v(0)=0 \tag{2.6}
\end{equation*}
$$

(cf. (2.8) below).
Here, $L$ is an integro-differential operator given by

$$
\begin{align*}
L v(z)=-\beta v(z)+\frac{1}{2} \sigma^{2} z^{2} v^{\prime \prime}+ & (f(z)-\mu z) v^{\prime} \\
& +\int\left\{v(z+\gamma(z, \zeta))-v(z)-v^{\prime}(z) \cdot \gamma(z, \zeta)\right\} \mu(d \zeta), \tag{2.7}
\end{align*}
$$

where $\beta>0, \sigma \geq 0, \gamma(z, \zeta)=z\left(e^{\zeta}-1\right), \mu \in \mathbf{R}$, and $f(z)$ is a function on $[0,+\infty)$ satisfying (2.2). We write

$$
L v=-\beta v+L_{0} v
$$

in the sequel.
The symbol $\tilde{U}(x)$ is the Legendre transform of (the negative potential) $-U(-x)$, i.e.

$$
\tilde{U}(x)=\max _{c>0}\{U(c)-c x\} .
$$

Further, $U(c)$ is assumed to have the following properties:

$$
U \in C([0, \infty)) \cap C^{2}((0, \infty)), \quad U(c): \text { strictly concave and increasing on }[0, \infty),
$$

$$
U^{\prime}(c) \text { : strictly decreasing, } \quad U^{\prime}(\infty)=U(0+)=0, \quad U^{\prime}(0+)=U(\infty)=\infty
$$

However, a difficulty arises in the case (2.7) where there exists a degeneracy in the HJB equation. Namely, the second order term will degenerate at $z=0$, or even the coefficient $\sigma$ may be identically zero. To avoid this difficulty and obtain the value function, we use an analytic method. Namely, we first construct $v(z)$ as a weak solution, and then show the uniqueness and the existence of it as the solution.

Since $L$ satisfies the positive maximum principle, $L$ can be viewed as a pseudodifferential operator with the symbol $a(x, \xi)$ given by

$$
a(x, \xi)=a_{1}(x, \xi)+a_{2}(x, \xi)
$$

where

$$
\begin{aligned}
& a_{1}(x, \xi)=-\beta-\frac{1}{2} \sigma^{2} x^{2} \xi^{2}+i(f(x)-\mu x) \xi \\
& a_{2}(x, \xi)=\int\left\{e^{i \xi \gamma(x, \zeta)}-1-i \xi \cdot \gamma(x, \zeta)\right\} \mu(d \zeta) .
\end{aligned}
$$

The symbol of $L_{0}$ is given by $\left(a_{1}(x, \xi)+\beta\right)+a_{2}(x, \xi)$.
By (B.1), the process $z(t)$ has no negative jumps. In this setting, it is known that the "trace" $v(0+)=\lim _{z \rightarrow 0+} v(z)$ exists finite for the original nonlocal boundary value problem on $\mathbf{R}$

$$
\begin{equation*}
L v(z)+\tilde{U}\left(v^{\prime}(z)\right)=0, z>0, \quad v(z)=0, z \leq 0 \tag{2.8}
\end{equation*}
$$

By this reason, it suffices to consider the equation (2.8) replacing $v$ with $v .1_{[0,+\infty)}$, interpreting $v(z)=0, z \leq 0$ with $v(0)=v(0+)=0$, which is (2.6). The above property for $L$ of being able to take the trace safely at the boundary is called the transmission property. See [83, 206].

Finally, we remark that we can rewrite (2.6) as

$$
\begin{gather*}
\left(\beta+\frac{1}{\epsilon}\right) v(z)=L_{0} v(z)+\tilde{U}\left(v^{\prime}(z)\right)+\frac{1}{\epsilon} v(z), z>0  \tag{2.9}\\
v(0)=0
\end{gather*}
$$

for $\epsilon>0$ which is chosen later (see the proof of Lemma 4.10). Whereas, we remark that when comparing (2.6) and (2.9), $\epsilon>0$ is merely an apparent parameter. We shall show later that the solution $v=v_{\epsilon}$ is approximated by the solution $u=u_{M, \epsilon}$ of

$$
\begin{gather*}
\left(\beta+\frac{1}{\epsilon}\right) u(z)=L_{0} u+\tilde{U}_{M}\left(u^{\prime}(z)\right)+\frac{1}{\epsilon} u(z), z>0  \tag{2.10}\\
u(0)=0
\end{gather*}
$$

where $\tilde{U}_{M}(x) \equiv \max \{U(c)-c x ; 0<c \leq M\}$ and $M>0$.

### 4.2.2 Viscosity solutions

We solve the problem in terms of viscosity solutions. In this subsection, we shall prepare notions which are necessary below, and show (existence and) uniqueness results for the viscosity solution $v$ of (2.6).

First, we introduce the notion of superjet $J^{2,+} v(z)$ and subjet $J^{2,-} v(z)$ of $v$ at $z$ as follows:

$$
\begin{aligned}
& J^{2,+} v(z)=\left\{(p, q) \in \mathbf{R}^{2} ; \limsup _{y \rightarrow z} \frac{v(y)-v(z)-p(y-z)-\frac{1}{2} q|y-z|^{2}}{|y-z|^{2}} \leq 0\right\}, \\
& J^{2,-} v(z)=\left\{(p, q) \in \mathbf{R}^{2} ; \liminf _{y \rightarrow z} \frac{v(y)-v(z)-p(y-z)-\frac{1}{2} q|y-z|^{2}}{|y-z|^{2}} \geq 0\right\} .
\end{aligned}
$$

Let

$$
\begin{aligned}
F\left(z, u, p, q, B^{1}(z, u, p), B_{1}(z, u, p)\right) & =-\beta u+\frac{1}{2} \sigma^{2} z^{2} q+(f(z)-\mu z) p \\
& +B^{1}(z, u, p)+B_{1}(z, u, p)+\tilde{U}(p),
\end{aligned}
$$

and

$$
\begin{aligned}
& \tilde{F}\left(z, u, p, q, B^{1}(z, u, p), B_{1}(z, u, p)\right) \\
& \quad=\max \left\{F\left(z, u, p, q, B^{1}(z, u, p), B_{1}(z, u, p)\right),-p\right\},
\end{aligned}
$$

where

$$
B^{1}(z, u, p)=\int_{\mid \zeta>1}\{u(z+\gamma(z, \zeta))-u(z)-p \cdot \gamma(z, \zeta)\} \mu(d \zeta)
$$

and

$$
B_{1}(z, u, p)=\int_{\mid \zeta \leq 1}\{u(z+\gamma(z, \zeta))-u(z)-p \cdot \gamma(z, \zeta)\} \mu(d \zeta) .
$$

The following definition is due to [11] and [175].
Definition 4.6. Let a function $v \in C([0, \infty))$ satisfy $v(0)=0$.
(1) The function $v$ is called a viscosity subsolution of (2.6) if for all $z \in(0, \infty)$ and all $\phi \in C^{2}((0, \infty))$ such that if $v(z)=\phi(z)$ and if $z$ is a local maximum point of $v-\phi$, the following relation holds:

$$
\tilde{F}\left(z, v, \phi^{\prime}(z), \phi^{\prime \prime}(z), B^{1}\left(z, v, \phi^{\prime}(z)\right), B_{1}\left(z, \phi, \phi^{\prime}(z)\right)\right) \geq 0, \quad z>0
$$

(2) The function $v$ is called a viscosity supersolution of (2.6) if for all $z \in(0, \infty)$ and all $\phi \in C^{2}((0, \infty))$ if $v(z)=\phi(z)$ and if $z$ is a local maximum point of $v-\phi$, the following relation holds:

$$
\tilde{F}\left(z, v, \phi^{\prime}(z), \phi^{\prime \prime}(z), B^{1}\left(z, v, \phi^{\prime}(z)\right), B_{1}\left(z, \phi, \phi^{\prime}(z)\right)\right) \leq 0, \quad z>0 .
$$

(3) If $v$ is both a viscosity subsolution and a viscosity supersolution, it is called a viscosity solution.

Remark 4.6. The direction of the inequality in (1) and in (2) above depends on the definition of the form of second order operator $F \mathrm{cf}$. [11]. For alternative definitions of viscosity solutions, see [20] and [5].

To show the statements below, we need a comparison theorem for jump-diffusions. We cite it as a lemma which follows as a corollary to [179] Theorem 3.1.

Let $z^{1}(t), z^{2}(t)$ be processes in $\mathbf{R}$ given by (2.1) with the initial conditions $z^{1}(0)=z_{1}$, $z^{2}(0)=z_{2}$, and the drifts $b_{1}(t, z)=f_{1}(z)-\mu_{1} z-c(t), b_{2}(t, z)=f_{2}(z)-\mu_{2} z-c(t)$, respectively. We put no boundary condition for $z^{i}(t)$ 's. We assume (2.2), (2.4), (B.1) and (B.2).

Lemma 4.9 ([179] Theorem 3.1). Under the conditions above on $\sigma, c(t)$ and on $f=$ $f_{1}, f_{2}$, we have the comparison result

$$
\left(z_{2} \geq z_{1} \quad \text { and } \quad b_{2}(t, z) \geq b_{1}(t, z)\right) \Rightarrow z^{2}(s) \geq z^{1}(s) \text { for } s \in[t, T], \text { a.s. }
$$

for any $t \leq T$.
Indeed, conditions (H3.1), (H3.2), (2.15) in [179] are met with $\sigma(t, z)=\sigma, b(t, z)=f(z)-$ $\mu z-c(t)$, and $\gamma(t, z, \zeta)=z\left(e^{\zeta}-1\right)$. However, we have to use this result adequately for our setting since the above result is stated for the processes on $[0, T]$ where $T>0$ is fixed, whereas we put the boundary condition $z^{i}(t)=0$ for $t \geq \tau_{z^{i}}, i=1,2$, which corresponds to the Dirichlet boundary condition $v(z)=0, z \leq 0$ in (2.8). To this end, we proceed in the following way.

Since $T>0$ is arbitrary in the above, we let $T \rightarrow+\infty$ and we use it only for $0 \leq s<\tau_{z^{1}} \wedge \tau_{z^{2}}$ as long as $\tau_{z^{1}} \wedge \tau_{z^{2}}$ is finite. Then, we have our assertion of the comparison for our processes for $0<s<\tau_{z^{1}} \wedge \tau_{z^{2}}$ directly from the lemma since (due to (B.1)) the boundary condition has no effect with respect to the jump term up to $\tau_{z^{1}} \wedge \tau_{z^{2}}$. For the case $\tau_{z^{1}} \leq s \leq \tau_{z^{2}}$, on the other hand, we observe $z^{2}(s)>0$ whereas $z^{1}(s)=0$, and hence the assertion. ${ }^{1}$

This lemma can also be shown by a calculation similar to [82] Section VI.1.

## HJB equation

We note that (2.10) is the HJB equation associated with the optimisation problem

$$
\begin{equation*}
u_{M}(z)=\sup _{\mathbf{c} \in \mathbb{C}_{M}} E\left[\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U(c(t))+\frac{1}{\epsilon} u_{M}(z(t))\right\} d t\right], \quad M>0, \tag{2.11}
\end{equation*}
$$

where $\mathcal{C}_{M}$ denotes the class of all nonnegative, integrable, $\mathcal{F}_{t}$-adapted processes $\mathbf{c} \in \mathcal{C}$ such that $0 \leq c(t) \leq M$ for all $t \geq 0$. By (2.8), we have $z(t)=z\left(t \wedge \tau_{z}\right) \geq 0$ for each

[^2]$\mathbf{c} \in \mathcal{C}_{M}$ because $c(t)$ is identified with $c(t) 1_{\left\{t \leq \tau_{z}\right\}}$ in (2.6). Taking $\kappa$ so that
\[

$$
\begin{equation*}
0<\kappa \leq \mu, \tag{2.12}
\end{equation*}
$$

\]

we can choose a constant $A>0$ by concavity such that

$$
\begin{equation*}
f(z)-\kappa z<A . \tag{2.13}
\end{equation*}
$$

We assume

$$
\begin{equation*}
\kappa+\mu<\beta . \tag{B.4}
\end{equation*}
$$

Furthermore, we observe by (B.3) and (2.13) that the linear function

$$
\begin{equation*}
\varphi(z) \equiv z+B \tag{2.14}
\end{equation*}
$$

satisfies

$$
\begin{align*}
& -\beta \varphi(z)+L_{0} \varphi(z)+\tilde{U}\left(\varphi^{\prime}(z)\right) \\
\leq & -\beta B+A+\tilde{U}(1)<0, \quad z \geq 0 \tag{2.15}
\end{align*}
$$

for some constant $B>0$. Let $\mathcal{B}$ denote the space

$$
\begin{gather*}
\mathcal{B}=\left\{h ; h \text { is measurable on }[0,+\infty) \text { and satisfies that there exists } C_{\rho}>0\right. \\
\text { for any } \rho>0 \text { such that }|h(z)-h(\tilde{z})| \leq C_{\rho}|z-\tilde{z}|+\rho(\varphi(z)+\varphi(\tilde{z})), \\
z, \tilde{z} \in[0, \infty)\} \tag{2.16}
\end{gather*}
$$

We put the norm $\|h\|=\sup _{z \geq 0}|h(z)| / \varphi(z)<\infty$ on $\mathcal{B}$. The space $\mathcal{B}$ is a Banach space.
Remark 4.7. Functions $h$ in $\mathcal{B}$ can also be regarded as those defined on $\mathbf{R}$ by extending to be zero outside of $[0,+\infty)$. This extension is irrelevant to the boundary value at 0 due to the transmission property from the right. See the argument around (2.8) above.

Lemma 4.10. We assume that there exists a concave function $\psi \in \mathcal{B} \cap C^{2}((0,+\infty))$ such that

$$
\begin{align*}
-\beta \psi(z)+L_{0} \psi(z)+\tilde{U}\left(\psi^{\prime}(z)\right) \leq 0, & z>0, \\
& \psi^{\prime}(z)>0, z>0 \quad \text { and } \quad \psi(0)=0 . \tag{2.17}
\end{align*}
$$

Under (B.3), (2.2), and (B.4), for each $M>0$, there exists a unique solution $u=u_{M} \in \mathcal{B}$ of (2.11) for any $\epsilon>0$.

Remark 4.8. The condition (2.17) refers to the existence of a $C^{2}$ function related to the viscosity supersolution of (2.11). The existence of such a function, given $L_{0}$, depends on the form of $\tilde{U}$. Analytically, we assume the existence of a Lyapunov function associated to the equation. Instead of providing a sufficient condition for the existence of $\psi \in \mathcal{B} \cap C^{2}$ to (2.17), we give an example for it after the proof.

Proof. We divide the proof into three steps.
Step 1 We first show that

$$
\begin{align*}
& \sup _{\mathbf{c} \in \mathcal{C}_{M}} E\left[\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U(c(t))+\frac{1}{\epsilon} \psi(z(t))\right\} d t\right] \leq \psi(z),  \tag{2.18}\\
& \sup _{\mathbf{c} \in \mathcal{C}_{M}} E\left[e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau}|z(\tau)-\tilde{z}(\tau)| \cdot 1_{\left\{\tau_{z} \leq \tau_{z}\right\}}\right] \leq 2|z-\tilde{z}|, \tag{2.19}
\end{align*}
$$

for any stopping time $\tau$, where $\{\tilde{z}(t)\}$ is the solution of (2.1) subject to $\mathbf{c} \in \mathcal{C}_{M}$ with $\tilde{z}(0)=\tilde{z}$. It is easily seen that

$$
E\left[\int_{0}^{t}\left(z(s) \psi^{\prime}(z(s))\right)^{2} d s\right] \leq C E\left[\int_{0}^{t} z(s)^{2} d s\right]<\infty
$$

This yields that

$$
\begin{aligned}
M_{\epsilon}(t):= & \int_{0}^{t} e^{-\left(\beta+\frac{1}{\epsilon}\right) s} \psi^{\prime}(z(s)) \sigma z(s) d W(s)+\int_{0}^{t} \int e^{-\left(\beta+\frac{1}{\epsilon}\right) s} \\
& \left\{\psi(z(s-)+\gamma(z(s-), \zeta))-\psi(z(s-))-\psi^{\prime}(z(s-)) \gamma(z(s-), \zeta)\right\} \tilde{N}(d s d \zeta)
\end{aligned}
$$

is a local martingale on $\left[0, \tau_{z}\right]$ conditioned that $\tau_{z}<+\infty$. Hence, by (2.17) and (2.5), Itô's formula gives

$$
\begin{gather*}
0 \leq E\left[e^{-\left(\beta+\frac{1}{\epsilon}\right)\left(t \wedge \tau_{z}\right)} \psi\left(z\left(t \wedge \tau_{z}\right)\right)\right] \\
=\psi(z)+E\left[\int _ { 0 } ^ { t \wedge \tau } e ^ { - ( \beta + \frac { 1 } { \epsilon } ) s } \left\{-\left(\beta+\frac{1}{\epsilon}\right) \psi(z(s))\right.\right. \\
+(f(z(s))-\mu z(s)-c(s)) \psi^{\prime}(z(s))+\frac{1}{2} \sigma^{2} z(s)^{2} \psi^{\prime \prime}(z(s)) \\
\left.+\int\left\{\psi(z(s-)+\gamma(z(s-), \zeta))-\psi(z(s-))-\psi^{\prime}(z(s-)) \cdot \gamma(z(s-), \zeta)\right\} \mu(d \zeta)\right\} d s \\
\left.+M_{\epsilon}\left(t \wedge \tau_{z}\right)\right] \\
\leq \psi(z)-E\left[\int_{0}^{t \wedge \tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) s}\left\{U(c(s))+\frac{1}{\epsilon} \psi(z(s))\right\} d s\right] . \tag{2.20}
\end{gather*}
$$

Thus, we deduce (2.18).
Next, we show (2.19). We set $Z(t)=z(t)-\tilde{z}(t)$. (The notation $Z(t)$ is temporarily used in this subsection, as long as it makes no confusion with the original Lévy process.) Let $K(t)$ be the process given by

$$
d K(t)=(\kappa+\mu) K(t) d t-\sigma K(t) d W(t)+K(t-) \int\left(e^{\zeta}-1\right) \tilde{N}(d t d \zeta), \quad K(0)=|z-\tilde{z}|
$$

which is nonnegative a.s. Then, by Lemma $4.9|Z(t)| \leq K(t)$ a.s., $0<t \leq \tau_{z} \wedge \tau_{\tilde{z}}$.

We choose $\epsilon>0$ and fix it. Then, we have

$$
\begin{aligned}
& E\left[\left.e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau} \right\rvert\, z\left(\tau \wedge \tau_{z}\right)-\tilde{z}(\tau\right.\left.\left.\wedge \tau_{\tilde{z}}\right) \mid .1_{\left\{\tau \leq \tau_{z} \leq \tau_{z}\right\}}\right] \\
&= E\left[e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau}|Z(\tau)| \cdot 1_{\left\{\tau \leq \tau_{z} \leq \tau_{z}\right\}}\right] \\
& \leq E\left[e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau} K(\tau)\right] \\
&=|z-\tilde{z}| E\left[\operatorname { e x p } \left\{-\left(\beta+\frac{1}{\epsilon}\right) \tau+(\kappa+\mu) \tau-\sigma W(\tau)-\frac{1}{2} \sigma^{2} \tau\right.\right. \\
&\left.\left.+\int_{0}^{\tau} \int \zeta \tilde{N}(d t d \zeta)-\tau \int\left(e^{\zeta}-1-\zeta\right) \mu(d \zeta)\right\}\right] \\
& \leq|z-\tilde{z}| E\left[\exp \left\{-\sigma W(\tau)-\frac{1}{2} \sigma^{2} \tau+\int_{0}^{\tau} \int \zeta \tilde{N}(d t d \zeta)-\tau \int\left(e^{\zeta}-1-\zeta\right) \mu(d \zeta)\right\}\right]
\end{aligned}
$$

Next, we set $\hat{z}(t)=z\left(t \vee \tau_{\tilde{z}}\right)$. Then, we have on $\left\{\tau_{\tilde{z}}<+\infty\right\}$,

$$
\begin{aligned}
\hat{z}(t)=z\left(\tau_{\tilde{z}}\right)+\int_{\tau_{\bar{z}}}^{t \vee \tau_{\bar{z}}}[f(z(r))-\mu z(r)] d r-\int_{\tau_{\bar{z}}}^{t \vee \tau_{\bar{z}}} c(r) d r- & \int_{\tau_{\bar{z}}}^{t \vee \tau_{\bar{z}}} \sigma z(r) d W(r) \\
& +\int_{\tau_{\bar{z}}}^{t \vee \tau_{\bar{z}}} \int z(r-)\left(e^{\zeta}-1\right) \tilde{N}(d r d \zeta)
\end{aligned}
$$

$\leq z\left(\tau_{\tilde{z}}\right)+\int_{\tau_{\bar{z}}}^{t}[f(\hat{z}(r))-\mu \hat{z}(r)] d r-\int_{\tau_{\bar{z}}}^{t} \sigma \hat{z}(r) d W(r)$

$$
+\int_{\tau_{\bar{z}}}^{t} \int \hat{z}(r-)\left(e^{\zeta}-1\right) \tilde{N}(d r d \zeta) \text { a.s. }
$$

Hence,
$\hat{z}\left(t \wedge \tau_{\tilde{z}}\right) \leq z\left(\tau_{\tilde{z}}\right)+\int_{\tau_{z}}^{t \wedge \tau_{z}}(\kappa+\mu) \hat{z}(r) d r-\int_{\tau_{z}}^{t \wedge \tau_{z}} \sigma \hat{z}(r) d W(r)$

$$
+\int_{\tau_{\bar{z}}}^{t \wedge \tau_{z}} \int \hat{z}(r-)\left(e^{\zeta}-1\right) \tilde{N}(d r d \zeta)
$$

$$
\begin{aligned}
=z\left(\tau_{\tilde{z}}\right)+\int_{\tau_{\tilde{z}}}^{t}(\kappa+\mu) \hat{z}(r) 1_{\left\{r \leq \tau_{z}\right\}} d r-\int_{\tau_{\tilde{z}}}^{t} \sigma \hat{z}(r) 1_{\left\{r \leq \tau_{z}\right\}} & d W(r) \\
& +\int_{\tau_{\tilde{z}}}^{t} \int \hat{z}(r-)\left(e^{\zeta}-1\right) 1_{\left\{r \leq \tau_{z}\right\}} \tilde{N}(d r d \zeta) \\
\leq K\left(\tau_{\tilde{z}}\right)+\int_{\tau_{\tilde{z}}}^{t}(\kappa+\mu) \hat{z}\left(r \wedge \tau_{z}\right) d r-\int_{\tau_{\tilde{z}}}^{t} \sigma \hat{z}\left(r \wedge \tau_{z}\right) d W(r) & \\
& +\int_{\tau_{\tilde{z}}}^{t} \int \hat{z}\left(\left(r \wedge \tau_{z}\right)-\right)\left(e^{\zeta}-1\right) \tilde{N}(d r d \zeta)
\end{aligned}
$$

on $\left\{\tau_{\tilde{z}}<\infty, \tau_{\tilde{z}} \leq \tau_{z}\right\}$, a.s.
Since

$$
\begin{aligned}
K\left(t \vee \tau_{\tilde{z}}\right)=K\left(\tau_{\tilde{z}}\right)+\int_{\tau_{\tilde{z}}}^{t}(\kappa+\mu) K\left(r \vee \tau_{\tilde{z}}\right) d r-\int_{\tau_{\tilde{z}}}^{t} \sigma & =\left(t \vee \tau_{\tilde{z}}\right) d W(r) \\
& +\int_{\tau_{\tilde{z}}}^{t} \int K\left(\left(r \vee \tau_{\tilde{z}}\right)-\right)\left(e^{\zeta}-1\right) \tilde{N}(d r d \zeta)
\end{aligned}
$$

on $\left\{\tau_{\tilde{z}}<\infty, \tau_{\tilde{z}} \leq \tau_{z}\right\}$, by the argument just after Lemma 4.9, we have

$$
\hat{z}\left(t \wedge \tau_{z}\right) \leq K\left(t \vee \tau_{\tilde{z}}\right)
$$

on $\left\{t<\tau_{z}, \tau_{\tilde{z}} \leq \tau_{z}, \tau_{\tilde{z}}<+\infty\right\}$. Then,

$$
0 \leq \hat{z}(t) \leq K(t) \quad \text { on } \quad\left\{\tau_{\tilde{z}} \leq t \leq \tau_{z}\right\} \text { a.s. }
$$

Therefore, we have

$$
\begin{aligned}
E\left[e^{-}\right. & \left(\beta+\frac{1}{\epsilon}\right) \tau \\
& \left.=E\left[\tau \wedge \tau_{z}\right)-\tilde{z}\left(\tau \vee \tau_{\tilde{z}}\right) \mid 1_{\left\{\tau_{\tilde{z}} \leq \tau \leq \tau_{z}\right\}}\right] \\
& =E\left[\left.e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau} \right\rvert\, z(\tau)-\tilde{z}\right) \tau \\
& \left.\hat{z}(\tau) 1_{\left\{1_{z} \leq \tau \leq \tau_{z}\right\}}\right] \\
& \leq E\left[e^{-\left(\beta+\frac{1}{\epsilon} \leq \tau \leq \tau_{z}\right\}}\right] \\
& K(\tau)] \leq|z-\tilde{z}| .
\end{aligned}
$$

These imply (2.19).
Step 2 Next, we define for each $\epsilon>0, M>0$,

$$
\begin{equation*}
T_{M} h(z)=\sup _{\mathbf{c} \in \mathbb{C}_{M}} E\left[\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U(c(t))+\frac{1}{\epsilon} h(z(t))\right\} d t\right] \quad \text { for } \quad h \in \mathcal{B}, \tag{2.21}
\end{equation*}
$$

and show that $T_{M}$ is a contraction

$$
\begin{equation*}
T_{M}: \mathcal{B}_{\varphi} \rightarrow \mathcal{B}_{\varphi} \tag{2.22}
\end{equation*}
$$

where

$$
\mathcal{B}_{\varphi}=\{h \in \mathcal{B}: 0 \leq h \leq \varphi, h(0)=0\} .
$$

By (2.18), it is easy to see that $T_{M} h(0)=0 \leq T_{M} h \leq \varphi$ and that $\left\|T_{M} h\right\|<\infty$ for $h \in \mathcal{B}_{\varphi}$. Since $z(0) \geq 0$, we note by (2.5) that $z(t)=0$ if $t>\tau_{z}$. Hence, by (2.16), we have

$$
\begin{aligned}
\left|T_{M} h(z)-T_{M} h(\tilde{z})\right| & \leq \left\lvert\, \sup _{\mathbf{c}} E\left[\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U(c(t))+\frac{1}{\epsilon} h(z(t))\right\} d t\right.\right. \\
& \left.-\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U(c(t))+\frac{1}{\epsilon} h(\tilde{z}(t))\right\} d t\right] \mid \\
& \leq \sup _{\mathbf{c}} E\left[\int_{\tau_{z} \wedge \tau_{\tilde{z}}}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t} U(c(t)) d t\right. \\
& \left.+\int_{0}^{\infty} e^{-\left(\beta+\frac{1}{\epsilon}\right) t} \frac{1}{\epsilon}|h(z(t))-h(\tilde{z}(t))| d t\right] \\
& \leq \sup _{\mathbf{c}} E\left[\int_{\tau_{z} \wedge \tau_{\tilde{z}}}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t} U(c(t)) d t\right] \\
& +\frac{C_{\rho}}{\epsilon} \sup _{\mathbf{c}} E\left[\int_{0}^{\infty} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}|z(t)-\tilde{z}(t)| d t\right] \\
& +\frac{\rho}{\epsilon} \sup _{\mathbf{c}} E\left[\int_{0}^{\infty} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\{\varphi(z(t))+\varphi(\tilde{z}(t))\} d t\right] \\
& \equiv J_{1}+J_{2}+J_{3}, \operatorname{say} .
\end{aligned}
$$

By (2.16), we can take sufficiently small $\epsilon>0$ such that

$$
\begin{aligned}
E\left[\sup _{t}\left|M_{\epsilon}(t)\right|\right] \leq C(\sigma E & {\left[\int_{0}^{\infty} e^{-2\left(\beta+\frac{1}{\epsilon}\right) s} z(s)^{2} d s\right]^{1 / 2} } \\
& +E\left[\left.\int_{0}^{\infty} \int e^{-2\left(\beta+\frac{1}{\epsilon}\right) s} \right\rvert\,\{\psi(z(s-)+\gamma(z(s-), \zeta))\right. \\
& \left.\left.\left.-\psi(z(s-))-\psi^{\prime}(z(s-)) \gamma(z(s-), \zeta)\right\}\left.\right|^{2} \mu(d \zeta) d s\right]^{1 / 2}\right)<+\infty .
\end{aligned}
$$

Then, by the optional stopping theorem,

$$
E\left[M_{\epsilon}\left(\tau_{z} \wedge \tau_{\bar{z}}\right)\right]=0
$$

By using (2.17), according to the same line as (2.20), we have in view of (2.6),

$$
\begin{aligned}
J_{1} & \leq E\left[e^{-\left(\beta+\frac{1}{\epsilon}\right)\left(\tau_{z} \wedge \tau_{\tilde{z}}\right)} \psi\left(z\left(\tau_{z} \wedge \tau_{\tilde{z}}\right)\right)-e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau_{z}} \psi\left(z\left(\tau_{z}\right)\right)\right] \\
& =E\left[\left\{e^{-\left(\beta+\frac{1}{\epsilon}\right)\left(\tau_{z} \wedge \tau_{\tilde{z}}\right)} \psi\left(z\left(\tau_{z} \wedge \tau_{\tilde{z}}\right)\right)-e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau_{z}} \psi\left(z\left(\tau_{z}\right)\right)\right\} 1_{\left\{\tau_{\bar{z}}<\tau_{z}\right\}}\right] \\
& \leq E\left[\left\{e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau_{\tilde{z}}} \psi\left(z\left(\tau_{\tilde{z}}\right)\right)-e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau_{\tilde{z}}} \psi\left(\tilde{z}\left(\tau_{\tilde{z}}\right)\right)\right\} 1_{\left\{\tau_{\tilde{z}}<\tau_{z}\right\}}\right] .
\end{aligned}
$$

Indeed, in case $z<\tilde{z}$, we have $z(t) \leq \tilde{z}(t)$ a.s. by Lemma 4.9. Hence $1_{\left\{\tau_{z}<\tau_{z}\right\}}=0$, and $J_{1} \leq 0$. In case $z>\tilde{z}$, we have $z(t) \geq \tilde{z}(t)$ a.s. Then, $\tau_{\tilde{z}} \leq \tau_{z}$, and $e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau_{z}} \leq e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau_{\tilde{z}}}$. As $z\left(\tau_{z}\right)=0, \tilde{z}\left(\tau_{\tilde{z}}\right)=0$, we have $\psi\left(z\left(\tau_{z}\right)\right)=\psi\left(\tilde{z}\left(\tau_{\tilde{z}}\right)\right)=\psi(0)=0$. Hence, the right-hand side is dominated by

$$
\begin{aligned}
& \sup _{\mathbf{c}} E\left[e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau_{\tilde{z}}}\left\{C_{\rho}\left|z\left(\tau_{\tilde{z}}\right)-\tilde{z}\left(\tau_{\tilde{z}}\right)\right|+\rho\left(\varphi\left(z\left(\tau_{\tilde{z}}\right)\right)+\varphi\left(\tilde{z}\left(\tau_{\tilde{z}}\right)\right)\right)\right\} 1_{\left\{\tau_{\tilde{z}}<\tau_{z}\right\}}\right] \\
& \leq 2 C_{\rho}|z-\tilde{z}|+\rho(\varphi(z)+\varphi(\tilde{z}))
\end{aligned}
$$

by using that $\psi \in \mathcal{B}_{\varphi}$ and by (2.18), (2.19).
Moreover, by (2.19),

$$
J_{2} \leq 2 C_{\rho}|z-\tilde{z}| / \epsilon .
$$

Also, we recall that $\tilde{z}(t)=0$ if $t>\tau_{\tilde{z}}$. Hence, by (2.19),

$$
J_{3} \leq \rho(\varphi(z)+\varphi(0)+\varphi(\tilde{z})+\varphi(0)) \leq 2 \rho(\varphi(z)+\varphi(\tilde{z})) .
$$

Therefore, we get $T_{M} h \in \mathcal{B}_{\varphi}$, which implies (2.22).
Step 3 Now, we have

$$
E\left[\varphi\left(z\left(t \wedge \tau_{z}\right)\right)\right] \leq \varphi(z)
$$

Indeed, by Itô's formula, we have

$$
E[z(t)] \leq z+\int_{0}^{t} E[f(z(s))-\mu z(s)] d s+E[\text { martingale }]
$$

Since $f$ is strictly concave, $E[f(z(s))] \leq f(E[z(s)])$. Hence, by the assumption (2.12), (2.13), we can conclude.

Hence,

$$
\begin{aligned}
\left|T_{M} h_{1}(z)-T_{M} h_{2}(z)\right| & =\sup _{\mathbf{c} \in \mathcal{C}_{M}} E\left[\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t} \frac{1}{\epsilon}\left|h_{1}(z(t))-h_{2}(z(t))\right| d t\right] \\
& \leq \sup _{\mathbf{c} \in \mathbb{C}_{M}} E\left[\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t} \frac{1}{\epsilon}\left\|h_{1}-h_{2}\right\| \varphi(z(t)) d t\right] \\
& \leq \frac{1}{\beta \epsilon+1}\left\|h_{1}-h_{2}\right\| \varphi(z)<\left\|h_{1}-h_{2}\right\| \varphi(z) .
\end{aligned}
$$

Therefore, by the contraction mapping theorem, $T_{M}$ has a fixed point $u_{M} \in \mathcal{B}_{\varphi}$. This completes the proof.

Example of (2.17). We assume

$$
U(c)=\frac{1}{r} c^{r}(0<r<1) .
$$

Then, $\tilde{U}(x)=\frac{1-r}{r} x^{\frac{r}{r-1}}, x>0$. Furthermore, we see that

$$
\frac{1}{2} \sigma^{2} r(r-1)+(\kappa-\mu) r \leq 0<\beta .
$$

Then, we can choose $R>0$ for which

$$
\beta-\left\{\frac{1}{2} \sigma^{2} r(r-1)+(\kappa-\mu) r+(1-r) R^{\frac{1}{r-1}}\right\} \geq 0
$$

holds.
We choose $\psi(z)=\frac{R}{r} z^{r}$. Then, $\psi$ satisfies $\psi^{\prime}(z)=R z^{r-1}>0, z>0$ and $\psi(0)=0$. Since $\psi^{\prime \prime}(z)=R(r-1) z^{r-2}$ is continuous on ( $0,+\infty$ ), $\psi$ is in $\mathcal{B} \cap C^{2}$.

Furthermore, we have

$$
\begin{aligned}
\psi(z & +\gamma(z, \zeta))-\psi(z)-\psi^{\prime}(z) \cdot \gamma(z, \zeta) \\
& =\frac{R}{r}\left\{(z+\gamma(z, \zeta))^{r}-z^{r}-r z^{r-1} \cdot \gamma(z, \zeta)\right\} \\
& =R\left\{(z+\theta \gamma(z, \zeta))^{r-1}-z^{r-1}\right\} \gamma(z, \zeta) \leq 0
\end{aligned}
$$

since $r<1$ where $\theta \in(0,1)$ is given by the mean value theorem. Hence, the integral

$$
\begin{aligned}
\int_{0}^{\infty}\{\psi(z+\gamma(z, \zeta))-\psi(z)- & \left.\psi^{\prime}(z) \cdot \gamma(z, \zeta)\right\} \mu(d \zeta) \\
& =R \int_{0}^{\infty}\left\{(z+\theta \gamma(z, \zeta))^{r-1}-z^{r-1}\right\} \gamma(z, \zeta) \mu(d \zeta) \leq 0, \quad z>0 .
\end{aligned}
$$

This implies

$$
\begin{aligned}
-\beta \psi(z)+L_{0} \psi(z)+\tilde{U} & \left(\psi^{\prime}(z)\right) \\
& \leq-\beta \frac{R}{r} z^{r}+\frac{1}{2} \sigma^{2} R(r-1) z^{r}+R(f(z)-\mu z) z^{r-1}+\frac{1-r}{r} R^{\frac{r}{r-1}} z^{r} .
\end{aligned}
$$

The right-hand side of the above is dominated by

$$
\frac{R}{r}\left\{-\beta+\frac{1}{2} \sigma^{2} r(r-1)+(\kappa-\mu) r+(1-r) R^{\frac{1}{r-1}}\right\} z^{r} \leq 0
$$

on $(0,+\infty)$. Hence, the condition (2.17) is met.
Theorem 4.2. We assume (B.3), (2.2), (B.4) and (2.17). Then, $u=u_{M} \in \mathcal{B}$ of (2.11) is a viscosity solution of (2.10) and is concave.

Proof. In this proof, we assume the dynamic programming principle (Bellman principle) that $u(z)$ is continuous on $[0, \infty)$ and satisfies

$$
\begin{align*}
& u(z)= \\
& \sup _{\mathbf{c} \in \mathrm{C}_{M}} E\left[\int_{0}^{\tau_{z} \wedge \tau} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U(c(t))+\frac{1}{\epsilon} u(z(t))\right\} d t+e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau_{z} \wedge \tau} u\left(z\left(\tau_{z} \wedge \tau\right)\right)\right] \tag{*}
\end{align*}
$$

for any bounded stopping time $\tau$.
By the above, we assume $u$ is in $C([0, \infty))$. Then, we prove that $u$ is a viscosity solution of (2.10) in the following way.
(a) $u$ is $a$ viscosity supersolution.

Let $z \in O \subset(0, \infty)$, where $O$ is an open interval. Choose any $\phi \in C^{2}(O)$ such that $\phi(z)=u(z)=c_{0}$ and $u \geq \phi$ in $O$. We can assume $c_{0}=0$ without loss of generality.

Let $m \in[0, \infty)$. Choose $\epsilon>0$ so that $z-\epsilon m \in O$. Since the jumps of $z(t)$ are only rightward, $z \mapsto u(z)$ is nondecreasing. Hence,

$$
\phi(z)=u(z) \geq u(z-\epsilon m) \geq \phi(z-\epsilon m) .
$$

This implies $-m \phi^{\prime}(z) \leq 0$. Hence,

$$
F\left(z, u, p, q, B^{1}(z, v, p), B_{1}(z, \phi, p)\right) \leq 0
$$

for $p=\phi^{\prime}(z), q=\phi^{\prime \prime}(z)$.
Take $c(t) \equiv c \in \mathcal{C}_{M}$. Let $\tau_{r}$ be the exit time of $z(t)$ from $\bar{O}_{r}(z)=\left\{z^{\prime} ;\left|z-z^{\prime}\right| \leq r\right\} \subset$ $(0, \infty)$. By the dynamic programming principle (*),

$$
u(z) \geq E\left[\int_{0}^{t \wedge \tau_{r}} e^{-\left(\beta+\frac{1}{\epsilon}\right) s}\left\{U(c(s))+\frac{1}{\epsilon} u(z(s))\right\} d s+e^{-\left(\beta+\frac{1}{\epsilon}\right) t \wedge \tau_{r}} u\left(z\left(t \wedge \tau_{r}\right)\right)\right]
$$

We replace $u$ by $\phi$ by $u(z)=\phi(z)$ and by using the ordering $u \geq \phi$ in $O$. Then, we have, by the Itô's formula and (2.10),

$$
\begin{aligned}
0 & \geq E\left[\int_{0}^{t \wedge \tau_{r}} e^{-\left(\beta+\frac{1}{\epsilon}\right) s}\left\{U(c(s))+\frac{1}{\epsilon} u(z(s))\right\} d s+e^{-\left(\beta+\frac{1}{\epsilon}\right) t \wedge \tau_{r}} u\left(z\left(t \wedge \tau_{r}\right)\right)\right]-\phi(z) \\
& \geq E\left[\int_{0}^{t \wedge \tau_{r}} e^{-\left(\beta+\frac{1}{\epsilon}\right) s}\left\{U(c)+L \phi(z(s))+\frac{1}{\epsilon} \phi(z(s))-c \phi^{\prime}(z(s))\right\} d s\right. \\
& \geq \min _{y \in \bar{O}_{r}(z)}\left[L \phi(y)+\frac{1}{\epsilon} \phi(y)-c \phi^{\prime}(y)+U(c)\right] \times E\left[\frac{1}{\beta+\frac{1}{\epsilon}}\left(1-e^{-\left(\beta+\frac{1}{\epsilon}\right)\left(t \wedge \tau_{r}\right)}\right)\right] .
\end{aligned}
$$

Dividing the last inequality by $t$ and taking successively the limits as $t \rightarrow 0$ and $r \rightarrow 0$, we have $L \phi(z)-c \phi^{\prime}(z)+U(c) \leq 0$. Maximising the right-hand side over $c \in \mathcal{C}_{M}$, we have

$$
F\left(z, u, p, q, B^{1}(z, v, p), B_{1}(z, \phi, p)\right) \leq 0, \quad z>0
$$

and

$$
\tilde{F}\left(z, u, p, q, B^{1}(z, v, p), B_{1}(z, \phi, p)\right) \leq 0, \quad z>0
$$

with $p=\phi^{\prime}(z), q=\phi^{\prime \prime}(z)$. Hence, $u$ is a subersolution of (2.10).
(b) $u$ is $a$ viscosity subsolution.

Let $z \in O \subset(0, \infty)$. Let $\phi \in C^{2}(O)$ be any function such that $\phi(z)=u(z)$ and $u \leq \phi$ on $O$.

Assume that the subsolution inequality for $\phi$ fails at $z$. Then, there exists an $\epsilon>0$ such that $F(\phi)=F\left(z, u, p, q, B^{1}, B_{1}\right) \leq-\epsilon$ and $-\phi(y) \leq-\epsilon$ on some ball $\bar{O}_{r}(z) \subset O$ with $p=\phi^{\prime}(z), q=\phi^{\prime \prime}(z)$.

We apply the inequality that there exists a constant $\eta>0$ and $t_{0}>0$ such that

$$
E\left[e^{-\left(\beta+\frac{1}{\epsilon}\right) t} \phi\left(z\left(t \wedge \tau^{r, \mathbf{c}}\right)\right)+\int_{0}^{t \wedge \tau, \mathbf{c}} e^{-\left(\beta+\frac{1}{\epsilon}\right) s}\left\{U(c(s))+\frac{1}{\epsilon} u(z(s))\right\} d s\right]
$$

$$
\leq \phi(z)-\eta t
$$

holds for all $t \in\left(0, t_{0}\right]$ and any $\mathbf{c} \in \mathcal{C}$ ([110] Lemma 4.4.3, [99] Proposition 2.5). Here, $\tau^{r, \mathbf{c}}$ denotes the exit time of $z(t)$ from $\bar{O}_{r}(z)$ by $\mathbf{c}$.

Fix $t \in\left(0, t_{0}\right)$. By the dynamic programming principle (*), we have that there exists $\mathbf{c} \in \mathcal{C}_{M}$ such that

$$
\begin{aligned}
& u(z) \leq \\
& \quad E\left[e^{-\left(\beta+\frac{1}{\epsilon}\right) t} \phi\left(z\left(t \wedge \tau^{r, \mathbf{c}}\right)\right)+\int_{0}^{t \wedge \tau^{r, \mathbf{c}}} e^{-\left(\beta+\frac{1}{\epsilon}\right) s}\left\{U(c(s))+\frac{1}{\epsilon} u(z(s))\right\} d s\right]+\frac{1}{2} \eta t
\end{aligned}
$$

for each $\tau=\tau^{r, \mathbf{c}}$.
As $u \leq \phi$ in $O$, we have

$$
u(z) \leq \phi(z)-\eta t+\frac{1}{2} \eta t=\phi(z)-\frac{1}{2} \eta t .
$$

This is a contradiction.
To see the concavity of $u$, we also recall $T_{M} h(z)$ of (2.21). We prove below $T_{M} h(z)$ is concave if $h$ is concave. Moreover, by induction, $T_{M}^{n} h$ is concave for any $n \geq 1$. By Lemma 4.10, we have

$$
T_{M}^{n} h \rightarrow u \quad \text { as } \quad n \rightarrow \infty
$$

We can choose $h(z)=0(z) \in \mathcal{B}_{\varphi}$, where $0(z)$ denotes the function identically equal to zero. Then, we can conclude the assertion.

To this end, we fix $h \in \mathcal{B}_{\varphi}$ and assume it is concave.
Choose distinct points $z_{1}, z_{2}$ in $(0, \infty)$, and choose $z_{1}(t), z_{2}(t)$ starting from these points, respectively. For each $\delta>0$, we choose $c_{1}(t), c_{2}(t)$ in $\mathfrak{C}_{M}$, corresponding to
$z_{1}(t), z_{2}(t)$, respectively, satisfying

$$
T_{M} h\left(z_{i}\right)-\delta<E\left[\int_{0}^{\tau_{i}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U\left(c_{i}(t)\right)+\frac{1}{\epsilon} h\left(z_{i}(t)\right)\right\} d t\right], \quad i=1,2
$$

Let $0<\lambda<1$, and we put $c_{\lambda}(t)=\lambda c_{1}(t)+(1-\lambda) c_{2}(t)$. We shall show below that $c_{\lambda}(t) \in \mathcal{C}_{M}$, and that

$$
\begin{aligned}
& E\left[\int_{0}^{\tau_{z^{\circ}}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U\left(c_{\lambda}(t)\right)+\frac{1}{\epsilon} h\left(z^{\circ}(t)\right)\right\} d t\right] \\
& \geq \lambda E\left[\int_{0}^{\tau_{z_{1}}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U\left(c_{1}(t)\right)+\frac{1}{\epsilon} h\left(z_{1}(t)\right)\right\} d t\right] \\
& +(1-\lambda) E\left[\int_{0}^{\tau_{z_{2}}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U\left(c_{2}(t)\right)+\frac{1}{\epsilon} h\left(z_{2}(t)\right)\right\} d t\right] .
\end{aligned}
$$

Here, $z^{\circ}(t)$ is the solution to the following SDE:

$$
\begin{aligned}
& d z^{\circ}(t)= \\
& \qquad \begin{aligned}
&\left(f\left(z^{\circ}(t)\right)-\mu z^{\circ}(t)-c_{\lambda}(t)\right) d t-\sigma z^{\circ}(t) d W(t)+z^{\circ}(t) \int\left(e^{\zeta}-1\right) \tilde{N}(d t d \zeta), \\
& z^{\circ}(0)=\lambda z_{1}+(1-\lambda) z_{2} .
\end{aligned}
\end{aligned}
$$

We put $z_{\lambda}(t)=\lambda z_{1}(t)+(1-\lambda) z_{2}(t)$, and $\tau_{z_{\lambda}}=\tau_{z_{1}} \vee \tau_{z_{2}}$. We then have

$$
0 \leq z_{\lambda}(t) \leq z^{\circ}(t), \text { a.s. }
$$

Indeed, using the concavity and Lipschitz continuity of $f($.$) ,$

$$
\begin{aligned}
E\left[\left(z_{\lambda}(t)-z^{\circ}(t)\right)^{+}\right] & \leq E\left[\int_{0}^{t}\left(f\left(z_{\lambda}(s)\right)-f\left(z^{\circ}(s)\right)\right) \cdot 1_{\left\{z_{\lambda}(s) \geq z^{\circ}(s)\right\}} d s\right] \\
& \leq C_{f} \int_{0}^{t} E\left[\left(z_{\lambda}(s)-z^{\circ}(s)\right)^{+}\right] d s .
\end{aligned}
$$

Here, $C_{f}$ denotes the Lipschitz constant. By Gronwall's inequality, we have the assertion. This implies $c_{\lambda}(t) \in \mathcal{C}_{M}$.

By this comparison result, using the monotonicity of and the concavity of $U(),. h($.$) ,$

$$
\begin{aligned}
T_{M} h\left(\lambda z_{1}+(1-\lambda) z_{2}\right) & \geq E\left[\int_{0}^{\tau_{z_{2}}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U\left(c_{\lambda}(t)\right)+\frac{1}{\epsilon} h\left(z^{\circ}(t)\right)\right\} d t\right] \\
& \geq E\left[\int_{0}^{\tau_{z_{\lambda}}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U\left(c_{\lambda}(t)\right)+\frac{1}{\epsilon} h\left(z_{\lambda}(t)\right)\right\} d t\right] \\
& \geq \lambda E\left[\int_{0}^{\tau_{z_{\lambda}}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U\left(c_{1}(t)\right)+\frac{1}{\epsilon} h\left(z_{1}(t)\right)\right\} d t\right] \\
& +(1-\lambda) E\left[\int_{0}^{\tau_{z_{\lambda}}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U\left(c_{2}(t)\right)+\frac{1}{\epsilon} h\left(z_{2}(t)\right)\right\} d t\right]
\end{aligned}
$$

These imply that $T_{M} h(z)$ is concave. Therefore, this yields that $u$ is concave.
Remark 4.9. The proof of the Bellman principle (*) in the general setting (i.e. without continuity or measurability assumptions) is not easy. Occasionally, one is advised to decompose the equality into two parts:
(i)

$$
\begin{aligned}
& u(z) \leq \sup _{\mathrm{c} \in \mathrm{C}_{M}} E\left[\limsup _{z^{\prime} \rightarrow z} \int_{0}^{\tau_{z^{\prime}} \wedge \tau} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U(c(t))+\frac{1}{\epsilon} u(z(t))\right\} d t\right. \\
& \\
& \left.\quad+e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau_{z^{\prime}} \wedge \tau} u\left(z\left(\tau_{z^{\prime}} \wedge \tau\right)\right)\right]
\end{aligned}
$$

and the converse
(ii)

$$
\begin{aligned}
& u(z) \geq \sup _{\mathbf{c} \in \mathrm{C}_{M}} E\left[\liminf _{z^{\prime} \rightarrow z} \int_{0}^{\tau_{z^{\prime}} \wedge \tau} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U(c(t))+\frac{1}{\epsilon} u(z(t))\right\} d t\right.
\end{aligned} \quad \begin{aligned}
& \left.\quad+e^{-\left(\beta+\frac{1}{\epsilon}\right) \tau_{z^{\prime}} \wedge \tau} u\left(z\left(\tau_{z^{\prime}} \wedge \tau\right)\right)\right] .
\end{aligned}
$$

The proof for (i) is relatively easy. The proof for (ii) is difficult if it is not assumed to be continuous.

This principle is proved in the diffusion case in [110] Theorem 4.5.1, and in a twodimensional case for some jump-diffusion process in [96] Lemma 1.5.

The next result provides a verification theorem for finding the value function in terms of the viscosity solution for (2.6).

Theorem 4.3. We assume (B.3), (2.2), (B.4) and (2.17). Then, there exists a concave viscosity solution $v$ of (2.6) such that $0 \leq v \leq \varphi$.

Proof. Let $0<M<M^{\prime}$. By (2.21), we have $T_{M} h \leq T_{M^{\prime}} h$ for $h \in \mathcal{B}$. Hence, $u_{M}$ must have a weak limit, which is denoted by $v$ :

$$
u_{M} \uparrow v \quad \text { as } M \rightarrow \infty .
$$

It is clear that $v$ is concave and then continuous on $(0, \infty)$. We shall show $v(0+)=0$, where the existence of the left-hand side is guaranteed by the transmission property.

It follows from (2.21) and (2.18) that

$$
v(z) \leq \sup _{\mathbf{c} \in \mathrm{C}} E\left[\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t}\left\{U(c(t))+\frac{1}{\epsilon} v(z(t))\right\} d t\right] \leq \varphi(z), \quad z \geq 0 .
$$

Hence, for any $\rho>0$, there exists $\mathbf{c}=(c(t)) \in \mathcal{C}$ which depends on $z$ such that

$$
v(z)-\rho<E\left[\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t} U(c(t)) d t\right]+E\left[\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t} \frac{1}{\epsilon} v(z(t)) d t\right] .
$$

First, let

$$
\begin{aligned}
& N(t) \equiv z \exp \left((\kappa+\mu) t-\sigma W(t)-\frac{1}{2} \sigma^{2} t+\int_{0}^{t} \int \zeta \tilde{N}(d s d \zeta)\right. \\
&\left.-\int_{0}^{t} \int\left(e^{\zeta}-1-\zeta\right) \mu(d \zeta) d s\right) .
\end{aligned}
$$

Since $z(t) \leq N(t)$ for each $t>0$ by the Gronwall's inequality, and since

$$
E\left[\sup _{0 \leq s \leq t} N^{2}(s)\right]<+\infty
$$

for each $t>0$, we see by (2.9) that

$$
\begin{aligned}
E\left[e^{-\left\{\left(\beta+\frac{1}{\epsilon}\right)\left(\tau_{z} \wedge s\right)\right\}} z\right. & \left.z\left(\tau_{z} \wedge s\right)\right] \\
& =z+E\left[\int_{0}^{\tau_{z} \wedge s} e^{-\left(\tau_{z} \wedge s\right) t}\left\{-\left(\beta+\frac{1}{\epsilon}\right) z(t)+f(z(t))-\mu z(t)-c(t)\right\} d t\right] .
\end{aligned}
$$

By (B.4), we then choose $\epsilon>0$ so that $f^{\prime}(0+)+\mu<\beta+1 / \epsilon$. Then, by letting $s \rightarrow+\infty$ and $z \rightarrow 0$, we get

$$
\begin{aligned}
& E\left[\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t} c(t) d t\right] \\
& \quad \leq z+E\left[\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t} f(z(t)) d t\right] \\
& \quad \leq z+E\left[\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t} \kappa N(t) d t\right] \rightarrow 0 .
\end{aligned}
$$

On the other hand, by the concavity (B.3) of $U($.$) , for each \rho>0$, there exists $C_{\rho}>0$ such that

$$
\begin{equation*}
U(x) \leq C_{\rho} x+\rho \tag{2.23}
\end{equation*}
$$

for $x \geq 0$. Then, letting $z \rightarrow 0$ and then $\rho \rightarrow 0$, we obtain

$$
E\left[\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t} U(c(t)) d t\right] \leq C_{\rho} E\left[\int_{0}^{\tau_{z}} e^{-\left(\beta+\frac{1}{\epsilon}\right) t} c(t) d t\right]+\frac{\rho}{\beta+\frac{1}{\epsilon}} \rightarrow 0
$$

Thus, by the dominated convergence theorem,

$$
v(0+) \leq E\left[\int_{0}^{\infty} e^{-\left(\beta+\frac{1}{\epsilon}\right) t} \frac{1}{\epsilon} v(0+) d t\right] \leq \frac{1}{\beta \epsilon+1} v(0+),
$$

which implies $v(0+)=0$. Thus, $v \in C([0, \infty))$.
By Dini's theorem, $u_{M}$ converges to $v$ locally and uniformly on $[0, \infty)$. Therefore, by the standard stability results (cf. [10] Proposition II.2.2), we deduce that $v$ is a viscosity solution of (2.9) and then of (2.6).

## Comparison

We give a comparison theorem for the viscosity solution $v$ of (2.6).
Theorem 4.4. Let $f_{i}, i=1,2$ satisfy (2.2) and let $v_{i} \in C([0, \infty))$ be the concave viscosity solution of (2.6) for $f_{i}$ in place of $f$ such that $0 \leq v_{i} \leq \varphi$. Suppose

$$
\begin{equation*}
f_{1} \leq f_{2} . \tag{2.24}
\end{equation*}
$$

Then, under (B.3), (2.2), (B.4) and (2.17), we have

$$
v_{1} \leq v_{2} .
$$

Proof. Let

$$
\varphi_{v}(z) \equiv z^{v}+B
$$

By (2.12), (B.4), we first note that there exists $1<v<2$ such that

$$
\begin{equation*}
-\beta+\frac{1}{2} \sigma^{2} v(v-1)+\kappa v-\mu v<0 \tag{2.25}
\end{equation*}
$$

Hence, by (2.12), (2.13), $\varphi_{v}(z)$ satisfies

$$
\begin{align*}
-\beta \varphi_{v}(z)+\frac{1}{2} & \sigma^{2} z^{2} \varphi_{v}^{\prime \prime}(z)+\left(f_{2}(z)-\mu z\right) \varphi_{v}^{\prime}(z)-\int\left\{\varphi_{v}^{\prime}(z) \cdot \gamma(z, \zeta)\right\} \mu(d \zeta) \\
& \leq\left(-\beta+\frac{1}{2} \sigma^{2} v(v-1)+\kappa v-\mu v\right) z^{v}+A v z^{v-1}-\beta B<0, \quad z \geq 0 \tag{2.26}
\end{align*}
$$

for a suitable choice of $B>0$.
Suppose that $v_{1}\left(z_{0}\right)-v_{2}\left(z_{0}\right)>0$ for some $z_{0} \in(0, \infty)$. Then, there exists $\eta>0$ such that

$$
\sup _{z \geq 0}\left[v_{1}(z)-v_{2}(z)-2 \eta \varphi_{v}(z)\right]>0
$$

Since, by the concavity of $v$, it holds that

$$
v_{1}(z)-v_{2}(z)-2 \eta \varphi_{v}(z) \leq \varphi(z)-2 \eta \varphi_{v}(z) \rightarrow-\infty \quad \text { as } \quad z \rightarrow+\infty
$$

It implies that we can find some $\bar{z} \in(0, \infty)$ such that

$$
\sup _{z \geq 0}\left[v_{1}(z)-v_{2}(z)-2 \eta \varphi_{v}(z)\right]=v_{1}(\bar{z})-v_{2}(\bar{z})-2 \eta \varphi_{v}(\bar{z})>0 .
$$

Define

$$
\Psi_{n}(z, y)=v_{1}(z)-v_{2}(y)-\frac{n}{2}|z-y|^{2}-\eta\left(\varphi_{v}(z)+\varphi_{v}(y)\right)
$$

for each $n>0$. It is clear that

$$
\Psi_{n}(z, y) \leq \varphi(z)+\varphi(y)-\eta\left(\varphi_{v}(z)+\varphi_{v}(y)\right) \rightarrow-\infty \quad \text { as } z+y \rightarrow+\infty
$$

Hence, we can find $\left(z_{n}, y_{n}\right) \in[0, \infty) \times[0, \infty)$ such that

$$
\Psi_{n}\left(z_{n}, y_{n}\right)=\sup \left\{\Psi_{n}(z, y):(z, y) \in[0, \infty) \times[0, \infty)\right\}
$$

Since

$$
\begin{align*}
\Psi_{n}\left(z_{n}, y_{n}\right) & =v_{1}\left(z_{n}\right)-v_{2}\left(y_{n}\right)-\frac{n}{2}\left|z_{n}-y_{n}\right|^{2}-\eta\left(\varphi_{v}\left(z_{n}\right)+\varphi_{v}\left(y_{n}\right)\right) \\
& \geq v_{1}(\bar{z})-v_{2}(\bar{z})-2 \eta \varphi_{v}(\bar{z})>0 \tag{2.27}
\end{align*}
$$

we can deduce

$$
\begin{aligned}
\frac{n}{2}\left|z_{n}-y_{n}\right|^{2} & \leq v_{1}\left(z_{n}\right)-v_{2}\left(y_{n}\right)-\eta\left(\varphi_{v}\left(z_{n}\right)+\varphi_{v}\left(y_{n}\right)\right) \\
& \leq \varphi\left(z_{n}\right)+\varphi\left(y_{n}\right)-\eta\left(\varphi_{v}\left(z_{n}\right)+\varphi_{v}\left(y_{n}\right)\right)<M
\end{aligned}
$$

for some $M>0$. Thus, we deduce that the sequences $\left\{z_{n}+y_{n}\right\}$ and $\left\{n\left|z_{n}-y_{n}\right|^{2}\right\}$ are bounded by some constant, and

$$
\left|z_{n}-y_{n}\right| \rightarrow 0 \text { as } n \rightarrow \infty
$$

Moreover, we can find

$$
z_{n} \rightarrow \hat{z} \in[0, \infty) \quad \text { and } \quad y_{n} \rightarrow \hat{z} \in[0, \infty) \text { as } n \rightarrow \infty
$$

for some $\hat{z} \in[0,+\infty)$, taking a subsequence if necessary. By the definition of $\left(z_{n}, y_{n}\right)$, we recall that

$$
\begin{aligned}
\Psi_{n}\left(z_{n}, y_{n}\right) & =v_{1}\left(z_{n}\right)-v_{2}\left(y_{n}\right)-\frac{n}{2}\left|z_{n}-y_{n}\right|^{2}-\eta\left(\varphi_{v}\left(z_{n}\right)+\varphi_{v}\left(y_{n}\right)\right) \\
& \geq v_{1}\left(z_{n}\right)-v_{2}\left(z_{n}\right)-2 \eta \varphi_{v}\left(z_{n}\right)
\end{aligned}
$$

and thus

$$
\begin{equation*}
\frac{n}{2}\left|z_{n}-y_{n}\right|^{2} \leq v_{2}\left(z_{n}\right)-v_{2}\left(y_{n}\right)+\eta\left(\varphi_{v}\left(z_{n}\right)-\varphi_{v}\left(y_{n}\right)\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{2.28}
\end{equation*}
$$

Hence, $n\left|z_{n}-y_{n}\right|^{2} \rightarrow 0$ as $n \rightarrow \infty$.
Passing to the limit in (2.27), we get

$$
\begin{equation*}
v_{1}(\hat{z})-v_{2}(\hat{z})-2 \eta \varphi_{v}(\hat{z})>0 \quad \text { and } \quad \hat{z}>0 \tag{2.29}
\end{equation*}
$$

Next, let $V_{1}(z)=v_{1}(z)-\eta \varphi_{v}(z)$ and $V_{2}(y)=v_{2}(y)+\eta \varphi_{v}(y)$. Applying Ishii's lemma (cf. [46], [61] Section V.6) to

$$
\Psi_{n}(z, y)=V_{1}(z)-V_{2}(y)-\frac{n}{2}|z-y|^{2}
$$

we obtain $q_{1}, q_{2} \in \mathbf{R}$ such that

$$
\begin{align*}
& \left(n\left(z_{n}-y_{n}\right), q_{1}\right) \in \bar{J}^{2,+} V_{1}\left(z_{n}\right) \\
& \left(n\left(z_{n}-y_{n}\right), q_{2}\right) \in \bar{J}^{2,-} V_{2}\left(y_{n}\right) \\
& -3 n\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \leq\left(\begin{array}{cc}
q_{1} & 0 \\
0 & -q_{2}
\end{array}\right) \leq 3 n\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right) \tag{2.30}
\end{align*}
$$

where

$$
\bar{J}^{2, \pm} V_{i}(z)=\left\{\begin{array}{c}
\exists z_{r} \rightarrow z \\
(p, q): \\
\exists\left(p_{r}, q_{r}\right) \in J^{2, \pm} V_{i}\left(z_{r}\right), \\
\left(V_{i}\left(z_{r}\right), p_{r}, q_{r}\right) \rightarrow\left(V_{i}(z), p, q\right)
\end{array}\right\}, \quad i=1,2
$$

Recall that

$$
\begin{aligned}
& J^{2,+} v_{1}(z)=\left\{\left(p+\eta \varphi_{v}^{\prime}(z), q+\eta \varphi_{v}^{\prime \prime}(z)\right):(p, q) \in J^{2,+} V_{1}(z)\right\} \\
& J^{2,-} v_{2}(y)=\left\{\left(p-\eta \varphi_{v}^{\prime}(y), q-\eta \varphi_{v}^{\prime \prime}(y)\right):(p, q) \in J^{2,-} V_{2}(y)\right\}
\end{aligned}
$$

Hence, by (2.30),

$$
\begin{aligned}
& \left(p_{1}, \bar{q}_{1}\right):=\left(n\left(z_{n}-y_{n}\right)+\eta \varphi_{v}^{\prime}\left(z_{n}\right), q_{1}+\eta \varphi_{v}^{\prime \prime}\left(z_{n}\right)\right) \in \bar{J}^{2,+} v_{1}\left(z_{n}\right), \\
& \left(p_{2}, \bar{q}_{2}\right):=\left(n\left(z_{n}-y_{n}\right)-\eta \varphi_{v}^{\prime}\left(y_{n}\right), q_{2}-\eta \varphi_{v}^{\prime \prime}\left(y_{n}\right)\right) \in \bar{J}^{2,-} v_{2}\left(y_{n}\right) .
\end{aligned}
$$

By the definition of viscosity solutions, we have

$$
\begin{aligned}
& -\beta v_{1}\left(z_{n}\right)+\frac{1}{2} \sigma^{2} z_{n}^{2} \bar{q}_{1}+\left(f_{1}\left(z_{n}\right)-\mu z_{n}\right) p_{1} \\
& \quad+B^{1}\left(z_{n}, v_{1}, p_{1}\right)+B_{1}\left(z_{n}, \phi_{1}, \phi_{1}^{\prime}\right)+\tilde{U}\left(p_{1}\right) \geq 0, \\
& -\beta v_{2}\left(y_{n}\right)+\frac{1}{2} \sigma^{2} y_{n}^{2} \bar{q}_{2}+\left(f_{2}\left(y_{n}\right)-\mu y_{n}\right) p_{2} \\
& \quad+B^{1}\left(y_{n}, v_{2}, p_{2}\right)+B_{1}\left(y_{n}, \phi_{2}, \phi_{2}^{\prime}\right)+\tilde{U}\left(p_{2}\right) \leq 0 .
\end{aligned}
$$

Here, the $C^{2}$ functions $\phi_{1}, \phi_{2}$ satisfy that $\phi_{1}^{\prime}\left(z_{n}\right)=p_{1}=n\left(z_{n}-y_{n}\right)+\eta \varphi_{v}^{\prime}\left(z_{n}\right)$, $v_{1}-\phi_{1}$ has a global maximum at $z_{n}$, and $\phi_{2}^{\prime}\left(y_{n}\right)=p_{2}=n\left(z_{n}-y_{n}\right)-\eta \varphi_{v}^{\prime}\left(y_{n}\right), v_{2}-\phi_{2}$ has a global minimum at $y_{n}$, respectively. Furthermore, due to [5] Lemma 2.1, there exists a monotone sequence of functions $\left(\phi_{1, k}(z)\right), \phi_{1, k}(z) \in C^{2}$ such that $v_{1}\left(z_{n}\right)=\phi_{1, k}\left(z_{n}\right)$, and $v_{1}(z) \leq \phi_{1, k}(z) \leq \phi_{1}(z), \phi_{1, k} \downarrow v_{1}(z)(k \rightarrow \infty)$ for $z=z_{n}+\gamma\left(z_{n}, \zeta\right), \zeta \geq 0$. We can also take such a sequence $\left(\phi_{2, k}\right)(z)$ of $C^{2}$ functions such that $v_{2}(z) \geq \phi_{2, k}(z) \geq$ $\phi_{2}(z), \phi_{2, k} \uparrow v_{2}(z)(k \rightarrow \infty)$ for $z=y_{n}+\gamma\left(y_{n}, \zeta\right), \zeta \geq 0$.

Putting these inequalities together, we get

$$
\begin{aligned}
& \beta\left[v_{1}\left(z_{n}\right)-v_{2}\left(y_{n}\right)\right] \\
& \leq \frac{1}{2} \sigma^{2}\left(z_{n}^{2} \bar{q}_{1}-y_{n}^{2} \bar{q}_{2}\right) \\
& \quad+\left\{\left(f_{1}\left(z_{n}\right)-\mu z_{n}\right) p_{1}-\left(f_{2}\left(y_{n}\right)-\mu y_{n}\right) p_{2}\right\}+\left\{\tilde{U}\left(p_{1}\right)-\tilde{U}\left(p_{2}\right)\right\} \\
& \quad+\int_{\mid \zeta \zeta>1}\left\{\left(v_{1}\left(z_{n}+\gamma\left(z_{n}, \zeta\right)\right)-v_{2}\left(y_{n}+\gamma\left(y_{n}, \zeta\right)\right)\right)-\left(v_{1}\left(z_{n}\right)-v_{2}\left(y_{n}\right)\right)\right. \\
& \left.\quad-\left(p_{1} \cdot \gamma\left(z_{n}, \zeta\right)-p_{2} \cdot \gamma\left(y_{n}, \zeta\right)\right)\right\} \mu(d \zeta) \\
& \quad+\int_{\mid \zeta \leq 1}\left\{\left(\phi_{1}\left(z_{n}+\gamma\left(z_{n}, \zeta\right)\right)-\phi_{2}\left(y_{n}+\gamma\left(y_{n}, \zeta\right)\right)\right)\right. \\
& \left.\quad-\left(\phi_{1}\left(z_{n}\right)-\phi_{2}\left(y_{n}\right)\right)-\left(\phi_{1}^{\prime}\left(z_{n}\right) \cdot \gamma\left(z_{n}, \zeta\right)-\phi_{2}^{\prime}\left(y_{n}\right) \cdot \gamma\left(y_{n}, \zeta\right)\right)\right\} \mu(d \zeta) \\
& \equiv I_{1}+I_{2}+I_{3}+I_{4}+I_{5}, \quad \text { say. }
\end{aligned}
$$

We consider the case where there are infinitely many $z_{n} \geq y_{n} \geq 0$. By (2.28) and (2.30), it is easy to see that

$$
\begin{aligned}
I_{1} & \leq \frac{1}{2} \sigma^{2}\left\{3 n\left|z_{n}-y_{n}\right|^{2}+\eta\left(z_{n}^{2} \varphi_{v}^{\prime \prime}\left(z_{n}\right)+y_{n}^{2} \varphi_{v}^{\prime \prime}\left(y_{n}\right)\right)\right\} \\
& \rightarrow \sigma^{2} \eta \hat{z}^{2} \varphi_{v}^{\prime \prime}(\hat{z}) \text { as } n \rightarrow \infty
\end{aligned}
$$

By monotonicity and $p_{1} \geq p_{2}$,

$$
I_{3} \leq 0
$$

By (2.24), we have $f_{1}\left(z_{n}\right)\left(z_{n}-y_{n}\right) \leq f_{2}\left(z_{n}\right)\left(z_{n}-y_{n}\right)$. Hence,

$$
\begin{aligned}
& I_{2} \leq\left(f_{2}\left(z_{n}\right)-f_{2}\left(y_{n}\right)\right) n\left(z_{n}-y_{n}\right)-\mu n\left(z_{n}-y_{n}\right)^{2} \\
& +\eta\left\{\left(f_{1}\left(z_{n}\right)-\mu z_{n}\right) \varphi_{v}^{\prime}\left(z_{n}\right)+\left(f_{2}\left(y_{n}\right)-\mu y_{n}\right) \varphi_{v}^{\prime}\left(y_{n}\right)\right\} \\
& \\
& \quad \rightarrow \eta\left(f_{1}(\hat{z})+f_{2}(\hat{z})-2 \mu \hat{z}\right) \varphi_{v}^{\prime}(\hat{z}) \quad \text { as } n \rightarrow \infty .
\end{aligned}
$$

As for the term $I_{4}$, we have

$$
\begin{aligned}
I_{4} & \leq \int_{|\zeta|>1}\left\{\left(\phi_{1}\left(z_{n}+\gamma\left(z_{n}, \zeta\right)\right)-\phi_{1}\left(z_{n}\right)\right)-\left(\phi_{2}\left(y_{n}+\gamma\left(y_{n}, \zeta\right)\right)-\phi_{2}\left(y_{n}\right)\right)\right. \\
& \left.-\left(p_{1} \cdot \gamma\left(z_{n}, \zeta\right)-p_{2} \cdot \gamma\left(y_{n}, \zeta\right)\right)\right\} \mu(d \zeta) \\
& \rightarrow-2 \eta \varphi_{v}^{\prime}(\hat{z}) \int_{|\zeta|>1} \gamma(\hat{z}, \zeta) \mu(d \zeta) .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
I_{5} & \leq \int_{\mid \zeta \leq \leq 1}\left\{\left(\phi_{1}\left(z_{n}+\gamma\left(z_{n}, \zeta\right)\right)-\phi_{1}\left(z_{n}\right)\right)-\left(\phi_{2}\left(y_{n}+\gamma\left(y_{n}, \zeta\right)\right)-\phi_{2}\left(y_{n}\right)\right)\right. \\
& \left.-\left(\gamma\left(z_{n}, \zeta\right) \phi_{1}^{\prime}\left(z_{n}\right)-\gamma\left(y_{n}, \zeta\right) \phi_{2}^{\prime}\left(y_{n}\right)\right)\right\} \mu(d \zeta) \\
& \rightarrow-2 \eta \int_{|\zeta| \leq 1} \varphi_{v}^{\prime}(\hat{z}) \gamma(\hat{z}, \zeta) \mu(d \zeta) .
\end{aligned}
$$

Thus, by (2.26),

$$
\begin{aligned}
\beta\left[v_{1}(\hat{z})\right. & \left.-v_{2}(\hat{z})\right] \\
\leq & 2 \eta\left\{\frac{1}{2} \sigma^{2} \hat{z}^{2} \varphi_{v}^{\prime \prime}(\hat{z})+\left(f_{2}(\hat{z})-\mu \hat{z}\right) \varphi_{v}^{\prime}(\hat{z})-\int \varphi_{v}^{\prime}(\hat{z}) \cdot \gamma(\hat{z}, \zeta) \mu(d z)\right\} \\
\leq & 2 \eta \beta \varphi_{v}(\hat{z})
\end{aligned}
$$

due to (2.25). This is contrary to (2.29). Suppose that there are infinitely many $y_{n} \geq$ $z_{n} \geq 0$. By concavity, we have $v_{i}\left(y_{n}\right) \geq v_{i}\left(z_{n}\right), i=1,2$, and thus

$$
v_{1}\left(y_{n}\right)-v_{2}\left(z_{n}\right) \geq v_{1}\left(z_{n}\right)-v_{2}\left(y_{n}\right) .
$$

Hence, the maximum of $\Psi_{n}(z, y)$ is attained at $\left(y_{n}, z_{n}\right)$. Interchanging $y_{n}$ and $z_{n}$ in the above argument, we again get a contradiction as above. Thus, the proof is complete.

Remark 4.10. In view of (2.5), we observe that the value of $v(z)$ will increase in the presence of the jump term (i.e. $\tilde{r}>0$ ).

### 4.2.3 Regularity of solutions

In this subsection, we shall show the smoothness of the viscosity solution $v$ of (2.6) in case $\sigma>0$.

Theorem 4.5. Under (B.3), (2.2), (B.4), (2.17) and that $\sigma>0$, we have $v \in C^{2}((0, \infty))$ and $v^{\prime}(0+)=\infty$.

Proof. We divide the proof into six steps.
Step 1 By the concavity of $v$, we recall a classical result of Alexandrov (cf. [2] and [36, 61]) to see the Lebesgue measure of $(0, \infty) \backslash \mathcal{D}=0$, where

$$
\mathcal{D}=\{z \in(0, \infty): v \text { is twice differentiable at } z\} .
$$

By the definition of twice differentiability, we have

$$
\left(v^{\prime}(z), v^{\prime \prime}(z)\right) \in J^{2,+} v(z) \cap J^{2,-} v(z), \quad \forall z \in \mathcal{D},
$$

and hence

$$
\beta v(z)=L_{0} v+\tilde{U}\left(v^{\prime}(z)\right) .
$$

Let $d^{ \pm} v(z)$ denote the right-hand and left-hand derivatives respectively:

$$
d^{+} v(z)=\lim _{y \downarrow z} \frac{v(y)-v(z)}{y-z} ; \quad d^{-} v(z)=\lim _{y \uparrow z} \frac{v(y)-v(z)}{y-z} .
$$

Define $r^{ \pm}(z)$ by

$$
\begin{aligned}
\beta v(z)=\frac{1}{2} & \sigma^{2} z^{2} r^{ \pm}(z)+(f(z)-\mu z) d^{ \pm} v(z) \\
& +\int\left\{v(z+\gamma(z, \zeta))-v(z)-d^{ \pm} v(z) \cdot \gamma(z, \zeta)\right\} \mu(d \zeta)+\tilde{U}\left(d^{ \pm} v(z)\right) \\
& \text { for all } z \in(0, \infty) . \quad(* *)
\end{aligned}
$$

Since $d^{+} v=d^{-} v=v^{\prime}$ on $\mathcal{D}$, we have $r^{+}=r^{-}=v^{\prime \prime}$ a.e. by the formula above. Furthermore, $d^{+} v(z)$ is right continuous by definition, and so is $r^{+}(z)$. Hence, it is easy to see by the mean value theorem that

$$
\begin{aligned}
v(y)-v(z) & =\int_{z}^{y} d^{+} v(s) d s \\
d^{+} v(s)-d^{+} v(z) & =\int_{z}^{s} r^{+}(t) d t, \quad s>z
\end{aligned}
$$

Thus, we get

$$
\begin{aligned}
R(v ; y) & :=\left\{v(y)-v(z)-d^{+} v(z)(y-z)-\frac{1}{2} r^{+}(z)|y-z|^{2}\right\} /|y-z|^{2} \\
& =\int_{z}^{y}\left(d^{+} v(s)-d^{+} v(z)-r^{+}(z)(s-z)\right) d s /|y-z|^{2} \\
& =\int_{z}^{y}\left\{\int_{z}^{s}\left(r^{+}(t)-r^{+}(z)\right) d t\right\} d s /|y-z|^{2} \rightarrow 0 \text { as } y \downarrow z .
\end{aligned}
$$

Step 2 We show that $\tilde{U}(z)$ is strictly convex. Suppose it were not true. Then,

$$
\begin{equation*}
\tilde{U}\left(z_{0}\right)=\xi \tilde{U}\left(z_{1}\right)+(1-\xi) \tilde{U}\left(z_{2}\right) \tag{2.31}
\end{equation*}
$$

for some $z_{1} \neq z_{2}, 0<\xi<1$ and $z_{0}=\xi z_{1}+(1-\xi) z_{2}$. Let $m_{i}, i=0,1,2$ be the maximiser of $\tilde{U}\left(z_{i}\right)$. By a simple manipulation, $m_{i}=\left(U^{\prime}\right)^{-1}\left(z_{i}\right)$. It is clear (since $m_{0} \neq m_{i}$ ) that

$$
\begin{equation*}
\tilde{U}\left(z_{i}\right)=U\left(m_{i}\right)-m_{i} z_{i} \geq U\left(m_{0}\right)-m_{0} z_{i}, \quad i=1,2 . \tag{2.32}
\end{equation*}
$$

By (2.31), we observe that the equality in (2.32) must hold. Hence, we have $m_{0}=m_{1}=$ $m_{2}$ and then $z_{1}=z_{2}$. This is a contradiction.

Step 3 We claim that $v(z)$ is differentiable at $z \in(0, \infty) \backslash \mathcal{D}$. It is a well-known fact in convex analysis (cf. [44] Example 2.2.5) that

$$
\partial v(z)=\left[d^{+} v(z), d^{-} v(z)\right], \quad \forall z \in(0, \infty),
$$

where $\partial v(z)$ denotes the generalised gradient of $v$ at $z$ and $d^{+} v(x), d^{-} v(x)$ are given above. Suppose $d^{+} v(z)<d^{-} v(z)$, and set

$$
\begin{aligned}
\hat{p} & =\xi d^{+} v(z)+(1-\xi) d^{-} v(z), \\
\hat{r} & =\xi r^{+}(z)+(1-\xi) r^{-}(z), \quad 0<\xi<1 .
\end{aligned}
$$

If it were true that

$$
\limsup _{y \rightarrow z} R(v ; y)>0
$$

then we can find a sequence $y_{n} \rightarrow z$ such that $\lim _{n \rightarrow \infty} R\left(v ; y_{n}\right)>0$. By virtue of the result in Step 1, we may consider that $y_{n} \leq y_{n+1}<z$ for every $n$, taking a subsequence if necessary. Hence, by the definition of $R(v ; y)$,

$$
\lim _{n \rightarrow \infty} \frac{v\left(y_{n}\right)-v(z)-d^{+} v(z)\left(y_{n}-z\right)}{\left|y_{n}-z\right|} \geq 0 .
$$

 and $\left(d^{+} v(z), r^{+}(z)\right) \in J^{2,+} v(z)$. Similarly, we observe that $\left(d^{-} v(z), r^{-}(z)\right) \in J^{2,+} v(z)$. By the convexity of $J^{2,+} v(z)$, we get

$$
(\hat{p}, \hat{r}) \in J^{2,+} v(z) .
$$

Now, by Step 2, we see that

$$
\tilde{U}(\hat{p})<\xi \tilde{U}\left(d^{+} v(z)\right)+(1-\xi) \tilde{U}\left(d^{-} v(z)\right),
$$

and hence, by ( $* *$ ),

$$
\begin{aligned}
\beta v(z)> & \frac{1}{2} \sigma^{2} z^{2} \hat{r}+(f(z)-\mu z) \hat{p} \\
& +\int\{v(z+\gamma(z, \zeta)-v(z)-\hat{p} \cdot \gamma(z, \zeta)\} \mu(d \zeta)+\tilde{U}(\hat{p}) .
\end{aligned}
$$

On the other hand, by the definition of the viscosity solution,

$$
\begin{aligned}
& \beta v(z) \leq \frac{1}{2} \sigma^{2} z^{2} q+(f(z)-\mu z) p \\
&+\int\{v(z+\gamma(z, \zeta)-v(z)-p \cdot \gamma(z, \zeta)\} \mu(d \zeta)+\tilde{U}(p), \\
& \quad \forall(p, q) \in J^{2,+} v(z)
\end{aligned}
$$

This is a contradiction. Therefore, we deduce that $\partial v(z)$ is a singleton, and this implies $v$ is differentiable at $z$.

Step 4 We claim that $v^{\prime}(z)$ is continuous on $(0, \infty)$. Let $z_{n} \rightarrow z$ and $p_{n}=v^{\prime}\left(z_{n}\right) \rightarrow p$. Then, by the concavity

$$
v(y) \leq v(z)+p(y-z), \quad \forall y
$$

Hence, we see that $p$ belongs to $D^{+} v(z)$, where

$$
D^{+} v(z)=\left\{p \in \mathbf{R}: \limsup _{y \rightarrow z} \frac{v(y)-v(z)-p(y-z)}{|y-z|} \leq 0\right\} .
$$

Since $\partial v(z)=D^{+} v(z)$ and $\partial v(z)$ is a singleton by Step 3, we deduce $p=v^{\prime}(z)$. This implies the assertion.

Step 5 We set $u=v^{\prime}$. Since it holds that

$$
\begin{aligned}
\beta v\left(z_{n}\right)= & \frac{1}{2} \sigma^{2} z_{n}^{2} u^{\prime}\left(z_{n}\right)+\left(f\left(z_{n}\right)-\mu z_{n}\right) u\left(z_{n}\right) \\
& +\int\left\{v\left(z_{n}+\gamma\left(z_{n}, \zeta\right)-v\left(z_{n}\right)-u\left(z_{n}\right) \cdot \gamma\left(z_{n}, \zeta\right)\right\} \mu(d \zeta)+\tilde{U}\left(u\left(z_{n}\right)\right),\right.
\end{aligned}
$$

$$
z_{n} \in \mathcal{D}
$$

the sequence $\left\{u^{\prime}\left(z_{n}\right)\right\}$ converges uniquely as $z_{n} \rightarrow z \in(0, \infty) \backslash \mathcal{D}$, and $u$ is Lipschitz near $z$ (cf. [44]). We recall that $\partial u(z)$ coincides with the convex hull of the set, that is,

$$
\partial u(z)=\left\{q \in \mathbf{R}: q=\lim _{n \rightarrow \infty} u^{\prime}\left(z_{n}\right), z_{n} \in \mathcal{D} \rightarrow z\right\} .
$$

Then,

$$
\begin{array}{rl}
\beta v(z)=\frac{1}{2} \sigma^{2} z^{2} & q+(f(z)-\mu z) u(z) \\
& +\int\{v(z+\gamma(z, \zeta))-v(z)-u(z) \cdot \gamma(z, \zeta)\} \mu(d \zeta)+\tilde{U}(u(z)),
\end{array}
$$

$$
\forall q \in \partial u(z)
$$

Hence, we observe that $\partial u(z)$ is a singleton, and then $u(z)$ is differentiable at $z$. The continuity of $u^{\prime}(z)$ follows immediately as above. Thus, we conclude that $u \in$
$C^{1}((0, \infty))$, and hence $(0, \infty) \backslash \mathcal{D}$ is empty.
Step 6 Suppose $v^{\prime}(z) \leq 0$. Then, by (B.3), we have

$$
\tilde{U}\left(v^{\prime}(z)\right)=\infty .
$$

This is contrary to the equality ( $* *$ ) in view of the conclusion in Step 3. Thus, we deduce $v^{\prime}(0+)>0$, and by (B.3) again, $v^{\prime}(0+)=\infty$.

### 4.2.4 Optimal consumption

In this subsection, we combine the optimal consumption policy $\mathbf{c}^{*}$ with the optimisation problem (2.3). We assume $\sigma>0$ throughout this subsection in order to guarantee the existence of a $C^{2}$-solution.

Lemma 4.11. Under (B.3), (2.2), (B.4) and (2.17), we have

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} E\left[e^{-\beta t} v(z(t))\right]=0 \tag{2.33}
\end{equation*}
$$

for every $\mathbf{c} \in \mathcal{C}$.
Proof. By (2.15), we can choose $0<\beta^{\prime}<\beta$ such that

$$
\begin{gather*}
-\beta^{\prime} \varphi(z)+\frac{1}{2} \sigma^{2} z^{2} \varphi^{\prime \prime}(z)+(f(z)-\mu z) \varphi^{\prime}(z)  \tag{2.34}\\
+\int\left\{\varphi(z+\gamma(z, \zeta))-\varphi(z)-\varphi^{\prime}(z) \cdot \gamma(z, \zeta)\right\} \mu(d \zeta)+\tilde{U}\left(\varphi^{\prime}(z)\right) \leq 0 . \quad z \geq 0
\end{gather*}
$$

Here, $\varphi(z)=z+B$. Hence, Itô's formula gives

$$
E\left[e^{-\beta t} \varphi(z(t))\right] \leq \varphi(z)+E\left[\int_{0}^{t} e^{-\beta s}\left(-\beta+\beta^{\prime}\right) \varphi(z(s)) d s\right]
$$

from which

$$
\left(\beta-\beta^{\prime}\right) E\left[\int_{0}^{\infty} e^{-\beta s} \varphi(z(s)) d s\right]<\infty
$$

Thus,

$$
\liminf _{t \rightarrow \infty} E\left[e^{-\beta t} \varphi(z(t))\right]=0 .
$$

By Theorem 4.3,

$$
v(z) \leq \varphi(z),
$$

which implies (2.33).

Now, we consider the equation:

$$
\begin{align*}
d z^{*}(t)=\left(f\left(z^{*}(t)\right)-\mu z^{*}(t)-c^{*}(t)\right) d t & +\sigma z^{*}(t) d W(t) \\
& +z^{*}(t-) \int\left(e^{\zeta}-1\right) \tilde{N}(d t d \zeta), \quad z^{*}(0)=z>0, \tag{2.35}
\end{align*}
$$

where

$$
\begin{equation*}
c^{*}(t)=\left(U^{\prime}\right)^{-1}\left(v^{\prime}\left(z^{*}(t-)\right)\right) 1_{\left\{t \leq \tau_{z^{*}}\right\}} . \tag{2.36}
\end{equation*}
$$

Here, $c^{*}(t)$ is the consumption rate which maximises the Hamilton function (associated with $L$ ) operated to $v$. For a typical case $U(c)=\frac{1}{r} c^{r}(r \in(0,1))$,

$$
c^{*}(t)=\left(v^{\prime}\left(z^{*}(t-)\right)\right)^{\frac{1}{r-1}} \cdot 1_{\left\{t \leq \tau_{z^{*}}\right\}} .
$$

Lemma 4.12. Under (B.3), (2.2), (B.4) and (2.17), there exists a unique solution $z^{*}(t) \geq 0$ of (2.35).

Proof. Let $G(z)=f\left(z^{+}\right)-\mu z-\left(U^{\prime}\right)^{-1}\left(v^{\prime}\left(z^{+}\right)\right)$. Here, $z^{+}=\max (z, 0)$. Since $G(z)$ is Lipschitz continuous and $G(0)=0$, there exists a solution $\chi(t)$ of

$$
\begin{equation*}
d \chi(t)=G(\chi(t)) d t+\sigma \chi(t) d W(t)+\chi(t-) \int\left(e^{\zeta}-1\right) \tilde{N}(d t d \zeta), \quad \chi(0)=z>0 \tag{2.37}
\end{equation*}
$$

Define

$$
z^{*}(t) \equiv \chi\left(t \wedge \tau_{\chi}\right) \geq 0
$$

We note by the concavity of $f$ that $G(z) \leq C_{1} z^{+}+C_{2}$ for some $C_{1}, C_{2}>0$. Then, we apply the comparison theorem (Lemma 4.9) to (2.37) and to $\hat{z}(t)$ given by

$$
\begin{align*}
d \hat{z}(t)=\left(C_{1} \hat{z}(t)^{+}+C_{2}\right) d t+\sigma \hat{z}(t) d W(t)+\hat{z}(t-) \int\left(e^{\zeta}-1\right) \tilde{N}(d t d \zeta) & \\
& \hat{z}(0)=z>0 \tag{2.38}
\end{align*}
$$

to obtain $0 \leq z^{*}(t) \leq \hat{z}(t)$ for all $0<t<\tau_{z^{*}} \wedge \tau_{\hat{z}}$. Furthermore, it follows from the definition that $\tau_{z^{*}}=\tau_{\chi}$, and hence

$$
\begin{aligned}
d z^{*}(t)=1_{\left\{t \leq \tau_{z^{*}}\right\}}\left[f\left(z^{*}(t)\right)-\mu z^{*}(t)-c^{*}(t) d t+\sigma z^{*}(t)\right. & d W(t) \\
& \left.+z^{*}(t-) \int\left(e^{\zeta}-1\right) \tilde{N}(d t d \zeta)\right] .
\end{aligned}
$$

Therefore, $z^{*}(t)$ solves (2.35).
To prove the uniqueness, let $\tilde{z}(t)$ be another solution of (2.35). We notice that the function $z \mapsto G(z)$ is locally Lipschitz continuous on ( $0, \infty$ ). By using Theorem 1.5 in Section 1.3, we can get

$$
z^{*}\left(t \wedge \tau_{z^{*}} \wedge \tau_{\tilde{z}}\right)=\tilde{z}\left(t \wedge \tau_{z^{*}} \wedge \tau_{\tilde{z}}\right) .
$$

Hence,

$$
\tau_{z^{*}}=\tau_{\tilde{z}}, \quad z^{*}(t)=\tilde{z}(t) \quad \text { for } \quad t \leq \tau_{z^{*}} .
$$

This implies $z^{*}(t)=\tilde{z}(t)$ for all $0 \leq t<\tau_{z^{*}}$.

We assume the $\operatorname{SDE}$ (2.35) has a strong solution. As it will be expected from (2.6), the optimal consumption policy is given as follows.

Theorem 4.6. Let the assumptions of Theorem 4.5 hold. Then, an optimal consumption $\mathbf{c}^{*}=\left\{c^{*}(t)\right\}$ is given by (2.36).

Proof. We set $\zeta=s \wedge \tau_{z^{*}}$ for any $s>0$, and let $\zeta_{n}=\zeta \wedge \inf \left\{t>0 ;\left|z^{*}(t)\right|<\right.$ $\frac{1}{n}$ or $\left.\left|z^{*}(t)\right|>n\right\}$. By (2.6), (2.35) and Itô's formula, we have

$$
\begin{aligned}
& E\left[e^{-\beta \zeta_{n}} v\left(z^{*}\left(\zeta_{n}-\right)\right)\right] \\
& =v(z)+E\left[\int _ { 0 } ^ { \zeta _ { n } } e ^ { - \beta t } \left\{-\beta v(z)+v^{\prime}(z) 1_{\left\{t<\tau_{z^{*}}\right\}}\left[f(z)-\mu z-c^{*}(t)\right]+\frac{1}{2} \sigma^{2} z^{2} v^{\prime \prime}(z)\right.\right. \\
& \left.\left.\quad+\left.\int\left\{v(z+\gamma(z, \zeta))-v(z)-v^{\prime}(z) \cdot \gamma(z, \zeta)\right\} \mu(d \zeta)\right|_{z=z^{*}(t)}\right\} d t+M\left(\zeta_{n}\right)\right] \\
& =v(z)-E\left[\int_{0}^{\zeta_{n}} e^{-\beta t} U\left(c^{*}(t)\right) d t\right],
\end{aligned}
$$

where $\zeta_{n}=\zeta \wedge \tau_{n}$ for some localising sequence of stopping times $\tau_{n} \uparrow \infty$ of the local martingale $M(t)$ with $M(0)=0$. From (2.34), (2.38) and Doob's inequalities for martingales, it follows that

$$
\begin{aligned}
& E\left[\sup _{n} e^{-\beta \zeta_{n}} v\left(z^{*}\left(\zeta_{n}-\right)\right)\right] \\
& \quad \leq E\left[\sup _{0 \leq r \leq s} e^{-\beta r} \varphi\left(z^{*}(r-)\right)\right] \\
& \quad \leq \varphi(z)+2 C\left(\sigma E\left[\int_{0}^{s}\left(e^{-\beta t} z^{*}(t)\right)^{2} d t\right]^{1 / 2}\right. \\
& \quad+E\left[\int_{0}^{s} \int^{-2 \beta t} \mid \varphi\left(z^{*}(t-)+\gamma\left(z^{*}(t-), \zeta\right)\right)\right. \\
& \left.\left.\quad-\varphi\left(z^{*}(t-)\right)-\left.\varphi^{\prime}\left(z^{*}(t-)\right) \cdot \gamma\left(z^{*}(t-), \zeta\right)\right|^{2} \mu(d \zeta) d t\right]^{1 / 2}\right) \\
& \quad \leq \varphi(z)+2 C\left(\sigma E\left[\int_{0}^{s} \hat{z}(t)^{2} d t\right]^{1 / 2}+E\left[\int_{0}^{s} \int_{0}^{-2 \beta t} \mid \varphi(\hat{z}(t-)+\gamma(\hat{z}(t-), \zeta))\right.\right. \\
& \left.\left.\quad-\varphi(\hat{z}(t-))-\left.\varphi^{\prime}(\hat{z}(t-)) \cdot \gamma(\hat{z}(t-), \zeta)\right|^{2} \mu(d \zeta) d t\right]^{1 / 2}\right)<+\infty .
\end{aligned}
$$

Therefore, letting $n \rightarrow \infty$, by the dominated convergence theorem, we get

$$
E\left[e^{-\beta \zeta} v\left(z^{*}(\zeta-)\right)\right]=v(z)-E\left[\int_{0}^{\zeta} e^{-\beta t} U\left(c^{*}(t)\right) d t\right]
$$

By (2.33), we have

$$
\begin{aligned}
& \liminf _{s \rightarrow \infty} E\left[e^{-\beta\left(s \wedge \tau_{z^{*}}\right)} v\left(z^{*}\left(s \wedge \tau_{z^{*}}-\right)\right)\right] \\
& =\liminf _{s \rightarrow \infty} E\left[e^{-\beta s} v\left(z^{*}(s-)\right): \tau_{z^{*}} \geq s\right]=0 .
\end{aligned}
$$

Passing to the limit, we deduce

$$
v(z)=E\left[\int_{0}^{\tau_{z^{*}}} e^{-\beta t} U\left(c^{*}(t)\right) d t\right]=J\left(\mathbf{c}^{*}\right) .
$$

By the same calculation as above, we can obtain

$$
J(\mathbf{c})=E\left[\int_{0}^{\tau_{z}} e^{-\beta t} U(c(t)) d t\right] \leq v(z), \quad \mathbf{c} \in \mathcal{C}
$$

Due to the comparison theorem (Theorem 4.3), we remark that the solution $v(z)$ of (2.6) must be unique. Hence, we have the assertion. The proof is complete.

### 4.2.5 Historical sketch

The origin of the topic goes back to Merton [162]; See Appendix (ii). As for the jumpdiffusion type control problem, the paper [212] has studied a model $\left(X_{t}\right)$ given by

$$
d X_{t}=\mu d t+\sigma d W(t)-d Z_{t}-d K_{t}, \quad X_{0-}=x
$$

Here, $Z_{t}$ denotes a càdlàg (jump) process corresponding to the company's spending (paying dividends to the stock holders), $\sigma>0$ and $K_{t}$ corresponds to the activity to invest. The expected utility is measured up to time $T$ in terms of $Z_{t}$ by

$$
E\left[\int_{\mathbf{T}} e^{-\beta t} d Z_{t}\right]
$$

instead of the consumption rate $c(t)$ composed in the utility function. The paper [49] studies, in a similar framework, the control in switching between paying dividends and investments. The paper [74] studies the same model $X_{t}$, but the expected utility is measured by

$$
E\left[U\left(\int_{\mathbf{T}} e^{-\beta t} d Z_{t}\right)\right]
$$

where $U($.$) is a utility function. Here, they measure the gross amount of dividends up$ to time $T$ by $U($.$) instead of the consumption rate c(t)$, which makes some difference in the interpretation. In these papers, the main perturbation term is the diffusion (Brownian motion). On the other hand, Framstad [65] has studied a model ( $X_{t}$ ) given by

$$
d X_{t}=X_{t-}\left(\mu\left(X_{t}\right) d t+\sigma\left(X_{t}\right) d W(t)+\int \eta\left(X_{t-}, \zeta\right) \tilde{N}(d t d \zeta)\right)-d H_{t}
$$

in the Wiener-Poisson framework. Here, $H_{t}$ denotes a càdlàg process corresponding to the total amount of harvest up to time $t$, and $\sigma() \geq$.0 . Under the setting that the expected utility is measured by

$$
E\left[\int_{t_{0}}^{\infty} e^{-\beta t} d H_{t}\right]
$$

he describes that the optimal harvesting policy is given by a single value $x^{*}$, which plays a role of a barrier at which one reflects the process downward. The paper [74] also leads to a similar conclusion. A related recent paper is [3].

For recent development concerning the Maximum principle in the jump-diffusion setting, see [176].

## Appendix

A friend of Diagoras tried to convince him of the existence of the gods, by pointing out how many votive pictures tell about people being saved from storms at sea by dint of vows to the gods, to which Diagoras replied that there are nowhere any pictures of those who have been shipwrecked and drowned at sea.

Marcus Tullius Cicero (106-43, BC), De natura decorum III 89

## (i) Notes

For basic materials which are supposed to be preliminary in this book a reader can see [39] and [194].

## Chapter 1

Composition of Chapter 1 is compact. For details and proofs on basic materials concerning stochastic processes, stochastic integrals, and SDE of diffusion type, see the classical [82]. The materials in Section 1.1 are well known. See [196]. The materials in Section 1.2 are mainly due to $[127,192$ ] and [47]. The materials in Section 1.3 are also due to [127]. For the precise on the stochastic flow appeared in Section 1.3, see [4] Section 6.4. Additionally, the equivalence between (3.2) and (3.3) is justified by Theorem 6.5.2 in [4]. For SDEs on manifolds, see [4, 58].

## Chapter 2

There are two approaches to stochastic processes. One is based on macroscopic view using functional analytic approach, by e.g., Kolmogorov, Malliavin-Stroock; the other is based on microscopic view tracking each trajectory, by e.g., Itô, Bismut and Picard. We adopted the latter one.

Section 2.1.1 is due to [87]. Section 2.1.2 is due to [181, 182] and [95]. A part of Section 2.1.3 is due to [56] and to [8, 9]. Historically, the Bismut's method (2) stated in Section 2.1.3 was developed before the one stated in Section 2.1.1. It has evolved to cover the variable coefficient case in a fairly general setting. See [116]. There are some attempts to analyse jump processes as boundary processes (e.g. [32]), however these results have not been much fruitful.

Sections 2.2, 2.3 are based on [85, 89, 143, 183] and [184]. Historically, the polygonal method stated in Section 2.3 was developed before the Markov chain method in Section 2.2. In those days the author did not know the idea to seperate the big jump part of the driving Lévy process by the magnitude $O\left(t^{1 / \beta}\right)$, and used simply the constant threshold $\epsilon$. The proof of Sublemma 2.3 in Section 2.2 is closely related to the strict positivity of the densities for infinitely divisible random variables, mentioned at
the end of Section 2.5.4. Upper bound of the density for not necessary short, but still bounded, time interval is given in [185].

Section 2.5.2 is adapted from [97]. As for numerical results stated in section 2.5.3, calculating the constant $C=C(x, y, \kappa)$ in Theorem 2.4 numerically is not an easy task in general. Especially if the function $g(x, y)$ has singular points, numerical calculation of iterated integrals in (3.6) is known to be heavy. Section 2.5.4 is due to [90, 91].

## Chapter 3

For details on the iterated integral expressions of Wiener (-Poisson) variables treated in Section 3.1, see [190]. For the Charlier polynomials stated in Section 3.2, also see [190]. As for the well-definedness of multiple integrals with respect to Lévy processes, see [112].

The contents in Section 3.3 are mainly based on [95]. The definition of the norms $|F|_{k, l, p},\|U\|_{k, l, p}$ in Section 3.3 .3 is based on the idea that we take the projection of the Wiener factor of $F$ first, and then measure the remaining Poisson factor after, both in the sense of $L^{p}$ norm. We can consider other norms as well on the Wiener-Poisson space. Indeed, by taking another Sobolev norm for the Wiener factor, it is possible that the framework of showing the estimate for $\tilde{\delta}(V)$ can be carried over to show the estimate of $\delta(U)$, where it has been carried out using Meyer's type inequality (Theorem 3.3) in the framework of Ornstein-Uhlenbeck semi-group. Up to present, there seems to exist no decisive version of the definition for the norms on it. Section 3.4 is due to [25].

Our theory on stochastic analysis stated in Sections 3.5-3.7, and basic properties of Lévy processes stated in Chapter 1, are deeply related with the theory of Fourier analysis. The contents of Sections 3.5, 3.7 are due to [77, 95, 130]. In Section 3.5.1 the iteration procedure using the functional $e_{v}(F)=e^{i(v, F)}$ works effectively. It will be another virtue of Malliavin calculus, apart from the integration-by-parts formula in the Wiener space. Indeed, as stated in the latter half of Section 3.6.5, employing the Fourier method it has turned out that the integration-by-parts formula is not a main tool in showing the smoothness of the transition density.

The origin of the theory stated in Sections 3.5-3.7 is [181]. Between [95] and [77] there has been a quest for finding a proper object in the Poisson space, which may correspond to Malliavin matrix in the Wiener space. The theory is also closely related to [170] Section 2.1.5. A related topic is treated in [173] Chapter 14.

The contents of Section 3.6 are inspired by [130]. The result can be extended to the non-Markovian process:

$$
X_{t}=\int_{0}^{t} b\left(X_{r}, r\right) d r+\int_{0}^{t} \sigma\left(X_{r}, r\right) d W_{r}+\int_{0}^{t} \int g\left(X_{r}, r, z\right) \tilde{N}(d r d z)
$$

The paper [130] tries to analyse SDEs of this type. The method used in Section 3.6.4 is new.

The former part of Section 3.6.5 is mainly due to [131]. This part is added in the second edition, so the SDE here is based on the setting that the vector fields depend on $t$. There are cases where the density function exists despite that the stochastic coefficients are fairly degenerate and the (ND) condition fails for the solution of a SDE. We are often required delicate estimates in such cases, see e.g., [50]. The extension of the theory stated in the former half of this subsection to the case for other types of Lévy measures is not well known. The inclusion of this subsection is also due to author's recent interest in Itô process on manifolds, as Itô process with big jumps does not satisfy the condition (D) in general.

## Chapter 4

Section 4.1 is based on [77]. A related work is done by Yoshida [223] and by Kunitomo and Takahashi [132, 133]. The result in Section 4.1.2 is new. Section 4.1.3 is also new.

Section 4.2 is based on [96, 99]. The existence of 'trace' at the boundary for the value function can be justified analytically using the theory of pseudo-differential operators [206]. The control theory with respect to jump processes is developing. See, e.g. [110] and Kabanov's recent papers.

During 2013-2015 the author and Dr. Yamanobe considered an application of Malliavin calculus to stochastic action potential model in axons [100]. But the content is not included in this volume.

## (ii) Ramsey theory

We are concerned with a one-sector model of optimal economic growth under uncertainty in the neoclassical context. It was originally presented by Ramsey [193] and has been refined by Cass [41]. See also [63].

Define the following quantities:
$y(t)=$ labour supply at time $t \geq 0$,
$x(t)=$ capital stock at time $t \geq 0$,
$\lambda=$ the constant rate of depreciation (written as $\beta$ in the text), $\lambda \geq 0$,
$F(x, y)=$ production function producing
the commodity for the capital stock $x \geq 0$ and the labour force $y \geq 0$.
We now state the setting in the model. Suppose that the labour supply $y(t)$ at time $t$, and the capital stock $x(t)$ at $t$ are governed by the following stochastic differential
equations

$$
\begin{align*}
d y(t)= & r y(t) d t+\sigma y(t) d W(t), \quad y(0)=y>0, \quad r \neq 0, \sigma \geq 0,  \tag{A.1}\\
d x(t)= & (F(x(t), y(t))-\lambda x(t)-c(t) y(t)) d t+x(t-) \int_{\mid \zeta<1}\left(e^{\zeta}-1\right) \tilde{N}(d t d \zeta) \\
& +x(t-) \int_{|\zeta| \geq 1}\left(e^{\zeta}-1\right) N(d t d \zeta), \quad x(0)=x>0 . \tag{A.2}
\end{align*}
$$

An intuitive explanation is as follows. Suppose there exists a farm (or a company, a small country, ...) that makes economical activities based on labour and capital. At time $t$, the farm initiates production which is expressed by $F(x(t), y(t))$. At the same time, he or she has to consume the capital at the rate $c(t)$, and the capital may depreciate as time goes by. The second and third terms on the right-hand side of (A.2) correspond to a random fluctuation in capital.

Under this interpretation, we may even assume that the labour supply $y(t)$ is constant, and consider the optimal consumption under the randomly fluctuated capital. This assumption has projected economical meaning since the labour supply is not easy to control (i.e. make decrease) in short time.

This type of problem is called the stochastic Ramsey problem. For reference, see [70]. We denote by $V(x, y)$ the value function associated with $x(t)$ and $y(t)$. The HJB equation associated with this problem reads as follows:

$$
\begin{align*}
& \beta V(x, y)=\frac{1}{2} \sigma^{2} y^{2} V_{y y}(x, y)+r y V_{y}(x, y)+(F(x, y)-\lambda x) V_{x}(x, y) \\
& +\int\left\{V\left(e^{\zeta} x, y\right)-V(x, y)-V_{x}(x, y) \cdot x\left(e^{\zeta}-1\right)\right\} \mu(d \zeta) \\
&  \tag{A.3}\\
& +\tilde{U}\left(V_{x}(x, y) y\right), \quad V(0, y)=0, \quad x>0, \quad y>0 .
\end{align*}
$$

We seek the solution $V(x, y)$ in a special form, namely,

$$
\begin{equation*}
V(x, y)=v(z), \quad z=\frac{x}{y} . \tag{A.4}
\end{equation*}
$$

Then, (A.3) turns into the form (2.6)-(2.7) in Section 4.2 with $f(z)=F\left(z^{+}, 1\right), \mu=r-$ $\tilde{r}+\lambda-\sigma^{2}$. Here, we assume the homogeneity of $F$ with respect to $y: F(x, y)=F\left(\frac{x}{y}, 1\right) y$. We can show that $V(x, y)$ defined as above is a viscosity solution of (A.3), and that if $\sigma>0$, then it is in $C^{2}((0, \infty) \times(0, \infty))$. This derives the optimal consumption function in a way of Section 4.2.4. The condition $z(t) \geq 0, t \geq 0$ a.s. implies that the economy can sustain itself.

Although it is not implied in general that we can find the solution of (A.3) as in (A.4) in the setting (A.1)-(A.2), under the same token as above (i.e. the labour supply is constant), the problem will correspond to what we have studied in the main text. That is, we can identify the value function in the form $v(z)=V(z, 1)$.
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[^3]
[^0]:    1 Here and in what follows, a.s. denotes the abbreviation for 'almost surely'. Similarly, a.e. stands for 'almost every’ or ‘almost everywhere’.

[^1]:    2 Two $P$ s in the two $L^{2}$ spaces are distinct. Here, we use the same symbol, supposing that no confusion occurs.

[^2]:    1 In [179], it is assumed $\int_{Z} \mu(d \zeta)<+\infty$ for $Z \subset \mathbf{R} \backslash\{0\}$. However, this condition can be replaced by $\int_{Z_{n}} \mu(d \zeta)<+\infty$ for each compact $Z_{n} \subset \mathbf{R} \backslash\{0\}$ such that $Z_{n} \rightarrow \mathbf{R} \backslash\{0\}$. See the argument on p. 378 of [179].
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