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Preface

This book is a concise introduction to the stochastic calculus of variations (also known
asMalliavin calculus) for processeswith jumps. It iswritten for researchers and gradu-
ate students who are interested in Malliavin calculus for jump processes. In this book,
‘processeswith jumps’ includebothpure jumpprocesses and jump-diffusions. Theau-
thor has tried to provide many results on this topic in a self-contained way; this also
applies to stochastic differential equations (SDEs) ‘with jumps’. This book also con-
tains some applications of the stochastic calculus for processes with jumps to control
theory and mathematical finance.

The field of jump processes is quite wide-ranging nowadays, from the Lévy mea-
sure (jumpmeasure) to SDEswith jumps. Recent developments in stochastic analysis,
especially Malliavin calculus with jumps in the 1990s and 2000s, have enabled us to
express various results in a compact form. Until now, these topics have been rarely dis-
cussed in amonograph. Among the few books on this topic, we would like to mention
Bichteler–Gravereaux–Jacod (1987) and Bichteler (2002).

One objective of Malliavin calculus (of jump type) is to prove the existence of the
density function pt(x, y) of the transition probability of a jump Markov process Xt
probabilistically, especially the very important casewhereXt is givenbya (Itô,Marcus,
Stratonovich . . . ) SDE, cf. Léandre (1988). Furthermore, granting the existence of the
density, onemay apply variousmethods to obtain the asymptotic behaviour of pt(x, y)
as t → 0 where x and y are fixed. The results are known to be different, according to
whether x ̸= y or x = y. We also describe this topic.

The starting point for this book was July 2009, when Prof. R. Schilling invited me
to the TechnischeUniversität Dresden, Germany, to teach a short course onMalliavin’s
calculus for jump processes. He suggested that I expand themanuscript, thus creating
a book. Prof. H. Kunita kindly read and commented on earlier drafts of themanuscript.
The author is deeply indebted to Professors R. Schilling,M. Kanda, H. Kunita, J. Picard,
R. Léandre, C. Geiss, F. Baumgartner, N. Privault and K. Taira.

This book is dedicated to the memory of the late Professor Paul Malliavin.

Matsuyama, December 2012 Yasushi Ishikawa
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Preface to the second edition

The present edition is an expanded and revised version of the first edition. Several
changes have been added. These changes are based on a set lectures given at Osaka
city university and the university of Ryukyus, and on seminars in several universities.
These lectures were addressed to graduate and undergraduate students with interests
in Probability and Analysis.

In 1970s Professor P. Malliavin has begun analytic studies of the Wiener space;
he gave a probabilistic proof of the hypoellipticity result in PDE theory due to L. Hör-
mander. Themethod he used on theWiener space is called stochastic calculus of vari-
ations, now called Malliavin calculus. The spirit of Malliavin’s work was clarified by
J.-M. Bismut, S. Watanabe, I. Shigekawa, D. Nualart and others.

In 1980s and 1990s the movement of stochastic calculus of variations on the
Wiener space has been extended to the Poisson space by J.-M. Bismut, J. Jacod, K.
Bichteler-J. M. Gravereaux-J. Jacod and others. Due to the development of the theory
by them, problems concerning integro-differential operators in the potential theory
have come to be resolved. The author has encountered with these techniques and the
atmospher in Strassburg, Clermont-Ferrand, La Rochelle and Kyoto.

The main purpose of this monograph is to summarize and explain analytic and
probabilistic problems concerning jump processes and jump-diffusion processes in
perspective. Our approach to those problems relys largely on the recent developments
in the stochastic analysis on the Poisson space and that of SDEs on it. Several pertur-
bation methods on the Poisson space are proposed, each resulting in the integration-
by-parts formula of its own types.

The analysis of jump processes has its proper value, since processes with discon-
tinuous trajectories are as natural as processes with continuous trajectories. Professor
K. Itô has been interested, and has had a sharp sense, in jump processes (especially in
Lévy processes) from the period of his inquiry for the theory of stochastic integration.
The theory of stochastic calculus of variations for jump processes is still developing.
Its applicationwill cover from economics tomathematical biology, althoughmaterials
for the latter is not contained in this volume.

It is three years since the first edition has appeared. There have been intense ac-
tivities focused on stochastic calculus for jump and jump-diffusion processes. The
present monograph is an expanded and revised version of the first edition. Changes
to the present edition are of two types. One is the necessity to correct typos and small
errors, and a necessity for a clearer treatment of many topics to improve the expres-
sions or to give sharp estimates. On the other hand, I have included a newmaterial. In
Chapter 3 I have added Section 3.6.5which treats the analysis of the transition density.
In particular it includes a recent development on the Hörmander type hypoelliptic-
ity problem for integro-differential operators related to jump-diffusion processes. The
notes at the end of the volume are also extended.
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VIII | Preface to the second edition

During the preparation of the 2nd edition I am indebted to many professors and
colleagues in contents and in motivation. Especially, I am indebted to Professors H.
Kunita, M. Tsuchiya, E. Hausenblas, A. Kohatsu-Higa, A. Takeuchi, N. Privault and R.
Schilling.

A major part of this work was done at Ehime university (1999-) with the aid of
Grant-in-Aid for General Scientific Research, Ministry of Education, Culture Sports,
Science and Technology, Japan (No. 24540176). I take this opportunity to express my
sincere gratitude to all those who related.

The year 2015 is the centennial of the birth of late Professor K. Itô. The develop-
ment of Itô’s theory has been a good example of international cooperation among peo-
ple in Japan, Europe and U.S. I hope, in this way, we would contribute to peace and
development of the world in the future.

Matsuyama, October 2015 Yasushi Ishikawa
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0 Introduction

A theme of this book is to describe a close interplay between analysis and probability
via Malliavin calculus. Compared to other books on this subject, our focus is mainly
on jump processes, especially Lévy processes.

The concept of (abstract)Wiener space has beenwell known since the 1970s. Since
then, despite a genuine difficultywith respect to the definition of the (abstract)Wiener
space, many textbooks have been published on the stochastic calculus on the Wiener
space. It should be noted that it is directly connected to Itô’s theory of stochastic differ-
ential equations, which Itô invented while inspired by the work of A. N. Kolmogorov.
Already at this stage, a close relation between stochastic calculus and PDE theory has
been recognised through the transition probability pt(x, dy), whose density pt(x, y) is
the fundamental solution to Kolmogorov’s backward equation.

Malliavin calculus started with the paper [159] by P. Malliavin (cf. [160]). One of
the motivations of his paper is the problem of hypoellipticity for operators associated
with stochastic differential equations of diffusion type. At the beginning, Malliavin’s
calculus was not very popular (except for his students, and a few researchers such as
Bismut, Jacod, Shigekawa, Watanabe and Stroock) due to its technical difficulties.

Malliavin’s paper was presented at the international symposium in Kyoto organ-
ised by Prof. K. Itô. At that time, a close relation began between P. Malliavin and the
Kyoto school of probability in Japan. The outcome was a series of works by Wata-
nabe [217], Ikeda–Watanabe [82], Shigekawa [199], and others.

The relation between Malliavin calculus for diffusion processes and PDEs has
been deeply developed by Kusuoka and Stroock [137–139] and others.

On the other hand, Paul Lévy began his study on additive stochastic processes
(cf. [152]). The trajectories of his processes are continuous or discontinuous. The ad-
ditive processes he studied are now called Lévy processes. The discontinuous Lévy
processes have an infinitesimal generator of integro-differential type in the semi-
group theory in the sense of Hille–Yosida. Such integro-differential operators have
been studied in potential theory, by e.g. Ph. Courrège [45] and Bony–Courrège–
Priouret [34]. The latter paper is related to the boundary value problem associated
with integro-differential operators.

The theory developed following that of Fourier integral operators and pseudodif-
ferential operators (cf., e.g. [35]).

My first encounter with Malliavin calculus for jump processes was the paper by
Léandre [140], where he proves

p(t, x, dy)
t = P(Xt ∈ dy|X0 = x)

t ∼ n(x, dy)
as t → 0, if the jump process Xt can reach y by one single jump (y ̸= x). Here, n(x, dy)
denotes the Lévy kernel. This result has been generalised to the case of n jumps, n =
1, 2, . . . in [85], independently of the work by Picard.
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2 | Introduction

When I started my research in this field, I was inspired by the close relation be-
tween the theories of integro-differential operators and jump type Markov processes.
Consequently,my own research on the short time asymptotics of the transition density
plays an important role in this monograph.

Later, Malliavin calculus has found new applications in the theory of finance.
The presentation of the contents follows the historical development of the theory.

The technical requirements of this book are usual undergraduate calculus, probability
and abstract measure theory.

Historically, the theory was started by Bismut. The approach by Bismut is based
on the Girsanov transform of the underlying probability measure. From an analytic
point of view, the main idea is to replace the Radon–Nikodým density function in the
Girsanov transform of measures induced by the perturbation of the continuous tra-
jectories by that induced by the perturbation of the discontinuous trajectories. Subse-
quently, the theory was extended to cover singular Lévy measures using perturbation
methods (Picard).

Most textbooks on Malliavin calculus on the Wiener space (e.g. [160, 199]) adopt
a functional analytic approach, where the abstract Wiener space and the Malliavin
operator appear. I do not use such a setting in this book. This is partly because such
a setting is not very intuitive, and partly because the setting cannot directly be trans-
ferred to the Poisson space from theWiener space. This is also discussed in Section 3.4.

In the spirit of potential theory and (nonlocal) integro-differential operators,
I have adopted the method of perturbations of trajectories on the Wiener–Poisson
space. This perspective fits well to the Markov chain approximation method used in
Sections 2.2, 2.3, and to the technique of path-decomposition used in Section 3.6.
Hence, it constitutes one of the main themes of this book.

In our approach, both in the Wiener space and in the Poisson space, the main
characters are the derivative operator Dt or the finite difference operator D̃u, and their
adjoints δ or δ̃. The derivative operator is defined to act on the random variable F(ω)
defined on a given probability space (Ω, F, P).

In theWiener space,Ω = C0(T) is the spaceof continuous functionsdefinedon the
intervalT equippedwith the topology given by the sup-norm. TheMalliavin derivative
DtF(ω) of F(ω) is then given in two ways, either as a functional derivative or in terms
of a chaos expansion, see Section 3.1.1 for details. The definition via chaos expansion
is quite appealing since it gives an elementary proof of the Clark–Ocone formula, and
since the definition can be carried over to the Poisson space in a natural way; details
are stated in Section 3.2.

Here is a short outline of all chapters.

Chapter 1
In Chapter 1, I briefly prepare basicmaterialswhich are needed for the theory. Namely,
I introduce Lévy processes, Poisson random measures, stochastic integrals, stochas-
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Introduction | 3

tic differential equations (SDE) with jumps driven by Lévy processes, Itô processes,
canonical processes, and so on. Some technical issues in the stochastic analysis such
as Girsanov transforms of measures, quadratic variation, and the Doléans stochastic
exponential are also discussed. The SDEs introduced in Section 1.3 are time indepen-
dent, i.e. of autonomous (or ‘Markovian’) type.

In this chapter, technical details on materials concerning SDEs are often referred
to citations, as our focus is to expose basic elements for stochastic analysis briefly.
Especially, for materials and explanations of diffusion processes, Wiener processes,
stochastic integrals with respect to Wiener process, readers can refer to [115].

Chapter 2
The main subject in Chapter 2 is to relate the integration-by-parts procedure in the
Poisson spacewith the (classically) analytic object, that is, the transition density func-
tion. I present several methods and perturbations that lead to the integration-by-parts
formula on the Poisson space. I am particularly interested in the Poisson space since
such techniques on theWiener space are already introduced in the textbooks onMalli-
avin calculus. The integration-by-parts formula induces the existence of the smooth
density of the probability law or the functional. Analytically, ‘existence’ and ‘smooth-
ness’ are two different subjects to attack. However, they are obtained simultaneously
inmany cases. I present several upper and lower bounds of the transition densities as-
sociated with jump processes. Then, I explain the methods to find those bounds. The
results stated here are adopted from several papers written by R. Léandre, J. Picard
and by myself in the 1990s.

Onemotivation for Sections 2.2, 2.3 and 2.4 is to provide the short time asymptotic
estimates for jump processes from the view point of analysis (PDE theory). Readers
will find sharp estimates of the densities which are closely related to the jumping be-
haviour of the process. Here, the geometric perspectives as polygonal geometry and
chain movement approximation will come into play. Compared to the estimation of
the heat kernels associatedwithDirichlet forms of jump type, suchpiecewisemethods
for the solution to SDEs will give more precise upper and lower bounds for transition
densities. In Section 2.5, I provide some auxiliary materials.

Chapter 3
In Chapter 3, I study the Wiener, Poisson, and Wiener–Poisson space. Here, I use
stochastic analysis on the path space. In Section 3.1, I briefly review stochastic calcu-
lus on theWiener space using theMalliavin–Shigekawa’s perturbation. I introduce the
derivative operator D and its adjoint δ. In Section 3.2, I discuss stochastic calculus on
the Poisson space using Picard’s perturbation D̃. In Section 3.3, I introduce perturba-
tions on theWiener–Poisson space, anddefine Sobolev spaces on theWiener–Poisson
space based on the norms using these perturbations. AMeyer’s type inequality for the
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4 | Introduction

adjoint operators on this space is explained in detail. This chapter is the main part in
the theoretical aspect of stochastic analysis for processes with jumps.

In Sections 3.5 (General theory) and 3.7 (Itô processes), I define the composition
Φ ∘ F of a random variable F on the Wiener–Poisson space with a generalised func-
tionΦ in the spaceS󸀠 of tempered distributions, such asΦ(x) = (x−K)+ orΦ(x) = δ(x).
These results aremostlynew. InSection 3.6, I investigate the smoothness of thedensity
of the processes defined on the Wiener–Poisson space as functionals of Itô processes,
and inquire into the existence of the density.

Chapter 4
Chapter 4 is devoted to applications of thematerial from theprevious chapters to prob-
lems in mathematical finance and optimal control. In Section 4.1, I explain applica-
tions to asymptotic expansions using the composition of aWiener–Poisson functional
with tempered distributions. In Section 4.1.1, I briefly repeat the material on compo-
sitions of the type Φ ∘ F given in Sections 3.5, 3.7. Section 4.1.2 treats the asymptotic
expansion of the density, which closely relates to the short time asymptotics stated
in Sections 2.2, 2.3. In Section 4.2, I give an application to the optimal consumption
problem associated to a jump-diffusion process.

I tried tomake the content as self-containedaspossible and toprovideproofs to allma-
jor statements (formulae, lemmas, propositions, . . . ). Nevertheless, in some instances,
I decided to refer the reader to papers and textbooks, mostly if the arguments are
lengthy or very technical. Sometimes, the proofs are postponed to the end of the cur-
rent section due to the length. For the readers’ convenience, I tried to provide several
examples. Also, I have repeated some central definitions and notations.

How to use this book?
Your choices are:
– If you are interested in the relation of Malliavin calculuswith analysis, read Chap-

ters 1 and 2
– If you are interested in the basic theory of Malliavin calculus on the Wiener–

Poisson space, read Chapters 1 and 3
– If you are interested in the application of Malliavin calculus with analysis, read

Chapter 4 in reference with Chapter 1.

I hope this book will be useful as a textbook and as a resource for researchers in prob-
ability and analysis.
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1 Lévy processes and Itô calculus
Happy families are all alike; every unhappy family is unhappy in its own way.

Lev Tolstoy, Anna Karenina

In this chapter, we briefly prepare the basic concepts and mathematical tools which
are necessary for stochastic calculus with jumps throughout this book. We consider
Poisson processes, Lévy processes, and the Itô calculus associated with these pro-
cesses. Especially, we consider SDEs of Itô and canonical type.

Wefirst introduceLévyprocesses inSection 1.1.Weprovidebasicmaterials to SDEs
with jumps in Section 1.2. Then,we introduce SDEs for Itô processes (Section 1.3) in the
subsequent section. Since the main objective of this article is to inquire into analytic
properties of the functionals on the Wiener–Poisson space, not all of the basic results
stated in this chapter are provided with full proofs.

Throughout this book, we shall denote the Itô process on the Poisson space by xt
or xt(x), and the canonical process by Yt. The expressions Xt, X(t) are used for both
cases of the above, or just in the sense of a general Itô process on the Wiener–Poisson
space.

1.1 Poisson random measure and Lévy processes

In this section, we recall the basicmaterials related to Poisson randommeasure, Lévy
processes and variation norms.

1.1.1 Lévy processes

We denote by (Ω, F, P) a probability space where Ω is a set of trajectories defined on
T = [0, T]. Here, T ≤ ∞ andwemeanT = [0, +∞) in the case T = +∞. Inmost cases, T
is chosen finite. However, the infinite interval T = [0, +∞)may appear in some cases.
F = (Ft)t∈T is a family of σ-fields on Ω, where Ft denotes the minimal σ-field, right
continuous in t, for which each trajectory ω(s) is measurable up to time t.

Definition 1.1. A Lévy process (z(t))t∈T on T is an m-dimensional stochastic process
defined on Ω such that¹
1. z(0) = 0 a.s.
2. z(t) has independent increments (i.e. for 0 ≤ t0 < t1 < ⋅ ⋅ ⋅ < tn , ti ∈ T, the random

variables zti − zti−1 are independent)

1 Here and in what follows, a.s. denotes the abbreviation for ‘almost surely’. Similarly, a.e. stands for
‘almost every’ or ‘almost everywhere’.
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6 | Lévy processes and Itô calculus

3. z(t) has stationary increments (i.e. the distribution of zt+h − zt depends on h, but
not on t)

4. z(t) is stochastically continuous (i.e. for all t ∈ T \ {0} and all ϵ > 0 P(|z(t + h) −
z(t)| > ϵ) → 0 as h → 0)

5. z(t) has càdlàg (right continuous on T with left limits on T \ {0}) paths.
Here, m ≥ 1. In casem = 1, we also call z(t) a real-valued process.

We denote
∆z(t) = z(t) − z(t−) .

The same notation for ∆ will be applied for processes Xt ,Mt , xt , . . . whichwill appear
later.

We can associate the counting measure N to z(t) in the following way: for
A ∈ B(Rm \ {0}), we put

N(t, A) = ∑
0<s≤t

1A(∆z(s)), t > 0 .

Note that this is a counting measure of jumps of z in A up to the time t. As the path is
càdlàg, for A ∈ B(Rm \ {0}) such that Ā ⊂ Rm \ {0}, we have N(t, A) < +∞ a.s.

A randommeasure on T × (Rm \ {0}) defined by
N((a, b] × A) = N(b, A) − N(a, A) ,

where a ≤ b and T = [0, T], is called a Poisson random measure if it follows the Pois-
son distribution with mean measure E[N((a, b] × A)], and if for disjoint (a1, b1] ×
A1, . . ., (ar , br] × Ar ∈ B(T × (Rm \ {0})), N((a1 , b1] × A1), . . ., N((ar , br] × Ar) are
independent.

Proposition 1.1 (Lévy–Itô decomposition theorem, [192] Theorem I.42). Let z(t) be
a Lévy process. Then, z(t) admits the following representation

z(t) = tc + σW(t) + t∫
0

∫
|z|<1

zÑ(dsdz) + t∫
0

∫
|z|≥1

zN(dsdz) ,
for a.e. ω for all t ∈ T. Here, c ∈ Rm, σ is an m × m-matrix, (W(t))t∈T ,W(0) = 0 is an
m-dimensional standard Wiener process, N(dtdz) is a Poisson random measure with
the mean measure N̂(dtdz) = E[N(dtdz)], and Ñ(dtdz) = N(dtdz) − N̂(dtdz). Here,
processes W(t) and t 󳨃→ (∫t

0 ∫|z|<1 zÑ(dsdz) + ∫t
0 ∫|z|≥1 zN(dsdz)) are independent. Fur-

thermore, this representation is unique.

A remarkable point of this result is that the definition of Lévy process contains no
assertion for the probability law of the process z(t).

By this proposition, N(., .) derived from z(t) defines a Poisson random measure
on T × (Rm \ {0}). Here, we use the notation of stochastic integrals ∫t

0 ∫ zN(dsdz)
and ∫t

0 ∫ zÑ(dsdz). The precisemeaning of these integrals is postponed to Section 1.2.
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However, it should be noted here that the Wiener process W(t) and the Poisson ran-
dommeasure N(dtdz) are adapted to the original filtration (Ft) generated by the Lévy
process z(t).

We take the mean measure

μ(A) = E[N(1, A)], A ∈ B(Rm \ {0}) . (1.1)

This (deterministic) measure is called the Lévy measure associated to z or to N. Note
that μ enjoys ∫

Rm\{0}

(1 ∧ |z|2)μ(dz) < +∞ . (1.2)

The compensated Poisson random measure associated to N is defined by

Ñ(dtdz) = N(dtdz) − dtμ(dz) .
In particular, if μ(dz) satisfies∫

|z|≥1

|z|μ(dz) < +∞ ,

then z(t) can be written in the compact form

z(t) = tc󸀠 + σW(t) + t∫
0

∫
Rm\{0}

zÑ(dsdz) ,
where c󸀠 = c + ∫|z|≥1 zμ(dz).

We remark that

E[Ñ((s, t] × A1)Ñ((s, t] × A2)] = N̂((s, t] × (A1 ∩ A2)) = (t − s)μ(A1 ∩ A2)
holds due to the independence property ([127] Proposition 2.1).

A measure μ on Rm \ {0} is a Lévy measure associated to some Lévy process if and
only if it enjoys the property (1.2). Indeed, we have the following Lévy–Khintchine
representation.

Proposition 1.2.
1. Let z be a Lévy process on Rm \ {0}. Then,

E[ei(ξ,z(t))] = etΨ(ξ) , ξ ∈ Rm , (1.3)

where

Ψ(ξ) = i(c, ξ) − 1
2
(ξ, σσTξ) + ∫(ei(ξ,z) − 1 − i(ξ, z)1{|z|<1})μ(dz) . (1.4)

Here, c ∈ Rm , σσT is a nonnegative definite matrix and μ is a measure which satis-
fies (1.2).
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8 | Lévy processes and Itô calculus

2. Given c ∈ Rm, a matrix σσT ≥ 0 and a σ-finite measure μ on B(Rm \ {0}) satis-
fying (1.2), there exists a process z for which (1.3) and (1.4) hold. This process z is
a Lévy process.

For the proof, we use formulae

E [ei(ξ,W(t))] = e−
1
2 t(ξ,σσ

Tξ) ,

E [ei(ξ,∫t0 ∫|z|<1 zÑ(dsdz))] = exp t[ ∫
|z|<1

(ei(ξ,z) − 1 − i(ξ, z))μ(dz)] ,

and

E [ei(ξ,∫t0 ∫|z|≥1 zN(dsdz))] = exp t[ ∫
|z|≥1

(ei(ξ,z) − 1)μ(dz)] .

Please refer to Theorem 8.1 in [196], and Section 0 in [105]. In the above statement,(a, b) denotes the inner product of a and b.
Let Dp = {t ∈ T; ∆z(t) ̸= 0}. Then, it is a countable subset of T a.s. Let A ⊂ Rm \ {0}.

In case μ(A) < +∞, the process Dp ∋ t 󳨃→ ∑s≤t,∆z(s)∈A δ(s,∆z(s)) is called a Poisson
counting measure associated to the Lévy process z(t) (or, the Lévy measure μ(dz)) tak-
ing values in A. The function Dp ∋ t 󳨃→ p(t) = ∆z(t) is called a Poisson point process
associated to the Lévy process z(t).

Thenotion ofPoisson point process is defined in a general settingusingpoint func-
tions. A point function p is a mapping from Dp to Rm \ {0}, where Dp is a countable
subset of T. The function p defines a counting measure Np on T × (Rm \ {0}) by

Np((0, t] × A) = #{s ∈ Dp; s ≤ t, p(s) ∈ A}, t > 0, A ∈ B(Rm \ {0}) .
A point process p onRm \{0} is a randomvariable p onΩ consisting of point functions.
A point process p is called Poisson if Np(dtdz) is a Poisson random measure on T ×(Rm \ {0}).
1.1.2 Examples of Lévy processes

1. Poisson process
A Poisson process Nt with intensity λ > 0 is a nonnegative integer-valued process
defined on [0, +∞) which satisfies the following conditions:
(a) N0 = 0, ∆Nt = Nt − Nt− is 0 or 1
(b) For s < t, Nt − Ns is independent of Fs.
(c) For all t1, t2 and all s > 0, Nt1+s −Nt1 has the same distribution as Nt2+s −Nt2 .
(d)

P(Nt = k) = 1
k!
(λt)ke−λt, k = 0, 1, 2, . . . .
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We can choose a version which has càdlàg paths. In fact, the property (iv) follows
from (i) to (iii), cf. [192] Theorem I.23.Weput (iv) for simplicity. The Lévymeasure μ
of the Poisson process is the point mass λδ{1}, and b = 0, σ = 0.
A Poisson process appears quite naturally as a counting process of (discrete)
events whose waiting times are independent and identically distributed (i.i.d.)
random variables with exponential distribution.

2. Compound Poisson process
Consider a compound Poisson process Yt = ∑Nt

k=1 Yk, where (Yk), k = 1, 2, . . . are
i.i.d. random variables with a common finite distribution μ on Rm \ {0} and Nt
denotes a Poisson process with the intensity λ > 0, independent of (Yi). Then, Yt
has a representation

Yt = t∫
0

∫
Rm\{0}

zN(dsdz) ,
where N(dsdz) denotes a Poisson randommeasure on T×(Rm \{0})with themean
measure λdsμ(dz).

3. Stable process
A Lévy process such that its Lévy measure μ, given by

μ(dz) = cα
dz|z|m+α ,

is called a symmetric stable process, where α ∈ (0, 2).
If the measure μ is given by

μ(dz) = c󸀠αa ( z|z| ) dz|z|m+α ,

where a(⋅) is defined on Sm−1 and a(⋅) ≥ 0, the process is called an asymmetric
stable process. In case m = 1, μ takes the form

μ(dz) = (c−1{z<0} + c+1{z>0}) dz|z|1+α ,

where c− ≥ 0, c+ ≥ 0.
4. Wiener process

A continuous processW(t) is called a Wiener process (or Brownian motion) if
(i) for 0 ≤ s < t < +∞W(t) −W(s) is independent ofW(s),
(ii) for 0 ≤ s < t < +∞ W(t) − W(s) has a Gaussian random variable with mean
zero and variance (t − s)M for a given nonrandommatrixM.
It is called a standard Wiener process ifM = I (identity matrix).
AWiener processW(t) (on another probability space) such thatW(0) = 0 satisfies
the conditions (1–5) of Definition 1.1. Hence, it is a (continuous) Lévy process.
A Wiener process has a scaling property that if c > 0, then c− 1

2 W(ct) is indistin-
guishable fromW(t) in the sense of distribution.
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10 | Lévy processes and Itô calculus

Now, we proceed by presenting Itô’s formula.

Proposition 1.3 (Itô’s formula (I), [173] Theorems 9.4, 9.5).
1. Let X(t) be a real-valued process given by

X(t) = x + tc + σW(t) + t∫
0

∫
R\{0}

𝛾(z)Ñ(dsdz), t ≥ 0 ,

where 𝛾(z) is such that ∫R\{0} 𝛾(z)2μ(dz) < ∞. Let f : R → R be a function in C2(R),
and let

Y(t) = f(X(t)) .
Then, the process Y(t), t ≥ 0 is a real-valued stochastic process which satisfies

dY(t) = df
dx (X(t))c dt + df

dx (X(t))σ dW(t) + 1
2
d2f
dx2

(X(t))σ2 dt+ ∫
R\{0}

[f(X(t) + 𝛾(z)) − f(X(t)) − df
dx

(X(t))𝛾(z)] μ(dz) dt
+ ∫
R\{0}

[f(X(t−) + 𝛾(z)) − f(X(t−))] Ñ(dt dz) .
2. Let X(t) = (X1(t), . . ., Xd(t)) be a d-dimensional process given by

X(t) = x + tc + σW(t) + t∫
0

∫𝛾(z)Ñ(dsdz) , t ≥ 0 .

Here, c ∈ Rd, σ is a d × m-matrix, 𝛾(z) = [𝛾ij(z)] is a d × m-matrix-valued func-
tion such that the integral exists, W(t) = (W1(t), . . .,Wd(t))T is an m-dimensional
standard Wiener process, and

Ñ(dtdz) = (N1(dtdz1) − 1{|z1|<1}μ(dz1)dt, . . ., Nm(dtdzm)− 1{|zm |<1}μ(dzm)dt) ,
where Nj’s are independent Poisson random measures with Lévy measures μj , j =
1, . . .,m. That is, Xi(t) is given by

Xi(t) = xi + tci + m∑
j=1

σijWj(t) + m∑
j=1

t∫
0

∫
R\{0}

𝛾ij(z)Ñj(dsdzj ) , i = 1, . . ., d .

Let f : Rd → R be a function in C2(Rd), and let

Y(t) = f(X(t)) .
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Then, the process Y(t), t ≥ 0 is a real-valued stochastic process which satisfies

dY(t) = d∑
i=1

∂f
∂xi

(X(t))ci dt + d∑
i=1

m∑
j=1

∂f
∂xi

(X(t))σij dWj(t)
+ 1
2

d∑
i,j=1

∂2f
∂xi∂xj

(X(t))(σσT )ij dt
+ m∑

j=1
∫

R\{0}

[f(X(t) + 𝛾j(zj)) − f(X(t))
− d∑

i=1

∂f
∂xi

(X(t))𝛾ij(z)]μj(dzj) dt
+ m∑

j=1
∫

R\{0}

[f(X(t−) + 𝛾j(z)) − f(X(t−))]Ñj (dtdzj) .
Here, 𝛾j denotes the j-th column of the matrix 𝛾 = [𝛾ij].

For the precisemeaning of the stochastic integrals with respect to dW(t) and Ñ(dtdz),
see Section 1.2.

Example 1.1. Let b = 0, 𝛾(z) = 0, σ = 1 and f(x) = x2. Then, Itô’s formula leads to∫
T

W(t) dWt = 1
2 (W(T)2 − T) .

1.1.3 Stochastic integral for a finite variation process

A Lévy process z(t) is said to have a finite variation if the total variation
|z|t = sup

n≥1

2n∑
k=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨z( tk
2n ) − z( t(k − 1)

2n )󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 (1.5)

is finite a.s. on every compact interval of [0, +∞). If it is not so, the process is said to
have infinite variation.

We introduce the Blumenthal–Getoor index of the Lévy process z(t) by
β = inf

{{{{{δ ≥ 0; ∫
|z|≤1

|z|δμ(dz) < +∞}}}}} .

The index takes values in [0, 2]. It is known (cf. [40, 81]) that if β < 1, then z has a finite
variation path a.s., and if β > 1, then z has an infinite variation path a.s.

We shall define the stochastic integral ∫t
s f(u, ω)dz(u, ω) first for the finite varia-

tion process and then for the infinite variation process, where f is a bounded, jointly
measurable function.
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12 | Lévy processes and Itô calculus

Definition of stochastic integral for finite variation (FV) processes
For a FV process z(t), we define

I(t, ω) = t∫
s

f(u, ω)dz(u, ω)
as a Lebesgue–Stieltjes integral (ω-wisely, a.s.), where f is bounded and jointly mea-
surable.

This is a Stieltjes integral of f by dz(u) given ω-wise. In case that u 󳨃→ f(u) has
a continuous path a.s., it is called a Riemann–Stieltjes integral.

If z(t) is a FV process and if f(., ω) is differentiable a.s., then we have, in fact the
usual rule of the change of variables:

f(z(t)) − f(z(0)) = t∫
0

f 󸀠(z(s))dz(s) a.s.
For the integral using the infinite variation process, we need the predictable property
for u 󳨃→ f(u, .) and that of semimartingales. For these, see Section 1.2.2.

In the following sections of this chapter, we use the notion of a stochastic differ-
ential equation (SDE) with respect to the Lévy process z(t). The precise definition and
the properties of the solution are postponed to the next section.

Due to a recent development by T. Lyons [156, 157], there is a possibility to define
“stochastic integrals” ω-wisely by using the (iterated) Young integrals of processes of
finite or infinite variation not using the integration by semimartingales. The theory is
called the rough path theory, and it uses the notion of p-variation norm and spaces.
See also [53].

Indeed, similarly to (1.5), we can define the p-variation

|z|(p)t = sup
n≥1

2n∑
k=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨z( tk
2n) − z( t(k − 1)

2n )󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p (1.6)

for p ≥ 1. All components in the series(1, z1(t), z2(t), . . .) (1.7)

of the iterated integrals zk(t) = ∫0≤u1<...<uk<t
dz(u1) ⊗ . . . ⊗ dz(uk), k = 1, 2, . . . are

measured by the p-variation norm. The series, viewed as multiplicative functionals
of t, are called rough paths. The stochastic integral

t∫
0

h(s)dz(s)
with respect to the integrator dz(s) of finite p-variation can be embedded into the the-
ory of integration using rough paths.
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The space D
Let T = [0, T], T < +∞. D = D(T) denotes the space of all functions defined on T with
values in Rm or Rd that are right continuous on [0, T) and have left limits on (0, T]
(càdlàg paths). All discontinuities of an element f in D are of the first kind. Further,
for any element f in D, it has at most countably many discontinuities. See [28] Lemma
12.1.

We introduce a topology on D(T) by introducing the Skorohod metric dT defined
by

dT(f, g) = inf
τ
sup
t∈T

{|f(t) − g(τ(t))| + |τ(t) − t|} ,
where τ moves over all strictly increasing, continuous mappings of T to T such that
τ(0) = 0, τ(T) = T. The topological space (D(T), dT) is called a Skorohod space.
The space (D(T), dT) is separable, and by choosing an equivalent metric d∘T it is com-
plete ([28] Section 12).

D([0, +∞)) denotes the space of all càdlàg paths on [0, +∞). It is a Fréchet space
metrisable with the metric

d(f, g) = ∞∑
n=1

1
2n (1 ∧ d∘[0,n](f, g)) ,

and the topological space (D([0, +∞)), d) is complete and separable. Here d∘[0,n] de-
notes d∘T with T = [0, n].

If we adopt the sup-norm (as in [104])

d∞(f, g) = ∞∑
n=1

1
2n (1 ∧ sup

s∈[0,n]
|f(s) − g(s)|) ,

the space (D([0, +∞)), d∞) is complete, but it is not separable. We will encounter this
space again in the next section and in Section 2.5.3.

1.2 Basic materials for SDEs with jumps

In this section, we study stochastic differential equation (SDE) with jumps. We begin
with the definitions of themartingale, semimartingale, and the stochastic integral.We
treat usual (Itô’s) SDEs and Marcus’ canonical SDEs. Solutions to these two SDEs are
different from each other. The “canonical” integral is introduced by Marcus [164], and
has been developed by Kurtz, Pardoux and Protter [134].

1.2.1 Martingales and semimartingales

Let (Ω, F, P) be a probability space. A family (Ft)t∈T of sub σ-fields of F is called a fil-
tration if Fs ⊂ Ft for all s < t. A filtration (Ft)t∈T is said to satisfy the usual conditions
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14 | Lévy processes and Itô calculus

if F0 contains all null sets of F and if it is right continuous. Below, we consider prob-
ability spaces equipped with filtrations which satisfy the usual conditions.

A stochastic process (Xt)t∈T is said to be adapted if Xt is Ft-measurable for all t.
It is called progressively measurable if the function X. : [0, t] × Ω is B([0, t]) ⊗ Ft-
measurable for all t ≥ 0. A progressively measurable process is adapted. Conversely,
in case t 󳨃→ Xt is a càdlàg process, if (Xt)t∈T is adapted then it is progressively measur-
able. ([14] Exercise 1.3.)

An adapted process Mt having càdlàg (right continuous with left limit) paths is
called amartingale if it satisfies the following two conditions:(1) Mt ∈ L1(P), t ∈ T (2.1)(2) if s ≤ t then E[Mt |Fs] = Ms , a.s., s, t ∈ T . (2.2)

In case that,

if s ≤ t then E[Mt |Fs] ≥ Ms , a.s., s, t ∈ T ,

Xt is called a submartingale. In case that

if s ≤ t then E[Mt |Fs] ≤ Ms , a.s., s, t ∈ T ,

Xt is called a supermartingale.
A random variable T : Ω → [0, +∞] is said to be a stopping time if the event{T ≤ t} ∈ Ft for every t ∈ T. The set of all stopping times is denoted by T. Let 0 =

T0 ≤ T1 ≤ . . . ≤ Tn ≤ . . . be a sequence of stopping times such that Tn → +∞ a.s. An
adapted processMt such that, for some sequence of stopping times as above,Mt∧Tn is
a martingale for any n is called a local martingale. A martingale is a local martingale.

A process Xt is called a semimartingale if it can be written as

Xt = X0 +Mt + At ,

where Mt is a local martingale with M0 = 0 and At is an adapted càdlàg process of
finite variation (FV) with A0 = 0, a.s. In particular, an adapted FV process having a
càdlàg path is a semimartingale. A martingale is a semimartingale.

The one-dimensional standard PoissonprocessNt is a semimartingale since it can
be written as

Nt = Ñt + t ,

where Ñt = Nt − t is a local martingale, even a martingale.
For a pure jump Lévy process z(t), the compensated Lévy process ̃z(t) = z(t) −∫t

0 ds ∫ zμ(dz) is a local martingale if ∫ |z|μ(dz) < +∞.
A Lévy process is a semimartingale by the Lévy–Itô decomposition theorem.
If X is amartingale, then there exists a uniquemodification Y of Xwhich is càdlàg.

See the Corollary in [192] Chapter I.2.
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1.2.2 Stochastic integral with respect to semimartingales

We would like to define the stochastic (Itô) integral ∫t
s h(s)dXu by

t∫
s

h(u)dXu = t∫
s

h(s)dMu + t∫
s

h(s)dAu ,

where h(u) is a (locally) bounded predictable process.
A process h is said to be predictable if it ismeasurable with respect to the σ-fieldP

on Ω × R+. Here, P denotes the σ-field generated by adapted processes whose trajec-
tories are left continuous with right limits.

As t 󳨃→ At is a finite variation process, the second term on the right-hand
side above is given as in the beginning of Chapter 1 (Section 1.1.3). We shall define∫t
s h(s)dMu in what follows.

We denote by 0 = t0 ≤ t1 ≤ t2 ≤ . . . ≤ tn a sequence of times. An elementary
process h(t) is a process

h(t) = h01{0}(t) + n−1∑
i=0

hi1(ti ,ti+1](t) ,
where hi is Fti -measurable and |hi| < +∞ a.s. We denote by S the set of elementary
processes, endowed with the topology given by the uniform convergence in (t, ω). We
define the integral I(h)of anelementaryprocess h ∈ Swith respect to themartingaleM
having càdlàg path by

I(h)(t) = h(0)M0 + n∑
i=0

hi(Mti+1∧t −Mti∧t) .
I(h) is called the stochastic integral of h with respect to M.

Then, I(h) has the following properties:
1. If Mt = W(t) (Brownian motion) or Mt = Ñt (compensated Poisson process), then

I(h)(t) is a martingale. That is,

E[I(h)(t)|Fs ] = I(h)(s), s ≤ t .

2. I2(h)(t) − ∫t
0 h

2(s)d[M]s is a martingale.
3. E[I2(h)(t)] = E[∫t

0 h
2(s)d[M]s ].

Here, [M] denotes the quadratic variation of M (see just below for the definition).
For the proof of (1), see [190] Proposition 2.5.7. It follows from (3) that h 󳨃→ I(h) ex-
tends to an isometry from the space of elementary processes equipped with the norm
on (progressively measurable) adapted processes in L2(Ω × [0, +∞), P × d[M]s) into
L2(Ω, F, P).² We state this more precisely in (i)–(iii) below.

2 Two Ps in the two L2 spaces are distinct. Here,weuse the same symbol, supposing that no confusion
occurs.
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1. We denote by Λ the set

Λ = {h ∈ L2(Ω × [0, +∞), P × d[M]s) ;
there exists a sequence of elementary functions hn

such that hn → h in L2(Ω × [0, +∞), P × d[M]s)} .
We can then define for h ∈ Λ, that is,

I(h) = lim
n→+∞

I(hn), It(h) = I(h ⋅ 1[0,t]) .
We denote by D the space of adapted processes with càdlàg paths with the Sko-
rohod topology. It can be observed that the process I(h) for h ∈ S takes values
in D.
It is known (cf. [47]) that Λ contains all predictable processes h such that
E[∫∞0 h2(s)d[M]s ] < +∞. Hence, for h ∈ Λ, the previous properties (1–3) for
I(h) hold true.

2. More precisely, we first extend I(⋅) : S → D to I(⋅) : L → D, where L denotes the
space of adapted processes with càglàd paths (left continuous paths with right
limits) endowed with the topology given by the uniform convergence in probabil-
ity on compact sets (ucp-topology, for short). Here, we say a sequence (hn) con-
verges to h in the ucp-topology if for each t > 0,

sup
0≤s≤t

|hn(s) − h(s)| → 0

in probability.
For the proof of this extension, we use the fact that the elements in S are dense
in L in the ucp-topology, that bounded elements in L are dense in L, and that the
bounded elements in L can be approximated by the bounded elements in S in the
ucp-topology ([192] Theorems II.10, II.11.).
We then extend I(.) : L → D to I(.) : Λ → D. The map I is well-defined for each
h ∈ Λ.

3. In case Mt = W(t) or Mt = Ñt, we extend I(.) thus obtained to I(.) : L2(Ω ×[0, +∞), P × d[M]s) → D by using the L2-isometry (3) above. Here, we use the
fact that Λ is dense in L2(Ω × [0, +∞), P × d[M]s) and the bounded convergence
theorem.
To prove this statement, we first approximate an element in L2(Ω × [0, +∞), P ×
d[M]s) by a sequence of bounded adapted processes in the L2-norm, and then we
approximate the bounded adapted process by a sequence of elementary processes
in the L2 norm. For the precise argument, see [190] Proposition 2.5.3. Indeed, inte-
grals of predictable and adapted versions coincidewith each other. The extension
I(h) does not depend on the choice of the sequences. To prove this, we need the
completeness of space of the square integrable martingales.

The extension I : L2(Ω×[0, +∞), P×d[M]s ) → D thus obtained is called the stochastic
integral.
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Quadratic variation process
We introduce the quadratic variation process that was previously mentioned. The fol-
lowing result is due to P.-A. Meyer:

Theorem 1.1 ([192] Theorem III.11).
1. Let X be a càdlàg supermartingale with X0 = 0 such that the class of random vari-

ables {Xτ; τ ∈ T} is uniformly integrable. Then, there exists a unique, increasing,
predictable process A with A0 = 0 and a uniformly integrable martingale Mt such
that Xt = Mt − At.

2. Let X be a càdlàg submartingale with X0 = 0 such that the class of random vari-
ables {Xτ; τ ∈ T} is uniformly integrable. Then, there exists a unique, increasing,
predictable process A with A0 = 0 and a uniformly integrable martingale Mt such
that Xt = Mt + At.

Remark 1.1. We have a similar decomposition

Xt = Mt − At (resp. Xt = Mt + At)
without the above mentioned uniform integrability condition, but with replacing Mt
to be a local martingale ([192] Theorem III.16).

LetMt be a square integrablemartingale, null at 0 andbounded in L2. Then, byDoob’s
inequality,

E [sup
t

M2
t ] ≤ 4E [M2

∞] < +∞ .

Hence,M2
t is a submartingalewhich satisfies the above property. By Theorem 1.1, there

exists a unique, increasing, predictable process A with A0 = 0 such that

Xt = Mt + At .

Proposition 1.4 (cf. [194] Theorem IV.26). Let M be a square integrable martingale
such that M0 = 0. Then, there exists a unique increasing process [M], [M]0 = 0, such
that
1. M2 − [M] is a uniformly integrable martingale,
2. ∆[M]t = (∆Mt)2 for any t.
The process [M] is called the quadratic variation process of M. An intuitive meaning
of [M] is given by [M]t = lim

n→+∞
∑
i
{Mtni − Mtni−1}2

where tni = t ∧ i
2n .

By the two decompositions above, we see that At in Theorem 1.1(2) coincides with
the compensator of [M]t. Namely, the compensator is a predictable FV process, null
at 0, such that [M]t − At is a local martingale. We write it by ⟨M⟩t, and call it the
conditional quadratic variation, or simply angle bracket of Mt.
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18 | Lévy processes and Itô calculus

The processes [M]t and ⟨M⟩t coincide if t 󳨃→ Mt is continuous a.s.
We can decompose

M = Mc + Md ,

where Mc is the continuous part and Md is the purely discontinuous part. The
quadratic variation process [M]t can be decomposed into continuous and discon-
tinuous parts by [M]t = [Mc]t + ∑

0≤s≤t
(∆Ms)2 .

Hence, we can decompose [M] = [M]c + [M]d .
Here, [M]c = [Mc] and [M]d = [Md], where [Md] = ∑0≤s≤t(∆Ms)2.

The property (2) of I(h) above implies that [I2(h)]t = ∫t
0 h

2(t)d[M]t .
For square integrable martingales M, N such that M0 = 0 and N0 = 0, the

quadratic covariance process [M, N] is given by[M, N] = 1
4 ([M + N] − [M − N]) . (2.3)

Using this notation, we have[M, N] = [M, N]c + [M, N]d .
For a continuous semimartingale X = X0+M+A, we have [X] = [M] since [A] = 0.

For a general case we put [X]t = [Xc]t + ∑
0≤s≤t

(∆Xs)2 .
For two semimartingales X, Y, we put[X, Y] = 1

4
([X + Y] − [X − Y])

as above. An important property for [X, Y] is d[X, Y] = 0 if X is a continuous semi-
martingale and Y is a continuous process of finite variation ([194] p.62).

Let p⟨M⟩t be a predictable (previsible) process
p⟨M⟩t = E[[M]. |Ft−] .

It is called previsible projection of [M]. The dual previsible projection ⟨M⟩t of [M] is
similarly defined. See [194] Section VI.21. ⟨M⟩t is simply called the angle barcket pro-
cess of M. If M is continuous then [M] and ⟨M⟩ coincide with each other.

By the above definition (2.3) and since I(h)2(t) − ∫t
0 h

2(s)d[M]s , I(g)2(t) −∫t
0 g

2(s)d[M]s are uniformly integrable martingales, we have

[I(h), I(g)]t = t∫
0

h(s)g(s)d[M]s
(cf. [47] Chapter 3).
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In summary, we have the following properties of the stochastic integral I(h), h ∈
L2(Ω × [0, +∞), P × d[M]s).
Properties of the stochastic integral I(h):
1. For constants α, β and h, g ∈ L2(Ω × [0, +∞), P × d[M]s),

I(αh + βg) = αI(h) + βI(g), a.e.
2. For 0 ≤ t1 ≤ t2 ≤ t3

t3∫
t1

h(t) dMt = t2∫
t1

h(t) dMt + t3∫
t2

h(t) dMt .

3. t 󳨃→ I(h)(t) is an adapted process.
4. I(h)(0) = 0 a.s.
5. If Mt = W(t) orMt = Ñt, then t 󳨃→ I(h) is a martingale, and hence

E[I(h)(t)] = 0 , t > 0 .

6. [I(h)]t = t∫
0

|h(s)|2d[M]s , [I(h), I(g)]t = t∫
0

h(s)g(s)d[M]s .
Below, up to the end of this subsection, (Ft) denotes the filtration generated by the
Lévy process z(t) satisfying the usual conditions.

We can introduce the integral with respect to Ñ in terms of the z variable (Pois-
son randommeasure) by introducing that by elementary Poisson measures. See [127]
Section 2.1. Then, for

I(φ) = ∫φ(z)Ñ((s, t] × dz) , I(ψ) = ∫ψ(z)Ñ((s, t] × dz) ,
we have ⟨I(φ), I(ψ)⟩t = (t − s) ∫ φ(z)ψ(z)μ(dz) .
Here, φ and ψ are measurable functions such that

∫(|φ(z)|2 + |ψ(z)|2)μ(dz) < +∞ .

We can define an integral

∫ t∫
0

h(s, z)Ñ(dsdz)

 EBSCOhost - printed on 2/10/2023 4:50 PM via . All use subject to https://www.ebsco.com/terms-of-use



20 | Lévy processes and Itô calculus

by starting from simple predictable processes

h(t, z) = ∑
i
ψi(z)1(ti ,ti+1](t) ,

and then approximating a measurable h(t, z) such that
E[[

t∫
0

∫ |h(s, z)|2dsμ(dz)]] < +∞ . (2.4)

Indeed, first we remark

E[[[(
t∫
s

∫ψ(z)Ñ(drdz))2 󵄨󵄨󵄨󵄨󵄨󵄨󵄨Fs
]]] = t∫

s

∫ψ2(z)N̂(drdz)
= (t − s) ∫ψ2(z)μ(dz) , (2.5)

if ψ(z) is Fs-measurable.
For h(t, z) = ∑i ψi(z)1(ti ,ti+1](t), where ψi are Fti -measurable, we write

t∫
0

∫ h(s, z)Ñ (dsdz) = ∑
i
ψi(z)(Ñ((0, ti+1 ∧ t] × dz) − Ñ((0, ti ∧ t] × dz)) . (2.6)

Then, by (2.5),

E[[[[
.∫
0

∫ h(s, z)Ñ (ds dz)]]t

]] = E[[
t∫
0

∫ h2(s, z)N̂(dsdz)]] .

This implies the L2-isometry

E[[[
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
0

∫ h(s, z)Ñ(dsdz)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2]]] = E[[

t∫
0

∫ h2(s, z)N̂(ds dz)]] .

We denote by L2(N̂) the set of all predictable functionals h(s, z) satisfying the con-
dition (2.4). The next assertion follows by the standard argument.

Proposition 1.5. Simple predictable processes h with the property (2.4) are dense in
L2(N̂).
By this proposition, any element h in L2(N̂) can be approximated by the stochastic
integral of the form (2.6) in L2(N̂).

We have the following martingale representation theorem due to Kunita–Wata-
nabe. This result can be compared in the world of L2-martingales with the Lévy–Itô
decomposition theorem (Proposition 1.1) in the world of Lévy processes.

We assume m = 1 for simplicity.
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Theorem 1.2 (Kunita–Watanabe representation theorem, cf. [121, 192] Theorem IV.43).
Let Mt be a locally square integrable martingale defined on (Ω, F, P). Then, there exist
predictable, square integrable processes ϕ(t), ψ(t, z) such that

Mt = M0 + t∫
0

ϕ(s)dW(s) + t∫
0

∫ψ(t, z)dÑ(dsdz) .
In the above assertion, we take F = (Ft)t∈T, where Ft is the minimal sub σ-field on
whichW(s) and Ñ((0, s] × E), s ≤ t are measurable for each E ⊂ Rm \ {0}.

Itô’s formula for the Lévy process (Proposition 1.3) can be extended to the follow-
ing form.

Theorem 1.3 (Itô’s formula (II), [192] Theorems II.32, II.33).
1. Let X(t) be a real-valued semimartingale and let f be a C2 function on R. Then,

f(X(t)) is a semimartingale, and it holds that

f(X(t)) = f(X(0)) + t∫
0

f 󸀠(X(s−))dX(s) + 1
2

t∫
0

f 󸀠󸀠(X(s−))d[X, X]cs
+ ∑

0<s≤t
[f(X(s)) − f(X(s−)) − f 󸀠(X(s))∆X(s)] .

2. Let X(t) = (X1(t), . . ., Xd(t))bea d-dimensional semimartingale, and let f : Rd → R
be a function in C2(Rd). Then,

Y(t) = f(X(t))
is a semimartingale, and the following formula holds:

Y(t) − Y(0) = d∑
i=1

t∫
0

∂f
∂xi

(X(s−))dXi (s)
+ 1
2

d∑
i,j=1

t∫
0

∂2f
∂xi∂xj

(X(s−))d[Xi , Xj]cs
+ ∑
0<s≤t

[f(X(s)) − f(X(s−)) − d∑
i=1

∂f
∂xi

(X(s−))∆Xi (s)] .

It gives theoretically a goodperspective ifwe rewrite the formula in the following form,
in view of [X, X] = [X, X]c + [X, X]d . We give it in one dimensional case (1):

f(X(t)) = f(X(0)) + t∫
0

f 󸀠(X(s−))dX(s) + 1
2

t∫
0

f 󸀠󸀠(X(s−))d[X, X]s
+ ∑
0<s≤t

[f(X(s)) − f(X(s−)) − f 󸀠(X(s))∆X(s) − 1
2 f

󸀠󸀠(X(s−))(∆X(s))2 ] .
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1.2.3 Doléans’ exponential and Girsanov transformation

The above formula can be regarded as an equation with respect to the process X(t).
Such an equation is called a stochastic differential equation (SDE).

A typical example is Doléans–Dade (localmartingale) exponential to the Doléans’
equation

Xt = 1 + t∫
0

Xs−dMs ,

where M is a local martingale, M0 = 0. The solution is

E(M)t = exp {Mt − 1
2 [Mc ,Mc]t}Πs≤t(1 + ∆Ms) exp(−∆Ms) .

If M is a locally square integrable martingale such that ∆Mt > −1 and if it holds
that

E
{{{exp(1

2⟨Mc⟩T + ̃[∑
t≤T

f(∆Mt)])}}} < +∞ , (2.7)

then E(M)t is a martingale for t ∈ T. Here, f(x) = (1 + x) log(1 + x) − x and φ̃ denotes
the compensator of φ. This result is due to Lépingle and Mémin [151] Theorem III.1. In
case ̃(∑t≤T f(∆Mt)) = 0, this condition is called the Novikov condition. We remark the
use of the conditional quadratic variation in the condition.

In particular, ifMt = λW(t), λ ∈ R, then
E(λW)t = exp(λW(t) − λ2

2 t) .

Then, t 󳨃→ E(λW)t is again a local martingale.

Girsanov transformation of measures, martingale exponential (Change of variables)
The following Girsanov transformation of the underlying probability measures plays
an essential role in the perturbation of trajectories in Section 2.1.1. We assume the
processes are real-valued (cf. [151], see also [173] Theorem 12.21, [66] p. 149).

Theorem 1.4.
1. Let θ(t, z), t ∈ T, z ∈ R \ {0} be a predictable process such that θ(t, z) < 1, and

∫
T

∫ {| log(1 − θ(t, z))|2 + θ(t, z)2} dtμ(dz) < +∞ ,

and let u(t), t ∈ T be a predictable process such that ∫T u(t)2dt < +∞.
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We put

Zt = exp{ t∫
0

u(s)dW(s) − 1
2

t∫
0

u2(s)ds
+ t∫

0

∫ log(1 − θ(s, z))Ñ (dsdz)
+ t∫

0

∫{(log(1 − θ(s, z)) + θ(s, z))}dsμ(dz)} .

We further assume that it holds the Lépingle–Mémin condition:

E[[exp(12 ∫
T

u2(t)dt
+∫
T

∫{(1 − θ(t, z)) log(1 − θ(t, z)) + θ(t, z)}dtμ(dz))]] < +∞ . (2.8)

Then, t 󳨃→ Zt is a martingale, and

E[ZT] = 1 .

Hence Q(A) = E[1A .ZT] defines a probability measure on (Ω, F) such that Q(A) =
E[1A .Zt] for A ∈ Ft. That is,

dQ
dP

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Ft

= Zt , t > 0 .

2. Let
Ñ1(dtdz) = θ(t, z)dtμ(dz) + Ñ(dtdz)

and
dW1(t) = −u(t)dt + dW(t) .

Then, Ñ1 is amartingale countingmeasurewith respect to Q, andW1 is a continuous
martingale with respect to Q.

Remark 1.2.
1. To see Zt is a martingale, we use the Lépingle–Mémin result above. The condition

(2.7) is implied by our assumption (2.8). We put

U(t) = t∫
0

u(s)dW(s) − t∫
0

∫ θ(s, z)Ñ (dsdz) .
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Then, ∆U(t) = −θ(t, z) > −1. We can show by Itô’s formula with f(x) = ex that

dZt = Zt−dU(t)
with Z0 = 1. Hence,

Zt = E(U)t
by the uniqueness of the Doléans’ exponential.
If we assume a uniformity condition in t, that is,|u(t)| ≤ C and |θ(t, z)| ≤ C|z| , z ∈ supp μ

for some C > 0, then Zt is a positive martingale.
2. In Section 2.1.1 below, we introduce a perturbation method using the Girsanov

transform of measures. Bismut [30] used the expression for Zt in terms of SDE
above, whereas Bass et al. [15] used the expression E(M)t.

3. Under the assumption that (Ft) satisfies the usual conditions, Ñ1 = Ñt|t=1 is not
necessarily a compensated Poisson randommeasure with respect to Q, andW1 is
not necessarily a Brownian motion with respect to Q (cf. [26] Warning 3.9.20).

Let z(t) be a one-dimensional Lévy process with the Lévy measure μ(dz) : z(t) =∫t
0 ∫ zÑ(dsdz) being a martingale. Here, we assume that supp μ is compact. We put
θ(t, z) = 1 − eα(t)⋅z where α(t) is fixed below. Then,

log(1 − θ(t, z)) + θ(t, z) = α(t) ⋅ z + 1 − eα(t)⋅z= − (eα(t)⋅z − 1 − α(t) ⋅ z) .

Furthermore, we choose u(t) ≡ 0. Then,

Zt = exp
{{{

t∫
0

∫ α(s) ⋅ zÑ(dsdz) − t∫
0

∫(eα(s)⋅z − 1 − α(s) ⋅ z) dsμ(dz)}}}
onFt. We see u(t) and θ(t, z) satisfy the abovementioned condition for the uniformity
for a bounded α(t). Hence, putting a newmeasure dQ by dQ = ZtdP onFt, the process
z1(t) = ∫t

0 ∫ zÑ1(dsdz) is a Lévy process which is a martingale under Q.
Here, we can choose α(t) to be some deterministic function. In particular,

α(t) = dL
dq

(ḣ(t)) ,
where L(q) denotes the Legendre transform of the Hamiltonian associated with the
process z(t):

H(p) = log E[ep⋅z(1)] ,
and h(t) is an element in the Sobolev spaceW1,p(T), p > 2. This setting is used in the
Bismut perturbation in Section 2.1.1.

From now until Section 2.5, we are mainly interested in the processes which are
obtained as a solution to the SDE driven by pure jump Lévy processes, andwemay not
consider those driven by Lévy processes having the diffusion part.
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1.3 Itô processes with jumps

In this section, we introduce an Itô SDE driven by a Lévy process, and processes de-
fined by it. A solution to an Itô SDE is called an Itô process.

Let z(t) be a Lévy process,Rm-valued,with Lévymeasure μ(dz) such that the char-
acteristic function ψt is given by

ψt(ξ) = E[ei(ξ,z(t))] = exp t (−12 (ξ, σσTξ) + ∫ (ei(ξ,z) − 1 − i(ξ, z)1{|z|≤1}) μ(dz)) .

We may write

z(t) = (z1(t), . . ., zm(t)) = σW(t) + t∫
0

∫
Rm\{0}

z(N(dsdz) − 1{|z|≤1}.μ(dz)ds) ,
where N(dsdz) is a Poisson random measure on T × Rm \ {0} with mean ds × μ(dz).
We denote the index of the Lévy measure μ by β, that is,

β = inf{α > 0; ∫
|z|≤1

|z|αμ(dz) < +∞} .
We assume ∫

Rm\{0}

|z|2μ(dz) < +∞ (3.1)

temporarily for simplicity.
We can write the SDE in a general formulation on Ω. That is, consider an SDE

Xt = x + t∫
0

b(Xs−)ds + t∫
0

f(Xs−)dW(s) + t∫
0

∫
Rm\{0}

g(Xs− , z)Ñ(dsdz) . (∗)
Here, we assume|b(x)| ≤ K(1 + |x|) , |f(x)| ≤ K(1 + |x|) , |g(x, z)| ≤ K(z)(1 + |x|) ,
and |b(x) − b(y)| ≤ L|x − y| ,|f(x) − f(y)| ≤ L|x − y| ,|g(x, z) − g(y, z)| ≤ L(z)|x − y| .
Here, K, L are positive constants, and K(z), L(z) are positive functions, satisfying∫

Rm\{0}

{Kp(z) + Lp(z)}μ(dz) < +∞ ,

where p ≥ 2. In Section 4.1, we will use the SDE of this form as a financial model.
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Theorem 1.5. Assume x is p-th integrable. Under the assumptions on b(x), f(x), g(x, z)
above, the SDE has a unique solution in Lp. The solution is a semimartingale.

The proof depends on making a successive approximation (Xn
t ) of the solution, and

on estimating
E[sup

t∈T
|Xn+1

t − Xn
t |p] .

We omit the detail ([127] Section 3 and [192] Theorem V.6).
To state the notion of theweak solution of (∗), we prepare for the enlargement (F󸀠t )

of (Ft), where (Ft) denotes the original filtration generated by z(t). Here, (F󸀠t ) satisfies
the following properties:
1. Ft ⊂ F󸀠t for each t
2. (F󸀠t ) satisfies the usual conditions
3. W(t) is a Brownian motion with respect to F󸀠t
4. N(dtdz) is a Poisson randommeasure with respect to F󸀠t
5. x is F󸀠0-measurable.

If we can find a process X̃t which is F󸀠t-measurable for some (F󸀠t ) as above, such that
X̃0 and x have the same distribution, and that X̃t satisfies (∗) for some Lévy process
z̃(t), then it is called aweak solution. A solution Xt to (∗) is called a strong solution if it
is an adapted process (to (Ft)) and if it is represented as a functional of the integrator
z(t) and x: X. = F(x, z(.)).

A strong solution is a weak solution. Few results are known for the existence of
strong solutions in case that z(t) is a general semimartingale. For the uniqueness of
the solution (in the strong and weak senses), see [192] Theorems V.6, V.7.

Definition 1.2. We say the pathwise uniqueness of the solution to (∗) holds if for any
two solutions X1, X2 to (∗) defined on the same probability space and driven by (the
sameBrownianmotion and) the same Poisson randommeasureN(dtdz), it holds that

P(sup
t∈T

|X1
t − X2

t | = 0) = 1 .

There are several conditions known so as that the pathwise uniqueness holds for the
solution to the SDE (∗). See [13, 80]. See also [210].
Proposition 1.6 (Yamada–Watanabe type theorem).
1. If the equation (∗) has a weak solution and the pathwise uniqueness holds, then it

has a strong solution.
2. If the equation (∗) has two solutions X1, X2 on two distinct probability spaces(Ωi , Fi , Pi), i = 1, 2, then there exist a probability space (Ω, F, P) and two adapted

processes X̃1
t , X̃2

t defined on (Ω, F, P) such that the law of X̃i coincides with that of
Xi, i = 1, 2 and X̃i, i = 1, 2 satisfy (∗) on (Ω, F, P).
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For the proof of this result, see [202] Theorem 137. The proof in [202] is rather complex.
In case that the SDE is driven only by theWiener process, the result is called “Barlow’s
theorem”. See [192] Exercise IV.40 (p. 246 in Second edition).

Inwhat follows,weconsider, inparticular, the followingSDEon thePoisson space
with values in Rd of Itô type

xt(x) = x + t∫
0

b(xs(x))ds + c∑
s≤t

𝛾(xs−(x), ∆z(s)) , x0(x) = x . (3.2)

Here, ∑c denotes the compensated sum, that is,

c∑
s≤t

𝛾(x, ∆z(s)) = lim
ϵ→0

{{{{{ ∑
s≤t,|∆z(s)|≥ϵ

𝛾(x, ∆z(s)) − t∫
0

ds ∫
|z|≥ϵ

𝛾(x, z)μ(dz)}}}}}
(cf. [106] Chapter II). Functions 𝛾(x, z) : Rd × Rm → Rd and b(x) : Rd → Rd are
C∞-functions whose derivatives of all orders are bounded, satisfying 𝛾(x, 0) = 0.

Equivalently, we may write xt(x) as
xt(x) = x + t∫

0

b󸀠(xs(x))ds + t∫
0

∫
|z|≤1

𝛾(xs−(x), z)Ñ(ds dz)
+ t∫

0

∫
|z|>1

𝛾(xs−(x), z)N(ds dz) , (3.3)

where Ñ denotes the compensated Poisson random measure: Ñ(dsdz) = N(dsdz) −
dsμ(dz), b󸀠(x) = b(x)−∫|z|≥1 𝛾(x, z)μ(dz), where the integrability of𝛾(x, z)with respect
to 1{|z|≥1}dμ(z) is assumed.Weabandon the restriction (3.1) hereafter, and resume con-
dition (1.2).

We assume that the function 𝛾 is the following form:𝛾(x, z) = ∂𝛾
∂z (x, 0)z + �̃�(x, z) (3.4)

for some �̃�(x, z) = o(|z|) as z → 0. We assume further
(A.0) that there exists some 0 < β < 2 and positive C1, C2 such that as ρ → 0,

C1ρ2−βI ≤ ∫
|z|≤ρ

zzTμ(dz) ≤ C2ρ2−βI .

(A.1)
(a) For any p ≥ 2 and any k ∈ Nd \ {0},

∫ |𝛾(x, z)|pμ(dz) ≤ C(1 + |x|)p , sup
x

∫ 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ∂k𝛾
∂xk

(x, z)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p μ(dz) < +∞ .
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(b) There exists δ > 0 such that

inf{zT ( ∂𝛾
∂z (x, 0)) (∂𝛾

∂z (x, 0))T
z; x ∈ Rd} ≥ δ|z|2

on Rm.
(A.2) We assume, for some C > 0,

inf
x∈Rd ,z∈supp μ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨det(I + ∂𝛾
∂x (x, z))󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 > C .

Due to the previous result (Theorem 1.5), the SDE (3.3) has a unique solution xt(x). Fur-
thermore, the condition (A.2)guarantees the existenceof theflowϕst (x)(ω) : Rd → Rd,
xs(x) 󳨃→ xt(x) of diffeomorphisms for all 0 < s ≤ t.

Here, we say ϕst(x)(ω) : Rd → Rd , xs(x) 󳨃→ xt(x) is a flow of diffeomorphisms if it
is a bijection a.s. for which ϕst(x) and its inverse are smooth diffeomorphisms a.s. for
each s < t. We write φt(x) of xt(x) if s = 0.

We remark that at the jump time t = τ of xt(x),
xτ(x) = xτ−(x) + ∆xτ(x) = xτ−(x) + 𝛾(xτ−(x), ∆z(τ)) .

Hence,
∂
∂x φτ(x) = (I + ∂

∂x𝛾(xτ−(x), ∆z(τ))) ( ∂
∂x φτ−(x)) ,

and this implies

( ∂
∂x φτ(x))−1 = ( ∂

∂x φτ−(x))−1 (I + ∂
∂x𝛾(xτ−(x), ∆z(τ)))−1 .

This describes the movements of the coordinate system induced by x 󳨃→ xτ(x). We ob-
serve that in order for the map x 󳨃→ φt(x) to be a diffeomorphism a.s., it is necessary
that x 󳨃→ x+𝛾(x, z) is a diffeomorphism for each z ∈ supp μ. Otherwise, we cannot ad-
equately connect the tangent space at xτ−(x) to that at xτ(x) = xτ(x)+𝛾(xτ−(x), ∆z(τ)).
To this end, we assume (A.2).

Lp-estimates
The Lp-estimate for the solution of (3.2) is not easy in general. Here, we provide a sim-
ple one. Suppose xt(x) is given by

xt(x) = x + bt + t∫
0

∫𝛾(z)Ñ(drdz) .
Under the integrability of 𝛾(z) with respect to 1{|z|≥1}.dμ(z), we have the following Lp

estimate for xt(x).
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Proposition 1.7 (cf. [127] Corollary 2.12). For p ≥ 2, we have

E [ sup
0≤s≤t

|xs(x)|p] ≤ Cp{|x|p + |b|pt
+ t (∫ |𝛾(z)|2μ(dz))p/2 + t∫ |𝛾(z)|pμ(dz)} ,

for some Cp > 0.

Jacobian
In order to inquire the flow property of xt(x), we need the derivative ∇xt(x) = ∂xt

∂x (x)
of xt(x). It is known that under the conditions (A.0–A.2), the derivative satisfies the
following linear equation:

Proposition 1.8. Under the assumptions (A.0–A.2), the derivative ∇xt(x) satisfies the
following SDE:

∇xt(x) = I + t∫
0

∇b󸀠(xs−(x))ds∇xs−(x)
+ t∫

0

∫
|z|≤1

∇𝛾(xs−(x), z)Ñ(dsdz)∇xs−(x)
+ t∫

0

∫
|z|>1

∇𝛾(xs−(x), z)N(dsdz)∇xs− (x) . (3.5)

Proof. We skip the proof for the differentiability since it is considerably long ([127]
Theorem 3.3). The SDE for which ∇xt(x) should satisfy is given as below.

Let e be a unit vector in Rd, and let

X󸀠(t) = 1
λ (xt(x + λe) − xt(x)) , 0 < |λ| < 1 .

Then, X󸀠(t) satisfies the following SDE
X󸀠(t) = e + t∫

0

b󸀠λ(s)ds + t∫
0

∫
|z|≤1

𝛾󸀠λ(s, z)Ñ(dsdz) + t∫
0

∫
|z|>1

𝛾󸀠λ(s, z)N(dsdz)
where

b󸀠λ(s) = 1
λ (b󸀠(xs−(x + λe)) − b󸀠(xs−(x))) ,𝛾󸀠λ(s, z) = 1
λ (𝛾(xs−(x + λe), z) − 𝛾(xs−(x), z)) .
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We let λ → 0. Then, by the chain rule,

lim
λ→0

b󸀠λ(s) = ∇b󸀠(xs−(x)) ⋅ ∇xs−(x)a.s. ,
and

lim
λ→0

𝛾󸀠λ(s, z) = ∇𝛾(xs−(x), z) ⋅ ∇xs−(x)a.s.
for each s. Hence, we have

∇xt(x) = I + t∫
0

∇b󸀠(xs−(x))ds∇xs−(x)
+ t∫

0

∫
|z|≤1

∇𝛾(xs−(x), z)Ñ(dsdz)∇xs−(x)
+ t∫

0

∫
|z|>1

∇𝛾(xs−(x), z)N(dsdz)∇xs− (x) .
The equation (3.5) is fundamental in considering the stochastic quadratic form (an
analogue of Malliavin matrix for the jump process). See Chapter 2.

The derivative ∇xt(x) depends on the choice of e ∈ Rd, and is indeed a direc-
tional derivative.Wedenote the Jacobianmatrix by the same symbol, namely,∇xt(x) =∇xxt(x).

Let m = d. Here is an expression of det∇xt(x)which will be useful in the analytic
(volume) estimates.

Let

At = t∫
0

d∑
i=1

∂
∂xi

b󸀠 i(xs(x))ds
+ t∫

0

∫
|z|≤1

[det(I + ∇𝛾(xs−(x), z)) − 1 − d∑
i=1

∂
∂xi

𝛾i(xs−(x), z)] dsμ(dz)
+ t∫

0

∫
|z|>1

[det(I + ∇𝛾(xs−(x), z)) − 1]N(ds, dz) ,
Mt = t∫

0

∫
|z|≤1

[det(I + ∇𝛾(xs−(x), z)) − 1] Ñ(dsdz) .
We then have

Lemma 1.1.
det(∇xt(x)) = exp At ⋅ E(M)t . (3.6)
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Proof. By Itô’s formula applied to det ∘∇xt(x),
det(∇xt(x)) = 1 + t∫

0

d∑
i=1

∂
∂xi

b󸀠 i(xs(x))det(∇xs(x))ds
+ t∫

0

∫
|z|≤1

[det((I + ∇𝛾(xs−(x), z))∇xs−(x))
− det(∇xs−(x))]Ñ(dsdz)

+ t∫
0

∫
|z|>1

[det((I + ∇𝛾(xs−(x), z))∇xs−(x))
− det(∇xs−(x))]N(dsdz)

+ t∫
0

∫
|z|≤1

[det((I + ∇𝛾(xs−(x), z))∇xs−(x)) − det(∇xs−(x))
− d∑

i=1

∂
∂xi

𝛾i(xs−(x), z)det(∇xs−(x))]dsμ(dz)
= 1 + t∫

0

det(∇xs−(x))d(As +Ms) .
Here we used the formula

d
dt det(A + tBA)|t=0 = tr B det A

in the right-hand side. Hence, we apply the Doléans’ exponential formula and Gir-
sanov’s theorem (Theorem 1.4) from Section 1.2.3. In view of [A,M] = 0, [A+M] = [M],
we have the assertion.

Using (3.6), it is possible to show the boundedness of E[supt∈T det(∇xt(x))−p] by a con-
stant which depends on p > 1 and the coefficients of the SDE (3.2). (cf. [224] Lemmas
3.1, 3.2.)

Inverse flow
Using the Jacobian ∇xt(x), we can show the existence of the inverse flow x−1t (x) as
a representation of the flow property. By the inverse mapping theorem, this is due to
the (local) invertibility of the Jacobian ∇xt(x).
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Associated to the above mentioned process ∇xt(x) = U(t):
U(t) = t∫

0

∇b󸀠(xs−(x))U(s)ds + t∫
0

∫
|z|≤1

∇𝛾(xs−(x), z)U(s)Ñ (dsdz)
+ t∫

0

∫
|z|>1

∇𝛾(xs−(x), z)U(s)N(dsdz) ,
we introduce

V(t) = −U(t) + [U, U]ct + ∑
0<s≤t

(I + ∆U(s))−1(∆U(s))2 .
Then, Ψt = (∇xt(x))−1 follows the SDE, satisfying

Ψt = I + t∫
0

Ψs−dV(s)
([192] Theorem V. 63).

More precisely, this reads for xt(x), solving (3.3) as
(∇xt(x))−1 = I − t∫

0

(∇xs(x))−1∇b󸀠(xs(s))ds
+ t∫

0

∫
|z|≤1

(∇xs(x))−1{∇ϕz(xs(x))−1 − I + ∇𝛾(xs(x), z)}dsμ(dz)
+ t∫

0

∫
|z|≤1

(∇xs−(x))−1{∇ϕz(xs−(x))−1 − I}Ñ(dsdz)
+ t∫

0

∫
|z|>1

(∇xs−(x))−1{∇ϕz(xs−(x))−1 − I}N(dsdz) .
Here, ϕz(x) = x + 𝛾(x, z).

 EBSCOhost - printed on 2/10/2023 4:50 PM via . All use subject to https://www.ebsco.com/terms-of-use



2 Perturbations and properties of the probability law
Let me have men about me that are fat; Sleek-headed men and such as sleep o’ nights: Yond
Cassius has a lean and hungry look; He thinks too much: such men are dangerous.

W. Shakespeare, Julius Caesar, Act 1, Scene 2

In this chapter, we briefly sketch the perturbation methods in the Poisson space and
their applications. Namely, we relate Lévy processes (and SDEs) to perturbations for
functionals on the Poisson space. The perturbation induces the integration-by-parts
formula which is an essential tool leading to the existence of the smooth density of
the probability law.

In Section 2.1, we reflect several types of perturbations on the Poisson space.
In Sections 2.2, 2.3, granting the existence of the density, we present the short time
asymptotics from both above and below the density function pt(x, y) obtained as
a result of the integration-by-parts calculation, which uses a perturbation method
given in Section 2.1. We can observe distinct differences in the short time bounds of
densities from those obtained for diffusion processes with analytic methods.

The existence of the smooth density is closely related to the behaviour of the
Fourier transform p̂(v) as |v| → ∞ of the density function y 󳨃→ pt(x, y). We will in-
quire into the existence and behaviour of pt(x, y) more precisely in Sections 3.3, 3.6,
relating to the SDE with jumps.

In Section 2.4, we give a summary on the short time asymptotics of the density
functions of various types. Section 2.5 will be devoted to the auxiliary topics concern-
ing the absolute continuity of the infinitely divisible laws and the characterisation of
the “support” of the probability laws in the path space.

2.1 Integration-by-parts on Poisson space

We are going to inquire into the details on the absolute continuity and on the smooth-
ness of the transition density for the functionals given as solutions to the SDE of jump-
diffusion type, by using Malliavin calculus for processes with jumps. In Malliavin cal-
culus, we make perturbations of the trajectories of processes with respect to the jump
times or to the jump size and directions.

Our general aim is to show the integration-by-parts formula for a certain d-
dimensional Poisson functional F. The formula is described as follows. For any
smooth random variable G, there exists a certain Lp-random variable determined
from F and G, denoted byH(F, G), such that the equality

E[∂ϕ(F)G] = E[ϕ(F)H(F, G)] (1.1)
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34 | Perturbations and properties of the probability law

holds for any smooth function ϕ. Formula (1.1) is called an integration-by-parts for-
mula. We will show in this section that the formula holds for “non-degenerate” Pois-
son functionals in various cases.

The formula can be applied to proving the existence of the smooth density of the
law of F. Indeed, let pF(dx) denote the law of F. Its Fourier transform p̂F(v) is writ-
ten by E[ϕv(F)], where ϕv(x) = exp(−i(x, v)). We apply the formula above k times by
setting ϕ = ϕv and G = 1, and thus

E[∂kϕv(F)] = E[∂k−1ϕv(F)H(F, 1)]= . . . = E[ϕv(F)H(F,H(F, ⋅ ⋅ ⋅ ,H(F, 1)))] .
Since |ϕv(F)| ≤ 1 holds for all v ∈ Rd, the above formula implies that there exists
a positive constant Ck such that|E[∂kϕv(F)]| ≤ Ck , ∀v (1.2)

for each multi-index k.
Since ∂kϕv = (−i)|k|vkϕv, we have|vk ||p̂F(v)| ≤ Ck , ∀v

for each k, where p̂F(v) = E[ϕv(F)]. Hence,
( 1
2π )d ∫ ei(x,v)i|l|vl p̂F(v) dv

is well-defined for l such that |l| < |k| − d ([194] Lemma (38.52)).
Then, the theory of the Fourier transform tells us that pF(dx) has a density pF(x)

and the above integral is equal to ∂l
xpF(x). This result is closely related to analysis and

the classical potential theory.
The original Malliavin calculus for diffusion processes by Malliavin ([160]) began

with this observation, and the aim was to derive the integration-by-parts formula on
a probability space. The aimof early works byBismut ([29, 30]) for jump processeswas
also the same. In this perspective, one of the most important subjects was to decide
which kind of perturbation on the trajectories should be chosen in order to derive the
integration-by-parts formula.

Malliavin’s approach uses the Malliavin operator L andmakes a formalism for the
integration-by-parts. It has succeeded in the analysis on the Wiener space, and sig-
nified the importance of the integration-by-parts formula. Bismut’s approach, on the
other hand, uses the perturbation of trajectories by making use of the derivative op-
erator D, and then makes use of the Girsanov transform of the underlying probability
measures to show the integration-by-parts formula. We adopt Bismut’s approach in
this section.

Bismut’s approach was originally developed on the Poisson space under the con-
dition that the Lévy measure μ of the base Poisson random measure has a smooth
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density function. Accordingly, along the idea of the Bismut’s approach, the condition
has been relaxed by Picard to accept singular Lévy measures where we use the differ-
ence operator. See Section 3.3 for Picard’s approach.

Malliavin’s approach can adopt general functionals on the Wiener (and on the
Poisson) space. On the other hand, Bismut’s approach, in the formulation treated in
this book, can only adopt those Poisson functionalswhich appear as solutions to SDEs
with jumps. For an interpretation of the use of Malliavin’s approach to the solutions
of SDEs with jumps on the Poisson space, see [25] Section 10.

Remark 2.1. Bismut also considered the approach regarding the Poisson process as
a boundary process of a diffusion process in a higher dimensional space, that is, the
method of subordination ([32] and [144]). The calculation is a bit messy. We will not
adopt this approach.

2.1.1 Bismut’s method

In this subsection, we assume the Lévy measure μ has a density with respect to the
Lebesgue measure. The Bismutmethod is the way to make a variation of the intensity,
i.e. the density of the Lévy measure. We can use the Girsanov transform of the under-
lying probability measures of the driving Lévy processes to make perturbations on the
jump size and the direction, leading to the integration by parts formula. This method
has been initiated by Bismut [30], and has been developed by Bichteler et al. [25, 27]
and Bass [15]. Although the idea is simple, the calculation using this method is a bit
complicated.

We denote by Ω1 the set of continuous functions from T to Rm, by F1 the smallest
σ-field associated toW’s inΩ1, and by P1 the probability ofW for whichW(0) = 0 and
W(t) := ω(t) behaves as a standard Wiener process (Brownian motion). The triplet(Ω1, F1, P1) is called aWiener space.

Let Ω2 be the set of all nonnegative integer-valued measures on U = T× (Rm \ {0})
such that ω(T × {0}) = 0, ω({u}) ≤ 1 for all u, and that ω(A) < +∞ if N̂(A) < +∞,
A ∈ U. Here, u = (t, z) denotes a generic element of U, U denotes the Borel σ-field on
U, and N̂(dtdz) = dtμ(dz), where μ is a Lévy measure. Let F2 be the smallest σ-field
of Ω2 with respect to which ω(A) ∈ F2, A ∈ U. Let P2 be a probability measure on(Ω2, F2) such that N(dtdz) := ω(dtdz) is a Poisson random measure with intensity
measure N̂(dtdz). The space (Ω2, F2, P2) is called the Poisson space.

Given α ∈ (0, 2), let zj(t) be the independent, symmetric jump processes on R
such that zj(0) ≡ 0, j = 1, . . .,m. We assume they have the same law, and that they
have the infinitesimal generator

Lφ(x) = ∫
R\{0}

[φ(x + z) − φ(x)]|z|−1−αdz, x ∈ R, φ ∈ C∞0 (R) .
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We put g(z)dz ≡ |z|−1−αdz, that is, μ(dz) = g(z)dz is the Lévy measure of zj(t) having
the law of a symmetric α-stable process.

The assumption for the Lévy measure μ to be the α-stable type plays an essential
role in this method. See the proof of Lemma 2.2 below.

[A] Integration by parts of order 1

(Step 1)
The symmetric Lévy process zj(s) has a Poisson randommeasure representation

zj(s) = s∫
0

∫ zÑj(dsdz) ,
where Ñj(dsdz) is the compensated Poisson randommeasure onR associated to zj(s),
with the mean measure

ds × g(z)dz . (1.3)

Here,
g(z)dz = |z|−1−αdz , α ∈ (0, 2) .

We denote by P the law of zj(s), j = 1, ⋅ ⋅ ⋅ ,m.
Let the process xs(x) be given by the following linear SDE, that is,{{{dxs(x) = ∑m

j=1 Xj(xs−(x)) dzj (s) + X0(xs(x))ds
x0(x) ≡ x .

Here, the Xj(x)s denote d-dimensional smooth vector fields on Rd whose derivatives
of all orders are bounded, j = 0, 1, . . .,m, satisfying

Span(X1, . . ., Xm) = Tx(Rd)
at each point x ∈ Rd.

We assume assumptions (A.0) to (A.2) in Section 1.3 for xt(x), with b(x) = X0(x)
and 𝛾(x, z) = ∑m

j=1 Xj(x)zj . In particular, (A.2) takes the following form: for some C > 0,

inf
x∈Rd ,z∈supp μ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨det(I + ∂Xj(x)
∂x zj)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 > C , j = 1, . . .,m .

We denote by φs the mapping x 󳨃→ xs(x).
We use the Girsanov transform of measures, see Section 1.2.3 above (cf. [25] Sec-

tion 6). Let v = (v1, ⋅ ⋅ ⋅ , vm) be a bounded predictable process on [0, +∞) to Rm. We
consider the perturbation

θλj : zj 󳨃→ zj + λν(zj )vj , λ ∈ R , j = 1, . . . ,m .
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Here, ν(.) is a C2-function such that

ν(zj) ∼ z2j

for zj small, j = 1, . . .,m. We consider the above transformation for |λ| as sufficiently
small.

Let Nλ
j (dsdz) be the Poisson randommeasure defined by

t∫
0

∫ϕ(z)Nλ
j (dsdz) = t∫

0

∫ϕ(θλj (z))Nj (dsdz) , ϕ ∈ C∞0 (R) , λ ∈ R . (1.4)

It is a Poisson randommeasure with respect to P.
We set Λλ

j (z) = {1 + λν󸀠(z)vj} g(θλj (z))g(z) , and

Zλ
t = exp[[

m∑
j=1

{{{
t∫
0

∫ log Λλ
j (zj)Nj(dsdzj) − t∫

0

ds∫(Λλ
j (zj) − 1)g(zj)dzj}}}]] . (1.5)

We will apply m-dimensional version of Theorem 1.4 in Section 1.2. It implies that Zλ
t

is a martingale with mean 1. We define a probability measure Pλ by Pλ(A) = E[Zλ
t 1A],

A ∈ Ft. Then, due to (1.5), the compensator of Nj(dsdzj ) with respect to Pλ is
dsΛλ

j (zj)g(zj)dzj .
Furthermore, we can compute the compensator of Nλ

j (dsdzj)with respect to Pλ as
follows. We have

EPλ [[
t∫
0

∫ϕ(zj)Nλ
j (dsdzj)]] = EPλ [[

t∫
0

∫ϕ(θj(zj))Nj(dsdzj )]]= t∫ϕ(θj(zj))Λλ
j (zj)g(zj)dzj . (1.6)

Setting yj = θλj (zj), we find by the definition that the above integral is equal to
t ∫ ϕ(yj)g(yj)dyj . Consequently, the compensator of Nλ

j (dsdzj) with respect to Pλ

is equal to dsg(zj)dzj . Hence, as Poisson random measures, the law of Nλ
j (dsdzj )

with respect to Pλ coincides with that of Nj(dsdzj ) with respect to P. Consider the
perturbed process xλs (x) of xs(x) defined by{{{dxλs (x) = ∑m

j=1 Xj(xλs−(x))dzλj (s) + X0(xλs (x))ds
xλ0(x) ≡ x .

(1.7)

Here, zλj (t) = ∫t
0 ∫ zNλ

j (dsdz). Then, EP[f(xt(x))] = EPλ [f(xλt (x))] = EP[f(xλt (x))Zλ
t ], and

we have 0 = ∂
∂λ E

P[f(xλt (x))Zλ
t ], f ∈ C∞0 (Rd). A result of the differentiability of ODE can

be applied jump by jump to show that for |λ| small, we have

∂
∂λ

(f ∘ xλt (x)) = Dxf(xλt (x)) ⋅ ∂xλt (x)∂λ
, f ∈ C∞0 (Rd) .
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We would like to differentiate E[f ∘ xλt (x)] at λ = 0. To this end, we introduce the
following notion.

Definition 2.1. A family (Gλ)λ∈Λ of processes is called F-differentiable at 0with deriva-
tive ∂G if
1. supt∈T |Gλ | ∈ ∩p<∞Lp for all λ ∈ Λ and
2. 󵄩󵄩󵄩󵄩󵄩 supt∈T

󵄨󵄨󵄨󵄨󵄨Gλ − G0 − ∂G ⋅ λ󵄨󵄨󵄨󵄨󵄨 󵄩󵄩󵄩󵄩󵄩Lp = o(|λ|) as λ → 0 for all p ≥ 1.

Lemma 2.1.
1. The family (xλt (x)) is F-differentiable at λ = 0.
2. The family (Zλ

t ) is F-differentiable at λ = 0.

Proof. (i) By the assumption that X0(x), Xj(x), j = 1, . . .,m are smooth vector-valued
functions whose derivatives of all orders are bounded, the assumption (A’-2) in [25]
Section 6-a is met with b(x) = X0(x), c(x, z) = Xj(x)zj , j = 1, . . .,m. We use the differ-
entiability result ([25] Theorem 6-24) to assert that xλt (x) is F-differentiable at 0.
(ii) As noted in Section 1.2, Zλ

t is the solution of the SDE

dZλ
t = m∑

j=1
∫ Zλ

t− (1 − Λλ
j ) (z)Ñj(dtdz) .

The jump coefficient 𝛾(x, z) = x(1 − Λλ
j )(z) and the Lévy measure μ(dz) = g(z)dz sat-

isfy the conditions (A.0–A.2) in Section 1.3. Hence, we have the Lp-estimate (Proposi-
tion 1.7) for Zλ

t for λ ∈ (−1, 1). By applying [25] Theorem 6-24 again, we see that (Zλ
t ) is

F-differentiable at λ = 0.

As Gλ = xλt (x) is F-differentiable, we have by (ii) for ∂G󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩supt∈T

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Gλ − G0

λ
− ∂G

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩Lp
= o (1) as λ → 0.

The first term on the left-hand side should be finite for all λ ∈ Λ by (i), and ∂G is
uniformly integrable with respect to λ in a neighbourhood of λ = 0. We write

Hλ
t = ∂xλt (x)

∂λ , λ ∈ Λ ,

and put Ht = Hλ
t |λ=0 hereafter. We give an explicit form of Ht later.

(Step 2)
We can take differentiation ∂

∂λ under the expectation on both sides of the equation

EP[f(xt(x))] = EPλ [f(xλt (x))] = EP[f(xλt (x))Zλ
t ]

to have
EP[Dxf(xt(x)) ⋅ Ht] = −EP[f(xt(x)) ∂

∂λ Z
λ
t |λ=0] . (1.8)
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Here, on the right-hand side of (1.8), from (1.5), we obtain

∂
∂λ Z

λ
t |λ=0 = m∑

j=1

t∫
0

∫ div [g(⋅)vj ν(⋅)](zj )
g(zj) [Nj(dsdzj ) − dsg(zj )dzj] . (1.9)

Here,

t∫
0

∫ div [g(⋅)vj ν(⋅)](zj )
g(zj) [Nj(dsdzj ) − dsg(zj )dzj]

= c∑
s≤t

[vj ⋅ ν󸀠(∆zj(s)) + vj ⋅ ν(∆zj (s))g󸀠(∆zj(s))g(∆zj (s)) ] .

We write Rt ≡ ∂
∂λ Z

λ
t |λ=0 below.

Here, we have

Lemma 2.2. With a suitable choice of vj fixed later,|H−1
t | ∈ Lp , p ≥ 1, t > 0 . (1.10)

This lemma is proved at the end of this subsection.
With the choice of vj below (given in the proof of Lemma 2.2 below), we can regard

Ht as a linearmapping fromRd toRd which is non-degenerate a.s. See (1.24) below. By
the inversemapping theorem, we can guarantee the existence and the differentiability
of the inverse of Hλ

t for |λ| as small, which we denote by Hλ,−1
t : Hλ,−1

t = [Hλ
t ]−1.

(Step 3)
We carry out the integration-by-parts procedure for Fλ

t (x) = f(xλt (x))Hλ,−1
t as follows.

Recall that we have E[F0t (x)] = E[Fλ
t (x) ⋅ Zλ

t ]. Taking the F-derivation ∂
∂λ |λ=0 for both

sides yields

0 = E[Dxf(xt(x))H−1
t Ht] + E [f(xt(x)) ∂

∂λ H
λ,−1
t |λ=0]+ E[f(xt(x))H−1

t ⋅ Rt] . (1.11)

Here, ∂
∂λH

λ,−1
t is defined by ⟨ ∂

∂λH
λ,−1
t , e⟩ = trace [e󸀠 󳨃→ ⟨−Hλ,−1

t ( ∂
∂λH

λ
t ⋅ e󸀠)Hλ,−1

t , e⟩],
e ∈ Rd, where ∂

∂λH
λ
t is the second F-derivative of xλt (x) defined as in [25] Theorem 6-

44. As Hλ is F-differentiable at λ = 0, we put DHt = ∂
∂λH

λ
t |λ=0. Then ∂

∂λH
λ,−1
t |λ=0 =−H−1

t DHtH−1
t .

This yields the integration-by-parts formula

E[Dxf(xt(x))] = E[f(xt(x))H(1)
t ] (1.12)

where
H
(1)
t = H−1

t DHtH−1
t − H−1

t Rt . (1.13)
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Lastly, we compute H−1
t DHtH−1

t . By the argument similar to that in [29] p. 477, we
have

DHt = m∑
j=1

φ∗
t {∑

s≤t
(φ∗−1

s Xj)(x)ν󸀠(∆zj(u))vj(s)ν(∆zj (u))vj(s)}
= m∑

j=1
φ∗

t {∑
s≤t

M(1)
j (t, s)ν(∆zj (s))} (say). (1.14)

Here, 󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩∑s≤t ν(∆zj(s))M(1)
j (t, s)󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩 ∈ Lp , p ≥ 1 , (1.15)

j = 1, ⋅ ⋅ ⋅ ,m.
Combining (1.10), (1.15) (t = 1)

E[Dxf(x1(x))] = E[f(x1(x))H(1)
1 ] . (1.16)

This leads our assertion of order 1.

[B] Higher order formulae and smoothness of the density

We can repeat the above argument to obtain the integration-by-parts formulae for
higher orders by a direct application of the above method. Instead of describing the
detail, we will repeat the argument in [A] in a general setting, and paraphrase the
argument mentioned in the introduction to Section 2.1.

Let g(ω2) be a functional on (Ω2, F2, P2), and put
G0 = g(N(dudz)), Gλ = g(Nλ(dudz)) for λ ̸= 0 . (1.17)

Theorem 2.1. Suppose that the family (Gλ)λ∈(−1,1) is F-differentiable at λ = 0. Then, we
have an integration-by-parts formula

E[Dxf(F)G0] = E[f(F)H(F, G0 )] (1.18)

for any smooth function f . Here,

H(F, G0) = (H−1
t DHtH−1

t − H−1
t Rt)G0 − H−1

t ∂G , (1.19)

where ∂G = ∂Gλ

∂λ |λ=0.
Proof. We put Φλ = f(Fλ).Hλ,−1

t with Fλ = xλt (x). Using Girsanov’s theorem (Theo-
rem 1.4), we have

E[Φ0G0] = E[ΦλZtGλ] , (1.20)

where Zλ
t is given by (1.5).
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We take λ = 0 after derivating the two sides, and obtain

0 = E[Dxf(F)H−1
t HtG0] + E [f(F) ∂

∂λ
Hλ,−1

t |λ=0G0]
+ E[f(F)H−1

t RtG0] + E [f(F)H−1
t

∂
∂λ G

λ |λ=0]
using (1.8), (1.9).

This leads to the integration-by-parts formula (1.18) with

H(F, G0) = −( ∂
∂λ

Hλ,−1
t |λ=0 + H−1

t Rt)G0 − H−1
t

∂
∂λ

Gλ |λ=0 .
The formula (1.16) is obtained from this theorem by putting G = 1.

If we apply the above result with G0 = H(F, 1) and Gλ = H(Fλ , 1) for λ ̸= 0, then
the family (Gλ)λ∈(−1,1) is F-differentiable at λ = 0 by (1.10). This leads to the second
order formula

E[D2
x f(F)] = E[Dxf(F)H(F, 1)] = E[f(F)H(F,H(F, 1))] .

Repeating this argument, we obtain the integration-by-parts formulae of higher
orders. We then can prove the smoothness of the density pF(x) as explained in the
introduction to Section 2.1.

Proof of Lemma 2.2
Proof. Part (i) We begin by computing Hλ

t ≡ ∂xλt
∂λ at λ = 0.

We recall the SDE (1.7)

dGλ = m∑
j=1

Xj(Gλ(x))dzλj (t) + X0(Gλ)dt, (1.7)󸀠
where zλj (t) = ∫t

0 ∫ zNλ
j (dsdz). Recalling the definition of θλj (zj) = zj + λν(zj)vj, we take

differentiation with respect to λ of both sides of (1.7), and put λ = 0. Then, Ht = H0
t =

∂G is obtained as the solution of the following equation, that is,

Ht = m∑
j=1

{ c∑
s≤t

(∂Xj

∂x (xs−))Hs−∆zj(s) + ∑
s≤t

Xj(xs−)vj(s)ν(∆zj (s))}
+ t∫

0

∂X0
∂x (xs−)Hs−ds (1.21)

(cf. [25] Theorem 6-24).
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Then, Ht is given according to the method of variation of constants, similar to the
Duhamel’s formula et(A+B) = etA(1 + ∫t

0 e
−sABes(A+B)ds) with B corresponding to the

second term in the right-hand side of (1.21), by

φ∗
t
{{{

m∑
j󸀠=1

∑
s≤t

( ∂
∂x

φs−(x))−1{{{
m∑
j=1

(I + ∂
∂x

Xj(xs−(x))∆zj (s))−1}}}× ν(∆zj󸀠 (s))Xj󸀠 (xs−(x))vj󸀠 (s)} (1.22)

(cf. [25] (6-37), (7-16)).
In the above equation, ∑c

s≤t denotes the compensated sum, and φ∗
t denotes the

push-forward φ∗
t Y(x) = ( ∂φt

∂x (x))Y(x) by φt, that is, φ∗
t = ( ∂φt

∂x (x)). Below we will also
use the followingnotation;φ∗−1

t denotes thepullbackφ∗−1
t Y(x)=( ∂

∂xφt(x))−1Y(xt−(x))
by φt, where

( ∂
∂x φt(x))−1 = ( ∂

∂x φt−(x))−1{{{
m∑
j=1

(I + ∂
∂x Xj(xt−(x))∆zj (t))−1}}} .

We remark Ht is the F-derivative of xλt (x) to the direction of vj. Notice also that we
can regard Ht as a linear functional: Rd → R by (using the above notation)

⟨Ht , p⟩ = ⟨φ∗
t

m∑
j=1

∑
s≤t

ν(∆zj(s))(φ∗−1
s Xj)(x)vj(s), p⟩ , p ∈ Rd . (1.23)

Furthermore, the process vj may be replaced by the process ṽj with values in Tx(Rd),
which can be identified with the former one by the expression vj = ⟨ṽj , q⟩, q ∈ Rd.
That is, vj = ṽj(q).

We put

ṽj ≡ ( ∂
∂x φs(x))−1 Xj(xs−(x))

in what follows. Using this expression, Ht defines a linear mapping from T∗x (Rd) to
Tx(Rd) defined by

q 󳨃→ Ht(q) = φ∗
t

m∑
j=1

∑
s≤t

ν(∆zj(s))(φ∗−1
s Xj)(x) ̃vj(q) . (1.24)

We shall identify Ht with this linear mapping.
Let Kt = Kt(x) be the stochastic quadratic form on Rd × Rd:

Kt(p, q) = m∑
j=1

∑
s≤t

ν(∆zj(s))⟨(φ∗−1
s Xj)(x), p⟩⟨q, (φ∗−1

s Xj)(x)⟩ .
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Here, ν(z) is a function such that ν(z) ∼ |z|2 for |z| small. For 0 < s < t, Ks,t = Ks,t(⋅, ⋅)
is the bilinear form

Ks,t(p, q) = m∑
j=1

∑
s<u≤t

ν(∆zj(u))⟨(φ∗−1
u Xj)(x), p⟩⟨q, (φ∗−1

u Xj)(x)⟩ . (1.25)

That is, Kt = K0,t. Let Kt(p) be the quadratic form associated to Kt(p, q):
Kt(p) = m∑

j=1
∑

0<s≤t
ν(∆zj(s))⟨(φ∗−1

s Xj)(x), p⟩2 .
We associate it with Ht(q) in (1.24) with ṽj(p) above.
Proof. Part (ii) Since sups≤t | ∂

∂xφs(x)| ∈ Lp for all p > 1 by [87] (1.4), we only have to
show

E[|K−1t (v)|p] ≤ C(p), v ∈ Sd−1 .

We may put t = 1, and we write K1(v) as K1.
We shall show

P{K−11 > η−1} = P{K1 < η} = ov,k(η∞) (1.26)

as η → 0. Here, and in what follows, for η > 0 small, we write fi(η) = oi(1) if
limη→0 fi(η) = 0 uniformly in i, and fi(η) = oi(η∞) if (fi(η)/ηp) = oi(1) for all p > 1.
Furthermore, since P(supk≤ 1

η
|( ∂φkη

∂x )−1| > 1
η ) = ok(η∞) (cf. [143] (1.11)), it is sufficient

to show, for some r > 0,

P{K(k+1)η(v̄) − Kkη(v̄) < ηr|Fkη} = ov,k(1) (1.27)

for (k + 1)η ≤ 1. Here v̄ = |( ∂φkη
∂x )−1|−1v.

To this end, it is enough to show

P
{{{{{[[[

(k+1)η∫
kη

ds1(η−r1 ,∞)( ∫
|u|>ηr

dνs(k, η)(u))]]] ≤ ηr2
󵄨󵄨󵄨󵄨󵄨󵄨󵄨Fkη

}}}}} = ov,k(1) (1.28)

for some r1 > 0, r2 > 0, r1 > r2 suitably chosen. Here, dνs(u) = dνs(k, η)(u) is the
Lévy measure of ∆Ks given Fkη for s > kη (i.e. ds × dνs(u) is the compensator of ∆Ks
with respect to dP).

Indeed, since

Yt = exp[[[ ∑
kη≤s≤t

1(ηr ,∞)(∆Ks) − t∫
kη

ds ∫
|u|>ηr

(e−1 − 1)dνs(u)]]]
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is a martingale (given Fkη), we have

P
{{{ ∑

kη≤s≤(k+1)η
1(ηr ,∞)(∆Ks) = 0|Fkη

}}}
≤ E[[[exp[

(k+1)η∫
kη

ds ∫
|u|>ηr

(e−1 − 1)dνs(u)]
: {ω;[ (k+1)η∫

kη

ds1(η−r1 ,∞)( ∫
|u|>ηr

dνs(u))] > ηr2}󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Fkη
]]]

+ E[ exp [ (k+1)η∫
kη

ds ∫
|u|>ηr

(e−1 − 1)dνs(u)]
: {ω;[ (k+1)η∫

kη

ds1(η−r1 ,∞)( ∫
|u|>ηr

dνs(u))] ≤ ηr2}󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Fkη] .
By (1.28), the right-hand side is inferior to

ok(1) + E[[[exp [
(k+1)η∫
kη

ds ∫
|u|>ηr

(e−1 − 1)dνs(u)]
: {ω; (k+1)η∫

kη

ds1(η−r1 ,∞)( ∫
|u|>ηr

dνs(u)) > ηr2}󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Fkη
]]]≤ ov,k(1) + exp[(e−1 − 1)(η−r1 × ηr2)] = ov,k(1)

since ηr2−r1 → ∞ as η → 0. Hence, we have (1.27).

The proof of (1.28). For each vector field X, we put the criterion processes

Cr(s, X, v, k, η) ≡ ⟨(∂φs
∂x )−1 X(xs−(x)), ̄v⟩ ,

Cr(s, v, k, η) ≡ d∑
j=1

|Cr(s, Xj , v, k, η)|
for s ∈ [kη, (k+1)η]. By dν󸀠s(X, v, k, η), we denote the Lévymeasure of Cr(s, X, v, k, η).

To get (1.28), it is sufficient to show that for the given η > 0, there exist integers
n = n(η), n1 = n1(η) such that

P
{{{{{

(k+1)η∫
kη

ds1(ηn ,∞)(Cr(s, v, k, η)) < ηn1
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Fkη

}}}}} = ov,k(1) . (1.29)
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Indeed, consider the event {Cr(s, v, k, η) ≥ c > 0, s ∈ [kη, (k + 1)η]}. Then, we
can show on this event ∫

|u|>ηr

dνs(k, η)(u) ≥ Cη−αr/2 (1.30)

for η > 0 small. Here, α > 0 is what appeared in the definition of g(z).
This is because dνt(k, η)(u) is the sum of transformed measures of gj(z) by the

mapping
Fj,t : z 󳨃→ ν(z)⟨φ∗−1

t Xj(x), v̄⟩2 .
Since ν(z) is equal to |z|2 in a neighbourhood of 0,

∫
|z|>ηr

∫ dνt(k, η)(u) ≥ C1
∞∫

ηr/2

gj(z)dz
for each j. By the definition of g(z), the right-hand side is equal to

C1
∞∫

ηr/2

|z|−1−αdz > Cη−αr/2 .

Hence, we can choose r > 0 such that Cη−αr/2 ≥ η−r1 for η small, and thus

(k+1)η∫
kη

ds1(η−r1 ,∞)( ∫
|u|>ηr

dνs(k, η)(u)) ≥ ηr2 (1.31)

for some r1 > 0, r2 > r1 on this event.
Following(1.29), theprobabilityof thecomplementof thisevent is small (= oe,k(1)).

Hence, (1.28) follows.
To show (1.29), note that it is equivalent to

P
{{{{{

(k+1)η∫
kη

ds1(ηn ,∞)(Cr(s, v, k, η)) ≥ ηn1
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Fkη

}}}}} = 1 − ov,k(1) . (1.32)

This is proved similarly to [87] Section 3, and we omit the detail.

Remark 2.2. According to [143] Section 3, the result (1.28) follows under aweaker con-
dition (URH) (cf. Section 2.5.1). If Yt = xt(x) is a canonical process in Section 2.5.1, we
do not need the condition (A.2).

2.1.2 Picard’s method

Picard’s method is also a way to make a variation of the jump intensity, however it
is more general. That is, in the previous method for the jump size perturbation, the
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key assumption is that the Lévy measure μ has a density g which is differentiable. In
case that this assumption fails (e.g. the case of the discrete Lévy measure), we have
to use a completely different method for the perturbation. Picard [181] has introduced
amethod of perturbation using the difference operator based on the previous work by
Nualart–Vives [171].

We put φ(ρ) = ∫|z|≤ρ |z|2μ(dz), ρ > 0, which is supposed to satisfy the order con-
dition

φ(ρ) ≥ cρα as ρ → 0 (∗)
for some c > 0 and α ∈ (0, 2). Here, we remark, contrary to the Bismut’s case, the Lévy
measure can be singular with respect to the Lebesgue measure.

Remark 2.3. The order condition is a non-degeneracy condition for the Lévymeasure.
It is a basic requirement in the stochastic calculus for jump processes by Picard’s
method. The quantity 2 − α is called the characteristic exponent. The power α de-
scribes the order of concentration of masses or “weight” of μ around a small neigh-
bourhood of the origin. Indeed, suppose we extend μ to μ̄ = a δ{0} + μ on Rm, a ≥ 0,
and we interpret a > 0 as though the continuous (Wiener) component is nonempty.
Let φ̄(ρ) = ∫|z|≤ρ |z|2 μ̄(dz). Then, the condition (∗) holds for φ̄(ρ)with α = 0.

In the sequel, we will study a stochastic calculus of variations (Malliavin calculus) on
the Poisson space (Ω2, F2, P2).

We work on Ω2 for a moment, andwill denote by ω elements of Ω2 in place of ω2.
In the sequel, we set u = (t, z) and N̂(du) = N̂(dtdz), Ñ(du) = N(du) − N̂(du). Here,
μ is a Lévy measure on Rm such that μ({0}) = 0 and ∫Rm (|z|2 ∧ 1)μ(dz) < +∞.

On the measurable space (U × Ω2,U ⊗ F2), we put the measures μ+, μ− by

μ+(dudω) = N(ω, du)P(dω) ,
μ−(dudω) = N̂(ω, du)P(dω) .

Let |μ| = μ+ + μ−.
Next, we shall introduce the difference operator D̃u , u ∈ U, acting on the Poisson

space as follows.
For each u = (t, z) = (t, z1, . . ., zm) ∈ U, we define a map ε−u : Ω2 → Ω2 by

ε−uω(E) = ω(E ∩ {u}c) ,
and ε+u : Ω2 → Ω2 by

ε+uω(E) = ω(E ∩ {u}c) + 1E(u) .
Here,ω(E)denotesdevalueof the randommeasureon the set E.Wewrite ε±u ω = ω∘ε±u ,
respectively. These are extended to Ω by setting ε±u(ω1, ω) = (ω1, ε±uω).

We observe

if u1 ̸= u2 then εθ1u1 ∘ εθ2u2 = εθ2u2 ∘ εθ1u1 , θ1, θ2 ∈ {+, −}
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and
εθ1u ∘ εθ2u = εθ1u , θ1, θ2 ∈ {+, −} .

It holds ε−uω = ω a.s. P2 for N̂-almost all u since ω({u}) = 0 holds for almost all ω
for N̂-almost all u. Also, we have ε+uω = ω a.s. P2 for N-almost all u.

In what follows, we denote a random field indexed by u ∈ U by Zu. Let I ⊂ U ×F2
be the sub σ-field generated by the set A×E, A ∈ U, E ∈ FAc . HereFB for B ∈ U denotes
the σ-field on Ω2 generated by N(C), C ⊂ B.

We remark that for Zu positive, Zu∘ε+u and Zu∘ε−u are I-measurableby thedefinition
of ε±u .

We cite the following property of the operators ε+u , ε−u .

Lemma 2.3 ([182] Corollary 1). Let Zu be a positive, μ±-integrable random field. Then,
we have

E [∫ ZuN(du)] = E [∫ Zu ∘ ε+u N̂(du)] ,

E [∫ ZuN̂(du)] = E [∫ Zu ∘ ε−uN(du)] .

The difference operators D̃u for a F2-measurable random variable F is defined by

D̃uF = F ∘ ε+u − F . (1.33)

Since the image of P2 by ε+u is not absolutely continuous with respect to P2, D̃u is not
well-defined for a fixed u. However, it is defined by N̂(u) ⊗ P2-almost surely due to
Lemma 2.3.

Since D̃u is a difference operator, it enjoys the property

D̃u(FG) = FD̃uG + GD̃uF + D̃uFD̃uG ,

assuming that the left-hand side is finite a.s. See (2.11).
The next proposition is a key to the integration-by-parts (duality) formula which

appears below.

Proposition 2.1 ([182] Theorem 2). Let Z1u , Z2u be processes such that Z1uD̃uZ2u and
Z2uD̃uZ1u are |μ|-integrable. Then, we have

E[∫ Z1uD̃uZ2uÑ(du)] = E[∫ Z2uD̃uZ1uÑ(du)] = E[∫ D̃uZ1uD̃uZ2uN̂(du)] .

Proof. We see

E[∫ Z1uD̃uZ2uÑ(du)] = E[∫ Z1uD̃uZ2uN(du)] − E[∫ Z1uD̃uZ2uN̂(du)]
= E[∫ (Z1u ∘ ε+u) D̃uZ2uN̂(du)] − E[∫ Z1uD̃uZ2uN̂(du)]
= E[∫ D̃uZ1uD̃uZ2uN̂(du)]
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due to Lemma 2.3. If we interchange Z1u and Z2u, we have another equality.

This leads to the following proposition.

Proposition 2.2 ([182] Corollary 5). Let F be a bounded variable, and let Zu be a ran-
dom field which is μ±-integrable. Then, we have

(1) E[∫ ZuD̃uFN(du)] = E[F∫ (Zu ∘ ε+u) Ñ(du)]
(2) E[∫ ZuD̃uFN̂(du)] = E[F∫ (Zu ∘ ε−u) Ñ(du)] .

In particular, if Zu is I-measurable,

E[∫ ZuD̃uFN̂(du)] = E[F ∫ ZuÑ(du)] .

Proof. The assertion (2) is obtained from the previous proposition and Lemma 2.3 by
putting Z1u = F and Z2u = Zu. Assertion (1) is obtained similarly by putting Z1u = Zu,
Z2u = F and from the assertion (2).

The adjoint δ̃ of the operator D̃ = (D̃u)u∈U is defined as follows.
We denote by S the set of the randomfields Zu which are I-measurable, bounded,

and of compact support¹. Let

S̄ = {Z ∈ L2(U × Ω2, I, μ−); there exist Zn ∈ S, Zn → Z in ‖.‖} .

Here, ‖.‖ is given by
‖Z‖2 = E[∫ |Zu|2N̂(du)] + E[ (∫ ZuÑ(du))2 ] .

For Z ∈ S, we define δ0(Z) by
E[Fδ0(Z)] = E[∫ ZuD̃uFN̂(du)]

as an adjoint operator of D̃u, where F is bounded and of compact support. The last
assertion of Proposition 2.1 implies that the mapping Z 󳨃→ ∫ ZuÑ(du) can be extended
to the elements in S̄. Hence, we define δ0(Z) as above for Z ∈ S̄.

Let Zu ∈ L2(U × Ω2,U ⊗F2, μ−) be such that ‖Z‖ < +∞. We denote by Z the set of
all such random fields Zu. We observe

Zu ∘ ε−u ∈ S̄ .

1 It means it is zero outside of a set which is of finite μ− measure.
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Hence, we put
δ̃(Z) = δ0(Zu ∘ ε−u)

to extend δ0 to δ̃. In view of the last assertion of Proposition 2.2, we are ready to define
the adjoint operator.

We set for Z ∈ Z,
δ̃(Z) = ∫

U

Zu ∘ ε−u Ñ(du) . (1.34)

By Proposition 2.2 and by the definition of δ̃, the operator satisfies the adjoint property

E[Fδ̃(Z)] = E[[∫U D̃uFZuN̂(du)]] (1.35)

for any bounded F2-measurable random variable F ([181] (1.12)).

Remark 2.4. The origin of the operators ε+u , ε−u are ε+t , ε
−
t , respectively, used in [172,

182], where ε+t = ε+(t,1) and ε−t = ε−(t,1). A main point in those days was to show the du-
ality formula using the operator Dt given by DtF = F ∘ ε+t − F ∘ ε−t . Nualart–Vives [172]
showed the duality formula (1.35) for Dt byusing the chaos decomposition on the Pois-
son space. We will discuss this topic in Section 3.2.

We have the Meyer’s type inequality (Theorem 3.4 in Section 3.3), and the operator δ̃
is well-defined on the Sobolev space Dk,0,p for k ≥ 0 and p ≥ 2. This implies D̃u is
closable for p ≥ 2. (For the Sobolev space Dk,l,p over the Wiener–Poisson space, see
Section 3.3.)

In the remaining part of this subsection, we shall briefly sketch how to derive the
integration-by-parts setting using these operators.

We introduce a linear map Q̃ρ by

Q̃ρY = 1
φ(ρ) ∫

A(ρ)

(D̃uF)D̃uYN̂(du) . (1.36)

Lemma 2.4. The adjoint of Q̃ρ exists and is equal to

Q̃∗
ρX = δ̃ρ((D̃F)TX) , (1.37)

where
δ̃ρ(Z) = 1

φ(ρ) δ̃(Z1A(ρ)) = 1
φ(ρ) ∫

A(ρ)

Zu ∘ ε−u Ñ(du) . (1.38)

Here A(ρ) = {u = (t, z) ∈ U; |z| ≤ ρ}.
Let f(x) be a C2-functionwith bounded derivatives.We claimamodified formula of in-
tegration by parts. Concerning the difference operator D̃u, we have by the mean value
theorem,

D̃u(f(G)) = (D̃uG)T 1∫
0

∂f(G + θD̃uG)dθ (1.39)
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for a random variable G on the Poisson space. This implies

Q̃ρ f(F) = R̃ρ∂f(F)
+ 1
φ(ρ) ∫

A(ρ)

D̃uF(D̃uF)T ( 1∫
0

{∂f(F + θD̃uF) − ∂f(F)}dθ) N̂(du) . (1.40)

Here,
R̃ρ = 1

φ(ρ) ∫
A(ρ)

D̃uF(D̃uF)T N̂(du) . (1.41)

Use (1.40) and then take the inner product of this with SρX. Its expectation yields
the following.

Proposition 2.3 ([95] Analogue of the formula of integration by parts). For any X, we
have

E[(X, ∂f(F))] = E[Q̃∗
ρ (SρX)f(F)]

− 1
φ(ρ)E[[[(X, Sρ ∫

A(ρ)

D̃uF(D̃uF)T ( 1∫
0

{∂f(F + θD̃uF) − ∂f(F)}dθ) N̂(du))]]] . (1.42)

Here, Sρ = R̃−1ρ .

Remark 2.5. If F is a Wiener functional, then the formula is written shortly as

E[(X, ∂f(F))] = E[Q∗(R−1X)f(F)] = E[δ((R−1X, DF))f(F)] . (1.43)

See [95] for details.
On the other hand, if R̃ρ is not zero or equivalently Q̃ρ is not zero, we have a re-

maining term (the last term of (1.42)). We have this term even if Zt is a simple Pois-
son process Nt or its sums. However, if we take f(x) = ei(w,x), w ∈ Rd \ {0}, then
∂f(x) = iei(w,x)w and

ei(w,F+θD̃uF) − ei(w,F) = ei(1−θ)(w,F)D̃u(ei(w,θF)) .
Hence, we have an expression of the integration-by-parts for the functional

E[(X, w)∂x(ei(w,F))] = E[(Q̃∗
ρ + R∗ρ,w)SρX ⋅ ei(w,F)], ∀w . (1.44)

Here,

R∗ρ,wY = − i
φ(ρ) 1∫

0

(δ̃(ei(1−θ)(w,F)χρD̃F(D̃F)TY), ei(θ−1)(w,F)w) dθ . (1.45)

We will continue the analysis using this method in Section 3.3.
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2.1.3 Some previous methods

Apart from perturbation methods by Bismut and Picard (stated in Sections 2.1.1, 2.1.2)
on the Poisson space, there are previously examined perturbationmethods which are
intuitively more comprehensive. We will briefly recall two of them in this section.

Bismut method (2)
Apart from the Bismut method in Section 2.1.1, a very naive integration by parts for-
mula based on Bismut’s idea (perturbation on the jump size and the direction) can be
carried out. See P. Graczyk [40, 73] for more details.

In effect, Graczyk has applied this method on a nilpotent group G. Here, we adapt
his method to the case G = Rd for simplicity. A key point of this method is that we
can explicitly describe the probability law of the jumps caused by the Lévy process by
using the Lévy measure.

Let m = d. We consider a jump process given by the stochastic differential equa-
tion (SDE)

dxt(x) = d∑
j=1

Xjdzj(t) , x0(x) = x .

Here, X󸀠j s denote d-dimensional vectors in Rd which constitute a linear basis, and
zj(t)’s are scalar Lévy processes. That is,

xt(x) = Az(t) + x, x0(x) = x .

Here, A is a d×d-matrix A = (X1, . . ., Xd), and z(t) = (z1(t), . . ., zd(t)). By taking a lin-
ear transformation, we may assume A is a unitary matrix without loss of generality.

We choose a positive function ρ ∈ C∞, 0 ≤ ρ ≤ 1 such that ρ(z) = 1 if |z| ≥ 1,
ρ(z) = 0 if |z| ≤ 1

2 . We put ρη(z) ≡ ρ( zη ), η > 0.
We would like to have the integration-by-parts formula

E[f (α)(xT(x))] = E[f(xT (x)) ⋅M(α)
T ], α = 1, 2, . . ., f ∈ C∞ .

This can be done by elementary calculus as below. We put T = 1 for simplicity. In fact,
Graczyk [73] has studied a kind of stable process on a homogeneous group. Viewing
Rd as a special case of a nilpotent group, we mimic his calculation to illustrate the
idea in the simple case.

(Step 1)
Let ν(z) be a C2-function such that

ν(z) ∼ z2 (1.46)

for |z| small. Choose ϵ > 0 and fix it.
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Let Nϵ
j (dsdz) be the Poisson counting measure with mean measure

ds × gϵ(z)dz ≡ ds × ρ2ϵ(z)g(z)dz .
We write zϵj (s) = ∫s

0 ∫ zNϵ
j (dsdz), j = 1, ⋅ ⋅ ⋅ , d. We denote by N = Nϵ ≡ Nϵ

1 + ⋅ ⋅ ⋅ + Nϵ
d

where Nϵ
j = ∫10 ∫Nϵ

j (dsdz), and by S1, S2, ⋅ ⋅ ⋅ , the jump times of Nϵ. Let ⟨e1, ⋅ ⋅ ⋅ , ed⟩
be a standard basis of Rd, and let ⟨ē1, ⋅ ⋅ ⋅ , ēd⟩ = ⟨Ae1, ⋅ ⋅ ⋅ , Aed⟩.

Let xϵs be the solution of the SDE

dxϵs = d∑
j=1

Xjdzϵj (s), xϵ0 ≡ x . (1.47)

First, we integrate by parts with respect to the process {xϵs }. We shall calculate the
expectation of ⟨Df(xϵ1), e⟩ = d∑

r=1
Drf(xϵ1)er

below. Here and in the following calculation, we use Df and Drf in the sense( ∂f
∂xi )i=1,...,d and ∂f

∂xr , respectively.
Since |∆zϵj (s)| > ϵ uniformly, we have

E[[ρη(
d∑

r󸀠=1
∑
s≤1

d∑
j=1

ν(∆zϵj (s))⟨Xj , er󸀠⟩2) × d∑
r=1

⟨Df(xϵ1), er⟩]]= ∞∑
n=1

P(N = n)E[ρη( d∑
r󸀠=1

n∑
k=1

d∑
j=1

ν(∆zϵj (Sk))
× ⟨Xj , er󸀠⟩2) d∑

r=1
⟨Df(xϵ1), er⟩] .

We introduce the following notations to simplify the argument:

(X ∗ ν) (1) = d∑
r󸀠=1

∑
s≤1

d∑
j=1

ν (∆zϵj (s)) ⟨Xj , er󸀠⟩2 ,
X ∗ ν = d∑

r󸀠=1

n∑
i=1

d∑
j=1

ν (∆zϵj (Si)) ⟨Xj , er󸀠⟩2 ,
(X ∗ ν)k = d∑

r󸀠=1

d∑
j=1

ν (∆zϵj (Sk)) ⟨Xj , er󸀠⟩2 .
Then, X ∗ ν = ∑n

k=1(X ∗ ν)k, and
d∑

r󸀠=1

n∑
i ̸=k

d∑
j=1

ν (∆zϵj (Si)) ⟨Xj , er󸀠⟩2 = ∑
i ̸=k

(X ∗ ν)i .
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In the right-hand side of the above formula, we freeze the variable ∆zϵj (sk) and
view it as zℓ ∈ supp gϵ, showing that

E[⋅ ⋅ ⋅ ] = n∑
k=1

d∑
r=1

E[(ρη(X ∗ ν)
X ∗ ν )(X ∗ ν)k⟨Df(xϵ1), er⟩]

= n∑
k=1

d∑
r=1

d∑
ℓ=1

E [∫(ρη(∑i≠k(X ∗ ν)i + ∑d
r󸀠=1 ν(zℓ)⟨Xℓ , er󸀠⟩2)∑i ̸=k(X ∗ ν)i + ∑d

r󸀠=1 ν(zℓ)⟨Xℓ , er󸀠⟩2 )
×{ d∑

r󸀠=1
ν(zℓ)⟨Xℓ , er󸀠⟩2}⟨Df(xϵ1), er⟩ × gϵ(zℓ)∫ gϵ(zℓ)dzℓ dzℓ] .

Here, we make an integration by parts on Rd with respect to zℓ, viewing xϵ1 as a func-
tional of z = (z1, . . ., zd). To this end, we compare Df(xϵ1(z)) = ∂f

∂x (xϵ1(z)) with ∂
∂z (f ∘

xϵ1)(z) = Df(xϵ1(z)) ⋅ ∂xϵ1
∂z (z). Here ∂xϵ1

∂z (z) = A if |zi| > ϵ, i = 1, . . ., d.
Then, we have∫ ⋅ ⋅ ⋅ dzℓ

= −∫[[[[
ρ󸀠η(∑i≠k(X ∗ ν)i + ∑d

r󸀠=1 ν(zℓ)⟨Xℓ , er󸀠⟩2)(∑i≠k(X ∗ ν)i + ∑d
r󸀠=1 ν(zℓ)⟨Xℓ , er󸀠⟩2)

− ρη(∑i ̸=k(X ∗ ν)i + ∑d
r󸀠=1 ν(zℓ)⟨Xℓ , er󸀠⟩2)(∑i≠k(X ∗ ν)i + ∑d

r󸀠=1 ν(zℓ)⟨Xℓ, er󸀠⟩2)2 ]]]]× ∂
∂zℓ

{ d∑
r󸀠=1

ν(zℓ)⟨Xℓ , ēr󸀠⟩2}
× { d∑

r󸀠=1
ν(zℓ)⟨Xℓ , er󸀠⟩2} f(xϵ1) gϵ(zℓ)∫ gϵ(zℓ)dzℓ dzℓ− ∫(ρη(∑i ̸=k(X ∗ ν)i + ∑d

r󸀠=1 ν(zℓ)⟨Xℓ , er󸀠⟩2)∑i≠k(X ∗ ν)i + ∑d
r󸀠=1 ν(zℓ)⟨Xℓ , er󸀠⟩2 )

× d∑
r󸀠=1

∇zℓ{ν(zℓ)⟨Xℓ , ēr󸀠⟩2 ⋅ gϵ(zℓ)}
gϵ(zℓ) f(xϵ1) gϵ(zℓ)∫ gϵ(zℓ)dzℓ dzℓ . (1.48)

We suppress below the superscript ϵ for simplicity. Note that we have∇zℓ{ν(zℓ)⟨Xℓ , ēr󸀠⟩2 ⋅ g(zℓ)} = ∇zℓ{ν(zℓ) ⋅ g(zℓ)} × ⟨Xℓ, ēr󸀠⟩2 . (1.49)

We put

Φ0 = ρη((X ∗ ν) (1))(X ∗ ν) (1) , (1.50)

Φ1 = [ρ󸀠η((X ∗ ν) (1))((X ∗ ν) (1)) − ρη((X ∗ ν) (1))((X ∗ ν) (1))2 ] . (1.51)
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Then, we have the following expression:

E [ρη((X ∗ ν) (1)) × d∑
r=1

⟨Df(x1), er⟩]
= −E [Φ1 { N∑

k=1

d∑
ℓ=1

d∑
r=1

∂
∂zℓ

{ν(zℓ)⟨Xℓ , ēr⟩2}(∆zℓ(Sk))
×{ d∑

r󸀠=1
ν(∆zℓ(Sk))⟨Xℓ , er󸀠⟩2} f(xϵ1)}]

− E [Φ0 { N∑
k=1

d∑
ℓ=1

d∑
r=1

{(∇zℓ{ν(zℓ) ⋅ g(zℓ)}
g(zℓ) )(∆zℓ(Sk)) × ⟨Xℓ , ēr⟩2}f(xϵ1)}] .

We put (cf. (1.48), (1.49))

ψ1,ℓ(z) = d∑
r=1

∂
∂z {ν(z)⟨Xℓ , ēr⟩2}(z) , (1.52)

ψ2(z) = ∇z{ν(z) ⋅ g(z)}
g(z) .

Then, 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨E [ρη((X ∗ ν) (1)) d∑
r=1

⟨Df(x1), er⟩]󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨≤ ‖f‖∞{E[󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Φ1 ∑
s≤1

d∑
ℓ=1

ψ1,ℓ(∆zℓ(s)){ d∑
r󸀠=1

ν(∆zℓ(s))⟨Xℓ , er󸀠⟩2}󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨]+ E[󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Φ0 ∑
s≤1

d∑
ℓ=1

d∑
r=1

{ψ2(∆zℓ(s))⟨Xℓ , ēr⟩2}󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨]} .

Hence, we can let ϵ → 0 to obtain

E [ρη((X ∗ ν) (1)) d∑
r=1

⟨Df(x1), er⟩]
= −E [Φ1 (∑

s≤1

d∑
ℓ=1

ψ1,ℓ(∆zℓ(s)) × ( d∑
r󸀠=1

ν(∆zℓ(s))⟨Xℓ , er󸀠⟩2)) f(xϵ1)]
− E [ d∑

r=1
Φ0 (∑

s≤1

d∑
ℓ=1

ψ2(∆zℓ(s)) × ⟨Xℓ , ēr⟩2) f(xϵ1)] .

(1.53)

In the left-hand side of (1.53), we can show

[(X ∗ ν) (1)]−1 ∈ Lp , p ≥ 1 . (1.54)
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Theproof proceeds similarly to Lemma2.2, andweomit thedetail. Indeed,weconsider
the form

t 󳨃→ d∑
r󸀠=1

∑
s≤t

d∑
j=1

ν(∆zϵj (s))⟨Xj , er󸀠⟩2
instead of Kt(p), and the idea of the proof is the same as in Section 2.1.1.

(Step 2, η → 0)
By the last expression, we have󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨E [ρη((X ∗ ν) (1)) d∑

r=1
⟨Df(x1), er⟩]󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨≤ ‖f‖∞ {E [󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Φ1 ∑

s≤1

d∑
ℓ=1

ψ1,ℓ(∆zℓ(s)){ d∑
r󸀠=1

ν(∆zℓ(s))⟨Xℓ , er󸀠⟩2}󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨]+E [󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Φ0 {∑
s≤1

d∑
ℓ=1

d∑
r=1

{ψ2(∆zℓ(s))⟨Xℓ , ēr⟩2}}󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨]} ,

and the right-hand side is independent of η > 0. By (1.54),{∑d
r󸀠=1∑s≤1∑d

j=1 ν(∆zj(s))⟨⋅ ⋅ ⋅ ⟩2} > 0 a.e. Hence, by letting η → 0, we have

E[[ρη (
d∑

r󸀠=1
∑
s≤1

d∑
j=1

ν(∆zj(s))⟨Xj , er󸀠⟩2) d∑
r=1

⟨Df(x1), er⟩]]→ E [ d∑
r=1

⟨Df(x1), er⟩] (1.55)

in Lp.
On the other hand,∑s≤1∑d

ℓ=1 ψ1,ℓ(∆zℓ(s))⟨Xℓ , er󸀠⟩2 ∈ Lp, p > 1, and∑s≤1∑d
ℓ=1 ψ2(∆zℓ(s))⟨Xℓ , ēr⟩2 ∈ Lp, p > 1, since ν(⋅) and ν󸀠(⋅) are C∞ and have com-

pact support. Hence, we can let η → 0 in the above as before, and we have

E [ d∑
r=1

⟨Df(x1), er⟩] = E[f(x1)H1] , (1.56)

where

H1 = [(X ∗ ν) (1)]−2 × ∑
s≤1

d∑
ℓ=1

ψ1,ℓ(∆zℓ(s)) d∑
r󸀠=1

⟨Xℓ , er󸀠⟩2
−[(X ∗ ν) (1)]−1 × ∑

s≤1

d∑
ℓ=1

d∑
r=1

ψ2(∆zℓ(s))⟨Xℓ , ēr⟩2 .
We have an integration-by-parts formula of order 1.

Calculation for the integration by parts of order 2 is similar, andweomit the detail.
We can proceed to the higher order calculation in a similar way.
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56 | Perturbations and properties of the probability law

Time shifts
Consider a one-dimensional standard Poisson process Nt and denote one of its jump
times (jump moment) by T. We consider the shift of the jump times of Nt. This works
in principle since the inter jump times of the Poisson process has an exponential law
which has smooth density. We can compare this method with the previous ones by
Bismut which make shifts with respect to the jump size (and direction) of the driving
process.

It was first studied by E. Carlen and E. Pardoux [43] in 1990, and subsequently
(and presumably, independently) by R. J. Elliot and A.H. Tsoi [56] in 1993. Elliot and
Tsoi have obtained the following integration-by-parts formula:

E[[ ∂G
∂t

(T) T∫
0

xsds]] = −E [(∑
s≥0

xs∆Ns) G(T)] ,

where G(t) denotes some suitable function and T denotes a jump time. Note that the
right-hand side = −E[δ(u)G(T)] in the contemporary notation.

Subsequently, V. Bally et al. [8] has proceeded along this idea. Namely, let
T1, T2, . . . be the successive jump times of Nt and let F = f(T1, . . ., Tn) be a func-
tional of N. The gradient operator D = Dt is given by

DtF = n∑
i=1

∂
∂xi

f(T1, . . ., Tn) ⋅ 1{Ti>t} . (1.57)

This gradient operator is a differential operator and enjoys the chain rule. This is
a main point of this operator, compared to the difference operator D̃u which appeared
in Section 2.1.2.

However, by operating D again to both sides of (1.57), D2F contains the term
D1{Ti>t}, which is singular. This is the price one pays for enjoying the chain rule. As
a result, there are some problems with respect to showing the smoothness of the den-
sity. Precisely, since we can not expect the iterated use of the operator, we can not
apply the higher order derivatives at the same point of time within this theory.

In Bally et al. [8] [9], to avoid the iterated use of the operation by D, amore moder-
ate expression of the gradient operator using the approximationprocedure is adopted.
We introduce it below.

Let us introduce dumping functions (πi) which cancel the effect of singularities
coming from D2F, D3F, . . . in the manner of (1.57). Namely, let ai , bi, i = 1, 2, . . .,m
be random variables on Ω2 such that −∞ ≤ ai < bi ≤ +∞, and consider weight
functions (πi) such that 0 ≤ πi ≤ 1, πi is smooth on (ai , bi), πi(ai) = πi(bi) = 0, and
that πi > 0 on (ai , bi), i = 1, 2, . . .,m. We remark that the intervals (ai , bi) are not
necessarily distinct.

For F = f(T1, . . ., Tm), we give the dumped derivative by

Dπ
i F = πi ⋅ ∂if(T1, . . ., Tm) . (1.58)
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Let DπF = (Dπ
i F)i=1,...,m, and call them π derivatives. Then, we can use DπF in place

of DF in (1.57) (viewed at t = Ti).
One advantage of this notation is that it is a differential operator, and thus it still

satisfies the chain rule
Dπ
i φ(F) = φ󸀠(F) ⋅ Dπ

i F (1.59)

for F = f(T1, . . ., Tm).
The other advantage is that, due to the dumping effect of πi at each edge of (ai , bi),

we can obtain the integration-by-parts formula: for Fm = f(T1, . . ., Tm),
E[∂βg(Fm)] = E[g(Fm)Hm

β ], β = 1, 2, . . . (1.60)

where Hm
β is a random variable defined by using Dπ.

More precisely, consider a functional F = f((Ti)) on Ω2 of the form

f((Ti)) = ∞∑
j=1

f j(T1, . . ., Tj)1{J(ω)=j} .
Here, J(ω) is an integer-valued random variable on Ω2.

A functional F of such form with some f ∈ C∞π is called a simple functional. The
set of simple functionals is denoted by S. Here, we put

Ck
π = {f ; f admits partial π derivatives up to order k on (ai , bi)

w.r.t. each variable ti} ,
and C∞π = ∩∞k=1Ck

π. A sequence U = (Ui) of simple functionals Ui ∈ S is called a simple
process. The set of simple processes is denoted by P in this subsection.

The adjoint operator δ of Dπ is defined for U ∈ P by

δi(U) = −∂i(πiUi) + Ui1{pJ>0}∂π
i log pJ

and

δ(U) = J∑
i=1

δi(U) .
Here, pJ denotes the density of the law of (T1, . . ., Tj) with respect to the Lebesgue
measure on {J = j}. We assume {pJ > 0} is open in RJ and pJ ∈ C∞π on {pJ > 0}. We
remark that πi is a localization factor (weight), and thus it is expected that

Πj
i=1 supp πi ⊂ supp pj on {J = j}.

Then, we have

Proposition 2.4. Under the above assumption

E[(DπF, U)] = E[Fδ(U)] (1.61)

for F ∈ S, U ∈ P.

See [9] Proposition 1.
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Repeating this calculus andusing the chain rule (1.59),we reach the formula (1.60)
under the assumption that

E[|𝛾(F)|p] < +∞ for all p ≥ 1.

Here, 𝛾(F) = σ−1(F)
with σ(F) = ∑J

j=1(Dπ
j F)2. In particular, Hm

1 = δ(𝛾(F)DπF) for β = 1.
The formula (1.60) gives |p̂Fm (v)| ≤ |v|−βE [󵄨󵄨󵄨󵄨󵄨Hm

β
󵄨󵄨󵄨󵄨󵄨]

by choosing g(x) = ei(x,v). Instead of letting Fm → F in L2(Ω2) as m → +∞, we would
show

sup
m

E [󵄨󵄨󵄨󵄨󵄨Hm
β
󵄨󵄨󵄨󵄨󵄨] < +∞

with a suitable choice of (πi). This implies|p̂F(v)| ≤ C(1 + |v|2)−β/2 , β = 1, 2, . . .

as desired.
The time stratificationmethod byA. Kulik [119, 120] can also be regarded as a vari-

ation of the time shift method. See also Fournier [64].
In theprocess of inquiring into theFock space representationof thePoisson space,

Nualart and Vives [171] have introduced the translation operator

Ψt(ω) = ω + δ{t} ,

where ω is a generic element in the Poisson space. This operation can be viewed as
adding a new jump time at t to ω associated to N.. This operator induces a translation
of the functionals by

Ψt(F)(ω) = F(ω + δ{t}) − F(ω) .
This operation leads to the difference operator D̃u by Picard [181]. Confer Section 2.1.2.

2.2 Methods of finding the asymptotic bounds (I)

In this section and thenext, we recall some results stated in Sections 2.1.1, 2.1.2 and, as-
suming the existence of a transition density pt(x, y) for the process Xt, we explain var-
ious ideas of finding the asymptotic bounds of the density function pt(x, y) as t → 0
based on methods employed in the proof. Here, Xt denotes a solution of some SDE.
The analysis to lead the existence and smoothness of the density function is carried
out throughout Chapter 3.
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The estimate is closely related, as will be seen in proofs, with fine properties of
the trajectories in the short time, and thus with the perturbation methods stated in
the previous section. Also, from an analytical point of view, it provides fine properties
of the fundamental solution in the short time associated with the integro-differential
equation.

In this section, we construct Markov chains which approximate the trajectory of
Xt. Throughout this and the next sections, we confine ourselves to the case of the Itô
process Xt = xt(x) given in Section 1.3. In the proof of Theorem 2.3 (b) below, we in-
troduce a supplementary process xs(r, St , x)which is obtained from xs(x) by directing
the times (moments) of big jumps of xs(x) during [0, t]. We will encounter this again
in Section 3.6.4.

Our method stated in this and in the next section is not effective to lead the large
time (t > 1) estimate of the density, andwe cannot obtain sharp results in such a case.
We do not mention this case in this book.

2.2.1 Markov chain approximation

Let z(s) be an Rm-valued Lévy process with Lévy measure μ(dz): ∫Rm (|z|2 ∧ 1)μ(dz) <+∞. That is, the characteristic function ψt is given by

ψt(v) = E[ei(v,z(t))] = exp(it(v, c) + t∫(ei(v,z) − 1 − i(v, z)1{|z|≤1})μ(dz)) .
Wemaywrite z(s) = cs+∫s

0 ∫Rm\{0} z(N(dudz)− du1{|z|≤1} .μ(dz)), where N is a Poisson
randommeasurewithmean du×μ(dz). Let 𝛾(x, z) : Rd×Rm → Rd and b(x) : Rd → Rd

be C∞ -functions, whose derivatives of all orders are bounded, satisfying 𝛾(x, 0) = 0.
Wecarryoutourstudy in theprobabilityspace (Ω, (Ft)t≥0, P),whereΩ=D([0,+∞])

(Skorohod space), (Ft)t≥0 = filtration generated by z(s), and P = probability measure
on ω of z(s). That is, μ(dz) = P(z(s + ds) − z(s) ∈ dz|z(s))/ds.

Consider the following SDE studied in Section 1.3, that is,

xt(x) = x + t∫
0

b(xs(x))ds + c∑
s≤t

𝛾(xs−(x), ∆z(s)) . (2.1)

Equivalently, we may write xt(x) as
xt(x) = x + t∫

0

b󸀠(xs(x))ds + t∫
0

∫
|z|≤1

𝛾(xs−(x), z)Ñ(dsdz)
+ t∫

0

∫
|z|>1

𝛾(xs−(x), z)N(dsdz) , (2.2)
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where Ñ denotes the compensated Poisson random measure: Ñ(dsdz) = N(dsdz) −
dsμ(dz), b󸀠(x) = b(x)−∫|z|≥1 𝛾(x, z)μ(dz), where the integrability of𝛾(x, z)with respect
to 1{|z|≥1}.dμ(z) is assumed. We remark that𝛾(x, z) = ∂𝛾

∂z (x, 0)z + �̃�(x, z) (2.3)

for some �̃�(x, z) such that 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨( ∂
∂x)k �̃�(x, z)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ≤ Ck|z|α

for some α > β ∨ 1 and for k ∈ Nd on {|z| ≤ 1}. Here β > 0 is what appeared in (A.0).
Throughout this section, we assume the following four assumptions; (A.0∼A.2)

in Section 1.3, and

(A.3) (3-a) If 0 < β < 1, we assume that c = ∫|z|≤1 zμ(dz), b = 0 and for all u ∈ Sd−1,

∫
{|z|≤ρ}

⟨z, u⟩21{⟨z,u⟩>0}(z)μ(dz)≍ρ2−β (2.4)

as ρ → 0.
(3-b) If β = 1, then

lim sup
ϵ→0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ∫
{ϵ<|z|≤1}

zμ(dz)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 < +∞ . (2.5)

Then, equation (2.1) (resp. (2.2)) has a unique solution. This follows from the fact that
(2.1) can be written in the form (in Itô integral)

dxt(x) = dΘt(xt−(x)), x0(x) = 0 , (2.6)

where

Θt(y) = b󸀠(y)t + t∫
0

{{{{{ ∫
|z|≤1

𝛾(y, z)Ñ(dsdz) + ∫
|z|>1

𝛾(y, z)N(dsdz)}}}}} ,

and that equation (2.6) has a unique solution due to [123] Theorem 3.1. Furthermore,
due to the inversibility assumption (A.2), there exists a stochastic flow of diffeomor-
phisms denoted by ϕs,t(s < t) : Rd → Rd such that xt(x) = ϕs,t(xs(x)), which is in-
versible ([140] Section 1, [25]; see also [192] Theorem V.65 for the simple case 𝛾(x, z) =
X(x)z).

We cite the following basic result due to Picard [184] using the perturbation stated
in Section 2.1.2.

Proposition 2.5 ([184] Theorem 1). Under the conditions (A.0∼A.3), xt(x) has a C∞b -
density for each t > 0 which we denote by y 󳨃→ pt(x, y).
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Methodologies leading to the existence of the smooth density under various condi-
tions have much developed following this result. We shall go a bit into detail in Sec-
tions 3.5, 3.6.

The following result is an extension of Theorem 1 in [184] to the above mentioned
process.

Theorem 2.2 (general upper bound). The density pt(x, y) satisfies the following esti-
mate: (a) sup

x,y
pt(x, y) ≤ C0t−

d
β as t → 0, for some C0 > 0, (2.7)

pt(x, x) ≍ t−
d
β as t → 0 uniformly in x. (2.8)

(b) For all k ∈ Nd there exists Ck > 0 such that

sup
x,y

󵄨󵄨󵄨󵄨󵄨󵄨p(k)t (x, y)󵄨󵄨󵄨󵄨󵄨󵄨 ≤ Ckt−
(|k|+d)

β as t → 0, (2.9)

where p(k) denotes the k-th derivative with respect to y.

Below, we give a refinement of this theorem (Theorem 2.3) and provide the proof (Sec-
tion 2.2.2).

We can give examples that the supremum in (a) is in fact attained on the diagonal{x = y} (diagonal estimate):

pt(x, x)≍t− d
β as t → 0

uniformly in x. It is well known in the case of a one-dimensional symmetric stable
processwith index β = α that the density function satisfies pt(0) ∼ Ct1/α as t → 0 ([84]
Section 2-4).

The estimate above ismore exact than the one byHoh–Jacob [79] using functional
analytic methods: there exist C > 0, ν ∈ (1, +∞) such that

sup
x,y

pt(x, y) ≤ Ct−ν as t → 0 .

Below, we construct a Markov chain associated to xt(x). Let ν(dz) be the probabil-
ity measure on Rd given by

ν(dz) = (|z|2 ∧ 1)μ(dz)∫(|z|2 ∧ 1)μ(dz) . (2.10)

Then, dν ∼ dμ (μ and ν aremutually absolutely continuous), and theRadon–Nikodym
derivative dν

dμ is globally bounded from above.
Consider a series of functions (An)∞n=0, An : Rd+m×n → Rd defined by A0(x) = x

and An+1(x, x1, . . ., xn+1) = An(x, x1, . . ., xn) + 𝛾(An(x, x1, . . ., xn), xn+1). Fix x ∈ Rd.
WeputSn to be the support of the imagemeasureof μ⊗n by themapping (x1, . . ., xn) 󳨃→
An(x, x1, . . ., xn), and S ≡ ⋃n Sn.
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Definition 2.2 (accessible points). Points in S, regarded as points inRd, are called ac-
cessible points. Points in S̄ \ S are called asymptotically accessible points.
Intuitively accessible points are those points which can be reached by xt(x) by only
using a finite number of jumps of z(s). We remark that S is not necessarily closed,
although each Sn is.

We define for each x the mapping Hx : supp μ → Px ≡ x + {𝛾(x, z); z ∈ supp μ}
by z 󳨃→ x + 𝛾(x, z). Let P(n)x = {y ∈ Pzn−1 ; z1 ∈ Px , zi ∈ Pzi−1 , i = 2, . . ., n − 1}, n =
1, 2, . . .(z0 = x). Then, P(1)x = Px, and P(n)x can be interpreted as points which can be
reached from x by n jumps along the trajectory xt(x). Given x, y ∈ Rd (y ̸= x), let α(x, y)
be the minimum number l such that y ∈ P(l)x if such l exists, and put α(x, y) = +∞ if
not. Or equivalently, α(x, y) = inf{n; y ∈ ∪k≤nSk}.

To bemore precise, we introduce a concrete “singular” Lévymeasure of z(s)which
has already been described in [209] Example 3.7. Let μ(dz) = ∑∞

n=0 knδ{an}(dz) be an
m-dimensional Lévy measure such that (an; n ∈ N) and (kn; n ∈ N) are sequences of
points in Rd and real numbers, respectively, satisfying
(i) |an | decreases to 0 as n → +∞,
(ii) kn > 0,
(iii) ∑∞

n=0 kn|an|2 < +∞.

For this Lévy measure, we can show the unique existence of the solution xt(x) of
(2.2) ([209] Theorems 1.1, 2.1), and the existence of the density under the assumptions
(A.0–A.3).

We further assume that

N = N(t) ≡ max{n; |an | > t1/β}≍ log (1t ) . (2.11)

Part (b) of the next theorem can be viewed as an extension of Proposition 5.1 in [183].

Theorem 2.3 ([89], Theorem 2). Assume μ is given as above. Let y ̸= x.
(a) Assume y ∈ S, that is, α(x, y) < +∞. Then, we have

pt(x, y)≍tα(x,y)−d/β as t → 0 . (2.12)

(b) Assume y ∈ S̄ \S(α(x, y) = +∞). Suppose b(x) ≡ 0 and let β󸀠 > β. Then, log pt(x, y)
is bounded from above by the expression of type Γ = Γ(t):

Γ ≡ −min
N∑

n=0
(wn log ( 1

tkn
) + log(wn!)) + O (log (1t ) log log (1t )) (2.13)

as t → 0. Here, the minimum is taken with respect to all choices of a0, . . ., aN by ξn
for n = 1, 2, . . ., n1 and n1 ∈ N such that|y − An1 (x, ξ1, . . ., ξn1)| ≤ t1/β󸀠 , (2.14)

where wn = # of an in the choice and n1 = ∑N
n=0 wn.
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We remark that in finding the above minimum, the conditions (2.11) and (2.14) work
complementarily. That is, as t > 0 gets smaller, (2.14) becomes apparently more strict,
whereas we may use more combinations of ai ’s to approximate y due to (2.11). Since
β󸀠 > β, the condition (2.14) does not prevent An1 (x, ξ1, . . ., ξn1 ) from attaining y as
t → 0, using a0, . . ., aN under (2.11).Wealso remark that if x and an are rational points
(e.g. m = 1, x = 0, an = 2−n), then the result (b) holds for almost all y ∈ S̄(= [0, 1])
relative to the Lebesgue measure, whereas for t > 0, y 󳨃→ pt(x, y) is smooth on S̄ due
to Proposition 2.5.

2.2.2 Proof of Theorem 2.3

In this subsection, we prove Theorem 2.3. The main idea is to replace the Lévy mea-
sure μ by another probability measure ν which is absolutely continuous with respect
to μ, and consider another process x̃. of pure jump (bounded variation) whose Lévy
measure is proportional to ν. The Markov chain which approximates the trajectory
of x. is constructed on the basis of x̃..

First, we prove two lemmas which are essential for our estimation. These lemmas
are inspired by Picard [184].

Lemma 2.5 (lower bound for accessible points). Let (ξn)n∈N be theRd-valued indepen-
dent and identically distributed random variables obeying the probability law ν(dz)
given by (2.10), independent of z(s). We define a Markov chain (Un)n∈N by U0 = x and
Un+1 = Un + 𝛾(Un , ξn+1), n ∈ N. Assume that for y ∈ Rd, there exist some n ≥ 1,𝛾 = 𝛾n ≥ 0 and c > 0 such that for all ϵ ∈ (0, 1], P(|Un − y| ≤ ϵ) ≥ cϵ𝛾. Then, we have

pt(x, y) ≥ Ctn+(𝛾−d)/β as t → 0 . (2.15)

We notice that the lower bound on the right-hand side depends on (n, 𝛾n). Put
g(x, dz) = d(H∗

x ν)(z), z ∈ Px \ {x}, where H∗
x ν = ν ∘ H−1

x . Then, we have an expression
of the probability above:

P(|Un − y| ≤ ϵ) = ∫
Px

⋅ ⋅ ⋅ ∫
Pzn−1

1{zn;|zn−y|≤ϵ}(zn)g(x, dz1). . .g(zn−1, dzn) . (2.16)

Hence, the condition P(|Un − y| ≤ ϵ) ≥ cϵ𝛾 implies:
y can be attained with the singular Lévy measure (dim supp ν = 0) if 𝛾 = 0.
In order to obtain the upper bound, we introduce the perturbation of the chain.
Let (φn)n∈N be a series of smooth functions: Rd → Rd. We define another Markov

chain (Vn)n∈N by V0 = φ0(x) and Vn+1 = Vn + (φn+1 ∘ 𝛾)(Vn , ξn+1). Furthermore, we
define the series of real numbers (Φn)n∈N by

Φn ≡ sup
k≤n,y∈Rd

(|φk(y) − y| + |φ󸀠
k(y) − I|) . (2.17)
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Under these preparations, we have:

Lemma 2.6 (upper bound). Choose y ̸= x. Assume there exist a sequence (𝛾n)n∈N, 𝛾n ∈[0, +∞], and a nondecreasing sequence (Kn)n∈N, Kn > 0, such that the following condi-
tion holds true for each n and for any (φk)nk=0 satisfying Φn ≤ Kn: Vn defined as above
satisfies with some Cn > 0 that

if 𝛾n < +∞, then P(|Vn − y| ≤ ϵ) ≤ Cnϵ𝛾n for all ϵ > 0 , (2.18)

and

if 𝛾n = +∞, then P(|Vn − y| ≤ ϵ) = 0 for ϵ > 0 small. (2.19)

Furthermore, we put Γ ≡ minn(n + (𝛾n − d)/β). Then we have:
1. If Γ < +∞, then pt(x, y) = O(tΓ ) as t → 0.
2. If Γ = +∞, then for any n ∈ N pt(x, y) = o(tn) as t → 0.

Note that Γ depends implicitly on the choice of (Kn). Whereas, for each n, the bigger𝛾n gives the better upper bound.
Given the perturbations (φj), we define Q(0)

x = {φ0(x)} and the sequence (Q(n)
x )

successively by

Q(n)
x ≡ {zn−1 + (φn ∘ 𝛾)(zn−1, z); z ∈ supp ν, zn−1 ∈ Q(n−1)

x }
for n = 1, 2, . . .. Hence, the set Q(n)

x can be interpreted as the points which can be
reached from x by Vn, and we have

P(|Vn − y| ≤ ϵ)= ∫
Pφ0(x)

⋅ ⋅ ⋅ ∫
Pφn−1(zn−1 )

1{zn ;|φn(zn)−y|≤ϵ}(zn)g(φ0(x), dz1). . .g(φn−1(zn−1), dzn) (2.20)

for n = 0, 1, 2, . . .. We remark that if y ∉ P(n)x (n ≥ 1), then by choosing φn such
that the size Φn of perturbations is small enough, we can let y ∉ Q(n)

x . Therefore, by
choosing Kn > 0 small and ϵ > 0 small, 𝛾n may be +∞ in the above.

Proofs of Lemmas 2.5, 2.6, and that of Lemma 2.7 below will be provided in the
next subsection.

Proof of statement (a) of Theorem 2.3.
For n ≥ α(x, y), we have P(|Un − y| ≤ ϵ) ≥ c for ϵ ∈ (0, 1] since μ has point masses.
Hence, pt(x, y) ≥ Ctα(x,y)−d/β by Lemma 2.5.

For the upper bound, if n < α(x, y), then by choosing Kn small, we have y ∉ Q(n)
x .

That is,
P(|Vn − y| ≤ ϵ) = 0 for ϵ > 0 small,

and we may choose 𝛾n = +∞ in (2.18) and (2.19). On the other hand, if n ≥ α(x, y),
then we must choose 𝛾n = 0 in (2.18) (φn = id must satisfy it).
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Hence, we may choose Γ = α(x, y) − d/β in the conclusion. These imply

pt(x, y)≍tα(x,y)−d/β . (2.21)

Proof of the statement (b) of Theorem 2.3.
We set St,k = ([0, t]k/ ∼) and St = ⨿k≥0St,k, where ⨿k≥0 denotes the disjoint sum
and ∼ means the identification of the coordinates on the product space [0, t]k by the
permutation.

Let r = r(t) = t1/β. We denote by ̃zr(s) the Lévy process having the Lévy measure
μ.1{|z|>r}(z). That is, z̃r(s) = ∑u≤s ∆z(u)1{|∆z(u)|>r}. The distribution P̃t,r of the moments
(instants) of jumps related to z̃r(s) during [0, t] is given by

∫
{#St=k}

f(St)dP̃t,r(St)
={(t∫1{|z|>r}(z)μ(dz))k( 1k!) exp(−t∫1{|z|>r}(z)μ(dz))}
× 1
tk

t∫
0

⋅ ⋅ ⋅ t∫
0

f(s1, . . . , sk)ds1 ⋅ ⋅ ⋅ dsk , (2.22)

where f is a function on St,k (a symmetric function on [0, t]k). Given St ∈ St, we intro-
duce the process xs(r, St , x) as the solution of the following SDE:

xs(r, St , x) = x − s∫
0

du∫ 1{|z|>r}(z)𝛾(xu(r, St , x), z)μr(dz)
+ c∑

u≤s
𝛾(xu−(r, St , x), ∆zr(u)) + ∑

si∈St ,si≤s
𝛾(xsi−(r, St , x), ξ ri ) , (2.23)

where (ξ rn)n∈N denotes a series of independent and identically distributed random
variables obeying the probability law

μr(dz) = 1{|z|>r}(z).μ(dz)∫1{|z|>r}(z).μ(dz) .
We remark that xs(r, St , x) is a martingale for each 0 < r < 1 due to the assump-
tion b(x) ≡ 0. We define a new Markov chain (Ur

n)n∈N by Ur
0 = x and Ur

n+1 = Ur
n +𝛾(Ur

n , ξ rn+1), n ∈ N.
We can prove, due to Proposition 2.5, that under (A.0) through (A.3), the law of

xs(r, St , x) for (ds-a.e.) s > 0 has a C∞b -density denoted by ps(r, St , x, y).
Indeed, let 0 ≤ s ≤ t. In the case St = ∅, we can choose 1{|z|≤r}.μ(dz) for the

measure μ(dz) in Proposition 2.5. Hence, we have the existence of the density for the
law ps(r, ∅, x, dy) of xs(r, ∅, x) (= xs(r, St , x)|St=∅): ps(r, ∅, x, dy) = ps(r, ∅, x, y)dy.
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Next, we consider the general case. Since ̃zr(s) and zr(s) are independent, wehave
by the Markov property that the law ps(r, St , x, dy) ≡ P(xs(r, St , x) ∈ dy) of xs(r, St , x)
is represented by

ps(r, St , x, dy) = ∫ dz󸀠0 ∫
Pz󸀠0

ps1(r, ∅, x, z󸀠0)gr(z󸀠0, dz1)
× ∫ dz󸀠1 ∫

Pz󸀠1

ps2−s1(r, ∅, z1, z󸀠1)gr(z󸀠1, dz2)
⋅ ⋅ ⋅ ∫ dz󸀠n1−1 ∫

Pz󸀠n1−1

psn1−sn1−1 (r, ∅, zn1−1, z󸀠n1−1)gr(z󸀠n1−1, dzn1 )
× pt−sn1 (r, ∅, zn1 , dy)

if St ∈ St,n1. Here, gr(x, dz) = P(x + 𝛾(x, ξ ri ) ∈ dz).
On the other hand, once again, we have by the independence of z̃r(s) and zr(s),

ps(x, dy) = ∫
St

ps(r, St , x, dy)dP̃t,r(St) ,
using the factorization of the measure N (cf. [106] p. 71). By Proposition 2.5, the left-
hand side has a density ps(x, y)with respect to dy. Hence, ps(r, St , x, dy) is absolutely
continuous with respect to dy (dP̃t,r-a.s.). Hence, we have by the derivation under the
integral sign,

ps(x, y) = ∫
St

(ps(r, St , x, dy)/dy)(y)dP̃t,r(St) .
We denote by ps(r, St , x, y) the derivative ps(r, St , x, dy)/dy(y) which is defined
uniquely dP̃t,r⊗dy-a.e. (Since dP̃t,r|St,k is theuniformdistributiononSt,k, ps(r, St , x, y)
is defineduniquely as ds⊗dy-a.e.) Since y 󳨃→ ps(x, y) is smooth, so is y 󳨃→ ps(r, St , x, y)
ds-a.s., and hence ps(r, St , x, y) is defined as a smooth density ds-a.e.

Thus, by taking s = t,

pt(x, y) = ∫
St

pt(r, St , x, y)dP̃t,r(St) = ∞∑
k=0

pt(k, r, x, y) , (2.24)

where
pt(k, r, x, y) = ∫

St,k

pt(r, St , x, y)dP̃t,r(St) .
Hence,

pt(x, y)dy = EP̃t,r [P(xt(r, St , x) ∈ dy)]= EP̃t,r E(μr)⊗#St [P(xt(r, St , x) ∈ dy|St , ξ r1, . . ., ξ r#St )] . (2.25)
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For each St ∈ St, we put n1 = k if St ∈ St,k. We then have

P(xt(r, St , x) ∈ dy|St)= E(μr)⊗#St [P(xt(r, St , x) ∈ dy : |y − Ur
n1 | ≤ t1/β󸀠 |St , ξ r1, . . ., ξ rn1 )]+ E(μr)⊗#St [P(xt(r, St , x) ∈ dy : |y − Ur

n1 | > t1/β󸀠 |St , ξ r1, . . ., ξ rn1)] . (2.26)

First,wehave to compute P(|y−Ur
n1 |≤ t1/β󸀠 )≡E(μr)⊗n1 [P(|y−Ur

n1 |≤ t1/β󸀠 |ξ r1, . . ., ξ rn1 )]
for a given y = xt(r, St , x) with St ∈ St,n1. We denote, by the random variable Wn, the
number of an in (ξ ri )n1i=1.

Given n1 ∈ N, let (wn)Nn=0 and wn ∈ N ∪ {0} be a series of integers such that n1 =∑N
n=0 wn. We then have

P(for all n ≤ N,Wn = wn and |y − Ur
n1 | ≤ t1/β󸀠 )

≤ N∏
n=0

1
wn!

(tkn)wn e−tkn ,

since eachWn is a Poisson random variable with mean tkn. Hence,

log P( for all n ≤ N,Wn = wn and |y − Ur
n1 | ≤ t1/β󸀠)

≤ − N∑
n=0

(wn log(1/(tkn)) + log(wn!) + tkn)
= − N∑

n=0
(wn log(1/(tkn)) + log(wn!)) + O(1) . (2.27)

We introduce the setW of all (wn)Nn=0 such that for some n1 ∈ N, Ur
n1 directed by

the following condition (∗) satisfies |y − Ur
n1 | ≤ t1/β󸀠 , that is,(∗) wn = (# of an’s which appear in ξ r1, . . ., ξ rn1 ) and n1 = ∑N

n=1 wn .

Then, from (2.27), it follows that

log P(there exists (wn) ∈ W such that for all n ≤ N ,
Wn = wn and |y − Ur

n1 | ≤ t1/β󸀠
)

≤ −min
W

N∑
n=0

(wn log(1/(tkn)) + log(wn!)) + O(log |W|) . (2.28)

On the other hand, we have

P(Wn ≥ N3 and |y − Ur
n1 | ≤ t1/β󸀠 ) ≤ Ce−N3 ≤ Ce−c(log(1/t))3 (2.29)

since Wn is a Poisson variable with mean tkn . Since this is very small relative to the
probability above, we may put the restriction wn ≤ N3 and n1 ≤ N4. Hence, we may
write |W| = O((N3)N), and

log |W| = O(N log N) = O(log(1/t) log log(1/t)) .
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Let xt(r, ∅, x) denote the process defined by (2.23) with St = ∅, and pt(r, ∅, x, y) as
its density. By Theorem 2.2 (a), pt(r, ∅, x, y) ≤ Ct−d/β as t → 0, and this implies, for a
given St ∈ St,n1 , ξ r1, . . ., ξ rn1 , that P(xt(r, St , x) ∈ dy|St , ξ r1, . . ., ξ rn1 )/dy = O(t−d/β) as
t → 0. Since zr(u) and (ξ ri ) are independent, by (2.24) and Fubini’s Theorem, we have

log(EP̃t,r |St,n1

E(μr)⊗n1 [P (xt(r, St , x) ∈ dy : |y − Ur
n1 | ≤ t1/β󸀠 |St , ξ r1, . . ., ξ rn1)]/dy)

≤ log(t−d/β exp( −min
W

N∑
n=0

(wn log(1/(tkn)) + log(wn!))
+ O(log(1/t) log log(1/t))))

≤ −min
W

N∑
n=0

(wn log(1/(tkn)) + log(wn!)) + O(log(1/t) log log(1/t)) . (2.30)

For the second term of (2.26), we have the following lemma, whose proof is given later.

Lemma 2.7. Given y = xt(r, St , x), St ∈ St,n1 and Ur
n1 = An1 (x, ξ r1, . . ., ξ rn1), there exist

k > 0 and C0 > 0 such that for every p > k,

EP̃t,r |St,n1 E(μr)⊗n1 [P(|y − Ur
n1 | > t1/β󸀠 |St , ξ r1, . . ., ξ rn1 )]≤ n1C0 exp[−(p − k)(log(1/t))2]

as t → 0.

Given ξ r1, . . ., ξ rn1 , wehave, as above, E
P̃t,r |St,n1 [P(xt(r, St , x) ∈ dy|St , ξ r1, . . ., ξ rn1 )/dy] =

O(t−d/β) as t → 0. We integrate this with respect to (μr)⊗n1 on {|y − Ur
n1 | > t1/β󸀠 }. Since

zr(u) and (ξ ri ) are independent, by Lemma 2.7, we then have

EP̃t,r |St,n1 E(μr)⊗n1 [P (xt(r, St , x) ∈ dy : |y − Ur
n1 | > t1/β󸀠 |St , ξ r1, . . ., ξ rn1)]/dy≤ n1C󸀠0t

−d/β exp[−(p − k)(log(1/t))2], as t → 0 .

We get

log (EP̃t,r |St,n1

E(μr)⊗n1 [P (xt(r, St , x) ∈ dy : |y − Ur
n1 | > t1/β󸀠 |St , ξ r1, . . ., ξ rn1)]/dy)≤ −(p − k)(log(1/t))2 + max

n1≤N4
log n1 + log C󸀠0 + O(log(1/t))≤ −(p − k)(log(1/t))2 + O(log(1/t))

since maxn1≤N4 log n1 = logN4 = O(log(1/t)). Since p > k is arbitrary, this can be
neglected in view of the right-hand side of (2.30) and (2.26).
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After summing up EP̃t,r |St,n1 E(μr)⊗n1 [. . .] with respect to n1 = 0, . . ., N4, we get

log (EP̃t,r |∪k≤N4St,k E(μr)⊗#St [P (xt(r, St , x) ∈ dy|St , ξ r1, . . ., ξ r#St)]/dy)≤ −min
W

N∑
n=0

(wn log(1/(tkn)) + log(wn!))+ O(log(1/t) log log(1/t)) + O(log(1/t)) . (2.31)

In view of (2.25), (2.31),

log pt(x, y) ≤ −min
W

N∑
n=0

(wn log(1/(tkn)) + log(wn!))+ O(log(1/t) log log(1/t)) . (2.32)

Since there is no difference between the trajectories of the deterministic chain
An1 (x, ξ1, . . ., ξn1 ) and Ur

n1 obtained by using {an; n = 0, . . ., N} under (2.11), we
have the assertion.

In Section 2.5.4, we will see the image of (Markov) chain approximations using planar
chains.

2.2.3 Proof of lemmas

In this subsection, we give proofs of lemmas 2.5, 2.6, and 2.7 which appeared in the
previous subsection.

(A) Proof of Lemma 2.5
To show Lemma 2.5, we prepare several sublemmas.

We recall that μ satisfies (A.0). As stated above, we introduce a probability mea-
sure ν by

ν(dz) = (|z|2 ∧ 1)μ(dz)∫(|z|2 ∧ 1)μ(dz) .
Then, μ ∼ ν. Let 1/c0 be the upper bound of dν

dμ .
We decompose z(s) into an independent sum

z(s) = ̃z(s) + Z(s) ,
where ̃z(s) is a Lévy process with the Lévy measure c0ν which is a pure jump process,
and Z(s) is a Lévy process with the Lévy measure μ − c0ν. Let N = N(t) the number of
jumps of ̃z before time t, and let r = r(t) = t1/β .
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We further decompose Z(s) into an independent sum Z(s) = Zr(s) + Z̃r(s) as
Z̃r(s) = ∑

u≤s
∆Z(u)1{|∆Z(u)|>r}

and
Zr(s) = Z(s) − Z̃r(s) .

Then, ̃z, Zr , Z̃r are chosen to be independent processes, making z = z̃ + Zr + Z̃r.
We introduce three processes xrs(x), x(r)s (x), ̃xs(x) by using (3.2) in Chapter 1, and

replacing z(.) with Zr , z̃ + Zr, ̃z, respectively.
Let

Γ = {ω; Z̃r
s ≡ 0, s ∈ [0, t]} .

By (A.0), we have
P(Γ) > ct > 0

by using the small deviations property ([90], cf. Section 2.5.4). We observe xt = x(r)t
on Γ. Hence, it is sufficient to estimate the density of x(r)t at y for the lower bound.

Here, we give three sublemmas.

Sublemma 2.1. Let h > 0 and k ∈ Nd. Denote by pr,t(x, y) the density of xrt(x). Then,|p(k)r,rβh(x, y)| ≤ Ckhr−(|k|+d) for 0 < r ≤ 1.

Proof. Let h > 0 and r > 0. We put x̄rh(x) ≡ 1
r x

r
rβh(x). x̄rh(x) satisfies x̄rh(x) =∫h

0 br(x̄rh󸀠 (x))dh󸀠+∑c
h󸀠≤h 𝛾r(x̄rh󸀠−(x), ∆ ̄zr(h󸀠))+1r x, where ̄zr(t)≡ 1

r Z
r(rβ t), br(y)≡ rβ−1b(ry)

and 𝛾r(x, ζ) ≡ 1
r 𝛾(rx, rζ). Assumption (A.3) (3-b) is used here to guarantee that the

scaled drift parameter cr = rβ−1(c − ∫{r<|ζ|≤1} ζμ(dζ)) is finite. Then, by the definition
of h 󳨃→ x̄rh(x), P(x̄rh(x) ∈ d( yr )|x̄r0(x) = x

r ) = P(xrrβh(x) ∈ dy).
On the other hand, y 󳨃→ br(y) is C∞b (we use here the assumption for the case

α < 1). 𝛾r(x, ζ) satisfies the assumptions (A.0) ∼ (A.3) uniformly in r. Hence, by Propo-
sition 2.5, (x̄rh(x); r > 0) have C∞b -densities p̄h( xr , y : r) which are uniformly bounded
with regards to r > 0. Hence, by the above relation, pr,rβh( xr , y : r) = 1

rd p̄h( xr , y
r : r).

This implies |pr,rβh( xr , y : r)| ≤ Chr−d . Estimates for the derivatives with respect to y
follow by differentiating the equality.

The next two sublemmas are cited from [184].

Sublemma 2.2 ([184] Lemma 8). There exists a matrix-valued function A such that

x(r)t (x) = x̃t(x) + c∑
s≤t

A(s, ̃z(.)) ∂
∂z 𝛾(x̃s(x), 0)∆Zr

s + o (t 1β )
in case β ̸= 1, and

x(r)t (x) = x̃t(x) + c∑
s≤t

A(s, ̃z(.))( ∂
∂z𝛾(x̃s(x), 0)∆Zr

s + b(x̃s(x))ds) + o (t 1β )
in case β = 1. A(s, ̃z) and its inverse are bounded by some C(n) on {N = n}.
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Sublemma 2.3 ([184] Lemma 6). Consider a family of Rd-valued infinitely divisible ran-
dom variables Θi

t indexed by t > 0 and i ∈ I, and another family of Rd-valued random
variables Yi

t. We assume
(i) Yi

t has a C∞b transition density uniformly in (t, i).
(ii) ‖Yi

t − Θi
t‖L1 → 0 as t → 0 uniformly in i.

(iii) The drift parameter of Θi
t is uniformly bounded.

(iv) We denote by μi
t the Lévy measure of Θi

t. There exists a compact K ⊂ Rm such that
supp μi

t ⊂ K uniformly in i, the measure |x|2μi
t(dx) is bounded uniformly in (t, i),

and μi
t satisfies the condition (A.0), or (A.3) (3-a) if β < 1 uniformly, respectively.

Then, the density of Y i
t is boundedaway fromzeroas t → 0onany compact set uniformly

in i.

Proof of Lemma 2.5. (continued)
Put An = {N = n} ∩ {Tn ≤ t

2 }. Here, T1, T2, . . . are jump times of ̃z.
On the set An, z̃ has n jumps on [0, t

2 ] and no jump on [ t2 , t]. We have

P(An) ≥ ctn with c > 0 ,

since the left-hand side is greater than 1
n! (λt)ne−λt ≥ 1

n! (λt)n with λt = t
2 × ν(Rd \ {0}).

On the other hand, the conditional law of x(r)s (x) given ( ̃z, x(r)t/2(x)) coincides with
the transition function of x(r)s (x) on [ t2 , t]. We apply Sublemma 2.1 to see that the con-

ditional density of x(r)t (x)
t1/β = x(r)t (x)

r given ̃z is uniformly C1b on An. By the definition of
x̃t(x), the process

Ut = 1
t1/β

(x(r)t (x) − x̃t(x))
satisfies the same property. By Sublemma 2.2 applied to the process Ut, Ut is equiva-
lent to an infinitely divisible variable

1
t1/β

( t∫
0

A(s, ̃xs(x)) ∂
∂z 𝛾(x̃s(x), 0)dZr

s) + o(1)
conditionally on z̃(t).

We use Sublemma 2.3 (the index i is the path ̃z) to obtain that
P(Ut ∈ dz| ̃z) ≥ cdz

on An, z in a compact set. This implies

P(x(r)t (x) ∈ dy| ̃z) ≥ ct−d/βdy on {|y − x̃t(x)| ≤ t1/β} ∩ An .

This implies
P(x(r)t (x) ∈ dy) ≥ ct−d/βP(|x̃t(x) − y| ≤ t1/β , An)dy . (2.33)
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On the other hand, each jump ∆ ̃z(t) of z̃(t) is independent with the common law
ν, and the jumps are independent of (Ti). Hence, conditionally on An, the variables
x̃t(x) and Un have the same law. Thus,

P(|x̃t(x) − y| ≤ t1/β , An) = P(|Un − y| ≤ t1/β , An)= P(|Un − y| ≤ t1/β) × P(An) ≥ ctn+𝛾/β . (2.34)

From (2.33) and (2.34), we get the conclusion.

(B) Proof of Lemma 2.6
Note that if y is not an accessible point, then y is not in the support of Un. By choosing
the size of Kn small enough, it is not in the support of Vn . Hence, we can take 𝛾n = +∞
for any n, and hence Γ = +∞.

It is sufficient to prove the case 𝛾n < +∞.
To show Lemma 2.6, we again prepare several sublemmas which are cited

from [184].

Sublemma 2.4 ([184] Lemma 9). Consider a family of d-dimensional variables H admit-
ting uniformly C1b densities p(y). Then, for any q ≥ 1,

p(y) ≤ Cq (E[|H|q] + 1
1 + |y|q )1/(d+1) .

Sublemma 2.5 ([184] Lemma 10). Consider the pure jumpprocess ̃zr(s)and ̃xrs (x)as de-
fined above for r = r(t) = t1/β. Let N = N(t) be the number of jumps of ̃zr before t. Then,
for any λ > 0, we have

P(|x̃rt (x) − y| ≤ λt1/β) ≤ C(1 + λL + NL)tΓ+β/d
for some L > 0.

Sublemma 2.6 ([184] Lemma 11). With the same notation as in Sublemma 2.5, for any
k ∈ Nd, the conditional density p̃(y) of xt given ̃zr satisfies|p̃(k)(y)| ≤ Ckt−(d+|k|)/β exp(CkN)
for some Ck > 0.

Sublemma 2.7 ([184] Lemma 12). With the same notation as in Sublemma 2.5, for each
q ≥ 1, we have

E[|xt(x) − x̃rt (x)|q |z̃r]1/q ≤ cqt1/β exp(cqN) .
Proof of Lemma 2.6. (continued)
Let

H = exp(CN)(xt − x̃rt)/t1/β .
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Here, the constant C is chosen large enough so that the conditional density of H
given ̃zr is uniformly C1b, which is possible due to Sublemma 2.6. By Sublemma 2.7,
the conditional moments of H given z̃r are at most of exponential growth with respect
to N. Hence, we apply Sublemma 2.4 to obtain that for each q ≥ 1,

P(H ∈ dh| ̃zr)/dh ≤ cq(1 + |h|)−q exp(cqN) .
Hence, the conditional density p̃(y) of xt(x) satisfies

p̃(y) ≤ cqt−d/β{exp(cqN)(1 + t−1/β|y − x̃rt(x)| exp(CN))−q}≤ cqt−d/β{exp(cqN)(1 + t−1/β|y − x̃rt(x)|)−1}q
due to Sublemma 2.6.

The density pt(x, y) is the expectation of p̃(y). To this end, we apply the distribu-
tion identity

E[Zq] = q
∞∫
0

uq−1P(Z ≥ u)du, Z ≥ 0 .

Then, we have

pt(x, y) ≤ qcqt−d/β
∞∫
0

uq−1P(1 + t−1/β|y − x̃rt(x)| ≤ exp(cqN)/u)du
≤ cqtΓ

∞∫
0

uq−1E [(1 + NL + u−L exp(LcqN)) × 1{N≥(log u)/cq}] du
by Sublemma 2.5.

The variable N = N(t) is a Poisson variable with bounded exponential mean.
Hence, the expectation above is uniformly o(u−k) for any k as u → +∞, and uniformly
O(u−L) as u → 0. Hence, the integral is bounded for q > L.

(C) Proof of Lemma 2.7
We fix 0 < r < 1, and put ξ(r, ⋅, x) ≡ x + 𝛾(x, ⋅) when ⋅ is occupied by the random
variables ξ ri .

Choose St = ∅ and consider the process s 󳨃→ xs(r, ∅, x) as the solution of (2.23).
Given (s1, y), the solution for s2 ≥ s1 with the initial value z at s = s1 is given by
a smooth stochastic semiflowϕs1,s2(z). This is proved in [67]. Assuming y = xt(r, St , x),
St ∈ St,n1, we shall estimate |Ur

n1 − xt(r, St , x)|, and show that for p > k and t ≤ 1,

EP̃t,r |St,n1 E(μr)⊗n1 [P(|Ur
n1 − xt(r, St , x)| > t1/β󸀠 |St , ξ r1, . . ., ξ rn1 )]≤ n1C0 exp[−(p − k)(log(1/t))2] . (2.35)

We first recall that Ur
n1 and xt(r, St , x) can be represented by

Ur
n1 = An1 (x, ξ r1, . . ., ξ rn1) = ξ (r, ξ rn1 , ⋅) ∘ ξ (r, ξ rn1−1, ⋅) ∘ ⋅ ⋅ ⋅ ∘ ξ (r, ξ rn1 , x)
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and

xt(r, St , x) = ϕtn1 ,t ∘ ξ (r, ξ rn1 , ⋅) ∘ ϕtn1−1 ,tn1 ∘ ⋅ ⋅ ⋅∘ ξ (r, ξ r2, ⋅) ∘ ϕt1,t2 ∘ ξ (r, ξ r1, ⋅) ∘ ϕ0,t1(x) .
(1) Case n1 = 0. In this case, St = ∅ and Ur

n1 = x. The process xt(r, ∅, x) is a martingale
whose quadratic variation [x(r, ∅, x), x(r, ∅, x)]t is bounded by

t∫
0

du
r∫

−r

{𝛾(xu−(r, ∅, x), ζ)}2μ(dζ)
≤ t ⋅ (2 sup

x,ζ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ∂𝛾∂ζ (x, ζ)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨)2 ⋅ ∫(ζ 2 ∧ 1)μ(dζ) ≤ kt

for some k > 0, which is uniform in 0 < r < 1 and x. We have that, for given p > k and
t ≤ 1,

P( sup
0≤s≤t,x

|xs(r, ∅, x) − x| > t1/β󸀠) ≤ C0 exp[−(p − k)(log(1/t))2] (2.36)

with C0 not depending on x, r, and hence the assertion follows for this case.
Indeed, by the upper bound of exponential type ([150] Theorem 13),

P( sup
0≤s≤t,x

|xs(r, ∅, x) − x| ≥ C) ≤ 2 exp [−λC + 1
2 (λS)2kt(1 + exp λS)]

for C > 0, λ > 0. We choose C = pS log(1/t) and λ = (log(1/t))/S. Then,
P( sup

0≤s≤t,x
|xs(r, ∅, x) − x| ≥ pS log(1/t))≤ 2 exp[−p(log(1/t))2 + (log(1/t))2kt + k(log(1/t))2]≤ C0 exp[−(p − k)(log(1/t))2] as t → 0 .

We choose S = (1/p)t1/β . Then,
P( sup

0≤s≤t,x
|xs(r, ∅, x) − x| ≥ t1/β󸀠)

≤ P( sup
0≤s≤t,x

|xs(r, ∅, x) − x| ≥ t1/β log(1/t))≤ C0 exp[−(p − k)(log(1/t))2] ,
as t → 0. Here, β󸀠 > β and the constant C0 does not depend on x, r.
(2) Case n1 ≥ 1. Assume St = {t1, . . ., tn1 } with t1 < . . . < tn1 . Given ξ r1, . . ., ξ rn1 , we
put

In1 ≡ Ur
n1 − xt(r, St , x)

and

M ≡ max(sup
x,ζ

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩∂ξ∂x (r, ζ, x)󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩 , 1) = max(sup
x,ζ

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩I + ∂𝛾
∂x (x, ζ)󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩 , 1) ,
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which exists by the assumption on 𝛾. Here, ‖ ⋅ ‖ denotes the norm of the matrix. In
rewriting the above, by an elementary calculation, we have|In1 | ≤ sup

y
|ϕtn1 ,t(y) − y| +M sup

y
|ϕtn1−1 ,tn1 (y) − y|+ M2 sup

y
|ϕtn1−2 ,tn1−1 (y) − y| + . . . +Mn1 sup

x
|ϕ0,t1(x) − x| .

We assume |In1 | > t1/β󸀠 . Then, for some j ∈ {1, . . ., n1},
sup
y

|ϕtj−1,tj(y) − y| > (1/n1)M−n1 t1/β󸀠 .

Indeed, if for all j, supy |ϕtj−1,tj(y) − y| ≤ (1/n1)M−n1 t1/β󸀠 , then|In1 | ≤ sup
y

|ϕtn1 ,t(y) − y| +M sup
y

|ϕtn1−1 ,tn1 (y) − y|+ M2 sup
y

|ϕtn1−2 ,tn1−1 (y) − y| + . . . +Mn1 sup
x

|ϕ0,t1(x) − x|≤ (1/n1)M−n1 t1/β󸀠 + (1/n1)M−n1+1t1/β󸀠 + . . . + (1/n1)t1/β󸀠 ≤ t1/β󸀠 ,

which is a contradiction. Hence,

EP̃t,r |St,n1 E(μr)⊗n1 [P (|In1 | > t1/β󸀠 |St , ξ r1, . . ., ξ rn1 |St)]≤ EP̃t,r |St,n1 [P(there exists j such that
sup
y

|ϕtj−1,tj(y) − y| > (1/n1)M−n1 t1/β󸀠)]
≤ n1P( sup

0≤s≤t,x
|xs(r, ∅, x) − x| > (1/n1)M−n1 t1/β󸀠) .

We choose β󸀠󸀠 = β󸀠󸀠(n1) such that β < β󸀠󸀠 < β󸀠 and t1/β < t1/β󸀠󸀠 < (1/n1)M−n1 t1/β󸀠 <
t1/β󸀠 for t > 0 small. Then, by the proof of (2.36),

EP̃t,r |St,n1 E(μr)⊗n1 [P (|In1 | > t1/β󸀠 |St , ξ r1, . . ., ξ rn1)]≤ n1P( sup
0≤s≤t,x

|xs(r, ∅, x) − x| > t1/β󸀠󸀠)≤ n1C0 exp[−(p − k)(log(1/t))2]
as t → 0. This proves (2.35).

2.3 Methods of finding the asymptotic bounds (II)

Assume xt(x) is an Itô process given by (3.2). In this section, we use an approxima-
tion method called the polygonal geometry method. Intuitively, we make polygonal
lines along with the trajectories of jump paths connecting jump points in between,
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instead of chains described in the previous section. This intuitive view will help us
to understand the support theorems stated in Section 2.5. In contrast to the Markov
chain method, this method is applied (at least here) only to the case where the Lévy
measure has a density.

By using this method, we can obtain similar results on the short time asymptotic
bounds of the density. Statements are simple compared to those obtained by the pre-
vious method, although the conditions are more restrictive.

2.3.1 Polygonal geometry

We assume, in particular, the following assumptions on the Lévy measure μ(dz):
μ(dz) has a C∞-density h(z) on Rm \ {0} such that

supp h( ⋅ ) ⊂ { z ∈ Rm ; |z| ≤ c} ,
where 0 < c ≤ +∞ ,∫

Rm\{0}

min (|z|2, 1) h(z)dz < +∞ ,

∫
|z|≥ϵ

(|∂h/∂z|2
h(z) ) dz < +∞ for ϵ > 0 , (3.1)

and that
h(z) = a ( z|z|) ⋅ |z|−m−α (3.2)

in a neighbourhood of the origin for some α∈(0, 2), and some strictly positive function
a( ⋅ ) ∈ C∞(Sm−1).

Here, we are assuming the smoothness of the Lévy measure. This is due to the
fact that we employ Bismut’s perturbation method. The latter half of the condition in
(3.1) is also the requirement from this method. It may seem too restrictive, however,
this method will well illustrate the behaviour of the jump trajectories, as will be seen
below.

We repeat several notations that appeared in Section 2.2. Set

Px = x + 𝛾(x, supp h) = x + {𝛾(x, z) ; z ∈ supp h} .
Then, each Px is a compact set in Rd since 𝛾 is bounded. For each y ∈ Rd(y ̸= x), we
put

α(x, y) ≡ l0(x, y) + 1 .
Here, l0(x, y) denotes the minimum number of distinct points z1, . . . , zl ∈ Rd such
that

z1 ∈ Px, zi ∈ Pzi−1 , i = 2, . . . , l and y ∈ Pzl (z0 = x) . (3.3)

We always have α(x, y) < +∞ for each given x, y ∈ Rd(x ̸= y) by (3.2) and (A.1).
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We set

g(x, z) = h(H−1
x (z) ) 󵄨󵄨󵄨󵄨󵄨[J𝛾]−1(x, H−1

x (z) )󵄨󵄨󵄨󵄨󵄨 for z ∈ Px \ {x} (3.4)

and g(x, z) = 0 otherwise. Here, we put Hx : supp h → Px, z 󳨃→ x + 𝛾(x, z)(= z), and
J𝛾 = (∂𝛾/∂z)(x, z) is the Jacobian matrix of 𝛾. The kernel g(x, z) is well-defined and
satisfies ∫ f(z)g(x, z)dz = ∫ f(x + 𝛾(x, z)) h(z)dz, for f ∈ C(Px) . (3.5)

That is, g(x, dz) = g(x, z)dz is the Lévy measure of xt(x); supp g(x, ⋅) ⊂ Px by defini-
tion.

Remark 2.6. An intuitive view of the polygonal geometry is that one can cover polyg-
onal lines connecting x and y ∈ Rd by a sequence of “small balls” Pzi ’s with zi ’s at
the jump points of xt(x) and connecting those zi ’s by piecewise linear lines. Histor-
ically, the polygonal geometry method has been employed earlier than the Markov
chainmethod. In the Markov chain approximation setting, assumptions stated in (3.1)
are not necessary.

Theorem 2.4 ([85]). Under the assumptions (3.1, 3.2) and (A.1, A.2), we have, for each
distinct pair (x, y) ∈ Rd for which κ = α(x, y)(< +∞),

lim
t→0

pt(x, y)
tκ

= C ,

where

C = C(x, y, κ)
= {{{(1/κ!) {∫Px

dz1 ⋅ ⋅ ⋅ ∫Pzκ−2
dzκ−1g(x, z1) ⋅ ⋅ ⋅ g(zκ−1, y)} , κ ≥ 2 ,

g(x, y) , κ = 1 .
(3.6)

The proof of this theorem will be given below.

2.3.2 Proof of Theorem 2.4

Decomposition of the transition density
In this sectionwegive a decomposition of pt(x, y), which plays a crucial role.Wepartly
repeat a similar argument to what appeared in Section 2.2.2.

Given ϵ > 0, let ϕϵ : Rm → R be a non-negative C∞-function such thatϕϵ(z) = 1 if|z| ≥ ϵ andϕϵ(z) = 0 if |z| ≤ ϵ/2. Let zt(ϵ) and z󸀠t(ϵ)be two independent Lévy processes
whose Lévy measures are given by ϕϵ(z) h(z)dz and (1 − ϕϵ(z))h(z)dz, respectively.
Then the process z(t) has the same law as that of zt(ϵ) + z󸀠t(ϵ). Since the process zt(ϵ)
has finite Lévymeasure onRm \{0}, the corresponding Poisson randommeasureNs(ϵ)
on [0, +∞) × (Rm \ {0}) counts only finite times in each finite interval [0, t]. We set
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St,k = ([0, t]k/ ∼) and St = ⨿k≥0St,k, where⨿k≥0 denotes the disjoint sumand ∼means
the identification of the coordinates on the product space [0, t]k by the permutation.
The distribution P̃t,ϵ of the moments (instants) of jumps related to Ns(ϵ) in [0, t] is
given by

∫
{#St=k}

f(St)dP̃t,ϵ(St) = {(t∫ϕϵ(z)h(z)dz)k ( 1k!) exp (−t∫ϕϵ(z)h(z)dz)}
× 1
tk

t∫
0

⋅ ⋅ ⋅ t∫
0

f(s1, ⋅ ⋅ ⋅ , sk)ds1 ⋅ ⋅ ⋅ dsk , (3.7)

where f is a function on St,k (a symmetric function on [0, t]k).
Let J(ϵ) be a random variable whose law is ϕϵ(z) h(z)dz/(∫ ϕϵ(z) h(z)dz), and

choose a family of independent random variables Ji(ϵ), i = 1, 2, ⋅ ⋅ ⋅ having the same
law as J(ϵ). Choose 0 ≤ s ≤ t < +∞. For a fixed St ∈ St, we consider the solution of the
following SDE with jumps:

xs(ϵ, St , x) = x + c∑
u≤s

𝛾(xu−(ϵ, St , x), ∆z󸀠u(ϵ))+ ∑
si∈St ,si≤s

𝛾(xsi−(ϵ, St , x), Ji(ϵ)) . (3.8)

Then, the law of xs(ϵ, St , x) has a smooth density denoted by ps(ϵ, St , x, y) (cf. [140]
p.87). Then,

ps(x, y) = ∫
St

ps(ϵ, St , x, y) dP̃t,ϵ(St) (3.9)

because zt(ϵ) and z󸀠t(ϵ) are independent, which is written in a decomposed form (by
putting s = t)

pt(x, y) = N−1∑
i=0

pt(i, ϵ, x, y) + p̄t(N, ϵ, x, y) , (3.10)

where
pt(i, ϵ, x, y) = ∫

St,i

pt(ϵ, St , x, y) dP̃t,ϵ(St)
and p̄t(N, ϵ, x, y) is the remaining term. Then, it follows from the definition and (3.7)
that

pt(k, ϵ, x, y) = (1/k!) ⋅ exp (−t∫ϕϵ(z) h(z)dz) ⋅ (∫ϕϵ(z) h(z)dz)k

× t∫
0

. . .
t∫
0

pt (ϵ, {s1, . . . , sk}, x, y) dsk . . . ds1 . (3.11)
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We denote by xs(ϵ, ∅, x) the process in (3.8) with St ∈ St,0, and its density by
ps(ϵ, ∅, x, y).

For the randomvariable J(ϵ) introduced above, there exists a density gϵ(x, z) such
that P(x + 𝛾(x, J(ϵ)) ∈ dz) = gϵ(x, z)dz. Indeed, gϵ(x, z) is given by

gϵ(x, z) = ϕϵ(H−1
x (z))g(x, z)∫ϕϵ(z) h(z)dz , (3.12)

where g(x, z) is the density of the Lévy measure of xt(x) (cf. (3.4)). Note that by defi-
nition, supp gϵ(x, ⋅) ⊂ Px, and that gϵ(x, z) is of class C∞ whose derivatives are uni-
formly bounded (since g(x, z) only has a singularity at x = z). Now, for each s1 < ⋅ ⋅ ⋅ <
sk < t, we have

pt(ϵ, {s1, . . . , sk}, x, y) = ∫ dz󸀠0 ∫
Pz󸀠0

dz1 ⋅ ⋅ ⋅ ∫ dz󸀠k−1 ∫
Pz󸀠k−1

dzk

{ps1(ϵ, ∅, x, z󸀠0)gϵ(z󸀠0, z1) ps2−s1(ϵ, ∅, z1, z󸀠1)gϵ(z󸀠1, z2)× ps3−s2(ϵ, ∅, z2, z󸀠2) ⋅ ⋅ ⋅ gϵ(z󸀠k−1, zk) pt−sk(ϵ, ∅, zk , y)} . (3.13)

Indeed, the increment xsi+u(ϵ, {s1, . . . , sk}, x) − xsi (ϵ, {s1, . . . , sk}, x) has the same
law as that of xu(ϵ, ∅, x) − x on (0, si+1 − si) for i = 0, . . . , k(s0 = 0, sk+1 = t),
and x(si+u)−(ϵ, {s1, . . . , sk}, x) is going to make a “big jump” (i.e. a jump derived from
Ji+1(ϵ)) at u = si+1 − si according to the law gϵ (x(si+1)−(ϵ, {s1, . . . , sk}, x), z) dz.
Lower bound
Let ϵc ≡ sup{ϵ > 0; {|z| < ϵ} ⊂ supp h} > 0, and choose 0 < ϵ < ϵc. First, we note that
for each η > 0 and a compact set K, uniformly in y ∈ K, we have

lim
s→0

∫
{z;|z−y|≤η}

ps(ϵ, ∅, z, y)dz = 1 , (3.14)

by Proposition I.2 in Léandre [140]. Then, we have:

Lemma 2.8. LetK be a class of nonnegative, equicontinuous, uniformly bounded func-
tions whose supports are contained in a fixed compact set K. Then, given δ > 0, there
exists a t0 > 0 such that

inf
s≤t

∫ f(z)pt−s(ϵ, ∅, z, y)dz ≥ f(y) − δ (3.15)

for every f ∈ K, y ∈ K and every t ∈ (0, t0).
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Proof. Given δ > 0, choose η > 0 so that |f(z) − f(y)| < δ/2 for each |z − y| < η. Then,∫ f(z)pt−s(ϵ, ∅, z, y)dz ≥ ∫
{z;|z−y|≤η}

f(z)pt−s(ϵ, ∅, z, y)dz
= ∫
{z;|z−y|≤η}

(f(z) − f(y))pt−s(ϵ, ∅, z, y)dz + f(y)
× ∫
{z;|z−y|≤η}

pt−s(ϵ, ∅, z, y)dz
≥ (f(y) − δ/2) ∫

{z;|z−y|≤η}

pt−s(ϵ, ∅, z, y)dz .
By (3.14), we can choose t0 > 0 so that if t < t0, then{{{{{ inf

y∈K,s≤t
∫

{z;|z−y|≤η}

pt−s(ϵ, ∅, z, y)dz}}}}} (f(y) − δ/2) ≥ f(y) − δ for all y ∈ K .

Now, we choose an arbitrary compact neighbourhood Ū(x) of x and arbitrary compact
sets K1, ⋅ ⋅ ⋅ , Kk−1 of Rd, and set

K = {gϵ(z󸀠0, ⋅), gϵ(z󸀠1, ⋅), ⋅ ⋅ ⋅ , gϵ(z󸀠k−1, ⋅) ;
z󸀠0 ∈ Ū(x), z󸀠1 ∈ K1, ⋅ ⋅ ⋅ , z󸀠k−1 ∈ Kk−1} .

SinceK has the property in Lemma 2.8 (cf. (3.15)), it follows from (3.13) that for every
δ > 0, there exists t0 > 0 such that for every 0 < t < t0,

pt(ϵ, {s1, . . . , sk}, x, y)≥ ∫
Ū(x)

ps1 (ϵ, ∅, x, z󸀠0)dz󸀠0 ∫
K1

dz󸀠1 ⋅ ⋅ ⋅ ∫
Kk−1

dz󸀠k−1(gϵ(z󸀠0, z󸀠1) − δ)
⋅ ⋅ ⋅ (gϵ(z󸀠k−1, y) − δ) . (3.16)

However, for each fixed η > 0, we have

lim
t→0

inf
s1≤t,x∈Rd

∫
{|x−z󸀠0|≤η}

ps1 (ϵ, ∅, x, z󸀠0)dz󸀠0 = 1 , (3.17)

by (2.13) in [140]. Therefore, for every sufficiently small t > 0, it holds that

pt(ϵ, {s1, . . . , sk}, x, y) ≥ (1 − δ) ∫̄
U(x)

∫
K1

dz󸀠1 ∫
K2

dz󸀠2 ⋅ ⋅ ⋅
⋅ ⋅ ⋅ ∫

Kk−1

dz󸀠k−1(gϵ(z󸀠0, z󸀠1) − δ)(gϵ(z󸀠1, z󸀠2) − δ) ⋅ ⋅ ⋅ (gϵ(z󸀠k−1, y) − δ) . (3.18)
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Combining (3.11) with (3.18), we have

lim inf
t→0

( 1
tk
) pt(k, ϵ, x, y)

≥ (1/k!) ⋅ (1 − δ) ⋅ (∫ϕϵ(z) h(z)dz)k

× ∫
K1

dz󸀠1 ∫
K2

dz󸀠2 ⋅ ⋅ ⋅ ∫
Kk−1

dz󸀠k−1

{(gϵ(x, z󸀠1) − δ)(gϵ(z󸀠1, z󸀠2) − δ) ⋅ ⋅ ⋅ (gϵ(z󸀠k−1, y) − δ)} . (3.19)

Since δ > 0 and K1, ⋅ ⋅ ⋅ , Kk−1 are arbitrary, and since supp gϵ(z󸀠i−1, ⋅) ⊂ Pz󸀠i−1 , i =
1, ⋅ ⋅ ⋅ , k − 1, we have

lim inf
t→0

( 1
tk
) pt(k, ϵ, x, y)

≥ (1/k!) ⋅ (∫ϕϵ(z) h(z)dz)k

× ∫
Px

dz1 ∫
Pz1

dz2 ⋅ ⋅ ⋅ ∫
Pzk−2

dzk−1gϵ(x, z1)gϵ(z1, z2) ⋅ ⋅ ⋅ gϵ(zk−1, y) . (3.20)

Hence, it follows from (3.10) that

lim inf
t→0

( 1
tα(x,y)

) pt(x, y)
≥ (1/α(x, y)!) ⋅ (∫ϕϵ(z) h(z)dz)k

× ∫
Px

dz1 ∫
Pz1

dz2 ⋅ ⋅ ⋅ ∫
Pzk−2

dzk−1gϵ(x, z1)gϵ(z1, z2) ⋅ ⋅ ⋅ gϵ(zk−1, y) . (3.21)

Since ϵ > 0 is arbitrary, in view of (3.12), we have

lim inf
t→0

( 1
tα(x,y)

) pt(x, y)≥ (1/α(x, y)!) ∫
Px

dz1 ∫
Pz1

dz2 ⋅ ⋅ ⋅ ∫
Pzk−2

dzk−1

{g(x, z1)g(z1 , z2) ⋅ ⋅ ⋅ g(zk−1, y)} . (3.22)

The proof for the lower bound is now complete.

Upper bound
The proof of the upper bound lim supt→0(1/tα(x,y))pt(x, y) is rather delicate and is car-
ried out in the same way as in [140], but it is a little more tedious in our case.

First, we choose and fix N ≥ α(x, y) + 1. Noting that sup{pt(ϵ, St , x, y); #St ≥ 2,
x, y ∈ Rd} ≤ C̃(ϵ) (cf. [140] (3.23)), we have:

 EBSCOhost - printed on 2/10/2023 4:50 PM via . All use subject to https://www.ebsco.com/terms-of-use



82 | Perturbations and properties of the probability law

Lemma 2.9. For every ϵ > 0 and t > 0, we have

sup
y∈Rd

p̄t(N, ϵ, x, y) ≤ C(ϵ) tN . (3.23)

Proof. Recall that

p̄t(N, ϵ, x, y) = ∫
St\(⋃N−1

i=0 St,i)

pt(ϵ, St , x, y) dP̃t,ϵ(St) .
Since

P̃t,ϵ(#St ≥ N) ≤ C(ϵ)tN
by the Poisson law, we have

p̄t(N, ϵ, x, y) ≤ sup
#St≥N

pt(ϵ, St , x, y)P̃t,ϵ(#St ≥ N)≤ sup{pt(ϵ, St , x, y); #St ≥ 2, x, y ∈ Rd}C(ϵ)tN≤ C̃(ϵ)C(ϵ)tN .

Lemma 2.10. For every p > 1 and any η > 0, there exists ϵ > 0 such that for all t ≤ 1
and every ϵ󸀠 ∈ (0, ϵ),

sup
|x−y|≥η

pt(0, ϵ󸀠 , x, y) ≤ C(ϵ󸀠, η) tp . (3.24)

CombiningLemma2.9withLemma2.10,we see that it is sufficient to study pt(k, ϵ, x, y)
for 1 ≤ k ≤ α(x, y). For a given η > 0, make a subdivision of the space

A ≡ {(z󸀠0, z1, . . . , z󸀠k−1, zk) ∈ Rd × ⋅ ⋅ ⋅ × Rd; z1 ∈ Pz󸀠0 , z2 ∈ Pz󸀠1 , ⋅ ⋅ ⋅ , zk ∈ Pz󸀠k−1}
as A = ⋃2k+1

i=1 Ai(η), where
A1(η)={(z󸀠0, z1, . . . , z󸀠k−1, zk) ∈ Rd ×⋅ ⋅ ⋅× Rd; z1 ∈ Pz󸀠0 , z2 ∈ Pz󸀠1 , ⋅ ⋅ ⋅ , zk ∈ Pz󸀠k−1

and |x − z󸀠0| ≤ η, |z1 − z󸀠1| ≤ η, |z2 − z󸀠2| ≤ η, ⋅ ⋅ ⋅ , |zk − y| ≤ η} ,

A2(η)={(z󸀠0, z1, . . . , z󸀠k−1, zk) ∈ Rd ×⋅ ⋅ ⋅× Rd; z1 ∈ Pz󸀠0 , z2 ∈ Pz󸀠1 , ⋅ ⋅ ⋅ , zk ∈ Pz󸀠k−1

and |x − z󸀠0| ≤ η, |z1 − z󸀠1| > η, |z2 − z󸀠2| ≤ η, ⋅ ⋅ ⋅ , |zk − y| ≤ η} ,⋅ ⋅ ⋅ ⋅ ⋅ ⋅
and

A2k+1 (η)={(z󸀠0, z1, . . . , z󸀠k−1, zk) ∈ Rd ×⋅ ⋅ ⋅× Rd; z1 ∈ Pz󸀠0 , z2 ∈ Pz󸀠1 , ⋅ ⋅ ⋅ ,
zk ∈ Pz󸀠k−1 and |x − z󸀠0| > η, |z1 − z󸀠1| > η, |z2 − z󸀠2| > η, ⋅ ⋅ ⋅ , |zk − y| > η} ,

and we shall classify those divisions into four cases:[A] = {Ai(η); |zk − y| > η} ,[B] = {Ai(η); |x − z󸀠0| > η and |zk − y| ≤ η} ,[C] = {A1(η)} ≡ {{|x − z󸀠0| ≤ η, |z1 − z󸀠1| ≤ η, |z2 − z󸀠2| ≤ η, ⋅ ⋅ ⋅ ,|zk − y| ≤ η}} ,
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and

[D] = {Ai(η); |x − z󸀠0| ≤ η and |zk − y| ≤ η} \ {A1(η)} .
We put

I[N],t,η (ϵ, {s1, . . . , sk}, x, y)= ∑
Ai(η)∈[N]

∫
Ai (η)

{ps1 (ϵ, ∅, x, z󸀠0)gϵ(z󸀠0, z1)ps2−s1(ϵ, ∅, z1, z󸀠1)
gϵ(z󸀠1, z2)ps3−s2(ϵ, ∅, z2, z󸀠2) × ⋅ ⋅ ⋅ × gϵ(z󸀠k−1, zk)pt−sk(ϵ, ∅, zk , y)}
dzkdz󸀠k−1 . . . dz1dz󸀠0 , [N] = [A], [B], [C], [D] . (3.25)

Then, in view of (3.13), we have

pt(ϵ, {s1, . . . , sk}, x, y)= (I[A],t,η + I[B],t,η + I[C],t,η + I[D],t,η) (ϵ, {s1, . . . , sk}, x, y) , (3.26)

since supp (gϵ(z󸀠i−1, ⋅)) ⊂ Pz󸀠i−1 for i = 1, ⋅ ⋅ ⋅ , k.
Lemma 2.11. For any (x, y) ∈ (Rd ×Rd) \△ (△ ≡ {(x, x); x ∈ Rd}), any {s1, . . . , sk}, any
η > 0 and any p > 1, there exists ϵ > 0 such that if 0 < ϵ󸀠 < ϵ and t ≤ 1, then(I[A],t,η + I[B],t,η + I[D],t,η) (ϵ󸀠, {s1, . . . , sk}, x, y) ≤ C(ϵ󸀠 , η, k, p)tp .
Proof. The proof is essentially the same as that in [140] Proposition III.4, but is a little
more complicated.

First, note that there exists ϵ > 0 such that if 0 < ϵ󸀠 < ϵ and t ≤ 1, then

P{ sup
0≤s≤t

|xs(ϵ󸀠 , ∅, x) − x| > η} ≤ c (ϵ󸀠, η, p)tp (3.27)

([140] Proposition I.4 and Lepeltier–Marchal [150] Lemme 17). Then, we observe

I[B],t,η(ϵ󸀠 , {s1, . . . , sk}, x, y) ≤ C1(ϵ󸀠 , η, k, p)tp .
Next, let Gz : Rd → Rd, x 󳨃→ x+𝛾(x, z). If z ∈ int(supp h), then Gz defines a diffeo-

morphism by (A.2). Let G−1z denote its inverse mapping, and put �̃�(x, z) ≡ G−1z (x) − x,
z ∈ int(supp h). Since 𝛾(x, z) is a bounded, C∞-function both in x and z, (A.1) and
(A.2) imply that �̃�(x, z) is also bounded, and C∞ in x ∈ Rd and z ∈ int(supp h). Note
that �̃�(x, 0) = 0 since G0(x) = x. For fixed ϵ > 0, put

S̃ϵ = sup {󵄨󵄨󵄨󵄨�̃�(x, z)󵄨󵄨󵄨󵄨 ; x ∈ Rd , z ∈ int(supp (1 − ϕϵ) ⋅ h) } .

The following estimate, also obtained by Léandre [140] Proposition I.3, is used in the
estimate of I[A],t,η(ϵ󸀠, {s1, . . . , sk}, x, y):
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for every p > 1, and every η with S̃ϵ < η,

lim sup
s→0

sup
y∈Rd

(1/sp) ∫
{x;|x−y|>η}

ps(ϵ, ∅, x, y)dx < +∞ . (3.28)

Since S̃ϵ → 0 as ϵ → 0, it follows from (3.25), (3.28) that

I[A],t,η(ϵ󸀠, {s1, . . . , sk}, x, y) ≤ C2(ϵ󸀠, η, k, p)tp .
Using the inequality (3.27), we can prove a similar estimate for

I[D],t,η(ϵ󸀠, {s1, . . . , sk}, x, y) .
Noting Lemma 2.11, we only have to study I[C],t,η(ϵ󸀠, {s1, . . . , sk}, x, y) for each small
η > 0 and 0 < ϵ󸀠 < ϵ. Put α(x, y) = κ(1 ≤ κ < +∞). Then, we have:
Lemma 2.12. If η is small and 1 ≤ i < κ = α(x, y), then

I[C],t,η(ϵ󸀠 , St , x, y) = 0 for St ∈ St,i , (3.29)

and hence ∫
St,i

I[C],t,η(ϵ󸀠 , St , x, y)dP̃t,ϵ󸀠(St) = 0 . (3.30)

Proof. Let Qx,η,i and Qx,i be as follows:

Qx,η,i ≡ {z ∈ Rd;∃(z󸀠0, z1, z󸀠1, ⋅ ⋅ ⋅ , z󸀠i−1, zi) ∈ Rd × ⋅ ⋅ ⋅ × Rd ,

z1 ∈ Pz󸀠0 , z2 ∈ Pz󸀠1 , ⋅ ⋅ ⋅ , zi ∈ Pz󸀠i−1 ,|x − z󸀠0| ≤ η, |z1 − z󸀠1| ≤ η, |z2 − z󸀠2| ≤ η, ⋅ ⋅ ⋅ , |zi − z| ≤ η} ,
Qx,i ≡ {z ∈ Rd;∃(z1, ⋅ ⋅ ⋅ , zi−1) ∈ Rd × ⋅ ⋅ ⋅ × Rd ,

z1 ∈ Px , z2 ∈ Pz1 , ⋅ ⋅ ⋅ , zi−1 ∈ Pzi−2 , z ∈ Pzi−1}= ⋃{Pzi−1 ; z1 ∈ Px , ⋅ ⋅ ⋅ , zi−1 ∈ Pzi−2} .
Here, we put z0 = x. Then, Qx,i is a closed set in Rd since each Pzj is compact and
zj 󳨃→ Pzj is continuous. Observe that Qx,η,i ⊃ Qx,i for all η > 0, and⋂η>0 Qx,η,i = Qx,i.
That is, y ∈ Qx,i if and only if y ∈ Qx,η,i for all η > 0. Since supp (gϵ󸀠 (z󸀠j , ⋅)) ⊂ Pz󸀠j for
j = 0, ⋅ ⋅ ⋅ , i − 1, we observe

I[C],t,η(ϵ󸀠 , St , x, y)≡ ∫
A1(η)

{ps1 (ϵ󸀠, ∅, x, z󸀠0)gϵ󸀠 (z󸀠0, z1)ps2−s1(ϵ󸀠, ∅, z1, z󸀠1)
gϵ󸀠(z󸀠1, z2)ps3−s2(ϵ󸀠, ∅, z2, z󸀠2) × ⋅ ⋅ ⋅ × gϵ󸀠 (z󸀠i−1, zi)pt−si (ϵ󸀠, ∅, zi , y)}
dzidz󸀠i−1 . . . dz1dz󸀠0 . (3.31)
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In view of the condition in Qx,η,i, we see that

if y ∉ Qx,η,i then I[C],t,η(ϵ󸀠, St , x, y) = 0 . (3.32)

Recall that α(x, y) = κ and i < κ. By the definition of α(x, y) in Section 2.3.1, we have
that y ∉ Qx,i, which implies y ∉ Qx,η,i for every sufficiently small η > 0. Hence,
I[C],t,η(ϵ󸀠, St , x, y) = 0 for St ∈ St,i if i < κ = α(x, y). Thus,∫

St,i

I[C],t,η(ϵ󸀠 , St , x, y)dP̃t,ϵ󸀠(St) = 0 .

Lemma 2.13. LetK be a class of nonnegative, equicontinuous, uniformly bounded func-
tions whose supports are contained in a fixed compact set K. Let the constants η > 0 and
ϵ󸀠 > 0 be those appearing in I[C],t,η (ϵ󸀠, St , x, y) and (3.32), respectively. Then, for every
δ > 0, there exists t0 > 0 such that

sup
s≤t

∫
{z;|z−y|≤η}

f(z)pt−s(ϵ󸀠, ∅, z, y)dz ≤ f(y) + δ (3.33)

for every f ∈ K, y ∈ K and every t ∈ (0, t0).
Proof. For a given δ > 0, there exists η1 = η1(K,K, δ) > 0 such that |f(z) − f(y)| < δ/4
for each |z − y| < η1. We may assume η1 ≤ η by choosing small δ. Then, we have

sup
s≤t

∫
{z;|z−y|≤η}

f(z)pt−s(ϵ󸀠, ∅, z, y)dz
≤ sup

s≤t
∫

{z;|z−y|≤η1}

f(z)pt−s(ϵ󸀠, ∅, z, y)dz
+ sup

s≤t
∫

{z;η1<|z−y|≤η}

f(z)pt−s(ϵ󸀠, ∅, z, y)dz . (3.34)

The first term can be estimated as in Lemma 2.8 by f(y) + δ/2 for t ∈ (0, t1) for some
t1 > 0. As for the second term, since η > 0 is arbitrary in (3.14) and since all f ’s in K

are uniformly bounded, there exists t2 > 0 such that

sup
s≤t

∫
{z;η1<|z−y|≤η}

f(z)pt−s(ϵ󸀠 , ∅, z, y)dz ≤ δ/2
for every f ∈ K, y ∈ K and t ∈ (0, t2).

Letting t0 ≡ min{t1, t2} > 0, we have the assertion.

Choose an arbitrary compact neighbourhood Ū(x) of x and arbitrary compact sets
K1, ⋅ ⋅ ⋅ , Kκ−1 ofRd such that {z; |z−x| ≤ η} ⊂ Ū(x) and that Qx,η,i ⊂ Ki, i = 1, ⋅ ⋅ ⋅ , κ−1.
Set

K = {gϵ󸀠 (z󸀠0, ⋅), gϵ󸀠 (z󸀠1, ⋅), ⋅ ⋅ ⋅ , gϵ󸀠(z󸀠κ−1, ⋅) ;
z󸀠0 ∈ Ū(x), z󸀠1 ∈ K1, ⋅ ⋅ ⋅ , z󸀠κ−1 ∈ Kκ−1} .
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To apply Lemma 2.13, we should be a little more careful since ϵ󸀠 > 0 depends on
the choice of η > 0 by Lemma 2.11. SinceK has the property in Lemma 2.13, for a given
δ > 0, η > 0, ϵ󸀠 > 0, there exists t0 > 0 such that for every 0 < t < t0,

sup
s≤t

∫
{|zi−z󸀠i |≤η}

gϵ󸀠 (z󸀠i−1, zi)pt−s(ϵ󸀠, ∅, zi , z󸀠i )dzi ≤ gϵ󸀠(z󸀠i−1, z󸀠i ) + δ , (3.35)

for z󸀠0 ∈ Ū(x), z󸀠i−1 ∈ Ki−1, i = 2, ⋅ ⋅ ⋅ , κ(z󸀠κ = y).
From (3.35), we have, in view of (3.31), for 0 < t < t0,

I[C],t,η (ϵ󸀠, {s1, . . . , sκ}, x, y)≤ ∫
Ū(x)

ps1 (ϵ󸀠, ∅, x, z󸀠0)dz󸀠0 ∫
K1

dz󸀠1 ⋅ ⋅ ⋅ ∫
Kκ−1

dz󸀠κ−1

{(gϵ󸀠 (z󸀠0, z󸀠1) + δ) ⋅ ⋅ ⋅ (gϵ󸀠 (z󸀠κ−1, y) + δ)} . (3.36)

Hence, by (3.17),

lim sup
t→0

(1/tκ) t∫
0

⋅ ⋅ ⋅ t∫
0

(∫ϕϵ󸀠(z) h(z)dz)κ

× I[C],t,η (ϵ󸀠, {s1, . . . , sκ}, x, y) dsκ ⋅ ⋅ ⋅ ds1≤ (∫ϕϵ󸀠 (z) h(z)dz)κ ∫
K1

dz1 ∫
K2

dz2 ⋅ ⋅ ⋅ ∫
Kκ−1

dzκ−1

{(gϵ󸀠 (x, z1) + δ)(gϵ󸀠 (z1, z2) + δ) ⋅ ⋅ ⋅ (gϵ󸀠 (zκ−1, y) + δ)} . (3.37)

Since δ > 0 and K1, ⋅ ⋅ ⋅ , Kκ−1 are arbitrary, we have, in view of Lemma 2.9 (with
N = κ + 1), Lemmas 2.10 and 2.11, 2.12 and (3.10), (3.11), (3.26), that is,

lim sup
t→0

( 1tκ ) pt(x, y)
≤ (1/κ!) ⋅ (∫ϕϵ󸀠(z) h(z)dz)κ

× ∫
Px

dz1 ∫
Pz1

dz2 ⋅ ⋅ ⋅ ∫
Pzκ−2

dzκ−1 {gϵ󸀠 (x, z1)gϵ󸀠 (z1, z2) ⋅ ⋅ ⋅ gϵ󸀠 (zκ−1, y)} . (3.38)

Letting ϵ󸀠 → 0, we have, in view of (3.12),

lim sup
t→0

( 1tκ ) pt(x, y)≤ (1/κ!) × ∫
Px

dz1 ∫
Pz1

dz2 ⋅ ⋅ ⋅
× ∫

Pzκ−2

dzκ−1 {g(x, z1)g(z1 , z2) ⋅ ⋅ ⋅ g(zκ−1, y)} . (3.39)

The proof for the upper bound is now complete.
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The statement of Theorem 2.4 is immediate from (3.22) (with k = α(x, y)) and
(3.39). The condition on the continuity of the Lévy measure has well illustrated the
nature of the polygonal method.

2.3.3 Example of Theorem 2.4 – easy cases

In this subsection, we are concerned with the constant in the upper bound of pt(x, y)
as t → 0, mentioned in Theorem 2.4. We shall restrict ourselves to a simple Lévy pro-
cess to exhibit the virtue of the polygonal method.

Example 2.1. Let d = m = 2, and let a smooth radial function η satisfy supp η ={x; |x| ≤ 1} and η(x) ≡ 1 in {x; |x| ≤ 1/2}. Put
h(z) = η(z)|z|−2−α , α ∈ (0, 1), for z ∈ R2 \ {0} , (3.40)

that is, h(z)dz is the Lévy measure for a truncated stable process (cf. [73], Section 3)
with index α ∈ (0, 1). Then, h satisfies (3.1) with c = 1 and (3.2). Let 𝛾(x, z) = z, and
let xt(x) be given by

xt(x) = x + ∑
s≤t

∆z(s) . (3.41)

Then, Px = x + supp h = x + B(1)(B(1) ≡ {x; |x| ≤ 1}), and g(x, z) is reduced to
g(x, z) = h(z − x) (cf. (3.4)).

Let x0 = (0, 0) and choose y0 = (e, 0) so that 1 < e < 2. We then have α(x0, y0) =
2. The constant C(x0, y0, 2) is calculated as follows:

C(x0, y0, 2) = ∫
Px0

g(x0, z)g(z, y0)dz = ∫
B(1)

h(z − x0)h(y0 − z)dz . (3.42)

The integral (3.42) makes sense. Indeed, if z = 0, then h(y0 − 0) = h(y0) = 0. Since
y0 ∈ {x; |x| > 1}, by the continuity of x 󳨃→ Px, there exists δ > 0 such that if |z−x0| < δ,
and then y0 ∉ supp (g(z, ⋅)). That is, g(z, y0) = 0 for z ∈ {z; |z − x0| < δ}, and this
implies that the integral exists.

Example 2.2. Let m = d. Let z1(t), ⋅ ⋅ ⋅ , zd(t) be an independent one-dimensional
truncated stable processes (stationarymartingales with jumps), whose common char-
acteristic function is given by

ψt(v) = exp[[[t ∫
R\{0}

(ei⟨z,v⟩ − 1 − i⟨z, v⟩)h(z)dz]]] .

That is,

zj(t) = t+∫
0

∫
R\{0}

zÑj(dsdz), j = 1, ⋅ ⋅ ⋅ , d ,
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where Ñj(dsdz)’s denote the compensated Poisson random measures on [0, +∞) ×(R \ {0}), having the common mean measure h(z)dz × ds: Ñj(dsdz) = Nj(dsdz) −
h(z)dz × ds. Here, the Lévy measure h(z)dz is given by

h(z) = η(z)|z|−1−α , α ∈ (1, 2), z ∈ R \ {0} , (3.43)

where η(z) ∈ C∞0 (R), 0 ≤ η(z) ≤ 1, supp η = {z; |z| ≤ c}, and η(z) ≡ 1 in {z; |z| ≤ c
2 } for

some 0 < c < +∞.
Let e0, e1, . . . , ed be constant vectors in Rd such that ⟨e1, ⋅ ⋅ ⋅ , ed⟩ forms a basis

of T0Rd. Given x ∈ Rd, consider the jump process xt(x) given by
xt(x) = x + d∑

j=1

c∑
s≤t

ej∆zj(s) + e0t = x + e1z1(t) + ⋅ ⋅ ⋅ + edzd(t) + e0t , (3.44)

where∑c denotes the compensated sum stated in Section 1.3. As a linear combination
of truncated stable processes z1(t), ⋅ ⋅ ⋅ , zd(t) and a uniform motion e0t, xt(x) pos-
sesses a transition density pt(x, y) which is C∞ with respect to y(y ̸= x) for t > 0
(cf. [143]).

In [84], the lower bound of pt(x, y) as t → 0 for given distinct x, y is obtained for
processes including the above type. However, the analysis to obtain the upper bound
for pt(x, y) is somewhat complicated. This is because in order to get the upper bound,
we have to track all the possible trajectories of xt(x), each having a Lévy measure
which is singular with respect to the d-dimensional Lebesgue measure. To do this,
we make use of a kind of homogeneity of the process, which is due to the vector fields
e1, ⋅ ⋅ ⋅ , ed being constant, andmake a combinatorial discussion. For this purpose, we
prepare the following notation.

Let
I(d) = {(i1, ⋅ ⋅ ⋅ , id); i1, ⋅ ⋅ ⋅ , id = 0 or 1} . (3.45)

For I = (i1, ⋅ ⋅ ⋅ , id) ∈ I(d), we put |I| = the length of I = i1 + ⋅ ⋅ ⋅ + id. We put I󸀠 =(i󸀠1, ⋅ ⋅ ⋅ , i󸀠d) ∈ I(d) for I = (i1, ⋅ ⋅ ⋅ , id) in the following way: i󸀠j = 1 if ij = 0 and i󸀠j = 0
otherwise. We write I = (i1, ⋅ ⋅ ⋅ , id) ≤ J = (j1, ⋅ ⋅ ⋅ , jd) for I, J ∈ I(d) if ir ≤ jr, r =
1, ⋅ ⋅ ⋅ , d. Consider a sequence b = (I1, ⋅ ⋅ ⋅ , Iℓ) of elements of I’s in I(d). We denote by
S(k, ℓ) the following family of sequences:

S(k, ℓ) = {b = (I1, ⋅ ⋅ ⋅ , Iℓ); |I1| + ⋅ ⋅ ⋅ + |Iℓ| = k, |Ij| ≥ 1, j = 1, ⋅ ⋅ ⋅ , ℓ} . (3.46)

Forb = (I1, ⋅ ⋅ ⋅ , Iℓ) ∈ S(k, ℓ), we put theweight ω(b) and the α-weight ωα(b) of indices
I1, ⋅ ⋅ ⋅ , Iℓ as follows: ω(b) = |I1| + ⋅ ⋅ ⋅ + |Iℓ|, ωα(b) = ∑ℓ

r=1(|Ir| − |I󸀠r|/α).
Consider the parallelepiped of Rd built on the basis ⟨e1, ⋅ ⋅ ⋅ , ed⟩

Q = {t1e1 + ⋅ ⋅ ⋅ + tded; tj ∈ (supp h), j = 1, ⋅ ⋅ ⋅ , d} ,
and put Px = x + Q. Similarly, define sets

QI = {ti1e1 + ⋅ ⋅ ⋅ + tid ed; tir ∈ (supp h) if ir = 1, tir = 0 if ir = 0}
and PI

x = x + QI for I = (i1, ⋅ ⋅ ⋅ , id) ∈ I (d).
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For each y ∈ Rd(y ̸= x), we put
β(x, y) ≡ ℓ0(x, y) + 1 . (3.47)

Here, ℓ0(x, y) denotes the minimum number of distinct points z1, ⋅ ⋅ ⋅ , zℓ ∈ Rd such
that z1 ∈ Px , z2 ∈ Pz1 , ⋅ ⋅ ⋅ , zℓ ∈ Pzℓ−1 and y ∈ Pzℓ . This means that y ∈ Rd can be
joined to x by a polygonal line with ℓ0(x, y)-corners passing along the combination of
the parallelepipeds Px ∪ Pz1 ∪ ⋅ ⋅ ⋅ ∪ Pzℓ0(x,y) . Furthermore, we put

β̃(x, y) = min{ω(b); b = (I1, ⋅ ⋅ ⋅ , Iℓ) ∈ (I(d))ℓ , ℓ = β(x, y) ,
such that z1 ∈ PI1

x , z2 ∈ PI2
z1 , ⋅ ⋅ ⋅ , zℓ−1 ∈ PIℓ−1

zℓ−2

and y ∈ PIℓ
zℓ−1 for some z1, ⋅ ⋅ ⋅ , zℓ−1 ∈ Rd} , (3.48)

ρα(x, y) = min{ωα(b); b = (I1, ⋅ ⋅ ⋅ , Iℓ) ∈ (I(d))ℓ ,ℓ = β(x, y), ω(b) = β̃(x, y)} . (3.49)

We remark that β̃(x, y) ≤ dβ(x, y) with β(x, y) < +∞ (since c > 0), and that ρα(x, y) ≤
β̃(x, y). In case c = +∞, we always have β(x, y) = 1(x ̸= y).

We fix x ∈ Rd and I = (i1, ⋅ ⋅ ⋅ , id) ∈ I(d) in what follows. We assume |I| = b, and
denote by i∗1 , ⋅ ⋅ ⋅ , i∗b the nonzero indices ir arrayed in numerical order. Consider the
mapping

HI
x : (supp h)|I| 󳨀→ PI

x , (ti∗1 , ⋅ ⋅ ⋅ , ti∗b ) 󳨃󳨀→ x + b∑
r=1

ti∗r ei∗r . (3.50)

This introduces the Lévy measure dμI
x on PI

x by∫
PI
x

f(z)dμI
x(z) = ∫ ⋅ ⋅ ⋅ ∫ f (x + ti∗1 ei∗1 + ⋅ ⋅ ⋅ + ti∗b ei∗b)

× h (ti∗1 ) ⋅ ⋅ ⋅ h (ti∗b) dti∗1 ⋅ ⋅ ⋅ dti∗b , (3.51)

for f ∈ C(PI
x). We abbreviate this by μI

x( ̄dz) for simplicity. Here, ̄dz denoted the volume
element induced on PI

x by ̄dz = |dei∗1 ∧ ⋅ ⋅ ⋅ ∧ dei
∗
b |, z ∈ PI

x (3.52)

where (dei∗1 , ⋅ ⋅ ⋅ , dei∗b )denotes the covector field on PI
x corresponding to (ei∗1 , ⋅ ⋅ ⋅ , ei∗b ).

Since dμI
x(z) is the measure transformed from h(t1)⊗ ⋅ ⋅ ⋅ ⊗h(tb)dt1 ⋅ ⋅ ⋅ dtb by the linear

mapping
HI

x : (t1, ⋅ ⋅ ⋅ , tb) 󳨃󳨀→ x + AI t(t1, ⋅ ⋅ ⋅ , tb) ,(AI ≡ (ei∗1 , ⋅ ⋅ ⋅ , ei∗b )), it possesses the density with respect to ̄dz, which is C∞ with
respect to z ∈ PI

x \ {x} and x ∈ Rd. We shall put

gI(x, z) = dμI
x

d̄z
(z) if z ∈ PI

x \ {x} , gI(x, z) = 0 otherwise. (3.53)
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Explicitly,

gI(x, z) = (h ⊗ ⋅ ⋅ ⋅ ⊗ h) ((HI
x)−1 (z)) 󵄨󵄨󵄨󵄨󵄨󵄨[JHI

x]−1󵄨󵄨󵄨󵄨󵄨󵄨 , z ∈ PI
x \ {x} . (3.54)

Obviously, we have for I∗ = (1, 1, ⋅ ⋅ ⋅ , 1), gI∗(x, z) = g(x, z), the density of the
original Lévy measure of xt(x).
Proposition 2.6. For each x, y ∈ Rd(y ̸= x), suppose that the numbers λ = β(x, y),
κ = β̃(x, y) and ρ = ρα(x, y), defined as above, are finite. If κ ≥ d − 1, then we have

lim sup
t→0

( 1tρ ) pt(x, y) ≤ C .

The constant C has an expression

C = ∑
(I1,... ,Iℓ)∈S(κ,ℓ) ,
λ≤ℓ≤κ,I1≤⋅⋅⋅≤Iℓ

c(I1, ⋅ ⋅ ⋅ , Iℓ){{{{{{{∫
PI1
x

d̄z2 ⋅ ⋅ ⋅ ∫
PIℓ−1
zℓ−1

d̄zℓgI1 (x, z2) ⋅ ⋅ ⋅ gIℓ(zℓ , y)}}}}}}} .

Here, we put c(I1, ⋅ ⋅ ⋅ , Iℓ) = (κ!Πd
j=1(1/rj!)).c∗(κ, ℓ), where rj ≡ ♯{r ∈ {1, ⋅ ⋅ ⋅ , ℓ}; ir,j =

1} for Ir = (ir,1, ⋅ ⋅ ⋅ , ir,d) and
c∗(κ, ℓ) = lim sup

t→0
( 1tρ ) t∫

0

ds1
t∫

s1

ds2 ⋅ ⋅ ⋅ t∫
sℓ−1

dsℓ

{s|I1|−1−|I󸀠1|/α1 (s2 − s1)|I2|−1−|I󸀠2|/α ⋅ ⋅ ⋅ (sℓ − sℓ−1)|Iℓ|−1−|I󸀠ℓ|/α} .

The proof of this proposition depends on Léandre’s method in [140], and on some
discussions in [84, 85]. A crucial idea in our proof is the (intuitive) notion of polygonal
trajectories. A polygonal trajectory is a trajectory obtained from a piecewise linear line
whose segment from a corner point zi to the next corner point zi+1 is parallel to some
combination of vectors contained in {e1, ⋅ ⋅ ⋅ , ed}. It should be noted that in a small
time interval, there is a tendency that the process xt(x)makes use of those trajectories
which jump as few times as possible and stay at a point until just before the moment
of the next jump.

Intuitively, β(x, y) above can be interpreted as the minimum number of jumps by
which the trajectory can reach y from x along a polygonal line, and β̃(x, y) corresponds
to the weight of such a line. We need another notion of α-weight ρα(x, y) of a line for
considering the factors which ‘stay’ in the same corner point at each jump moment,
and this gives the real power in t. The decomposition of jumps to those factors which
really jump and to those that stay in is carried out in terms of indices I and I󸀠.
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Examples of Proposition 2.6
We shall provide some simple examples of Proposition 2.6.

Example 2.3. Let d = 2, c = 1, e1 = ∂
∂x1 , e2 = ∂

∂x2 , x0 = (0, 0) and y0 = (e, f), 0 < e <
1, 0 < f < 1. Clearly, β(x0, y0) = 1, β̃(x0, y0) = 2, and we have S(2, 1) = {((1, 1))}, and
hence ρα(x0, y0) = 2. We have

C = C(x0, y0, 2, 1, 2) = c((1, 1))g(1,1)(x0, y0) = h(e)h(f) < +∞ .

In this case, we know exactly that

pt(x0, y0) = ℘t(e)℘t(f) ∼ h(e)h(f)t2 ,
as t → 0 (cf. [84]). Hence, the constant is the best possibility.

Example 2.4. Let d = 2, c = 1, e1 = ∂
∂x1 , e2 = ∂

∂x2 , x0 = (0, 0) and y0 = (e, 0),
0 < e < 1. Clearly, β(x0, y0) = β̃(x0, y0) = 1, andwehaveS(1, 1) = {((1, 0)) , ((0, 1))} ≡{(I1), (I2)}, and hence ρα(x0, y0) = 1 − 1/α. We have

C = C(x0, y0, 1, 1, 1 − 1/α) = ∑
(I)∈S(1,1)

c(I)gI (x0, y0)
= c(I1)gI1 (x0, y0) + c(I2)gI2 (x0, y0)= ( 1

1 − 1
α
) h(e) < +∞

since y0 ∉ PI2
x0 \ {x0}.

In this case, we know exactly

pt(x0, y0) = ℘t(e)℘t(0) ∼ 1
π
Γ (1 + 1

α) h(e)t1− 1
α ,

as t → 0 (cf. [225], (2.2.11)). Here, 1
π Γ(1 + 1

α ) = 1
π
1
α Γ( 1α ) < 1

π Γ(12 ) < ( 1
1− 1

α
) for all

1 < α < 2, and hence our constant is overestimated.

Example 2.5. Let d = 2, c = 1, e1 = ∂
∂x1 , e2 = ∂

∂x2 , x0 = (0, 0) and y0 = (e, 0),
1 < e < 2. Then, β(x0, y0) = β̃(x0, y0) = 2. We have

S(2, 2) = {((1, 0), (1, 0)) , ((1, 0), (0, 1)) , ((0, 1), (1, 0)) , ((0, 1), (0, 1))} ,
and hence ρα(x0, y0) = 2 − 2/α.
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We can calculate C(x0, y0, 2, 2, 2 − 2/α) as follows:
C(x0, y0, 2, 2, 2 − 2/α) = ∑

(I1,I2 )∈S(2,2)
I1≤I2

c(I1, I2) × {{{{{{{ ∫
PI1
x0

gI1 (x, z2)gI2 (z2, y0)d̄z2}}}}}}}= c ((1, 0), (1, 0)) ∫
P(1,0)
x0

g(1,0)(x0, z2)g(1,0)(z2, y0)d̄z2
+ c((0, 1), (0, 1)) ∫

P(0,1)
x0

g(0,1)(x0, z2)g(0,1)(z2, y0)d̄z2
= A + B (say) .

For A, we have, for z2 = (u, v),
g(1,0)(x0, z2) = h(u − 0) if u ∈ (−1, 1) ,= 0 otherwise ,
g(1,0)(z2, y0) = h(e − u) if e ∈ (u − 1, u + 1) ,= 0 otherwise ,

and d̄z2 is reduced to du. Hence, A = c((1, 0), (1, 0)) ∫1e−1 h(u)h(e − u)du.
For B, we have, for z2 = (u, v),

g(0,1)(x0, z2) = h(v − 0) if v ∈ (−1, 1) , u = 0= 0 otherwise ,
g(0,1)(z2, y0) = h(−v) if v ∈ (−1, 1) , u = e= 0 otherwise ,

and d̄z2 is reduced to dv. Hence, B = c((0, 1), (0, 1)) ∫1
−1 h(v − 0) × 0dv = 0 since

y0 ∉ P(0,1)(0,v) \ {(0, v)} for −1 < v < 1. Hence,

C (z0, y0, 2, 2, 2 − 1/α) = ( 1
1 − 1

α
) B (1 − 1

α , 2 − 1
2) × 1∫

e−1

h(u)h(e − u)du < +∞ .

Here, we used

c((1, 0), (1, 0)) ≡ 2!
2!0! × lim sup

t→0
( 1
t2−2/α

) × t∫
0

ds1
t∫

s1

ds2 {s−1/α1 (s2 − s1)−1/α}
= ( 1

1 − 1
α
) B (1 − 1

α , 2 − 1
α) ,

where B(p, q) denotes the Beta-function.
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Example 2.6. Let d = 2, c = 1, e1 = ∂
∂x1 , e2 = ∂

∂x2 , x0 = (0, 0), y0 = (32 , 74 ).
Then, β(x0, y0) = 2, β̃(x0, y0) = 4. We have S(4, 2) = {((1, 1), (1, 1))}, and hence
ρα(x0, y0) = 4.

We can calculate C(x0, y0, 2, 4, 4) as follows:
C(x0, y0, 2, 4, 4)
= ∑

(I1,⋅⋅⋅ .Iℓ)∈S(4,ℓ),2≤ℓ≤4
I1≤⋅⋅⋅≤Iℓ

c(I1, ⋅ ⋅ ⋅ , Iℓ){{{{{{{ ∫
PI1
x0

d̄z2 ⋅ ⋅ ⋅ ∫
PIℓ−1
zℓ−1

d̄zℓgI1 (x, z2) ⋅ ⋅ ⋅ gIℓ(zℓ , y0)}}}}}}}= ∑
(I1,I2 )∈S(4,2)

I1≤I2

c(I1, I2) ∫
PI1
x0

gI1 (x, z2)gI2 (z2, y0)d̄z2 + ∑
(I1 ,I2,I3 )∈S(4,3)

I1≤I2≤I3

c(I1, I2, I3)
× {{{{{{{ ∫

PI1
x0

d̄z2 ∫
PI2
z2

d̄z3 gI1 (x, z2) gI2 (z2, z3) gI3 (z3, y0)}}}}}}}+ ∑
(I1,I2 ,I3,I4 )∈S(4,4)

I1≤I2≤I3≤I4

c(I1, I2, I3, I4)
× {{{{{{{ ∫

PI1
x0

d̄z2 ∫
PI2
z2

d̄z3 ∫
PI3
z3

d̄z4gI1 (x, z2)gI2 (z2, z3)gI3 (z3, z4)gI4 (z4, y0)}}}}}}}= A + B + C (say).

We have, for z2 = (u, v),
A = c ((1, 1), (1, 1)) 1∫

1
2

du
1∫
3
4

dv h(u)h(v)h ( 32 − u) h (74 − v) .

We observe

S(4, 3) ∩ {b = (I1, I2, I3) ∈ (I(2))3 ; I1 ≤ I2 ≤ I3}= {((1, 0), (1, 0), (1, 1)) , ((0, 1), (0, 1), (1, 1))} ,
and hence for z2 = (u, v), z3 = (w, t), we have

B = c((1, 0), (1, 0), (1, 1)) 1∫
−1

du
u+1∫
u−1

dw {h(u − 0)h(w − u)h (32 − w) h (74)}
+ c((0, 1), (0, 1), (1, 1)) 1∫

−1

dv
u+1∫
u−1

dt {h(v − 0)h(t − v)h (74 − w) h (32)}= 0 + 0
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since h(74 ) = h(32 ) = 0. The term C turns out to vanish for a similar reason. Hence,

C(x0, y0, 2, 4, 4) = 1
4

1∫
1
2

du
1∫
3
4

dvh(u)h(v)h ( 32 − u) h (24 − v) .

Here, we used

c ((1, 1), (1, 1)) = 4!
2!2! × lim sup

t→0
( 1
t4
) t∫
0

ds1
t∫

s1

ds2s1(s2 − s1)
= 6 × lim sup

t→0
( 1
t4
) ( 1

24 t
4) = 1

4 .

2.4 Summary of short time asymptotic bounds

By using the integration-by-parts formula and the Fourier formula, we can show the
existence of a smooth density for the probability law associated with a process Xt,
which derives from the SDE with jumps.

In this section, we provide a summary of various types of the short time bounds
of the density function pt(x, y) with given x, y. Results are basically proved in similar
ways to what was stated in the previous sections or in the references therein. Hence,
we omit the proof of each case. These bounds are closely related to the short time
behaviour of Xt.

2.4.1 Case that μ(dz) is absolutely continuous with respect to the m-dimensional
Lebesgue measure dz

In this subsection, we assume that xt(x) is given in Section 1.3.
Case that the coefficient γ(x, z) is non-degenerate
Proposition 2.7 ([184]). The density pt(x, y) satisfies the following estimate:(a) sup

x,y
pt(x, y) ≤ C0t−

d
β as t → 0 , (4.1)

(b) pt(x, x)≍t− d
β as t → 0 uniformly in x . (4.2)

Proposition 2.8 ([85]).
(1) off-diagonal estimate

Assume y ∈ S, that is, α(x, y) < +∞. Then, we have

pt(x, y)≍tα(x,y) as t → 0 . (4.3)
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(2) diagonal estimate

pt(x, x)≍t− d
β as t → 0 uniformly in x . (4.2)󸀠

These results have been mentioned in Theorems 2.2 (a), 2.3, respectively.

Case that the coefficients are degenerate
There is no result at this point.

2.4.2 Case that μ(dz) is singular with respect to dz

Now, we introduce a concrete “singular” Lévymeasure of z(s)which has already been
described in [209] (Example 3.7), and in [25] (Section 2). Let μ(dz) = ∑∞

n=0 knδ{an}(dz)
be the d-dimensional Lévy measure such that (an; n ∈ N) and (kn; n ∈ N) are se-
quences of points in Rd and real numbers, respectively, satisfying
(i) |an| decreases to 0 as n → +∞,
(ii) kn > 0,
(iii) ∑∞

n=0 kn|an|2 < +∞.

For this Lévy measure, we can show the unique existence of the solution xt(x) or Yt
given in Sections 1.3, 2.5.1 (below), respectively, and the existence of the density func-
tions under some of the assumptions ([126, 181]). We further assume that

N = N(t) ≡ max{n; |an| > t1/β}≍ log (1t ) . (4.4)

Case that the coefficients are non-degenerate
Proposition 2.9 ([89, 93]). (1) off-diagonal estimate

(a) Assume y ∈ S, that is, α(x, y) < +∞. Then, we have

pt(x, y)≍tα(x,y)−d/β as t → 0 . (4.5)

(b) Assume y ∈ S̄ \ S(α(x, y) = +∞). Suppose b(x) ≡ 0 and let β󸀠 > β. Then,
log pt(x, y) is bounded from above by the expression of type Γ = Γ(t):
Γ ≡ −min

N∑
n=0

(wn log ( 1
tkn

) + log(wn!)) + O (log (1t ) log log (1t )) , (4.6)

and is bounded from below by the expression of type

−(c/β) (log (1t ))2 + O (log (1t ))
with some c > 0 independent of β and y as t → 0.
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Here, the minimum in (4.6) is taken with respect to all choices of a0, . . ., aN by ξn for
n = 1, 2, . . ., n1 and n1 ∈ N such that|y − An1(x, ξ1, . . ., ξn1 )| ≤ t1/β󸀠 (4.7)

where wn = # of an in the choice and n1 = ∑N
n=0 wn, where (An)∞n=0, An : Rd+m×n → Rd

are functions defined by{{{A0(x) = x ,
An+1(x, x1, . . ., xn+1) = An(x, x1, . . ., xn) + 𝛾(An(x, x1, . . ., xn), xn+1) .

(2) diagonal estimate

pt(x, x)≍t− d
β as t → 0 uniformly in x. (4.2)󸀠󸀠

These results have been mentioned in Theorems 2.2 (b), 2.3.

Case that the coefficients are degenerate
(The result has only been obtained in the case that Xt is a canonical process as defined
in Section 2.5.1. See [101] for a case of Itô process.)
(1) off-diagonal estimate
Consider, in particular, a singular Lévy measure

μ = m∑
j=1

μ̃j = m∑
j=1

T∗j μj . (4.8)

Here, T∗j μj = μj ∘T−1j , μj is a 1-dimensional Lévy measure of form∑∞
n=1 knδ{±ãn}(.) and

Tj : zj 󳨃→ (0, . . ., 0, zj , 0, . . ., 0). We let

μj(.) = ∞∑
n=0

kn(δ{ãn}(.) + δ{−ãn}(.)), j = 1, . . .,m (4.9)

where
kn = pnβ , β ∈ (0, 2), and ãn = p−n .

Here, p denotes an arbitrary prime number.

Proposition 2.10 ([91]). Let μ be given by (3.8) above. Let y ̸= x. Under certain assump-
tions, we have the following estimates for the density pt(x, y).
(a) Assume y ∈ S, that is, α(x, y) < +∞. Then, we have

pt(x, y) ≤ Ctα(x,y)−d/β as t → 0 .

(b) Assume y ∈ S̄ \ S(α(x, y) = +∞). Then, log pt(x, y) is bounded from above by the
expression of type

Γ(t) + O (log (1t ) log log (1t )) (4.10)

as t → 0.
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Here, α(x, y) is defined as above, and Γ(t) is given similarly to (4.6). Namely the chain(An)∞n=0 above is replaced by (Cn)∞n=0 given below: let (Cn)n∈N, Cn : Rd+m×n → Rd be
a deterministic chain given by

C0(x) = x ,
Cn+1(x; x1, . . ., xn+1) = Cn(x; x1, . . ., xn)+ ( m∑

j=1
x(j)n+1Xj)(Cn(x; x1, . . ., xn))

+ { Exp (( m∑
j=1

x(j)n+1Xj)(Cn(x; x1, . . ., xn)))
− Cn(x; x1, . . ., xn) − m∑

j=1
x(j)n+1Xj(Cn(x; x1, . . ., xn))}

= Exp (( m∑
j=1

x(j)n+1Xj)(Cn(x; x1, . . ., xn))) . (4.11)

(2) diagonal estimate

pt(x, x)≍t− d
β as t → 0 uniformly in x . (4.2)󸀠󸀠󸀠

2.5 Auxiliary topics

In this section, we state some topics which are related, but not directly connected, to
Malliavin calculus of jump type. In Section 2.5.1, we stateMarcus’ canonical processes.
In Section 2.5.2, we state the absolute continuity of the infinitely divisible laws in an
elementary way. In Section 2.5.3, we state some examples of chain movement approx-
imations of Section 2.2.2. In Section 2.5.4, we state the support theorem for canonical
processes. The proofs of the results in Sections 2.5.2, 2.5.4 are carried out by utilising
classical analytic methods, and we omit the details.

2.5.1 Marcus’ canonical processes

In this section, we introduce Marcus’ canonical process ([164]), or geometric process,
and the stochastic analysis on it.

Let X1, . . ., Xm be C∞, bounded vector-valued functions (viewed as the vector
fields on Rd), whose derivatives of all orders are bounded. We assume that the re-
stricted Hörmander condition for X1, ⋅ ⋅ ⋅ , Xm holds, that is,(RH) Lie(X1, ⋅ ⋅ ⋅ , Xm)(x) = Tx(Rd) for all x ∈ Rd .
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We also introduce the space of vectors Σk, k = 0, 1, 2, . . . by

Σ0 = {X1, . . ., Xm}
and

Σk = {[Xi , Y]; i = 1, . . .,m, Y ∈ Σk−1} .
Here, [X, Y] denotes the Lie bracket between X and Y.

We say the vectors satisfy the uniformly restricted Hörmander condition if there
exist N0 ∈ N and C > 0 such that

(URH) N0∑
k=0

∑
Y∈Σk

(v, Y(x))2 ≥ C|v|2
for all x ∈ Rd and all v ∈ Rd.

Let Yt(x) be an Rd-valued canonical process given by

dYt(x) = m∑
j=1

Xj(Yt−(x)) ∘ dzj(t), Y0(x) = x (5.1)

with z(t) = (z1(t), . . ., zm(t)).
The above notation can be paraphrased in Itô form as

dYt(x) = m∑
j=1

Xj(Yt−(x))dzj (t)
+ {{{Exp ( m∑

j=1
∆zj(t)Xj)(Yt−(x)) − Yt−(x) − m∑

j=1
∆zj(t)Xj(Yt−(x))}}} . (5.2)

Here, the second term is a sum of terms of order O(|∆z(s)|2 ), which in effect takes into
account all higher order variations of z(t) at time s, and ϕ(t, x) ≡ Exp (tv)(x) is the
solution flow of the differential equation

dϕ
dt (t, x) = v(ϕ(t, x)), ϕ(0, x) = x .

In (5.1), (5.2), we have omitted the drift (and the diffusion) term(s) for simplicity. In
a geometrically intrinsic form on a manifoldM = Rd, the process Yt can be written by

dYt = Exp ( m∑
j=1

dzj(t)Xj(Yt−)) (x), Y0(x) = x .

According to this model, a particle jumps from x along the integral curve (geo-
metric flow) described by ϕ(s, x) instantly, that is, the particle moves along ϕ(s, x)
during 0 ≤ s ≤ 1 outside of the real time t and ends up at Exp (sv)(x)|s=1. In this sense,
a canonical process Yt is a real jump process with a fictitious auxiliary process, and Yt
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is connected to this continuous process through the fictitious time. The fictitious time
can also be viewed as idealized time which man can not observe. In this perspective
a canonical process is a continuous process on the idealized time interval which is
partially observed.

The equivalence between (5.1) and (5.2) implies that the canonical process is also
an Itô process (refer to (5.3) below).

In [134], the process Yt(x) is called “Stratonovich” stochastic integral due to the
last correction term on the right-hand side of (5.2). However, it is different from the
original Stratonovich integral. In [134], they used this name since two integrals re-
semble each other in spirit. The difference lies in the fact that Yt(x) uses a geometric
flow as correction term instead of the algebraic average in the original one. We mimic
their notation ∘dz(t) in this book. (Some papers use the notation ⬦dz(t) instead of it.)
The SDE (5.1) has a unique solution which is a semimartingale ([134] Theorem 3.2). By
pt(x, dy) we denote the transition function of Yt(x).

The main point of introducing this process is that the solutions are the flows of
diffeomorphisms in the sense explained in Section 1.3 (cf. [123] Theorem 3.1, [134] The-
orem 3.9). It is shown (cf. [134] Lemma 2.1) that Yt(x) can be represented as

Yt(x) = x + m∑
j=1

t∫
0

Xj(Ys−(x))dzj (s) + t∫
0

h(s, Ys−(x))d[z]ds (5.3)

where

h(s, x) = Exp (∑m
j=1 ∆zj(s)Xj)(x) − x − ∑m

j=1 ∆zj(s)Xj(x)|∆z(s)|2
is a Lipschitz process in s with a bounded Lipschitz constant, and [z]ds = ∑m

j=1[zj , zj]ds
denotes the discontinuous part of the quadratic variation process. An intuitive mean-
ing of this formula is as follows. At each jump time t of z, we open a unit length interval
of fictitious time, over which the state Yt−(x) changes continuously along the integral
curve Exp (r∑m

j=1 ∆zj(t)Xj)(.), 0 ≤ r ≤ 1 to the state

Yt(x) = Exp ( m∑
j=1

∆zj(t)Xj)(Yt−(x)) .
Viewing this expression, the canonical process Yt seems to be near to the Fisk–

Stratonovich integral of h (cf. [192] Chapter V.5). However, it differs from the Fisk–
Stratonovich integral in that the latter cares only for the continuous part of the
quadratic variation process of z, whereas the former also cares for the discontinu-
ous part of it.

Hence, an intuitive view of the canonical process is that as the Itô integral takes
care of, up to the second order of discontinuities, ∆z(t) of the integrator, the canonical
process also takes care of the higher orders (∆z(t))r , r = 1, 2, . . . of discontinuities in
terms of the exponential function in h(t, x). This enables us to naturally treat the jump
part geometrically. See the support theorems in Section 2.5.4.
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For the Jacobian process ∇Yt(x) and its inverse process (∇Yt(x))−1, we refer to [95]
Lemma 6.2, [128] Lemma 3.1.

For this process, we have the following:

Theorem 2.5 ([128] Theorem 1.1). Under the uniformly restricted Hörmander condition
(URH) on (Xj , j = 1, . . .,m) and a non-degeneracy condition (A.0) on μ, the density of
the law of Yt exists for all x ∈ Rd and all t > 0: pt(x, dy) = pt(x, y)dy.
Equation (5.2) is a coordinate free formulation on SDEs with jumps. See [134] for the
precisedefinition for this typeof integrals for semimartingales.We shall call it a canon-
ical SDE driven by a vector field valued semimartingale Y(t) = ∑m

j=1 Zj(t)Xj , according
to Kunita [123, 124, 128].

2.5.2 Absolute continuity of the infinitely divisible laws

As it is called, the infinitely divisible law (ID) on R is the probability law which has
power-roots of any order in the sense of convolutions. That is, π is an ID law if for any
n, there exists a probability law πn such that

π = πn ∗ ⋅ ⋅ ⋅ ∗ πn . (5.4)

We recall the Lévy–Khintchine formulawhich characterises the Fourier transform
of the ID law. The law π is an ID law if and only if there exist a ∈ R, b ≥ 0 and a σ-finite
measure μ satisfying ∫R\{0}(1 ∧ |x|2)μ(dx) < ∞, for which π can be written as

π̂(λ) = exp[[[iaλ − b2λ2

2
+ ∫
R\{0}

(eiλx − 1 − iλx1{|x|≤1}) μ(dx)]]] . (5.5)

By (5.5), this ID law is the law of X1. Here, (Xt)t≥0 is a Lévy process. More precisely, this
process is given by the Lévy–Itô decomposition

Xt = at + bWt + t∫
0

∫
|x|≤1

xÑ(dsdx) + t∫
0

∫
|x|>1

xN(dsdx) . (5.6)

Here, W is a real Brownian motion, N is a Poisson measure which has the density
dsμ(dx) on R+ × R.

Here, we see by the infinite divisibility that for a Lévy process Xt such that X1 ∼ π,
every Xt has an infinitely divisible law πt, and it is given by

π̂t(λ) = exp t[[[iaλ − b2λ2

2
+ ∫
R\{0}

(eiλx − 1 − iλx1{|x|≤1}) μ(dx)]]] (5.7)
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(Xt ∼ πt). As we shall see below, the parameter t is important to inquire into the ab-
solute continuity of the ID law. The next theorem due to W. Döblin characterises the
continuity of the ID laws.

Theorem 2.6. Let π be an ID law whose characteristic function is given by (5.5). π is
continuous if and only if b ̸= 0 or μ is an infinite measure.

Then, we have the following corollary.

Corollary 2.1. Let π be an ID law whose characteristic function is given by (5.5). π is
discrete if and only if b = 0 and μ is a finite or discrete measure.

Inwhat follows,we assume π contains noGaussian part (b = 0). For a Lévymeasure μ,
let μ̄(dx) = (|x|2 ∧ 1)μ(dx).
Theorem 2.7 (Sato [195]). Let π be an ID law whose characteristic function is given by
(5.5). Assume b = 0 and that μ is an infinite measure. Suppose that there exists some
p ∈ N such that μ̄∗p is absolutely continuous. Then, π is absolutely continuous.

This theorem assumes a (very weak) smoothness for the Lévy measure. This assump-
tion is used in stochastic calculus of variations developed by J.-M. Bismut (cf. [160]).
A weak point of this theorem is that it excludes the discrete Lévy measure. The follow-
ing theorem admits the case for a discrete Lévy measure and holds under a weaker
assumption on small jumps.

Theorem 2.8 (Kallenberg [111]). Let π be an ID law whose characteristic function is
given by (5.5), and let b = 0. If

lim
ϵ→0

ϵ−2| log ϵ|−1 μ̄(−ϵ, ϵ) = +∞ , (5.8)

then π has a C∞ density whose derivatives of all orders decrease at infinity.

We introduce a weaker assumption:

lim inf
ϵ→0

ϵ−2| log ϵ|−1μ̄(−ϵ, ϵ) > 2 . (5.9)

Since cos x ∼ 1 − x2/2(x → 0), it follows from the above calculation that|π̂(z)| ≤ |z|−(1+ϵ)/2 |z| → ∞ ,

and hence π is absolutely continuous by a Fourier lemma.
Conversely, let π be the law of X1. We do not know a priori if X1/2 is absolutely

continuous under (5.9).
Indeed, we only see by (5.7)|π̂1/2(z)| ≤ |z|−(1+ϵ)/2 |z| → ∞ ,

whereas π̂1/2 may not be integrable. As we shall see in Theorem 27.23 in [196], it hap-
pens that X1 is absolutely continuous and X1/2 is not.
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The condition (5.9) is very weak; apart from the condition on the logarithmic rate
of convergence of μ̄(−ϵ, ϵ) to 0 as ϵ → 0, it is quite near to the infiniteness of μ. Indeed,
if

lim inf
ϵ→0

ϵ−2μ̄(−ϵ, ϵ) > 0 , (5.10)

then μ is an infinitemeasure. However, the converse of this assertion is false, and there
exists an infinite measure which does not satisfy (5.10) nor (5.8).

Proposition 2.11. For each k, there exists an infinite measure μ such that

lim inf
ϵ→0

ϵ−(2+k)μ̄(−ϵ, ϵ) = 0 .

By considering a sequence which grows sufficiently rapid, we can control the rate of
convergence as we wish. The proposition seems to contradict the assertion of Kallen-
berg (cf. [111] Section 5), however, it is repeatedly stated in the introduction in [169].
This is since the infinite measure satisfies

lim
ϵ→0

ϵ−2| log ϵ|r μ̄(−ϵ, ϵ) = +∞ , r > 1 .

Given Theorem 2.6, we can consider the following condition which is more strong
with respect to the infiniteness of μ:∫

|z|≤1

|z|αμ(dz) = +∞ , α ∈ (0, 2) .
It seems this condition may lead to the absolute continuity of π in the case that (5.10)
fails. However, it is not true as we see in the following

Proposition 2.12 (Orey [178]). For any α ∈ (0, 2), there exists a Lévy measure μ such
that ∫

|z|≤1

|z|αμ(dz) = +∞ and ∫
|z|≤1

|z|βμ(dz) < ∞ , β > α (5.11)

for which the ID law π given by (5.5) under the condition b = 0 is not absolutely contin-
uous.

It may seem that in Orey’s Theorem a special relation between atoms in the Lévy mea-
sure and their weights might be preventing π from being absolutely continuous. In
reality, there is nothing to do between them. We can show the following counter ex-
ample.

Proposition 2.13 (Watanabe [218]). Let c be an integer greater than 2, and let the Lévy
measure be

μ = +∞∑
n=0

anδ{c−n} .

Here, we assume {an; n ≥ 0} to be positive and bounded. Then, the ID law π given by
(5.5) and the condition b = 0 is not absolutely continuous.

 EBSCOhost - printed on 2/10/2023 4:50 PM via . All use subject to https://www.ebsco.com/terms-of-use



Auxiliary topics | 103

In Propositions 2.12, 2.13, the support of μ constitutes a geometric sequence, and the
integer character c plays an important role. Proposition 2.13 holds valid even if c is
a Pisot–Vijayaraghavan number [218]. This is the number u ∈ (1,∞) such that for
some integer-coefficient polynomial (with the coefficient in the maximal degree 1), it
satisfies F(u) = 0, where the absolute values of all the roots of F = 0 except u are
strictly smaller than 1. For example, u = (√5+1)/2 with F(X) = X2 −X −1. By the the-
orem of Gauss, Pisot–Vijayaraghavan numbers are necessarily irrational. In the case
that the support of theLévymeasure consists of a geometric sequence, several families
of algebraic numbers play an important role so that π becomes absolutely continuous.
For a recent development of this topic, see [219].

Unfortunately, no necessary-and-sufficient condition is known for μ with respect
to this family of numbers so that the corresponding ID law becomes absolutely con-
tinuous.

The following criterion is known:

Proposition 2.14 (Hartman–Wintner). Let μ be a discrete Lévy measure and be infinite,
and let π be an ID law given by (5.5). Then, π is pure and is either singular continuous or
absolutely continuous.

For the proof of this theorem, see Theorem 27.16 in [196]. (It is a special case focussed
on the discrete measure, and the proof is easy.)

Some results in the multidimensional case
To make representations simpler, we study ID laws having no Gaussian part. In(Rd , ‖.‖), let the Fourier transform π̂ of an ID law π be

π̂(λ) = exp[[[i⟨a, λ⟩ + ∫
Rd\{0}

(ei⟨λ,x⟩ − 1 − i⟨λ, x⟩1{|x|≤1})μ(dx)]]] , λ ∈ Rd . (5.12)

Here, a ∈ Rd, and π is a positive measure such that ∫(|x|2 ∧ 1)μ(dx) < ∞, and⟨, ⟩ is an inner product corresponding to |.|. Many results in the previous section also
hold true in themultidimensional case since they donot employ the speciality that the
dimension is one. For example Theorems 2.6 and 2.7, where μ̄(dx) = (|x|2 ∧ 1)μ(dx),
hold true in any dimensions. Conversely, under the assumption that

lim
ϵ→0

ϵ−2| log ϵ|−1μ̄(Bϵ) = +∞ , (5.13)

where Bϵ denotes a ball with the centre origin and the radius ϵ, Theorem 2.8 is no
longer true. This is because

|π̂(z)| ≤ exp−[[[13 ∫
B1/z

|⟨u, z⟩|2μ(du)]]] ,
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and hence we can not appropriately estimate ⟨u, z⟩ from below. However, if, instead
of (5.13), we have the uniform angle condition

lim
ϵ→0

ϵ−2 ∫
|⟨v,x⟩|≤ϵ

|⟨v, x⟩|2μ(dx) = +∞ , uniformly in v ∈ Sd−1 , (5.14)

then again by Theorem 2.8, we can prove that π defined by (5.12) has a C∞-density
whose derivatives of all orders vanish at infinity.

A weak point of Theorem 2.8 is that it requires a certain isotrophic property of
the measure μ. Indeed, if there exists a hyperplane H such that μ is finite on Rd \ H,
then π charges a hyperplane with positive probability and hence it is not absolutely
continuous.

We say a measure ρ on Sd−1 is radially absolutely continuous if the support of ρ
is not contained in any hyperplane, and if for some positive function g on Sd−1 × R+,
it holds that

μ(B) = ∫
Sd−1

ρ(dξ) ∞∫
0

g(ξ, r)1B(rξ)dr (5.15)

for all Borel sets B ∈ B(Rd). This decomposition applies for self-decomposable Lévy
measures. For details on this important ID law, see [196] Chapter 15. We say μ satisfies
the divergence condition if it holds that

1∫
0

g(ξ, r)dr = +∞ ρ − a.e . (5.16)

Note that (5.16) is weaker than (5.14) since it just asserts the infiniteness of μ with re-
spect to each direction.

Theorem 2.9 (Sato [195]). Let π be an ID law for which the characteristic function given
by (5.12) satisfies (5.15), (5.16). Then, π is absolutely continuous.

See [196] pp. 178–181 for the proof of this theorem. The proof uses induction with re-
spect to the dimension and Theorem 2.7. The condition (5.15) is a very restrictive as-
sumption since it requires the absolute continuity of the radial part of μ through g. We
may consider whether this condition can be weakened.

Another weak point of Theorem 2.9 is that it excludes the case that the support
consists of curveswhich are not lines. In order to correspond to this case,we introduce
the notion of generalised polar coordinates.

Definition 2.3 (Yamazato [220]). We say μ is absolutely continuous with respect to
curves if there exist a finite measure ρ supported on S ⊂ Sd−1 and a positive function g
such that for a Borel set B ∈ B(Rd), it holds that

μ(B) = ∫
Sd−1

ρ(dξ) ∞∫
0

g(ξ, r)1B (φ(ξ, r))dr .
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Here, φ : S × (0, +∞) → Rd \ {0} is a generalised polar coordinate in the sense that φ
is a measurable bijection, and φ(ξ, 0+) ≡ 0, φ(ξ, 1) ≡ ξ , ∂rφ(., ξ) exists and does not
vanish for all ξ . For each vector space H, the set {r > 0; ∂rφ ∈ H} is either an empty
set or (0,∞). For Fk(ξ1, . . ., ξk) = {(r1, . . ., rk); (φ(ξi , ri)) being linearly independent
and (∂rφ(ξi , ri)) being linearly dependent }, it holds that Leb(Fk(ξ1, . . ., ξk)) = 0
for k ≥ 2 and ξ1, . . ., ξk ∈ S.

The next result is a partial generalisation of Theorem 2.9.

Theorem 2.10 ([220]). Let π be an ID law corresponding to a Lévy measure μ which is
absolutely continuous with respect to curves. π is absolutely continuous in the following
two cases:
(1) μ is not supported on any hyperplane, and μ(H) = 0 or +∞ for each vector sub-

space H.
(2) For each hyperplane P, μ(Rd \ P) is infinite, and μ(H) = 0 for each (d − 2)-dimen-

sional vector space H.

Recently, a refinementhasbeenobtainedbyYamazatohimself. Let μ̃(dx) = |x|2
1+|x|2 μ(dx).

The symbol ΛH denotes the Lebesgue measure induced on the linear space H by re-
striction.

Proposition 2.15 ([221] Theorem 1.1). Assume there exists an integer r ≥ 1 such that the
following two conditions hold:
(a) μ is represented as a sum μ = ∑∞

k=1 μk, where μk is concentrated on a linear
subspace Hk and has no mass on any proper linear subspace of Hk and satisfies(μ̃k)∗k << ΛHk .

(b) It holds that
∞∑
k=1

(μk(Kc))r = +∞
for every (d −1)-dimensional linear subspace K of Rd. Then, π is absolutely contin-
uous.

A related work [120] has been done by Kulik.

2.5.3 Chain movement approximation

Below, we provide concrete numerical results concerning Theorem 2.3 (b) for calculat-
ing the functional Γ(t). In this case, the point y is in S̄ \S for x in each case. We remark
N(t) → +∞ as t → 0. Hence, we can use, as t goes to 0, an’s of smaller magnitude in
the approximation to y. The corresponding values Cmin orMinwill represent the esti-
mated values Γ(t) for each t in the tables. (Cmin stands for “compensated minimum”,
whereas Min is used to represent the minimum when the effect of the compensator
term O(log(1t ) log log(1t )) is too faint.)
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Table 2.1. Finding the minimum in case (a).

β β󸀠 t N Cmin w0, . . ., wN

1.5 2.25 0.02 3 2.216128 1 0 3 0
1.5 2.25 0.002 4 5.348213 1 0 3 0 2
1.5 2.25 0.0002 6 17.541525 1 0 3 0 4 0 7
1.0 1.5 0.02 4 5.029539 1 0 3 0 1
1.0 1.5 0.002 6 23.253883 1 0 3 0 5 0 3
1.0 1.5 0.0002 8 31.925063 1 0 4 1 0 0 2 0 5
0.5 0.75 0.02 8 15.405371 1 0 4 1 0 0 1 0 1
0.5 0.75 0.005 10 35.587829 1 0 4 1 0 0 4 0 3 0 1
0.5 0.75 0.003 11 39.123768 1 0 4 1 0 0 5 0 0 0 0 0

Table 2.2. Finding the minimum in case (b).

β β󸀠 t N Min w0, . . ., wN

1.5 2.25 0.005 5 23.689470 0 0 2 0 4 0
1.5 2.25 0.002 5 34.708675 0 0 2 0 5 0
1.5 2.25 0.001 6 43.785296 0 1 5 0 0 0 1
1.0 1.5 0.005 7 31.582738 0 1 5 0 1 0 0 0
1.0 1.5 0.002 8 38.913063 0 1 5 0 1 0 0 0 0
1.0 1.5 0.001 9 46.760826 0 1 5 0 1 0 0 0 0 10

This may also be viewed as examples of approximation of the trajectory of xt(x)
as t → 0 by the chain (An). We can imagine the asymptotic behaviour of the density
function associated with the processes below as t → 0, which is a rapid decrease.
In the tables, the last column w0, . . ., wN denotes the number of an’s for each n =
0, . . ., N used by the chain to approximate the point y up to the time t.
(a) Let d = m = 1, 𝛾(x, ζ) = ζ (this means xt(x) is a Lévy process). Let x = 1, y =√2. We assume μ = ∑∞

n=0 knδan is given by an = (−3)−n, kn = 3nβ, β ∈ (0, 2),
and assume β󸀠 = 1.5β. We calculate Cmin ≡ min∑N

n=0(wn log( 1
tkn ) + log(wn!)) −

log(1t ) log log(1t ) and the (wn)Nn=0 which attain it (Table 2.1).
(b) Let d = m = 2, 𝛾(x, ζ) = Aζ where A = ( 1

√2
1
√2

−1
√2
1
√2
). Let x = (1, 1), y = (√2,√3). We

assume μ = ∑∞
n=0 knδan is given by an = ((−2)−n , (−3)−n), kn = n2, and assume

β󸀠 = 1.5β. We find Min ≡ min∑N
n=0∑d

i=1(wn log( 1
tkn ) + log(wn!)), and the (wn)Nn=0

which attains the minimum (Table 2.2).
(c) Let d = m = 2, 𝛾(x, ζ) = Aζ where A = (1001). Let x = (1, 1), y = (√2,√3). We

assume μ = ∑∞
n=0 knδan is given by an = ((−2)−n , (−3)−n), kn = n2, and assume

β󸀠 = 1.5β. We find Min ≡ min∑N
n=0∑d

i=1(wn log( 1
tkn ) + log(wn!)), and the (wn)Nn=0

which attains the minimum (Table 2.3).
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Table 2.3. Finding the minimum in case (c).

β β󸀠 t N Min w0, . . ., wN

1.5 2.25 0.005 5 16.916603 1 1 0 0 0 1
1.5 2.25 0.002 5 35.500575 1 1 1 2 0 2
1.5 2.25 0.0001 8 87.584560 1 1 2 4 0 2 0 1 0
1.0 1.5 0.005 7 37.696668 1 1 1 1 0 6 0 0
1.0 1.5 0.002 8 51.635773 1 1 2 4 0 2 0 1 0
1.0 1.5 0.001 9 61.627516 1 1 2 4 0 3 0 0 0 0

2.5.4 Support theorem for canonical processes

In this section, we provide a support theorem for a canonical process Yt given in Sec-
tion 2.5.1.We construct “skeletons”indexskeletons φη

t for Yt byusingMarcus’ integral.
The result is closely related to the trajectories of Markov chains treated in Section 2.2.
We assume the condition (A.0) for μ and the restricted Hörmander condition (RH) for
Xj(x)󸀠s. In comparison with the proof of short time asymptotic bounds of the transi-
tion density stated in the previous section, we can observe the fine behaviours of the
jump process.

First, we construct skeletons as follows. Let u(t) = (u1(t), . . ., um(t)), 0 ≤ t ≤ T
be anRm-valued, piecewise smooth, càdlàg functions havingfinite jumps. It is decom-
posed as u(t) = uc(t)+ud(t), where uc(t) is a continuous function and ud(t) is a purely
discontinuous (i.e. piecewise constant except for isolated finite jumps) function.

For η > 0, we put

Uη = {u ∈ D; u(t) = uc,η(t) + ud,η(t) ,
ud,η(t) = ∑

s≤t
∆u(s). 1{η<|z|≤1}(∆u(s)), uc,η(t) = −lη .t} . (5.17)

Here, we put lη = ∫{η<|z|≤1} zμ(dz), and D = D(T,Rm). Put U ≡ ∪η>0Uη. The set U is
called the space of skeletons.

To express U in the configuration space, we put further

Vη = {v = {vn , n ≥ 1} = {(tn , zn), n ≥ 1} ;{tn} is a strictly increasing sequence of R+ with limit +∞, and{zn} a sequence in the support of μ such that η < |zn| ≤ 1} .
Note that there is a one-to-one correspondence between Uη and Vη by putting

Vη ∋ (tn , zn) 󳨃→ u(t) = −lηt + ∑
tn≤t

zn ∈ Uη .

Given u = uη ∈ Uη, we put a trajectory φη
t ∈ D󸀠 = D(T,Rd) by

dφη
t = m∑

j=1
Xj (φη

t ) ∘ duj(t), φη
0 = x . (5.18)
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The solution starting from x at t = s is a piecewise càdlàg smooth function φη
t , t ≥ 0,

satisfying for any f which is bounded smooth the equation

f (φη
t ) = f(x) + m∑

j=0

t∫
s

Xj f(φη
r )duj(r)

+ ∑
s≤r≤t

{Exp ( m∑
j=1

∆ud
j (r)Xj)f(φη

r−) − f(φη
r−)

− m∑
j=1

∆ud
j (r)Xj f(φη

r−)} . (5.19)

holds. The function φη
t can be viewed as the image of a skeleton u. We put

Sxη = {φη
t ;φ

η
t is as above}

and Sx = ∪η∈(0,1)Sxη.
For u, v ∈ U, a Skorohod metric dT on D is defined by

dT(u, v) = inf
λ
sup
t∈T

{|u(λ(t)) − v(t)| + |t − λ(t)|} , (5.20)

where the infimum is taken for all homeomorphisms λ of the interval T. We identify
dT with d∘T in Section 1.1.3 so that we regard the space (D, dT) to be complete. The
Skorohod metric on D󸀠 is similarly defined and is also denoted by dT. The support of
the Lévy process Z is defined by

supp Z = {u ∈ D; for all δ > 0 [P({ω; dT(Z, u) < δ}) > 0]} . (5.21)

The support of the canonical process Y is similarly defined by

supp Y.(x) = {φ ∈ D󸀠; for all ϵ > 0 [P({ω; dT(Φ(x), φ) < ϵ}) > 0]} . (5.22)

By S̄x, we denote the closure of Sx in (D󸀠, dT).
We define the approximating processes Zη(t), Yη

t for each η > 0 as follows. Let

Zη(t) = t∫
0

∫
η<|z|≤1

zÑ(dsdz) ,
and Yη

t is given by

dYη
t = m∑

j=1
Xj(Yη

t ) ∘ dZη,j(t), Yη
0 = x . (5.23)

Furthermore, the complementary process Z̃η

Z̃η(t) = t∫
0

∫
0<|z|≤η

zÑ(dsdz) (5.24)
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and Ỹ η
t is given by

dỸη
t = m∑

j=1
Xj(Yt) ∘ dZ̃η,j(t), Ỹ η

0 = x . (5.25)

Note that dZ(s) = dZη(s) + dZ̃η(s), and d[Z]s = d[Zη]s + d[Z̃η]s. Hence, we have
a decomposition

Yt − Yη
t = ∑

j

t∫
0

Xj(Ys−)dZj(s) − m∑
j=1

t∫
0

Xj(Yη
s−)dZη

j (s)
+ t∫

0

h(s, Ys−)d[Z]s − t∫
0

hη(s, Yη
s−)d[Zη]s

= m∑
j=1

t∫
0

{Xj(Ys−) − Xj(Yη
s−)}dZη

j (s)
+ t∫

0

{h(s, Ys−) − hη(s, Yη
s−)}d[Zη]s + Ỹ η

t . (5.26)

We now state our basic assumptions concerning “small deviations”.
Setting, for every 0 < ρ < η,

uη
ρ = ∫

ρ≤|z|≤η

z μ(dz) , (5.27)

we say that Z is quasisymmetric if for every η > 0, there exists a sequence {ηk} decreas-
ing to 0 such that 󵄨󵄨󵄨󵄨󵄨uη

ηk

󵄨󵄨󵄨󵄨󵄨 󳨀→ 0 (5.28)

as k → +∞. This means that for every η, the compensation involved in the martingale
part of Ỹ η is somehow negligible, and of course this is true when Z is really symmetric.

(H.1) For every η > 0 such that (5.28) does not hold, there exists 𝛾 = 𝛾η > 1 and
a sequence {ηk} decreasing to 0 such that

αη
ηk = o (1/|uη

ηk |) ,
where αη

ρ is the angle between the direction uη
ρ and supp μ on {|z| = 𝛾η}, that is, when

it can be defined.
Notice first that it always holds in dimension 1 (with αη

ηk = 0). Besides, it is verified
in higher dimensions whenever supp μ contains a sequence of spheres whose radius
tends to 0 (in particular, a whole neighbourhood of 0), or when the intersection of
supp μ with the unit ball coincides with that of a convex cone.

For technical reasons, we also suppose that μ satisfies the following non-degen-
eracy and scaling condition, which implies the condition (A.0) in Section 1.3:
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(H.2) There exists β ∈ [1, 2) and positive constants C1, C2 such that for any ρ ≤ 1,

C1 ρ2−βI ≤ ∫
|z|≤ρ

zz∗μ(dz) ≤ C2ρ2−βI .

Besides, if β = 1, then

lim sup
η→0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ∫
η≤|z|≤1

z μ(dz)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 < +∞ .

The inequalities above stand for symmetric positive-definitematrices. Thismeans
(H.2) demands both the non-degeneracy of the distribution of (point) masses around
the origin, and, the way of concentration of masses along the radius. We notice that if⟨v, .⟩ stands for the usual scalar product with v, they are equivalent to

∫
|z|≤ρ

|⟨v, z⟩|2μ(dz) ≍ρ2−β
uniformly for unit vectors v ∈ Sm−1. (Here, ≍ means the quotient of the two sides is
bounded away from zero and above as ρ → 0.) In particular, β = inf{α;∫|z|≤1 |z|α
μ(dz) < +∞} (the Blumenthal–Getoor index of Z), and the infimum is not reached.
Notice finally that the measure μ may be very singular and have a countable support.
The condition (H.2) implies the non-degeneracy condition for the matrix B in section
3.5 with α = 2 − β.

We now state our main theorem:

Theorem 2.11. Under (H.1), (H.2), we have supp Y.(x) = S̄x. Here, ̄means the closure
in dT-topology.

The condition (H.1) is crucial to the small deviations property: for any ϵ > 0 and any
t > 0,

P (sup
s≤t

|Ys| < ϵ) > 0 ,

and is related to the distribution of supp μ.
This is an adapted assertion to canonical processes of the support theorem due to

Th. Simon [200] for Itô processes. For the proof of this theorem, see [90].
The support theorem helps us a lot in showing the strict positivity of the density

function y 󳨃→ pt(x, y) ([94] Section 4).
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3 Analysis of Wiener–Poisson functionals
You must take your chance, And either not attempt to choose at all Or swear before you choose,
if you choose wrong Never to speak to lady afterward In way of marriage: therefore be advised.

W. Shakespeare, The Merchant of Venice, Act 2, Scene 1

In this chapter, we inquire into the stochastic calculus on the Wiener–Poisson space.
TheWiener–Poisson space is the product space of the Wiener and the Poisson spaces.
By the Lévy–Itô decomposition theorem (cf. Proposition 1.1), a general Lévy process
lives in this space.

In Section 3.1, we study theWiener space. Stochastic analysis on theWiener space
has been developed byMalliavin, Stroock,Watanabe, Shigekawa, and others, prior to
that for the Poisson space. In Section 3.2, we study the Poisson space. Compared to
the Wiener space, there exist several tools to analyse the Poisson space, and we shall
introduce them accordingly.

Section 3.3 is devoted to the analysis on the Wiener–Poisson space. We construct
Sobolev spaces on the Wiener–Poisson space by using the norms induced by sev-
eral derivatives on it. It turns out in Sections 3.5, 3.7 below that these Sobolev spaces
play important roles in showing the asymptotic expansion. In Section 3.4, we con-
sider a comparisonwith theMalliavin operator (a differential operator) on the Poisson
space.

In Sections 3.5, 3.7, we state a theory on the composition of Wiener–Poisson vari-
ableswith tempered distributions. This composition provides uswith a theoretical ba-
sis regarding the content of Section 4.1. In Section 3.6, we state results on the density
functions associated with the composition theory for Itô processes and on (Hörman-
der’s) hypoellipticity result in the jump-diffusion case.

In place of the integration-by-parts formula in Chapter 2, duality formulas (1.35)
in Chapter 2 and (1.11) in Chapter 3 will play crucial roles in this chapter. Throughout
this chapter, we denote the Wiener space by (Ω1, F1, P1) and the Poisson space by(Ω2, F2, P2) in order to distinguish the spaces.
3.1 Calculus of functionals on the Wiener space

In this section, we briefly reflect on the basic facts of the Wiener space. We state
the chaos expansion using the Hermite polynomials first. We state this section quite
briefly and confine ourselves to those materials which are necessary to state a general
theory of the stochastic calculus. Proofs for several propositions are omitted.

Several types of Sobolev norms and Sobolev spaces can be constructed on the
Wiener space. However, we will not go into detail on these Sobolev spaces in this sec-
tion, and postpone it to Section 3.3.
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112 | Analysis of Wiener–Poisson functionals

Below, we denote a function of 1-variable by f(t), and a function of n-variables by
fn(t1, . . ., tn). If wewrite fi(t), it means it is a function of the variable twith an index i.

We denote byW(t) a 1-dimensional Wiener process (standard Brownian motion)
on Ω1 with filtration (F1,t)t∈T. For fn(t1, . . ., tn) ∈ L2(Tn), we denote by In(fn), Jn(fn)
the following iterated integrals:

In(fn) = ∫
Tn

fn(t1, . . ., tn)dW(t1) ⋅ ⋅ ⋅ dW(tn) ,
Jn(fn) = ∫

T

tn∫
0

⋅ ⋅ ⋅ t2∫
0

fn(t1, . . ., tn)dW(t1) ⋅ ⋅ ⋅ dW(tn) . (1.1)

They are calledWiener chaos. The above Jn(fn) is also written by∫
0<t1<⋅⋅⋅<tn−1<T

fn(t1, . . ., tn)dW(t1) ⊗ ⋅ ⋅ ⋅ ⊗ dW(tn) . (1.2)

Here, fn(t1, . . ., tn) can be chosen as a symmetric function on Tn.
We denote by L̃2(Tn) the subspace of L2(Tn) consisting of symmetric functions on

Tn. If fn ∈ L̃2(Tn), then In(fn) = n!Jn(fn). Furthermore, if fn ∈ L2(Tn), then ̃fn ∈ L̃2(Tn).
Here, ̃fn(t1, . . ., tn) = 1

n!
∑
σ
fn(tσ(1) , . . ., tσ(n)) ,

where σ denotes a permutation of {1, . . ., n}.
The following chaos expansion is known.

Proposition 3.1. Any F ∈ L2(Ω1) = L2(Ω1, F1, P1) can be expressed by

F = ∞∑
n=0

In(fn) (1.3)

for some (fn). Here, f0 = E[F] and I0 = id, and (fn) are uniquely determined in L2(Tn)
up to the symmetry among {t1, . . ., tn}. Especially, (fn) can be chosen symmetric.

We omit the proof. See [170] Theorems 1.1.1, 1.1.2. The orthogonal projection Πn(F) of
F on the n-th Wiener chaos is given by Πn(F) = In(fn). An important property in (1.3)
is that In(fn) and Im(fm) are orthogonal if n ̸= m under the Wiener measure ([170]
p. 9). Hence, it is effective in recovering the input from the output developed in the
way above. This is called theWiener kernel method.

In order to compute In(fn), we need an orthonormal basis on the Wiener space.
The one often used is the Hermite polynomials (hn(x)). The first six Hermite polyno-
mials are

h0(x) = 1 , h1(x) = x , h2(x) = x2 − 1 ,
h3(x) = x3 − 3x , h4(x) = x4 − 6x2 + 3 , h5(x) = x5 − 10x3 + 15x .
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The formal definition is due to the generating function exp(θx − θ2/2), that is,
∞∑
n=0

hn(x)θnn! = exp(θx − θ2/2) .
It is interesting to observe that the even order hn are even functions, and the odd

order hn are odd functions.
By using Hermite polynomials, we can write for m ∈ N and for nonnegative inte-

gers α1, . . ., αm such that α1 + ⋅ ⋅ ⋅ + αm = n,

In(f⊗α11 ⊗̂ ⋅ ⋅ ⋅ ⊗̂f⊗αm
m ) = Πm

i=1hαi (I1(fi)) ,
where fi ∈ L2(T). Here, f ⊗̂g denotes the symmetrised tensor product of f and g.
See [173] Proposition 1.8 for the proof.

In particular, we have

n! ∫
0<t1<⋅⋅⋅<tn−1<T

f(t1) ⋅ ⋅ ⋅ f(tn)dW(t1). . .dW(tn)
= ‖f‖nhn ( I1(f)‖f‖ ) , n = 1, 2, . . . .

Here, ‖f‖ = ‖f‖L2 denotes the L2-norm on T.

3.1.1 Definition of the Malliavin–Shigekawa derivative Dt

In this subsection, we introduce theMalliavin–Shigekawaderivative Dt on theWiener
space in two ways.

Definition of the derivative Dt (1)
Let I1(f) = ∫T f(t)dW(t). In case F is given by F = g(I1(f1), . . ., I1(fn)), where g is
a polynomial of n-variables, we define the derivative DtF by

DtF = n∑
i=1

∂ig(I1(f1), . . ., I1(fn))fi(t) . (1.4)

It is also called the gradient operator.
To see the legitimacy of this definition, we observe

d
dt F(ω1 + th)|t=0 = ⟨DF, h⟩= lim

ϵ→0

1
ϵ {g(I1(f1) + ϵ⟨f1, h⟩, . . ., I1(fn) + ϵ⟨fn , h⟩) − g(I1(f1), . . ., I1(fn))} .

Here, ⟨⋅, ⋅⟩ denotes the paring in L2(T).
We remark that Dt is a differential operator. That is, it holds

Dt(FG) = FDtG + GDtF .
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Definition of the derivative Dt (2)
For F = ∑∞

n=0 In(fn) ∈ L2(Ω1), we put
DtF = ∞∑

n=0
nIn−1(fn(⋅, t)), F ∈ D(1)1,2 . (1.5)

Here, we put

D(1)1,2 = {F = ∑
n
In(fn); ∞∑

n=1
n2(n − 1)!‖fn‖2L2(Tn) < +∞} .

That is, DtF is obtained simply by removing one of the stochastic integrals, inserting
the free variable t, and bymultiplying n. Here, D. is amapping fromD(1)1,2 to L2(T×Ω1),
and it is a closable, unbounded operator.

In viewof the expressionof F in (1.5) as a superpositionof higher ordermovements
of W(t) (n = 1, 2, . . .) along the time, it well represents the nature of the “derivative”
of F at a fixed time t.

The two definitions (1), (2) of Dt coincide with each other on the Sobolev space
D(1)1,2. We sketch the key idea of the proof here.
(i) Case that fn(t1, . . ., tn) = f⊗n(t1, . . ., tn) = f(t1) ⋅ ⋅ ⋅ f(tn) for some f ∈ L2(T). In this
case, we have

In(f⊗n) = n! ∫
0<t1<⋅⋅⋅<tn−1<T

f(t1) ⋅ ⋅ ⋅ f(tn)dW(t1)⋅ ⋅ ⋅dW(tn)
= ‖f‖nhn ( 1‖f‖ T∫

0

f(t)dW(t)) , n = 1, 2, . . . . (1.6)

Here, hn(.) is a Hermite polynomial, and hence

h󸀠n(x) = nhn−1(x) . (1.7)

Hence,

DtIn(fn) = nIn−1(fn(⋅, t)) = nIn−1(f⊗n−1)f(t)
= n‖f‖n−1hn−1( 1‖f‖ ∫

T

f(t)dW(t)) f(t) (1.8)

for f⊗n(t1, . . ., tn) = f(t1) ⋅ ⋅ ⋅ f(tn). These imply

Dthn ( 1‖f‖ ∫
T

f(t)dW(t)) = h󸀠n ( 1‖f‖ ∫
T

f(t)dW(t)) ⋅ f(t)‖f‖
= nhn−1( 1‖f‖ ∫

T

f(t)dW(t)) ⋅ f(t)‖f‖ .
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This leads to

Dt ((∫
T

f(t)dW(t))n) = n(∫
T

f(t)dW(t))n−1 ⋅ f(t) , n = 1, 2, . . . (1.9)

by induction. We observe here the original definition of Dt for polynomials.
(ii) For the general case, we put

fn = ξ⊗α11 ⊗̂ ⋅ ⋅ ⋅ ⊗̂ξ⊗αm
m ,

where (ξj) are elements from a complete orthonormal system (c.o.n.s.) of L2(T) and
α1 + ⋅ ⋅ ⋅ + αm = n. By [102] Theorem 4.1, we have

In(fn) = hα1 (I1(ξ1)) ⋅ ⋅ ⋅ hαm (I1(ξm)) .
Since any fn ∈ L̃2(Tn) can be approximated by a linear combination of fn of the above
form, we have the assertion.

The statement for the converse direction is obvious in both cases from (1.1) with
In(fn) = n!Jn(fn), and from (1.4) with DtIn(fn) = nIn−1(fn(⋅, t)) for fn = f⊗n.

Hence, they coincide on all the polynomials of I1(f). Since (hn(I1(ξj))) forms
a complete orthonormal system (c.o.n.s.) of L2(Ω1, P1), this implies that they coin-
cide.

Higher order derivatives Dk
t1,...,tk are inductively defined for k = 1, 2, . . .

Examples
(1) g(x) = x, f(s) = 1,

W(T) = ∫
T

1dW(s) = g(∫
T

f(s)dW(s)) .

Then,
DtW(T) = (x)󸀠 ⋅ f(t) = 1 .

(2) g(x) = x, f(s) = s.

Dt (∫
T

sdW(s)) = Dtg(∫
T

sdW(s)) = (x)󸀠 ⋅ f(t) = t .

This can be also written as

Dt(I1(f)) = I0(f(t)) = t .

In computing the kernels fn in (1.3), we have

fn = 1
n!

E[DnF], n = 0, 1, 2, . . . .

The proof is just as in the case of a Taylor expansion.
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For F = W(t)3, we have, for example,

f1(t1) = E[Dt1W(t)3] = 3E[W(t)2]1[0,t](t1) = 31[0,t](t1) ,
f2(t1, t2) = 1

2!
E[D2

t1 ,t2W(t)3] = 3E[W(t)]1[0,t](t1)1[0,t](t2) = 0 ,

f3(t1, t2, t3) = 1
3!E[D3

t1 ,t2,t3W(t)3] = 1[0,t](t1)1[0,t](t2)1[0,t](t2) .
This implies

W3
t = t∫

0

3dW(t1) + 3! ∫
0<t1<t2<t

dW(t1)dW(t2)dW(t3)
= 3Wt + 6 ∫

0<t1<t2<t

dW(t1)dW(t2)dW(t3) .
For the multivariate case, we have

In(f⊗α11 ⊗̂ ⋅ ⋅ ⋅ ⊗̂f⊗αm
m ) = Πm

k=1hαk (I1(fk))
with α1 + ⋅ ⋅ ⋅ + αm = n, αj ∈ {1, . . ., n}. Here, fk ∈ L2(T).
Clark–Ocone formula
The statement of the Clark–Ocone formula on the Wiener space is as follows. F ∈ D(1)1,2
can be written by

F = E[F] + ∫
T

ϕ(t)dW(t)
due to the chaos expansion,where ϕ(t) is an adapted process. Thisϕ(t) can bewritten
as E[DtF|F1,t]. That is, we have the
Clark–Ocone formula:
Any F ∈ L2(Ω1) can be represented by

F = E[F] + ∫
T

ϕ(t)dW(t) . (1.10)

For F ∈ D(1)1,2, it holds that ϕ(t) is a.e. equal to the predictable projection of DtF.
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Proof. We write F = ∑∞
n=0 In(fn) with fn ∈ L̃2(Tn). Then, by the definition (1) of Dt,

∫
T

E[DtF|F1,t]dW(t) = ∫
T

E [ ∞∑
n=1

nIn−1(fn(⋅, t))|F1,t] dW(t)
= ∫

T

∞∑
n=1

nE[In−1(fn(⋅, t))|F1,t]dW(t)
= ∫

T

∞∑
n=1

nIn−1 (fn(⋅, t) ⋅ 1⊗(n−1)[0,t] (⋅)) dW(t)
= ∫

T

∞∑
n=1

n(n − 1)!Jn−1 (fn(⋅, t) ⋅ 1⊗(n−1)[0,t] (⋅)) dW(t)
= ∞∑

n=1
n!Jn(fn(.)) = ∞∑

n=1
In(fn)

= ∞∑
n=0

In(fn) − I0(f0) = F − E[F] .
Here, 1⊗n[0,t](t1, . . ., tn) = 1[0,t](t1) ⋅ ⋅ ⋅ 1[0,t](tn).

In the above, we used the property

E[In(fn)|F1,[0,t]] = In (fn ⋅ 1⊗n[0,t]) .

See [173] Proposition 3.11 for the proof of this property.

3.1.2 Adjoint operator δ = D∗

We can define the adjoint operator δ of Dt on L2(T × Ω1) by
E[Fδ(u)] = E[[∫T u(t)DtFdt]] . (1.11)

The operator δ is called a divergence operator. When u(t) is a process, δ(u) is also
called a Skorohod integral of u. In case u(t) is an adapted process, it coincideswith the
Itô integral.

The operator δ can be characterised as follows using the chaos expansion. Let

u(t) = ∞∑
n=0

In(fn(⋅, t))
be a process such that E[|u(t)|2] < +∞ for t ∈ T. Here,

fn(⋅, t) = fn+1(t1, . . ., tn , tn+1)|tn+1=t
with t fixed.
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Then,

δ(u) = ∞∑
n=0

In+1 ( ̃fn(⋅, t)) . (1.12)

Here, ̃fn(⋅, t) is the symmetrisation of fn+1 regarding tn+1 as a parameter t given bỹfn+1(t1, . . ., tn , tn+1)|tn+1=t .
Properties of δ
We confine ourselves to the special case where the process u(t) has the form

u(t) = Fh(t)
where F ∈ D(1)1,2 and h ∈ L2(T). In this case, δ(u) is calculated by

δ(u) = FI1(h) − ∫
T

DtFh(t)dt .
Especially, δ(h) = I1(h).

In general it is known that, in case u(t) is a progressivelymeasurable process, δ(u)
coincides with the Itô integral:

δ(u) = ∫
T

u(t)dW(t) .
Furthermore, ifu(t)∈D(1)1,2, then (Dtu(.))t∈T isSkorohod integrable, I1(Dtu)∈L2(T×Ω1),
and the following commutativity relation holds:

Dt(δ(u)) = u(t) + ∫
T

Dtu(s)dW(s) ,
or shortly

Dtδ(u) = δ(Dtu) + u(t) .
The proofs of these properties depend on the chaos representation described

above. See [170] Section 1.3.
FollowingMalliavin’s approach [160],we can introduce thenotionof theOrnstein–

Uhlenbeck operator over the Wiener space in the following way. We introduce the
Ornstein–Uhlenbeck semigroup (Tt)t≥0 on L2(Ω1) given by

Tt(F) = ∞∑
n=0

e−ntΠn(F), F ∈ L2(Ω1) .
Here, Πn(F) denotes the projection of F to the space of n-th Wiener chaos.
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Especially, in the case F = X, where

X = ∫
T

f(t)dW(t) ,
Tt(F) = pt is given by

pt(u) = ∫
Ω1

f (e−tu + √1 − e−2tω) P1(dω) (1.13)

where P1(du) denotes the Wiener measure. To introduce the Sobolev spaces, we use
the operator C = −√−L instead of D:

CF = ∞∑
n=0

−√nΠn(F) .
Here, L denotes the infinitesimal generator of the semigroup Tt, called the Ornstein–
Uhlenbeck operator, and given by

LF = ∞∑
n=0

−nΠn(F) .
Malliavin [160] and Nualart [170] (Chapter 1) use this notation. However, we prefer

to use the derivative operator Dt in the sense of (1) on the Wiener space (Bismut’s
approach). In fact two approaches give equivalent definitions of the Sobolev space.
We return to this topic in Sections 3.3, 3.4.

3.2 Calculus of functionals on the Poisson space

In this section, we state some basic facts on the Poisson spacewhichwill be necessary
in the later sections. The representation of a (multidimensional) Poisson functional is
closely related to the chaos expansion on the Poisson space. Readers can also refer
to [190] and [173].

As in the case of theWiener space, there are two contexts in analysing the Poisson
space; either by the gradient operator or by the chaos expansion. We prefer to use the
gradient operator D̃ below since it is helpful for constructing the Sobolev spaces in
Section 3.3.

3.2.1 One-dimensional case

In this subsection, we denote by N(dtdz) the Poisson random measure with mean
measure dtδ{1}(dz), which is associated with the standard Poisson process.

In case of 1-dimensional Poisson space, we can introduce two kinds of “deriva-
tive” operators on it.
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For ω2 ∈ Ω2, we denote by Q(t, ω2) the random measure on T: Q(t, ω2) =
N([0, t] × ⋅) − t.

For fn(t1, . . ., tn), we denote by In(fn) the iterated integral
n!

T∫
tn−1

tn−1∫
tn−2

⋅ ⋅ ⋅ t2∫
0

fn(t1, . . ., tn)dQ(t1)⋅ ⋅ ⋅dQ(tn) . (2.1)

We have the following chaos representation property.

Lemma 3.1 ([1] Theorem 5.3). Any F ∈ L2(Ω2, F2, P2) can be expressed by

F = ∞∑
n=0

In(fn) (2.2)

for some fn ∈ L2(Tn).
We introduce two notions of the derivative on the Poisson space.

For F = ∑∞
n=0 In(fn), we have

DN
t F = ∞∑

n=0
nIn−1(fn(⋅, t)) . (2.3)

Although the definition (2.3) is apparently the same as (1.5), the notion is “far” in
spirit from Dt in the Wiener space. Because, in case

F = f(T1, . . ., Tn) = f(I1(δ{T1}), . . ., I1(δ{Tn}))= f (∫
T

δ{T1}dQ(t1), . . .,∫
T

δ{Tn}dQ(tn))
is represented by F = In(fn), where fn is symmetric, we can show

DN
t F = n∑

k=1
1(Tk−1,Tk](t){f(T1 , . . ., Tk−1, t, Tk , . . ., Tn−1) − f(T1, . . ., Tn)} . (2.4)

Here, Tj denotes the j-th jump moment of N.
Indeed, by putting g(t1, . . ., tn) = δ{T1}(t1) ⊗ ⋅ ⋅ ⋅ ⊗ δ{Tn}(tn), we extend g to

g̃(t1, . . ., t󸀠, . . ., tn−1) = δ{T1}(t1)⊗⋅ ⋅ ⋅⊗δ{Tk−1}(tk−1)⊗δ{t}(t󸀠)⊗δ{Tk}(tk)⊗⋅ ⋅ ⋅⊗δ{Tn−1}(tn−1),
and to ǧ(t1, . . ., tn−1) = δ{T1}(t1)⊗ ⋅ ⋅ ⋅ ⊗ δ{Tk−1}(tk−1)⊗ δ{Tk}(tk)⊗ ⋅ ⋅ ⋅ ⊗ δ{Tn−1}(tn−1). Then,

DN
t F = n(n − 1)!

× {{{
T∫
0

⋅ ⋅ ⋅ tk∫
0

⋅ ⋅ ⋅ t2∫
0

fn ∘ g̃(t1, . . ., t󸀠 , . . ., tn−1)dQ(t1) ⋅ ⋅ ⋅ dQ(t󸀠) ⋅ ⋅ ⋅ dQ(tn−1)
− T∫
0

⋅ ⋅ ⋅ t2∫
0

fn ∘ ǧ(t1, . . ., tn−1)dQ(t1) ⋅ ⋅ ⋅ dQ(tn−1)}}}= f(T1, . . ., Tk−1, t, Tk , . . ., Tn−1) − f(T1, . . ., Tn)
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in case Tk−1 < t ≤ Tk. Here, we regard fn ∘ ǧ(t1, . . ., tn−1) = fn ∘ ǧ(t1, . . ., tn−1, Tn).
Note that DN

t is a difference operator instead of a differential operator. According
to the notation of [181], DN

t should be written as D̃(t,1).
Another operator, D̃t, is given by

D̃tF = − n∑
k=1

1[0,Tk](t)∂k f(T1, . . ., Tn)= − ∑
Nt<k≤n

∂kf(T1, . . ., Tn) (2.5)

for F = f(T1, . . ., Tn) and f ∈ C1(Tn). We remark that a factor “−” is multiplied to
the form of the gradient operator D given in Section 2.1.3. This is due to the tradition
from [43]. It is consistent with (2.6) below.

Note that this is “near” to the original definition of Dt in the Wiener case. Indeed,
it is a differential operator, and it satisfies the derivation property D̃t(FG) = GD̃tF +
FD̃tG, and the chain rule.

If we put pn(t) = P(Nt = n) = 1
n! t

ne−t,

p󸀠n(t) = 1(n − 1)! tn−1e−t − 1
n! t

ne−t= pn−1(t) − pn(t) .
Using this property, we can directly show, for F = f(T1, . . ., Tn),

E[DN
t F|Ft] = E[D̃tF|Ft] (2.6)

(cf. [190] Proposition 7.2.7, [98]). This means they have the same adapted projection.
In view of (2.4) and (2.6), we observe why the time shift method (explained in

Section 2.1.3) using the differential operator with respect to the jump times works well
on the Poisson space in the one-dimensional case.

Charlier polynomials
In the Poisson space, the role played by Hermite polynomials in the Wiener space will
be played by Charlier polynomials. Charlier polynomials are a kind of Laguerre poly-
nomials. We introduce them in the following way.

Definition 3.1. Charlier polynomials Cn(k, t) of order n and parameter t ≥ 0 are de-
fined recursively by

C0(k, t) = 1 ,
C1(k, t) = k − 1 ,
C2(k, t) = k2 − (2 + t)k + 1 , k ∈ R , t ≥ 0 ,

Cn+1(k, t) = (k − n − t)Cn(k, t) − ntCn−1(k, t) , n = 1, 2, . . . .
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Then, Cn(k, t) satisfies the following properties:
Proposition 3.2.
1. Cn(k + 1, t) − Cn(k, t) = − ∂Cn

∂t (k, t),
2. Cn(k + 1, t) − Cn(k, t) = nCn−1(k, t),
3. Cn+1(k, t) = kCn(k − 1, t) − tCn(k, t)
for t > 0, k ∈ N.
Proof. See [190] Proposition 6.2.9.

A remarkable property of the Charlier polynomials is the expression

Cn(Nt , t) = In (1⊗n[0,t]) ,

where the right-hand side is defined by

In(fn) = n! ∫
0<t1<t2<⋅⋅⋅<tn

fn(t1, . . ., tn)dQ(t1) ⋅ ⋅ ⋅ dQ(tn)
with fn = 1⊗n[0,t].

The Charlier polynomials are orthogonal with respect to the Poisson distribution.
Indeed,

⟨Cn(⋅, t), Cm(⋅, t)⟩l2(N) = e−t
∞∑
k=0

tk

k!
Cn(k, t)Cm(k, t)= E[Cn(Nt , t)Cm(Nt , t)] = E [In(1⊗n[0,t))Im(1⊗m[0,t))]= 1{n=m}n!tn .

Using this property, we can make a chaos expansion (unique representation) of some
type of Poisson functional by using (multivariate) Charlier polynomials. Refer to [190]
Lemma 6.2.10.

3.2.2 Multidimensional case

We introduce another Poisson randommeasure for the multidimensional case on Ω2:

N(dtdz) = ∑
i∈N

δ(ti ,zi)(dtdz) , (ti , zi) ∈ T × (Rm \ {0}) , (2.7)

and

Ñ(dtdz) = N(dtdz) − μ(dz)dt ,
where μ is a Lévy measure.
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For hn = hn(t1, z1, t2, z2, . . ., tn , zn) ∈ L2(T × (Rm \ {0}))⊗n, let
I0(h) = h ,

I1(h1) = ∫
T

∫
Rm\{0}

h1(t, z)Ñ(dtdz) ,
In(hn) = n∫

T

∫
Rm\{0}

In−1 (πn
(t,z)hn) Ñ(dtdz) , n = 2, 3, . . . (2.8)

where

πn
(t,z)hn(t1, z1, . . ., tn−1, zn−1) =

hn(t1, z1, . . ., tn−1, zn−1, t, z)1[0,t](t1) ⋅ ⋅ ⋅ 1[0,t](tn−1) .
We recall the difference operator (perturbation due to Carlen–Pardoux, Picard) D̃u by

D̃uF(ω2) = F(ω2 ∘ ε+u) − F(ω2) ,
where u = (t, z). Here, the operator ε+u is given in Section 2.1.2.

Note that if F is represented as

F = ∞∑
n=0

In(hn) ,
then D̃uF is given by the operation

D̃(t,z)In(hn) = nIn−1(hn(⋅, t, z)), μ(dz)dt − a.e. , (2.9)

provided that the right-hand side is well-defined.
The idea of the proof is the same as in the case of (2.4). We sketch it below.
We put

∆n = {(t1, z1, . . ., tn , zn) ∈ (T × (Rm \ {0}))n ; ti ̸= tj(i ̸= j)} .
Since 1∆n (t1, z1, . . ., tn , zn)δ{(t,z)}(dtidzi)δ{(t,z)}(dtjdzj) = 0, i, j = 1, . . ., n,

D̃(t,z)In(hn) = D̃(t,z) ∫
∆n

hn(t1, z1, . . ., tn , zn)Ñ(dt1dz1) ⋅ ⋅ ⋅ Ñ(dtndzn)
= ∫

∆n

hn(t1, z1, . . ., tn , zn)Πn
i=1(ω2(dtidzi) − dtiμ(dzi)

+ (1 − ω2({(t, z)}))δ{(t,z)}(dtidzi))− ∫
∆n

hn(t1, z1, . . ., tn , zn)Ñ(dt1dz1) ⋅ ⋅ ⋅ Ñ(dtndzn)
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= (1 − ω2({(t, z)}))× n∑
i=1

∫
∆n−1

hn(t1, z1, . . ., t, z, . . ., tn , zn)Πk ̸=i Ñ(dtkdzk)
= (1 − ω2({(t, z)})) n∑

i=1
In−1(hn(⋅, t, z, ⋅)) .

Since we can take hn to be symmetric, we have

D̃(t,z)In(hn) = 1{ω2({(t,z)})=0}nIn−1(hn(⋅, t, z, ⋅)) .
Since N̂({(t, z)}) = 0, we have the assertion. For the precise result, see [190] Proposi-
tion 6.4.7.

Furthermore, we have the following “chain rule” in the difference form.

Lemma 3.2. For F, and φ continuous such that φ(F) ∈ L2(Ω2) and φ(F + D̃uF) ∈
L2(U × Ω2),

D̃uφ(F) = φ(F ∘ ε+u) − φ(F) = φ(F + D̃uF) − φ(F) . (2.10)

The proof uses the Fourier decomposition of φ(F) into L2 components. See [173] The-
orem 12.8.

Example 3.1.
(1)

D̃tNs = D̃t

∞∑
k=1

1[Tk ,+∞)(s) = Ns∑
k=1

1(Tk ,Tk+1](t) = 1{t<Ns} .

(2) In case
h(t, z) = z, F = ∫

T

∫ zÑ(dtdz) = Z(T) ,
we have

D̃(t,z)F = I0(h(⋅, t, z)) = h(t, z) = z .

(3) We have the following property for the operator D̃u

D̃u(FG) = FD̃uG + GD̃uF + D̃uFD̃uG , (2.11)

assuming that the left-hand side is finite a.s. Indeed,

L.H.S. = (FG) ∘ ε+u − FG = (F ∘ ε+u) ⋅ (G ∘ ε+u) − FG= (D̃uF + F)(D̃uG + G) − FG .

Choosing G = F and using induction, we have

D̃uFn = (F ∘ ε+u)n − Fn = (F + D̃uF)n − Fn . (2.12)
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(4) For G
F , F ̸= 0, we have

D̃u
G
F = G ∘ ε+u

F ∘ ε+u − G
F = FG ∘ ε+u − GF ∘ ε+u

F ⋅ F ∘ ε+u= F(D̃uG + G) − G(D̃uF + F)
F ⋅ F ∘ ε+u = FD̃uG − GD̃uF

F ⋅ F ∘ ε+u . (2.13)

For higher order differences for the quotient, we iterate the above formula.

Example 3.2.
(1) Let

F = Z(T) = ∫
T

∫ zÑ(dtdz) .
Then,

D̃(t,z)F2 = (F + D̃(t,z)F)2 − F2= (Z(T) + z)2 − Z(T)2 = 2Z(T)z + z2 .

(2) Let G = exp(F), F = ∫T ∫ h(t)zÑ(dtdz), h ∈ L2([0, T]). We then have

D̃(t,z)G = D̃(t,z)(exp(F)) = exp(F + D̃(t,z)F) − exp(F)= exp(F + h(t)z) − exp(F) = exp(F) ⋅ (eh(t)z − 1) = G(eh(t)z − 1) ,
that is, the chain rule.

(3) If m = 1 and F = (Z(T) − K)+, K > 0, then

D̃(t,z)F = ((Z(T) + D̃(t,z)Z(T)) − K)+ − (Z(T) − K)+= (Z(T) + z − K)+ − (Z(T) − K)+ .
3.2.3 Characterisation of the Poisson space

In this subsection, we seek the basis of L2(Ω2).
Let G be the collection of functions

{g = n∑
j=1

hj(t)1Bj (z) ∈ L2(dλ) ;
Bi ∩ Bj = ∅(i ̸= j) , t 󳨃→ hj(t)continuous , λ(Bi) < +∞} .

Here, λ(dtdz) = dtμ(dz) = N̂(dtdz).
LetM be the subspace of L2(Ω2) spanned by the functions of the form
exp

{{{∫
T

∫ g(t, z)Ñ(dtdz) − ∫
T

∫(eg(t,z) − 1 − g(t, z))λ(dtdz)}}} , g(t, z) ∈ G .
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We remark

eg(t,z) − 1 = n∑
j=1

(ehj(t) − 1). 1Bj (z)
if g(t, z) = ∑n

j=1 hj(t)1Bj (z) ∈ G, z ∈ ∪n
i=1Bi.

Theorem 3.1 (Surgailis [205]). A function g ∈ L2(dλ) satisfies∫
{u;g(u)≥1}

e2g(s,z)λ(dsdz) < +∞ (2.14)

if and only if

exp
{{{∫

T

∫ g(s, z)Ñ (dsdz)}}} ∈ L2(Ω2) .
Furthermore, we have

exp
{{{∫

T

∫ g(s, z)Ñ(dsdz) − ∫
T

∫(eg(s,z) − 1 − g(s, z))λ(dsdz)}}}= ∞∑
n=0

1
n! In ( n⨂

j=1
(egj(s,z) − 1))

for some gj ∈ G.

Hence, under (2.14), we can take the “basis” of L2(Ω2) in the form of exponential func-
tionals. For an example of (2.14), assume the case that the tail of the Lévy measure is
rapidly decreasing.

Lemma 3.3.
M̄dP2 = L2(Ω2) . (2.15)

Proof. Let G ∈ L2(Ω2). Assume

E[GH] = 0 for all H ∈ M .

Then,

E[[G exp
{{{

n∑
j=1

cj ∫
T

∫ gj(s, z)Ñ(dsdz)}}}]] = 0

for all c1, . . ., cn ∈ R, g1, . . ., gn ∈ G, n ≥ 1. Suppose n and g1, . . ., gn ∈ G are fixed.
Then, the Laplace transform of the signed measure on Rn

ν(B) = E[G1B(Ñ(g1), . . . , Ñ(gn))]
is identically zero. Hence, ν ≡ 0.

Hence, E[G1X] = 0 for all X which is measurable with respect to the σ-field gen-
erated by Ñ(g), g ∈ G. This implies G = 0.
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Characterisation of the Poisson space via chaos decomposition
It is shown that

L2(Ω2) = ∞⨁
n=0

Cn ,

where
Cn = {In(fn) ; fn ∈ ⊗nL2(dλ)} .

This is because each element g in M is described as a limit in L2(dλ) of multiple
stochastic integrals by Theorem 3.1, and to Lemma 3.3.

Examples in case m = 1
(1) z(t) = ∫t

0 ∫ zÑ(dsdz). Let y(t) = z2(t). Then, by Itô’s formula

dy(t) = ∫ z2μ(dz)dt + ∫(2z(t−) + z)zÑ(dtdz)
(cf. (a + b)2 − a2 = 2ab + b2). Hence,

y2(t) = z2(t) = t∫ z2μ(dz) + t∫
0

∫(2z(t−) + z)zÑ(dtdz)
= t∫ z2μ(dz) + t∫

0

∫ z2Ñ(dtdz) + t∫
0

∫ t2−∫
0

∫2z1z2Ñ(dt2dz2)Ñ(dt1dz1) .
(2) Let z(t) = x0 + bt + ∫t

0 zÑ(dsdz). The local time LT(x) of z(t) at level x up to the
time T is given by

LT(x) = ∫
T

δx(z(t))dt .
The local time Lt(x) can be expanded into chaos as ([173] Theorem 14.8)

Lt(x) = ∞∑
n=0

1
2π

1
n!

∞∫
0

∫ ⋅ ⋅ ⋅ t2∫
0

∫ fn(s1, z1, . . ., sn , zn)Ñ(ds1dz1)⋅ ⋅ ⋅Ñ(dsndzn) ,
where

fn(s1, z1, . . ., sn , zn) = ∫
T

∫(Πn
j=1(eiλzj − 1)h(t, λ, x)1{t>max(sj)})dλdt

with
h(t, λ, x) = exp{t∫(eiλz − 1 − iλz)μ(dz) − iλx} .
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Clark–Ocone formula on the Poisson space
Using Theorem 3.1 above, we can derive the Clark–Ocone formula on the Poisson space
separately, that is,

Theorem 3.2 (cf. [190] Proposition 6.7.1). For any F ∈ D(2)1,2

F = E[F] + ∫
T

∫ E[D̃(t,z)F|Ft]Ñ(dtdz) . (2.16)

Here,

D(2)1,2 = {∑
n
In(gn) ; ∑

n
n2(n − 1)!‖gn‖2⊗L2(dλ) < +∞} .

Proof. Let F ∈ D(2)1,2. We can choose by Theorem 3.1 Fn such that Fn → F in L2(Ω2),
where

Fn = 1 + n∑
k=1

1
k! Ik ( k⨂

j=1
(egj(t,z) − 1))

for some (gj) = (gn,j). We put

Y (n)T = ∫
0<t1<⋅⋅⋅<tn<T

Πn
j=1(egj(tj ,zj) − 1)Ñ(dtjdzj) .

Then,

Y (n)T = 1
n! In ( n⨂

j=1
(egj(t,z) − 1))

by the remark at the beginning of Section 3.2.3.
Since the solution to the Doléans–Dade equation

Y (n)t = 1 + t∫
0

Y (n)s− (egn(s,z) − 1)Ñ(dsdz) (2.17)

is unique, and hence Y (n)T satisfies

D̃t,zY (n)T = (egn(t,z) − 1)Y (n)T ,

we only have to show the following (2.18) in order to assert

E [D̃(t,z)Y (n)T |Ft] = Y (n)t (egn(t,z) − 1) . (2.18)

However, since Y (n)T is a martingale, we have (2.18).

Remark 3.1. Any F ∈ L2(Ω2) can be represented by
F = E[F] + ∫

T

∫ E[D̃(t,z)F|Ft]Ñ(dtdz) . (2.19)
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See Privault [189], Chapter 6, Section 7. See also Løkka [154]; however, this paper
is justified only for d = 1 and for F ∈ D(2)1,2. In this paper, he used the functionals

exp
{{{∫

T

∫ h(t)𝛾(z)Ñ(dtdz) − ∫
T

∫(eh(t)𝛾(z) − 1 − h(t)𝛾(z))λ(dtdz)}}} (2.20)

as the “basis”. Here, 𝛾(z) = ez − 1 (z < 0), 1 − e−z (z > 0).
The expression (2.9) implies that D̃u is a closable operator on D(2)1,2.

3.3 Sobolev space for functionals over the Wiener–Poisson space

In this section, based on the perturbation operators introduced above, we construct
Sobolev spaces over the Wiener, the Poisson, and the Wiener–Poisson spaces.

3.3.1 The Wiener space

The derivative operator
Let K1 = L2(T;Rm). For f = (f 1, . . . , f m) ∈ K1, we set

W(f) = m∑
i=1

∫
T

f i(s)dWi (s) .
By P1, we denote the collection of random variables X written as

X = g(W(f1), . . . ,W(fn)) ,
where g(x1, . . ., xn) is boundedB(Rn)-measurable, smooth in (x1, . . ., xn), n ∈ N. The
Malliavin–Shigekawa derivative of X is an m-dimensional row vector of a stochastic
process given as in Section 3.1 by

DtX = n∑
l=1

∂g
∂xl

(W(f1), . . .,W(fn))fl(t) . (3.1)

The operator D : L2(Ω1, F1, P1) → L2(Ω1;K1) is a closed and unbounded operator.
For (t1, . . ., tj) ∈ Tj, we set Dj

t1,...,tj = Dt1 ⋅ ⋅ ⋅ Dtj . Let l be a non-negative integer and
p ≥ 1. Norms | ⋅ |0,l,p for a random variable X ∈ P1 are defined by

|X|0,l,p := (E[|X|p] + l∑
j=1

E[[[(∫
Tj

󵄨󵄨󵄨󵄨󵄨󵄨Dj
tX
󵄨󵄨󵄨󵄨󵄨󵄨2 dt)p/2]]])

1/p

(3.2)

where Dj
t = Dj

t1 ,...,tj , and dt = dt1 ⋅ ⋅ ⋅ dtj . LetD0,l,p be the completion ofP1 with respect
to the norm | ⋅ |0,l,p:

D0,l,p = ̄P1
|⋅|0,l,p .
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Then, D0,l,p ⊂ Lp(Ω1, F1, P1) and operators Dj, j = 1, . . ., l are extended to D0,l,p in
an obvious way.

This space is equivalent with those introduced by the norm using the square root
of the Ornstein–Uhlenbeck operator L:|F|p,2l = |(I − L)lF|p ,
(cf. [170] Proposition 1.5.3).

Remark 3.2. The two definitions of Dt described in Section 3.1.1 coincide with each
other on D0,1,2. See [173] Theorem A.22.

The adjoint operator δ of D has been introduced in Section 3.1.2. The operator δ is
a closable operator from L2(Ω1;K1) to L2(Ω1, F1, P1). The random variable δ(U) co-
incides with the Skorohod integral of U = {Ut} with respect to W(t). The operator δ is
sometimes called a divergence operator. For a process U, we introduce a norm by

‖U‖0,l,p := ( l∑
j=0

E[[[( ∫
Tj+1

󵄨󵄨󵄨󵄨󵄨󵄨Dj
tUt

󵄨󵄨󵄨󵄨󵄨󵄨2 dtdt)p/2]]])
1/p

. (3.3)

The following inequality (continuity of the divergence operator), obtained as
a corollary to the Meyer’s type inequality, plays a fundamental role (cf. Nualart [170]
Proposition 1.5.4).

Theorem 3.3. Let l ≥ 0 and p > 1 be fixed. Suppose that ‖U‖0,l,p < +∞. Then, there
exists a positive constant c = c(l, p) such that|δ(U)|0,l,p ≤ c‖U‖0,l+1,p .
See also Lemma 3.4 below.

3.3.2 The Poisson Space

Set U = T × (Rm \ {0}),
A(ρ) := {u ∈ U ; 𝛾(u) ≤ ρ} ,
φ(ρ) := ∫

A(ρ)

𝛾(u)2 N̂(du) = ∫
{|z|≤ρ}

|z|2 μ(dz) ,
where 𝛾(u) = |z| for u = (t, z). We repeat that themeasure μ satisfies an order condition
if there exists 0 < α < 2 such that

lim inf
ρ→0

φ(ρ)
ρα

> 0 . (3.4)
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We introduce compoundmeasures M̂(du), M̂(du) and M̄(du; du) in the following
way.

Let

M̂(du) := 1
φ(1)𝛾(u)21A(1)(u)N̂(du), M̂(du) = M̂(du1) ⋅ ⋅ ⋅ M̂(duk)

on the off-diagonal points {(u, u) = (u1, . . ., uk, u); ui ̸= u, i = 1, . . ., k}, and put
M̄(du; du) = M̂(du)M̂(du)

on {(u, u) = (u1, . . ., uk , u); ui ̸= u, i = 1, . . ., k}.
We put

M̄(du; du) = k∑
i=1

M̂(du(i)) ⊗ M̂(du).δ{ui=u}

on the k-dimensional diagonal points {(u, u) = (u1, . . ., uk , u); for some i ui = u},
where u(i) = u \ {ui} viewed as a (k − 1)-vector.

We have introduced the operator D̃u on the random fields defined on U × Ω2 in
Section 2.1.2. The operator D̃ thus introduced is essentially the same as what has been
introduced in Section 3.2.2. The operator D̃ viewed as that D̃ : L2(Ω2) → L2(Ω2;K2) is
a closable operator (cf. [181], p. 487 Remark). Here, K2 = L2(U, N̂).

Let u = (u1, . . ., uk) = ((t1, z1), . . ., (tk , zk)) = (t, z). We set |u| = |z| =max1≤i≤k |zi|
and 𝛾(u) = |z1| ⋅ ⋅ ⋅ |zk |. We define ε+u = ε+u1 ∘ ⋅ ⋅ ⋅ ∘ ε+uk

and D̃u = D̃k
u = D̃u1 ⋅ ⋅ ⋅ D̃uk .

Here are some calculation rules concerning D̃. We start from(1) D̃(XY) = (D̃X)Y + X(D̃Y) + (D̃X)(D̃Y) ,(2) X ∘ ε+u = D̃uX + X .

From (1), we deduce

D̃2(XY) = D̃(D̃(XY)) = D̃{(D̃X)Y + X(D̃Y) + (D̃X)(D̃Y)}= (D̃2X)Y + (D̃X)(D̃Y) + (D̃2X)D̃Y+ D̃XD̃Y + XD̃2Y + D̃XD̃2Y+ (D̃2X)D̃Y + (D̃X)D̃2Y + (D̃2X)(D̃2Y) ,
and that

D̃(XYZ) = D̃((XY)Z) = D̃(XY)Z + XYD̃Z + D̃(XY)D̃Z= (D̃X)YZ + X(D̃Y)Z + (D̃X)(D̃Y)Z + XYD̃Z+ (D̃X)Y(D̃Z) + X(D̃Y)(D̃Z) + (D̃X)(D̃Y)(D̃Z) .
In general we can write for u = (u1, . . ., uk)

D̃u{X1 ⋅ ⋅ ⋅ Xn} = ∑
u1 ,...,un⊂u,u1∪⋅⋅⋅∪un=u

D̃u1X1 ⋅ ⋅ ⋅ D̃un Xn .

Note that the sum can include terms for the empty set. cf. [191] (3.3.4).
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Using (1), we can confirm

D̃u(XY) = (XY) ∘ ε+u − XY = (X ∘ ε+u)(Y ∘ ε+u) − XY .

From (2), we deduce

X ∘ ε+u1 ∘ ε+u2 = (X ∘ ε+u1 ) ∘ ε+u2 = (D̃u1X + X) ∘ ε+u2= D̃u2 (D̃u1X + X) + D̃u1X + X= D̃u2 D̃u1X + D̃u2X + D̃u1X + X .

Using D̃, let us introduce norms

|F|k,0,p := (|F|p0,0,p + k∑
k󸀠=1

E[[[ ∫
A(1)k󸀠

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 D̃k󸀠
u F𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p M̂(du)]]])

1/p

,

where k = 1, 2, . . . and p ≥ 1. For φ ∈ C∞0 (U), we set
N(φ) = ∫

U

φ(t, z)N(dtdz), Ñ(φ) = ∫
U

φ(t, z)Ñ(dtdz) .
Let P2 be the collection of random variables X written as

X = f(Ñ(φ1), . . . , Ñ(φn)) ,
where f(x1, . . ., xn) is bounded B(Rn)-measurable, smooth in (x1, . . ., xn).

Let Dk,0,p be the completion of P2 with respect to the norm | ⋅ |k,0,p:
Dk,0,p = ̄P2

|⋅|k,0,p .

Then, Dk,0,p ⊂ Lp(Ω2, F2, P2). Operators D̃j
u, u = (u1, . . ., uj), j = 1, . . ., l are ex-

tended to Dk,0,p in an obvious way.
The adjoint operator δ̃ of D̃u in L2(T × Ω2) is introduced in Section 2.1.2. It is also

called divergence operator.
We introduce another norm for a random field V = Vu such that V(t,0) = 0, and

Vu is integrable with respect to Ñ = N − N̂ as follows:

‖V‖∼0,0,p = E[[[ ∫
A(1)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 Vu𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p M̂(du)]]]
1/p

(3.5)

in case k = 0, and for k ≥ 1

‖V‖∼k,0,p = {{{{{‖V‖∼p0,0,p + k∑
k󸀠=1

E[[[ ∫
A(1)k󸀠×A(1)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 D̃k󸀠
u Vu𝛾(u)𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p M̄(du; du)]]]

}}}}}
1/p

. (3.6)

 EBSCOhost - printed on 2/10/2023 4:50 PM via . All use subject to https://www.ebsco.com/terms-of-use



Sobolev space for functionals over the Wiener–Poisson space | 133

We denote χρ = 1A(ρ). We have the following inequality:

Theorem 3.4 (Theorem 3.2 in [95]). Let k be a nonnegative integer and let p ≥ 2 be an
even number. There exists a positive constant c = c(k, p) such that for any s ≥ 2 and
0 < ρ < 1, the inequality|δ̃(Vχρ)|k,0,p ≤ cφ(ρ) 12− 1

2s ‖Vχρ‖∼k+p,0,(k+p)s (3.7)

holds for all integrable V.

Proof. Step 1 We first consider the case k = 0. Let ρ > 0 and Zt,z be the random field
mentioned above. Set Ẑu = Zu1 ∘ ε−u1 ⋅ ⋅ ⋅ Zup ∘ ε−up

and

A(ρ) = {u = (t, z) ∈ U; |z| ≤ ρ} .
Then, we have

δ̃(Zuχρ)p = ∫
A(ρ)p

ẐuÑ(du1) ⋅ ⋅ ⋅ Ñ(dup) . (3.8)

We divide the domain A(ρ)p of the integral into a disjoint union of subsets as fol-
lows. Let {I1, . . ., Iq} (q ≤ p/2) be a family of disjoint subsets of {1, 2, . . ., p} such that|Ih| ≥ 2 for h = 1, . . ., q, where |Ih| denotes the cardinal number of the set Ih. We
denote by ∆ the set of all such {I1, . . ., Iq}’s and the empty set. We set

S{I1,...,Iq} = { (u1, . . ., up) ∈ A(ρ)p󵄨󵄨󵄨󵄨
ui = uj holds if and only if i, j ∈ Ih for some Ih ∈ {I1, . . ., Iq}} .

Then, S{I1 ,...,Iq} are disjoint with each other and the union of these sets as {I1, . . ., Iq}
runs in ∆ is equal to A(ρ)p . Thus, integral (3.7) is written as a sum of the integrals
whose domains are the sets S{I1 ,...,Iq}. In the following, we fix a domain S{I1,...,Iq} and
consider the integral on this set. Set J = {1, . . ., p}−∪q

h=1Ih. We represent u ∈ S{I1,...,Iq}
as (uI1 , . . ., uIq , uJ), where each uIh = (uIh , . . ., uIh ) is an |Ih|-dimensional vector
with the same component and uJ ∈ Ur with r = |J|. Then, 2q + r ≤ p. Furthermore,(uI1 , . . ., uIq , uJ) ∈ Sq+r, where Sq+r = {(u󸀠1, . . ., u󸀠q+r) ∈ A(ρ)q+r|u󸀠i ̸= u󸀠j for any
i ̸= j}.

Functions Ẑu, u ∈ A(ρ)p, for example, can be regarded as functions of (uI1 , . . .,
uIq , uJ) ∈ Sq+r. Furthermore, the |Ih| fold product measure Ñ(duIh ) ⋅ ⋅ ⋅ Ñ(duIh ) coin-
cides with N(duIh ) on the set S{I1,...,Iq}. Therefore, the above integral (3.8) is written
as

δ̃(Zuχρ)p = ∑
∆

∫
Sq+r

ẐuN(duI1 ) ⋅ ⋅ ⋅ N(duIq )Ñ(duJ) . (3.9)
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The expectation of each term on the right-hand side is computed as

E[[ ∫
Sq+r

ẐuN(duI1 ) ⋅ ⋅ ⋅ N(duIq )Ñ(duJ)]]= E[[ ∫
Sq+r

D̃uJ Ẑu ∘ ε+uI1
⋅ ⋅ ⋅ ∘ ε+uIq

N̂(duI1 ) ⋅ ⋅ ⋅ N̂(duIq )N̂(duJ)]] . (3.10)

See Lemma 2.3 in Section 2.1.
Now, set Ŵu = Zu∘ε−u

𝛾(u) and Ŵu = Ŵu1 ⋅ ⋅ ⋅ Ŵup . On the domain Sq+r, the inequal-
ity |D̃uJ Ẑu| = 𝛾(u1) ⋅ ⋅ ⋅ 𝛾(up)|D̃uJ Ŵu|≤ ρp−2q−r𝛾(uI1)2 ⋅ ⋅ ⋅ 𝛾(uIq )2𝛾(uJ)2 |D̃uJ Ŵu|𝛾(uJ)
holds if |u| ≤ ρ. Therefore, (3.10) is dominated by

c1ρp−2q−rE[[ ∫
Sq+r

|D̃uJ Ŵu ∘ ε+v |𝛾(uJ) M̂(duI1 ) ⋅ ⋅ ⋅ M̂(duIq )M̂(duJ)]] , (3.11)

where c1 = φ(1)q+r and v = {uI1 , . . ., uIq }. We shall estimate |D̃uJ Ŵu∘ε+v |
𝛾(uJ ) .

On Sq+r, Ŵu is written as Ŵu = (∏q
i=1 ŴuIi

) (∏i∈J Ŵui), where ŴuIi
= (ŴuIi

)|Ii |.
Note the formulas

D̃(XY) = (D̃X)Y + X(D̃Y) + (D̃X)(D̃Y) ,
X ∘ ε+u = D̃uX + X ,

X ∘ ε+u1 ∘ ε+u2 = D̃u1 D̃u2X + D̃u1X + D̃u2X + X

and

D̃u1 (XY) ∘ ε+u2 = D̃u2 D̃u1 (XY) + D̃u1 (XY)= D̃u2 (D̃u1XY + XD̃u1Y + D̃u1XD̃u1Y)+ D̃u1XY + XD̃u1Y + D̃u1XD̃u1Y= (D̃u2 D̃u1X)Y + D̃u1XD̃u2Y + D̃u2 D̃u1XD̃u2Y + (D̃u2 D̃u1Y)X+ D̃u1YD̃u2X + D̃u2 D̃u1YD̃u2X+ (D̃u2 D̃u1X)D̃u1Y + (D̃u2 D̃u1Y)D̃u1X+ (D̃u2 D̃u1X)(D̃u2 D̃u1Y) + (D̃u1X)Y + XD̃u1Y + D̃u1XD̃u1Y .

Then, |D̃uJ Ŵu ∘ ε+v | is dominated by the sum of terms|D̃vl D̃uJ Ŵu|
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for which vl ⊂ v. Each of these terms is dominated by the sums of∏p
i=1 |D̃li

vl,i D̃
ki
uk,i Ŵui |,

where uk,i ⊂ uJ, and vl,i ⊂ v, and the summation (denoted by∑∗) is taken for all non-
negative integers ki , li satisfying ki ≤ r, li ≤ q and k1 + ⋅ ⋅ ⋅ + kp ≥ r and l1 + ⋅ ⋅ ⋅ + lp ≥ q.
Furthermore, we have the inequality 𝛾(uJ) ≥ ∏p

i=1 𝛾(uk,i)𝛾(vl,i) for |uk,i| ≤ 1, |vl,i| ≤ 1.
Therefore, we have |D̃uJ Ŵu ∘ ε+v |𝛾(uJ) ≤ ∗∑ p∏

i=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 D̃
li
vl,i D̃

ki
uk,i Ŵui𝛾(vl,i)𝛾(uk,i) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 . (3.12)

Then, (3.11) is dominated by the sum of the terms

c1ρp−2q−rE[[ ∫
Sq+r

( p∏
i=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 D̃
li
vl,i D̃

ki
uk,i Ŵui𝛾(vl,i)𝛾(uk,i) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨) M̂(duI1 ) ⋅ ⋅ ⋅ M̂(duIq )M̂(duJ)]]≤ c2ρp−2q−rφ(ρ) q+r

s󸀠

× E[[ ∫
Sq+r

( p∏
i=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 D̃
li
vl,i D̃

ki
uk,i Ŵui𝛾(vl,i)𝛾(uk,i) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨)

s

M̂(duI1 ) ⋅ ⋅ ⋅ M̂(duIq )M̂(duJ)]]
1/s

, (3.13)

where c2 = c1φ(1)− q+r
s . Here, we applied Hölder’s inequality with respect to s, s󸀠 > 1

where 1
s + 1

s󸀠 = 1. Since φ(ρ) ≥ cρα holds for 0 < ρ ≤ 1, we have the inequal-
ity

ρp−2q−rφ(ρ) q+r
s󸀠 ≤ ρα(p/2−q−r/2)φ(ρ)(q+r)/s󸀠≤ cφ(ρ)p/2−q−r/2+(q+r)/s󸀠 ≤ cφ(ρ) p

2 (1−1/s) .

The last inequality follows since p
2 − q − r

2 + q+r
s󸀠 = p

2 − q
s + r(12 − 1

s ) ≥ p
2 − p

2s for any
q ≤ p/2 and s ≥ 2. Therefore, (3.13) is dominated by the sum of

c3φ(ρ) p
2 (1−1/s)

p∏
i=1

E[[[ ∫
A(ρ)li+ki+1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 D̃
li
vl,i D̃

ki
uk,i Ŵui𝛾(vl,i)𝛾(uk,i) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

ps

M̄(dvl,i, duk,i; dui)]]]
1/ps

.

Since li + ki ≤ p and since D̃uZu
𝛾(u)𝛾(u) = D̃uŴu

𝛾(u) a.s., the above is dominate by

c4φ(ρ) p
2 (1−1/s)(‖Zχρ‖∼p,0,ps)p .

We have thus shown the inequality (3.7) in the case k = 0.
Step 2 Next, consider the case k = 1. Note the commutation relation of δ̃ and D̃:

D̃δ̃(Zχρ) = δ̃(D̃Zχρ) + Zχρ .
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(The commutation relation is explained simply by using the chaos decomposition.
See [190] Proposition 4.1.4.) Then, we get

E[[∫U
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 D̃u δ̃(Zχρ)𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p M̂(du)]]≤ 2p {{{∫

U

E [󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨δ̃( D̃uZχρ𝛾(u) )󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p] M̂(du) + E[[∫U 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Zuχρ𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p M̂(du)]]}}} .

We can compute the integrand E[|δ̃( D̃uZχρ
𝛾(u) )|p] similarly as before. Then, the first term

on the right-hand side is dominated by the sums of the terms

cφ(ρ) p+1
2 (1−1/s)

p∏
i=1

E
[[[[ ∫
Sq+r×A(ρ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
D̃li
vl,i D̃

ki
uk,i ( D̃uZui

𝛾(ui)𝛾(u))𝛾(vl,i)𝛾(uk,i)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(p+1)s

×M̄(duI1 , ⋅ ⋅ ⋅ , duIq , duJ; du)]]]]
1/(p+1)s

≤ c󸀠φ(ρ) p+1
2 (1−1/s)(‖Zχρ‖∼p+1,0,(p+1)s)p .

The second term is dominated by φ(ρ)1/s󸀠 (‖Zχρ‖∼0,0,ps)p ≤ (φ(ρ)1/2−1/2s‖Zχρ‖∼0,0,ps)p.
Therefore, the inequality (3.7) holds in the case k = 1.
Step 3 Next, consider the case k = 2. Again, by the commutation relation, we
have

D̃u2 D̃u1 δ̃(Zχρ) = D̃u2 (D̃u1 (δ̃Zχρ)) = D̃u2 (δ̃(D̃u1Zχρ) + D̃u1Zu1χρ)= δ̃(D̃u2 D̃u1Zχρ) + D̃u1Zu2χρ + D̃u2 D̃u1Zu1χρ .

Therefore, the calculation is obtained as a combination of the above cases.
Repeating this argument, we get (3.7) for any k. The proof is complete.

Remark 3.3. The norms |F|k,0,p, ‖V‖∼k,0,p above on the Poisson space are not unique
candidates. We can also consider a BMO-type norm

|‖F|‖k,0,p = (|F|p0,0,p + 1
k

k∑
k󸀠=1

E[[[ ∫
A(1)k󸀠

󵄨󵄨󵄨󵄨󵄨D̃k󸀠
u F󵄨󵄨󵄨󵄨󵄨p M̂(du)]]])

1/p

,

which is more weak than |F|k,0,p. For a random field V = Vu, we can take

|‖V|‖∼k,0,p = ( ∫
A(1)

|‖Vu |‖pk,0,p𝛾(u)p M̂(du))1/p

.

Under these settings, we have another expression for Theorem 3.4.
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3.3.3 The Wiener–Poisson space

We set (Ω, F) to be the product measure space (i.e. Ω = Ω1 × Ω2, F = F1 ⊗ F2), and
denote ω = (ω1, ω2) ∈ Ω. We consider the product probabilitymeasure P = P1⊗P2 on(Ω, F). The completion of Fwith respect to P is denoted by F̄. Sub σ-fields F1⊗{∅, Ω2}
and {∅, Ω1} ⊗ F2 are identified with F1 and F2, respectively. The space (Ω, F, P) is
called theWiener–Poisson space. WewriteW(t)(ω) = W(t)(ω1) = ω1(t), N(dtdz)(ω) =
N(dtdz)(ω2 ) = ω2(dtdz).

We define K := K1 ⊕ K2. Then, K is a Hilbert space with the inner product(h1, h2) = (f1, f2)K1 + (g1, g2)K2

where hi = fi ⊕ gi ∈ K. We regard the operators Dt and D̃u as Dt ⊕ id and id ⊕ D̃u, re-
spectively. Notice that the operators ε±u are also extended to Ω by setting ε±u(ω1, ω2) =(ω1, ε±uω2). Let us introduce the operatorD(t,u) as

D(t,u) := Dt ⊕ D̃u : L2(Ω) → L2(Ω ; K) ;
for X = ∑k

i=1 X
(i)
1 X(i)2 ∈ P = P1 ⊗ P2 where X(i)1 ∈ L2(Ω1) and X(i)2 ∈ L2(Ω2), we have

D(t,u)X = ∑
i=k

(DtX(i)1 X(i)2 ⊕ X(i)1 D̃uX(i)2 )
if X(i)1 and X(i)2 are in the domain of D and of D̃, respectively. The operator D(t,u) is
a closed and unbounded operator.

For t = (t1, . . ., tk), u = (u1, . . ., uk), let
D(t,u) = D(tk ,uk) ⋅ ⋅ ⋅D(t2,u2)D(t1,u1) ,

where each component on the right-hand side is given by the above.
Let P = P1 ⊗ P2. The spaces P1,P2 identify with P1 ⊗ 1, 1 ⊗ P2, respectively. For

p ≥ 2,
Dk,l,p = P̄|⋅|k,l,p ,

where

|F|k,l,p := (|F|p0,l,p + k∑
k󸀠=1

l∑
l󸀠=0

E
[[[[ ∫
A(1)k󸀠

(∫
Tl󸀠

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Dl󸀠
t D̃k󸀠

u F𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2

dt)p/2

M̂(du)]]]])
1/p

.

The operatorD(t,u) is continuously extended to Dk,l,p. Let

D∞ = ∩∞k,l=0 ∩p≥2 Dk,l,p .

We regard the operators δ and δ̃ as δ ⊗ id and id ⊗ δ̃. We regard the spaces Dom (δ)
and Dom (δ̃) as Dom (δ) ⊗ L2(Ω2) and L2(Ω1) ⊗ Dom (δ̃), respectively. We define the
operator δ̄ by

δ̄ = δ ⊕ δ̃ .

Then, duality equalities (1.35) and (1.11) yield:
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Proposition 3.3. For Z = Ut ⊕ Vu ∈ L2(Ω ; K) such that V(t,0) = 0, suppose that Ut ∈
Dom (δ) and Vu ∈ Dom (δ̃). Then, for any H ∈ D1,1,2, we have

E[Hδ̄(Z)] = E [∫DtH Utdt + ∫ D̃uH Vu N̂(du)] . (3.14)

We introduce norms ‖ ‖k,l,p, ‖ ‖∼k,l,p. For Ut ∈ L2(Ω;K1), we define ‖U‖k,l,p to be
‖U‖k,l,p := (‖U‖p0,l,p + k∑

k󸀠=1

l∑
l󸀠=0

E
[[[[ ∫
A(1)k󸀠

( ∫
Tl󸀠+1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Dl󸀠
t D̃k󸀠

u Ut𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2

dt)p/2

M̂(du)]]]])
1/p

.

(3.15)
For Vu ∈ L2(Ω;K2) such that V(t,0) = 0, we define ‖V‖∼k,l,p to be

‖V‖∼0,l,p = l∑
l󸀠=0

E[[[ ∫
A(1)

[[∫
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Dl󸀠

t Vu𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2

dt]]
p
2

M̂(du)]]]
1/p

(3.16)

in case k = 0, and for k ≥ 1,

‖V‖∼k,l,p
= {{{{{‖V‖∼p0,0,p + k∑

k󸀠=1

l∑
l󸀠=0

E[[[ ∫
A(1)k󸀠×A(1)

[[∫
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Dl󸀠

t D̃k󸀠
u Vu𝛾(u)𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨2 dt]]

p
2

M̄(du; du)]]]
}}}}}

1/p

.

For Z = Ut ⊕ Vu, we define the norm ‖Z‖k,l,p to be‖Z‖k,l,p := (‖U‖2k,l,p + ‖V‖∼k,l,p2) 1
2 .

For n ≥ 0, p ≥ 2,

D∼ (1)k,l,p = {Ut ∈ L2(Ω;K1) ; ‖U‖k,l,p < +∞} ,

D∼ (2)k,l,p = {Vu ∈ L2(Ω;K2) ; V(t,0) = 0, ‖V‖∼k,l,p < +∞} ,

D∼k,l,p = D∼ (1)
k,l,p ⊕ D∼ (2)k,l,p ,

and
D∼∞ = ∩∞k,l=0 ∩p≥2 D∼k,l,p .

The next lemma verifies the continuity property of adjoint operators.

Lemma 3.4. Let k, l be nonnegative integers and let p ≥ 2 be an even number.
(i) Suppose that U = {Ut} ∈ D∼ (1)k.l,p. Then, there exists a positive constant c = c(k, l, p)

such that |δ(U)|k,l,p ≤ c‖U‖k,l+1,p . (3.17)
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(ii) Suppose that V = {Vu} ∈ D∼ (2)k.l,p. Then, there exists a positive constant c = c(k, l, p)
such that for any s ≥ 2 and 0 < ρ < 1, the inequality|δ̃(Vχρ)|k,l,p ≤ cφ(ρ) 12− 1

2s ‖Vχρ‖∼k+p,l,(k+p)s . (3.18)

Proof for (i). If Zt = GZ̃t, where G is F2-measurable and Z̃t is F1-measurable. Then
Meyer’s type inequality implies|δ(GZ̃)|p0,l−1,p ≤ cp‖GZ̃‖p0,l,p, a.s. ω2 (P2) . (3.19)

Taking the expectation with respect to P2, we obtain the same inequality for Z = GZ̃.
Observe that any {Zt} can be approximated by a sequence {Zn

t } which are written as
linear sums of GẐt mentioned above. Then the inequality holds for anyF-measurable
process Zt. Note that D̃ and δ are commutative. Repeating this argument to {D̃kZ}, we
can show that there exists a positive constant c such that|δ(Z)|k,l,p ≤ c‖Z‖k,l+1,p , (3.20)

holds.

Proof for (ii). In viewof Theorem3.4, the assertion for the case l ≥ 1 for each k remains
to be shown.
Step 1 First, suppose k = 0 and l = 1. SinceD and δ̃ are commutative, wehaveDtδ̃(Z) =
δ̃(DtZ). Therefore, we have

E[[[(∫
T

|Dtδ̃(Z)|2dt)p/2]]] = ∫ ⋅ ⋅ ⋅ ∫
Tp/2

E[δ̃(Dt1Z)2 ⋅ ⋅ ⋅ δ̃(Dtp/2Z)2]dt1 ⋅ ⋅ ⋅ dtp/2 . (3.21)

The integrand δ̃(Dt1Z)2 ⋅ ⋅ ⋅ δ̃(Dtp/2Z)2 can be written similarly as (3.9). Set DtŴu =
DtZu
𝛾(u) ∘ε−u . Then, E[δ̃(Dt1Z)2 ⋅ ⋅ ⋅ δ̃(Dtp/2Z)2] is dominated by sums of the following terms:

c1ρp−2q−r ∫
Sq+r

E[[
p/2∏
i=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 D̃
li
vl,i D̃

ki
uk,i Dti Ŵu2i−1𝛾(vl,i)𝛾(uk,i) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

× 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
D̃l󸀠i
v󸀠l,i

D̃k󸀠i
u󸀠
k,i
Dti Ŵu2i𝛾(v󸀠l,i)𝛾(u󸀠k,i)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨]]] M̂(duI1 ) ⋅ ⋅ ⋅ M̂(duIq )M̂(duJ) , (3.22)

where vl,i, v󸀠l,i ⊂ v and uk,i , u󸀠k,i ⊂ uJ. Integrate the above by dt1 ⋅ ⋅ ⋅ dtp/2 over Tp/2,
and use Fubini’s theorem and then the Schwarz inequality. Then, it is dominated by

c󸀠1ρ
p−2q−r ∫

Sq+r
E[[[

p/2∏
i=1

(∫
T

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 D̃
li
vl,i D̃

ki
uk,i Dti Ŵu2i−1𝛾(vl,i)𝛾(uk,i) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2

dti)1/2

×(∫
T

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
D̃l󸀠i
v󸀠l,i

D̃k󸀠i
u󸀠
k,i
Dti Ŵu2i𝛾(v󸀠l,i)𝛾(u󸀠k,i)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2

dti)1/2]]]]] M̂(duI1 ) ⋅ ⋅ ⋅ M̂(duIq )M̂(duJ)
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≤ c󸀠2φ(ρ)p/2(1−1/s) p/2∏
i=1

( ∫
Sq+r

E[[[(∫
T

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 D̃
li
vl,i D̃

ki
uk,i Dti Ŵu2i−1𝛾(vl,i)𝛾(uk,i) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2

dti) ps
2 ]]]

M̂(duI1 ) ⋅ ⋅ ⋅ M̂(duIq )M̂(duJ)) 1
ps

×( ∫
Sq+r

E
[[[[[(∫

T

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
D̃l󸀠i
v󸀠l,i

D̃k󸀠i
u󸀠
k,i
Dti Ŵu2i𝛾(v󸀠l,i)𝛾(u󸀠k,i)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2

dti)ps/2]]]]] M̂(duI1) ⋅ ⋅ ⋅ M̂(duIq )M̂(duJ))
1/ps

≤ c󸀠3(φ(ρ)1/2−1/2s‖Zχρ‖∼p,1,ps)p . (3.23)

Therefore, the inequality (3.18) holds for k = 0 and l = 1.
Step 2 Next, for the case k = 1, l = 1.Using Dt δ̃(Z) = δ̃(DtZ), D̃δ̃(Zχρ) = δ̃(D̃Zχρ)+Zχρ,
we can write

DtD̃δ̃(Zχρ) = Dt(δ̃(D̃Zχρ) + Zχρ) = δ̃(DtD̃Zχρ) + DtZχρ . (3.24)

Hence,

∫
T

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨DtD̃u δ̃(Zχρ)𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨2 dt ≤ 4(∫
T

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨δ̃(DtD̃uZuχρ𝛾(u) )󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨2 dt + ∫
T

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨DtZuχρ𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨2) .

In order to estimate the term

E[[[ ∫
A(ρ)

(∫
T

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨δ̃(DtD̃uZuχρ𝛾(u) )󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨2 dt)
p/2

M̂(du)]]] ,

we prepare the following.
We choose a permutation σ of {1, . . ., p} and fix it, and write (uσ (1), . . ., uσ(p)) by(u1, . . ., up), where ui ∈ A(ρ). We divide (u1, . . ., up) into 2 cosets, and denote it by(u1,1, u1,2, u2,1, u2,2, . . ., up/2,1, up/2,2). We put ∆(i)2 = (ui,1, ui,2), i = 1, . . ., p/2 and

∆2 = {∆(1)2 , . . ., ∆(p/2)2 } .
Let q2 denotes the number k such that uk,1 = uk,2 in ∆2. Furthermore, let J2 ={u1, . . ., up} \ ∪i{∆(i)2 ; ui,1 = ui,2}, and r2 = p−2q2, coincidingwith the cardinal of the
set J2.

Let

Sq2+r22 = {(u1, . . ., uq2+r2) ;
if ul = ukl ,il then uk,1 ̸= uk,2 for all k = kl, l = 1, . . . , q2 + r2} .

For the first term on the right-hand side of (3.24), we begin by estimating

∫
A(ρ)

(∫
T

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 δ̃(DtD̃u󸀠Zχρ)𝛾(u󸀠) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨2 dt)
p/2

M̂(du󸀠) , (3.25)
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where |δ̃(DtD̃u󸀠Zχρ)|2 = δ̃2(DtD̃u󸀠Zχρ) = ∫
∆(i)
2

(DtD̃u󸀠Zχρ )̂(u1,u2)M(du1; du2) .
Here, (DtD̃u󸀠Zχρ )̂(u1 ,u2) = (DtD̃u󸀠Zu1χρ ∘ ε−u1 )(DtD̃u󸀠Zu2χρ ∘ ε−u2 ) ,
and M(du1; du2) = Ñ(du1)Ñ(du2) on {(u1, u2); u1 ̸= u2} and M(du1; du2) = N(du1)
on {(u1, u2); u1 = u2}. Hence, (3.25) is equal to the sum of

∫
A(ρ)

Πp/2
i=1 (∫

T

∫
∆(i)
2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 (DtD̃u󸀠Zχρ )̂(u1,u2)𝛾(u󸀠)2 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨M(du1; du2)dt) M̂(du󸀠) (3.26)

with respect to the choice of ∆2. We shall calculate

E
[[[[ ∫
A(ρ)

(∫
T

∫
∆(i)
2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 (DtD̃u󸀠Zχρ )̂(u1,u2)𝛾(u󸀠)2 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨M(du1; du2)dt)p/2

M̂(du󸀠)]]]] . (3.27)

We write Ŵui = Zui ∘ε
−
ui

𝛾(ui) , i = 1, 2. Note that (3.27) can be written as

∫
∆(1)
2

E[[[(∫
T

∫
A(ρ)2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 (Dt1 D̃u󸀠Zχρ )̂(u(1)1 ,u(1)2 )𝛾(u󸀠)2 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨M(du(1)1 ; du(1)2 )dt1)⋅ ⋅ ⋅
⋅ ⋅ ⋅ (∫

T

∫
∆(p/2)
2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 (Dtp/2 D̃u󸀠Zχρ )̂(u(p/2)1 ,u(p/2)2 )𝛾(u󸀠)2 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨M(du(p/2)1 ; du(p/2)2 )dtp/2)]]]] M̂(du󸀠) .
Note that (3.10) holds. In view of (3.22), the above is bounded by

c1 ∫
Tp/2

∫
Sq2+r22 ×A(ρ)

E[[[
p/2∏
i=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
D̃li
vl,i D̃

ki
uk,i Dti D̃u󸀠Ŵu2i−1𝛾(vl,i)𝛾(uk,i)𝛾(u󸀠)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
D̃l󸀠i
v󸀠l,i

D̃k󸀠i
u󸀠
k,i
Dti D̃u󸀠 Ŵu2i𝛾(v󸀠l,i)𝛾(u󸀠k,i)𝛾(u󸀠)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨]]]
M̂(du1) ⋅ ⋅ ⋅ M̂(duq2+r2)M̂(du󸀠)dt1 ⋅ ⋅ ⋅dtp/2 , (3.28)

where vl,i, v󸀠l,i ⊂ Sq2+r22 \ J2 and uk,i, u󸀠k,i ⊂ J2.
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Calculating as above, (3.28) is dominated by

c󸀠1ρ
p2−2q2−r ∫

Sq2+r2×A(ρ)

E[p/2∏
i=1

(∫
T

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 D̃
li
vl,i D̃

ki
uk,i Dti D̃u󸀠 Ŵu2i−1𝛾(vl,i)𝛾(uk,i)𝛾(u󸀠) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2

dti) 1
2

×(∫
T

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
D̃l󸀠i
v󸀠l,i

D̃k󸀠i
u󸀠
k,i
Dti D̃u󸀠Ŵu2i𝛾(v󸀠l,i)𝛾(u󸀠k,i)𝛾(u󸀠)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2

dti)
1
2 ]M̄(du1 ⋅ ⋅ ⋅ duq2+r2; du󸀠) . (3.29)

We use Hölder’s inequality, and (3.29) is bounded by

c󸀠󸀠1φ(ρ) p
2 (1−

1
s )

p/2∏
i=1

(‖Zχρ‖∼21+p,1,ps) = c󸀠󸀠1 (φ(ρ) 12− 1
2s ‖Zχρ‖∼21+p,1,ps)p .

Summing up with respect to the permutations σ and divided by pC2, we have the
upper bound with respect to the first term.

For the second term, we see

E[[[ ∫
A(ρ)

(∫
T

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨DtZuχρ𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨2 dt)p/2

M̂(du)]]]≤ φ(ρ)1/s󸀠 (‖Zχρ‖∼0,1,ps)p ≤ (φ(ρ) 12 (1− 1
s )‖Zχρ‖∼1,1,ps)p

as above.
Step 3 Next, consider the case k = 0, l = 2.

Since Dt1Dt2 δ̃(Z) = δ̃(Dt1Dt2Z),
E[[[(∫

T2

󵄨󵄨󵄨󵄨󵄨Dt1Dt2 δ̃(Zχρ)󵄨󵄨󵄨󵄨󵄨2 dt1dt2)p/2]]]= ∫
T2

⋅ ⋅ ⋅ ∫
T2

E [δ̃2(Dt1Dt2Zχρ) ⋅ ⋅ ⋅ δ̃2(Dtp/2−1Dtp/2Zχρ)] dt1 ⋅ ⋅ ⋅ dtp . (3.30)

The integrand δ̃2(Dt1Dt2Zχρ) ⋅ ⋅ ⋅ δ̃2(Dtp/2−1Dtp/2Zχρ) can be written similarly as (3.9).
Then, similarly to the case k = 0, l = 1, (3.30) can be bounded from above by

c3ρp−2q−r ∫
Sq+r

E[[[
p/2∏
i=1

(∫
T2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 D̃
li
vl,i D̃

ki
uk,i Dti,1Dti,2Ŵu2i−1𝛾(vl,i)𝛾(uk,i) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2

dti,1dti,2)1/2

(∫
T2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
D̃l󸀠i
v󸀠l,i

D̃k󸀠i
u󸀠
k,i
Dt󸀠i,1Dt󸀠i,2Ŵu2i𝛾(v󸀠l,i)𝛾(u󸀠k,i)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2

dt󸀠i,1dt
󸀠
i,2)

1/2]]]]] M̂(duI1) ⋅ ⋅ ⋅ M̂(duIq )M̂(duJ)
≤ c󸀠3(φ(ρ)1/2−1/2s‖Zχρ‖∼p,2,ps)p .
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Therefore, we have the assertion for k = 0, l = 2.
Step 4 Next, consider the case k = 1, l = 2. By the commutation relation, we have

Dt2Dt1 D̃δ̃(Zχρ) = Dt2Dt1(δ̃(D̃Zχρ) + Zχρ) = δ̃(Dt2Dt1 D̃Zχρ) + Dt2Dt1Zχρ .

Hence, the calculation is similar to the above case.
Step 5 In general, Dl

tD̃k
uZχρ can be written as a sum of terms of the form

1. δ̃(Dl
tD̃k󸀠

u Zχρ) , k󸀠 ≤ k , and
2. Dl

tD̃k󸀠
u Zχρ , k󸀠 ≤ k

by using the commutation relation. Terms of the form (2) can be estimated directly by
the norm ‖Z‖k+p,l,(k+p)s. For the term of the form (1),

∫
Tl

󵄨󵄨󵄨󵄨󵄨δ̃(Dl
tD̃k󸀠

u Zχρ)󵄨󵄨󵄨󵄨󵄨2 dt1 ⋅ ⋅ ⋅ dtl
can be calculated as in Step 2, and taking the expectation in terms of δ̃, we have the
desired estimate. The proof is complete.

End of proof of Lemma 3.4.

From Lemma 3.4, we immediately have

Theorem 3.5. Let 0 < ρ < 1. For U = {Ut} ∈ D∼ (1)k.l,p, and V = {Vu} ∈ D∼(2)k.l,p, we set
Zρ = U ⊕ Vχρ. For any k, l ∈ N, and any even number p ≥ 2, there exists a positive
constant C = C(k, l, p) such that for any s ≥ 2,|δ̄(Zρ)|k,l,p ≤ C ( ‖U‖k,l+1,p + φ(ρ) 12− 1

2s ‖Vχρ‖∼k+p,l,(k+p)s) (3.31)

holds.

We denote by D󸀠k,l,p the analytic adjoint space of Dk,l,p. That is, the normed space of
continuous linear forms on Dk,l,p with the adjoint norm | ⋅ |󸀠k,l,p given by|Φ|󸀠k,l,p = sup

|G|k,l,p=1
|⟨Φ, G⟩| .

Here, ⟨⋅, ⋅⟩ denotes the paring representing the bounded liner functional ⟨Φ, ⋅⟩. We put

D󸀠∞,l,p = ∪∞k=0D󸀠k,l,p, D󸀠k,∞,p = ∪∞l=0D󸀠k,l,p, D󸀠∞ = ∪∞k,l=0 ∪p≥2 D󸀠k,l,p .

Spaces

D∼k,l,p
󸀠, D∼∞,l,p

󸀠 = ∪∞k=0D∼k,l,p󸀠, D∼k,∞,p
󸀠 = ∪∞l=0D∼k,l,p󸀠, D∼∞󸀠 = ∪∞k,l=0 ∪p≥2 D∼k,l,p

󸀠

are defined similarly.
We can regard F ∈ Dk,l,p as a linear continuous functional:

G 󳨃→ E[FG]
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whenever the right-hand side is finite. The norm of this linear continuous functional
induced by F is |F|󸀠k,l,p = sup

|G|k,l,p=1
|E[GF]| .

Here, E denotes the expectation with respect to P.
The following condition plays a crucial role in verifying that F has a smooth den-

sity.

Definition 3.2 (The condition (ND)). We say that a random variable F satisfies the con-
dition (ND) if for all p ≥ 1, k ≥ 0, there exists β ∈ ( α2 , 1] such that

sup
ρ∈(0,1)

sup
v∈Rd ,
|v|=1

sup
τ∈Ak(ρ)

E
[[[[
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨((v, Σv) + φ(ρ)−1 ∫

A(ρ)

|(v, D̃uF)|21{|D̃uF|≤ρβ}N̂(du))−1 ∘ ε+τ 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p]]]] < +∞ , (3.32)

where Σ is the Malliavin’s covariance matrix Σ = (Σi,j), where Σi,j = ∫T(DtFi , DtFj)dt.
The part ((v, Σv) + φ(ρ)−1 ∫A(ρ) ⋅ ⋅ ⋅ N̂(du)) is regarded as a Malliavin matrix on the
Wiener–Poisson space. We remark that we require the stability of the Malliavin ma-
trix under the secondary perturbation by ε+τ of the Malliavin matrix.

Intuitively, this condition implies that in each direction, at least one of the two
derivatives is non-degenerate in probability. The part (⋅ ⋅ ⋅ )−1 is what we can regard
as the inverse of the Malliavin matrix composed with diffusion and small jumps in
the Wiener–Poisson space. In the condition (ND) above, we require the finiteness of
it in the Lp-sense under additional outer perturbations by τ ∈ A(ρ)k of any order
k = 1, 2, . . .. The reader may remember the outer perturbation of the Markov chain
introduced in Section 2.2.2 by using the functions (φn).

The condition above will be used in the composition of F with distributions in
Section 3.5.

We finally remark that under the condition (ND), we can take an even number k0
such that 1

k0 < 2β
α − 1. We put

q0 = 1 − α
2β (1 + 1

k0
) > 0 . (3.33)

This quantity will play a crucial role in Sections 3.5, 3.6.

3.4 Relation with the Malliavin operator

On the Wiener space, there are two approaches which lead to the integration-by-parts
formula: one is using the (Malliavin–Shigekawa) derivative operator Dt and the other
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is usingMalliavin operators due to Stroock andMalliavin. One can proceed in an anal-
ogous way on the Poisson space by using the Malliavin operator. We remark that we
then require that the Lévy measure μ has a smooth density function: μ(dz) = g(z)dz.

Let R denote the set of all functions of form Φ = f(N(φ1), . . ., N(φn)), where f ∈
C2(Rn) is having derivatives of polynomial growth, and φi are test functions on U.

A linear operator L onR ⊂ ∩p<+∞Lp is called aMalliavin operator if it satisfies the
following:
(1)

E[ϕLψ] = E[ψLϕ], ϕ, ψ ∈ R .

(2) the bilinear operator defined by

Γ(ϕ, ψ) = L(ϕψ) − ϕLψ − ψLϕ

is nonnegative. (This operator is called a carré-du-champ operator.)
(3) For Φ = (ϕ1, . . ., ϕn) ∈ Rn and F ∈ C2(Rn),

L(F ∘ Φ) = n∑
i=1

∂
∂xi

F ∘ Φ ⋅ L(ϕi) + 1
2

n∑
i,j=1

∂2
∂xi∂xj

F(Φ)Γ(ϕi , ϕj) .
More precisely, L is given on the Poisson space for Φ = f(N(φ1), . . ., N(φn)) by

LΦ = 1
2

n∑
i=1

∂
∂xi

f(N(φ1), . . ., N(φn))N(ρ∆zφi + Dzρ ⋅ (Dzφi)T)
+ 1
2

n∑
i,j=1

∂2

∂xi∂xj
f(N(φ1), . . ., N(φn))N(ρDzφi ⋅ (Dzφj)T) (4.1)

(cf. [25] (9-2)). Here, Dz = ∂
∂z , ∆z denotes the Laplacian with respect to the z-variable,

ρ(z) is some function such that ρ(z) ∈ ∩p≥1Lp and Dzρ(z) ∈ ∩p≥1Lp, and N(ψ) =∫T ∫ψ(t, z)N(dtdz).
In this way, on the Poisson space, we can introduce the derivative operator D̄(t,z)

for Φ = f(N(φ1), . . ., N(φn)) by
D̄(t,z)Φ = n∑

i=1

∂f
∂xi

(N(φ1), . . ., N(φn)). ∂∂z φi(t, z) . (4.2)

One can then show that the operator Γ(ϕ, ψ), given by
Γ(ϕ, ψ) = ∫

T

∫ D̄(t,z)ϕ(D̄(t,z)ψ)Tρ(z)N(dtdz)
is a carré-du-champ operator (cf. [25] Section 12-3)). This setting will result in the
derivation of the integration-by-parts formula.

On the other hand, we also have the difference operator D̃u on the Poisson space
as introduced in Section 2.1.2 by

D̃uΦ = Φ ∘ ε+u − Φ . (4.3)
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By the mean value theorem,

D̃uΦ = n∑
i=1

1∫
0

∂f
∂xi

(N(φ1+θD̃uφ1), . . ., N(φn+θD̃uφn))dθ ⋅D̃uN(φi), u = (t, z) . (4.4)

This operator will also result in the derivation of an analogue of the integration-by-
parts formula (cf. [95] (3.4.16)).

We shall compare (4.2) and (4.4). The operators D̄ and D̃ are apparently similar.
However, D̃uf is estimated by the mean value of f(.), and the norm

∫ 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 D̃uΦ𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p M̂(du) = ∫ 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Φ ∘ ε+u − Φ𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p M̂(du) (4.5)

is taken with respect to the mean value of Φ ∘ ε+u and Φ, instead of the differential
value which is associated with the derivative operator D̄(t,z). Hence, consequences
in the analysis based on two approaches on the Poisson space (i.e. one is based on
D̄(t,z) and Γ above, the other is based on D̃u) may not strictly coincide with each other
in general. Especially regarding the case that the Lévy measure μ being singular (e.g.
μ = ∑∞

k=1 ckδ{ak}), theoperator D̄(t,z)maynot apply sincewecannot take thederivative
of μ(dz).

On the other hand, using the framework of (1)–(3) above, one can develop the
analysis of the transition semigroup in terms of the carré-du-champoperator. Namely,
by utilising the theory of nonlocal Dirichlet forms. One can show the existence of the
density for the transition semigroup. We will not treat this topic in this book. See, for
example, [37].

3.5 Composition on the Wiener–Poisson space
(I) – general theory

In this section, we make a composition T ∘ F of a Wiener–Poisson functional F with
a tempered distribution T. One motivation for doing it is to make asymptotic expan-
sions for functionals F = F(ϵ) defined on the Wiener–Poisson space, where F(ϵ) de-
pends on a small parameter ϵ.

The density function pF(x) of F can formally be defined by E[δx(F)] = ⟨δx(F), 1⟩,
where Dirac’s delta function δx is an element of the tempered distributions S󸀠.

To this end, we construct, in Section 3.5.1, a series of spaces S2m in S󸀠 which ex-
haust S󸀠, that is, ∪m≥1S−2m = S󸀠. We remark that S2m is a weighted Sobolev space,
for which the degree of the smoothness and that of decrease at infinity are symmetric
with respect to the weight. In Section 3.5.2, we provide a sufficient condition so that
the non-degeneracy condition (ND) holds in terms of the kernels.
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3.5.1 Composition with an element in S󸀠

We denote by S the space of rapidly decreasing C∞-functions defined on Rd after
L. Schwartz. For φ ∈ S, we introduce a new norm, that is,

‖φ‖2m = (∫ ∑
i+j≤m

{󵄨󵄨󵄨󵄨󵄨(1 − ∆)j(1 + |y|2)iφ󵄨󵄨󵄨󵄨󵄨2} dy) 1
2

(5.1)

form = 1, 2, . . . We letS2m be the completionofSwith respect to this norm.We remark
S ⊂ S2m, m = 1, 2, . . .

We introduce the dual norm ‖ψ‖−2m of ‖φ‖2m by‖ψ‖−2m = sup
φ∈S2m ,‖φ‖2m=1

|(φ, ψ)| , (5.2)

where (φ, ψ) = ∫φ(x)ψ̄(x)dx. We denote by S−2m the completion of S with respect to
the norm ‖ψ‖−2m . Furthermore,

S∞ = ∩m≥1S2m, S−∞ = ∪m≥1S−2m .

We denote by S󸀠 the space of tempered distributions (the dual space of S). We cite
the following representation theorem.

Proposition 3.4 ([163] Theorem 2.14). For each Φ ∈ S󸀠, there exist k,m ∈ N and(fα), fα ∈ L2(Rd) such that

Φ = (1 + |x|2)k ∑
|α|≤m

Dαfα(x) .
Using this result, we can prove the following:

Proposition 3.5. We have
S = S∞, S󸀠 = S−∞ .

Proof. For the second statement, we prove S󸀠 ⊂ S−∞ since S−2m ⊂ S󸀠 for each m =
1, 2, . . .

Let |φ|2m be the norm defined on S by

|φ|2m = (∑
i≤m

∫ 󵄨󵄨󵄨󵄨󵄨(1 − ∆)iφ(y)󵄨󵄨󵄨󵄨󵄨2 dy)1/2

. (5.3)

This norm is equivalent, by the Plancharel equality, to the norm |φ|∼2m given by

|φ|∼2m = (∑
i≤m

∫(1 + |v|2)i 󵄨󵄨󵄨󵄨φ̂(y)󵄨󵄨󵄨󵄨2 dy)1/2

. (5.4)

We denote by H2m the completion of S by this norm. Let H−2m be the dual space
of H2m with the dual norm |φ|∼−2m. Since |φ|∼2m ≤ ‖φ‖2m, we have S2m ⊂ H2m for m =
1, 2, . . . This implies H−2m ⊂ S−2m.
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Let Φ be any element of S󸀠. By the proposition above (Proposition 3.4), Φ can be
decomposed as

Φ = (1 + |x|2)kΦ󸀠 (5.5)

for some k,m ∈ N andΦ󸀠 ∈ H−2m. We may assume k < m by choosing a large m. Take
any φ ∈ S2m, then (1 + |x|2)kφ ∈ H2(m−k).

Since ⟨(1 + |x|2)kΦ󸀠 , φ⟩ = ⟨Φ󸀠, (1 + |x|2)kφ⟩, we have‖(1 + |x|2)kΦ󸀠‖−2m ≤ |Φ󸀠|−2(m−k) sup
‖φ‖2m=1

|(1 + |x|2)kφ|2(m−k)≤ C|Φ󸀠|−2(m−k) < +∞ .

Hence, Φ = (1 + |x|2)kΦ󸀠 ∈ S−2(m−k). This proves the assertion.
The first statement follows directly from the definition of S.

Remark 3.4. Watanabe [216] used the norm‖|φ|‖2m = |(1 + |x|2 − ∆)mφ|∞ (5.6)

instead of ‖.‖2m in the analysis on the Wiener space. We can show further that S󸀠 can
be decomposed into the sum of subspaces characterised by this norm as

S󸀠 = ∪m≥1C̃−2m .

Here,

C̃−2m = {g ∈ S󸀠;A−mg ∈ Ĉ , there exists gn ∈ S

such that |A−mgn − A−mg|∞ → 0(n → +∞)} ,
where Ĉ is a space of continuous functions decreasing to 0 at infinity, and A = (1 +|x|2−∆). This gives one way to define the composition of aWiener–Poisson functional
with an element in S󸀠 (cf. [223]).

Here, on the other hand, we use the Fourier transform on the Wiener–Poisson
space based on the L2 theory to define the composition. Thus, we use the (weighted)
Sobolev norm as above.

We define the Fourier transform of φ ∈ S by

φ̂(v) = Fφ(x) = ( 1
2π )d ∫ e−i(v,y)φ(y)dy .

The Fourier transform for ψ ∈ S󸀠 is properly defined. It is well known that

FS = S, FS󸀠 = S󸀠 .

If a characteristic function ϕ(v) = E[ei(v,F)] of a random variable F is smooth and
of polynomial decay (rapidly decreasing) at infinity, then it belongs to S, and hence
the density function pF(x) = Fϕ(x) of F exists and belongs to S.
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In what follows, we put
ψG(v) = E[ei(v,F)G] (5.7)

for G ∈ D∞. We also write ev(x) = ei(v,x) in what follows.
We recall the condition (ND) for a Wiener–Poisson functional F given in Sec-

tion 3.3.3 (Definition 3.2).

Proposition 3.6. Let F ∈ D∞ and assume the condition (ND). Then, for any n ∈ N, there
exist k, l ∈ N, p ≥ 2 and C = Ck,l,p > 0 such that|E[Gev(F)]| ≤ C(1 + |v|2)− 1

2 nq0 |G|k,l,p|F|nk,l,p sup
|v|>1

|QF(v)−1|nk,l,p (5.8)

for |v| ≥ 1. Here, we put Bv = A(|v|− 1
β ),

QF(v) = (v󸀠,∑ v󸀠) + 1|v|2φ(|v|− 1
β ) ∫Bv

󵄨󵄨󵄨󵄨󵄨󵄨ei(v,D̃uF) − 1󵄨󵄨󵄨󵄨󵄨󵄨2 N̂(du) ,
and ∑ = (∫T(DtF)i(DtF)jdt), where q0 > 0 is what appeared in (3.33).

Remark 3.5. Under the condition (ND), sup|v|>1 supu∈Bk
v
E[|QF(v)−1 ∘ ε+u|p] is finite for

all p ≥ 1, k = 0, 1, 2, . . . since there exists 0 < c < 1 such that∫
Bv

|ei(v,D̃uF) − 1|2N̂(du) ≥ c ∫
Bv

|(v, D̃uF)|21{|D̃uF|≤ 1
|v| }

N̂(du)
for |v| > 1.

Proof. Let

ZF(v) = ZF
t (v) = −i (v, DtF)|v|2QF(v) ,

Z̃F(v) = Z̃F
u(v) = (e−i(v,D̃uF) − 1). 1Bv (u)|v|2φ(|v|− 1

β )QF(v)
where Bv = A(|v|− 1

β ).
We set ZF(v) = ZF(v) ⊕ Z̃F(v). Since

ev(F) = ((ZF(v)Dt ⊕ Z̃F(v)D̃u), ev(F))L2(T)⊕L2(N̂) ,
we have

E[Gev(F)] = E[ev(F){δ(ZF (v)G) + δ̃(Z̃F(v)G)}] .
Hence,

E[ev(F)G] = E[ev(F)δ̄(ZF δ̄(ZF ⋅ ⋅ ⋅ δ̄(ZF δ̄(GZF)) ⋅ ⋅ ⋅ ))] .
Here,

δ̄(ZF(v)) = δ(ZF(v)) + δ̃(Z̃F(v)) .

 EBSCOhost - printed on 2/10/2023 4:50 PM via . All use subject to https://www.ebsco.com/terms-of-use



150 | Analysis of Wiener–Poisson functionals

Here, we use the following:

Lemma 3.5. Under the condition (ND), for any k, l ∈ N, p ≥ 2, there exists C > 0 such
that|δ(ZF(v)G)|k,l,p ≤ C|v| |F|k,l+2,3p sup|v|>1

|QF(v)−1|k,l+1,3p|G|k,l+1,3p ,
|δ̃(Z̃F(v)G)|k,l,p ≤ C|v|φ (|v|− 1

β )− 1
2 (1+

1
k0
) |F|k󸀠 ,l,p󸀠 sup

|v|>1
|QF(v)−1|k󸀠 ,l,p󸀠|G|k󸀠 ,l,p󸀠 . (5.9)

Here k󸀠 = k + p + 1, p󸀠 = 3(k + p)k0.
Proof of Lemma 3.5
The first inequality follows from the extended Meyer’s type inequality (Lemma 3.4),
and from Hölder’s inequality:|XYZ|k,l+1,p ≤ c|X|k,l+1,3p|Y|k,l+1,3p|Z|k,l+1,3p .

For the second inequality, we use Lemma 3.4 (2) in Section 3.3 as Vχρ = Z̃F(v)G =
Z̃F(v)G1{|u|≤|v|−1/β}. Then, we have

|δ̃(Z̃F(v)G)|k,l,p ≤ cφ (|v|− 1
β ) 1

2−
1
2s ‖Z̃F(v)G‖∼k+p,l,(k+p)k0 .

Here, we use a Hölder’s inequality‖Z̃F(v)G‖∼k+p,l,(k+p)k0 ≤ C|v|2φ(|v|− 1
β ) ‖F̃u(v)‖∼k+p,l,p󸀠|QF(v)−1|k󸀠 ,l,p󸀠|G|k󸀠 ,l,p󸀠 ,

where F̃u(v) = (ei(v,D̃uF) − 1)1Bv(u).
We use the mean value theorem

D̃u󸀠ψ(G) = (D̃u󸀠G) 1∫
0

∂ψ(G + θD̃u󸀠G)dθ
for G = (v, D̃uF) and ψ(x) = eix − 1. Furthermore, we parametrise u = |v|−1/β ũ for
sufficiently large |v|. As |u| ≤ |v|−1/β with α

2 < β ≤ 1, we have |v|−1/β ≤ |v|−1, and∫
Bv(u)

|D̃u󸀠(ei(v,D̃uF) − 1)|2N̂(du)
= ∫

Bv(u)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨|v| ( v|v| , D̃u󸀠 D̃uF) 1∫
0

∂ψ(D̃uF + θD̃u󸀠 (v, D̃uF))dθ󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2

N̂(du)
≤ |v|2 ⋅ |v|−1 ∫

|ũ|≤1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨( v|v| , D̃u󸀠 D̃uF)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨2 N̂(dũ) .
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Hence, ‖F̃u(v)‖∼k+p,l,p󸀠 ≤ c|v||F|k+p+1,l,p󸀠. Combining this with the above, we have the
assertion for the second inequality.

The above inequalities can be regarded as Poincaré inequalities in the Wiener and
Poisson spaces.

Due to this lemma, we can show |δ̄(GZF)|k,l,p≤ C 1|v| (1 + φ (|v|− 1
β )− 1

2 (1+
1
k0
))|F|k󸀠 ,l󸀠,p󸀠 × |QF(v)−1|k󸀠 ,l󸀠,p󸀠 |G|k󸀠 ,l󸀠p󸀠 .

Observe
1|v| + 1|v|φ (|v|− 1

β )− 1
2 (1+

1
k0
) ≤ C|v|−q0 .

Combining these inequalities, and using this estimate repeatedly, we have the
conclusion of Proposition 3.6.

Remark 3.6. If we restrict the range of u ∈ A(1)k to u ∈ A(ρ(v))k , where ρ(v) is a
function of v in the form of a negative power of |v|, in the norms |.|k,l,p and ‖.‖∼k,l,p, we
can relate ρ(v) to the decay order of |v| in the right hand side of (5.8) in place of |v|−q0 .
Confer with [77] Lemma 4.4.

We have the following proposition (cf. [130] Lemma 2.14]):

Proposition 3.7. Let F ∈ D∞ satisfy the (ND) condition. For anym, there exist k, l, p > 2
and Cm > 0 such that

|φ ∘ F|󸀠k,l,p ≤ Cm (∑
β≤m

|(1 + |F|2)β|k,l,p)‖φ‖−2m (5.10)

for φ ∈ S.

Proof. We have

E [φ(F)G] = E [∫ ei(v,F)φ̂(v)dv ⋅ G]= ∫ φ̂(v)E [ei(v,F) ⋅ G] dv = ∫ φ̂(v)ψG(v)dv .
Step 1 We assert ψG ∈ S∞. Indeed, we observe

(1 − ∆)βψG(v) = E[[G(1 + d∑
j=1

(Fj)2)βei(v,F)]] .
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Here, by Proposition 3.6, for each n, there exist k, l, p so that the right-hand side is
dominated by

C
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(1 + d∑

j=1
(Fj)2)β󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨k,l,p/2 |G|k,l,p/2 (1 + |v|2)−nq0/2

≤ C
󵄨󵄨󵄨󵄨󵄨󵄨󵄨(1 + |F|2)β󵄨󵄨󵄨󵄨󵄨󵄨󵄨k,l,p |G|k,l,p (1 + |v|2)−nq0/2 .

Here, q0 ∈ (0, 1) is chosen independent of n in (3.33).
Hence, |(1 + |v|2)nq0/2(1 − ∆)βψG(v)| ≤ C|(1 + |F|2)β|k,l,p|G|k,l,p .

We move n ≤ 2m/q0, then by (5.1), we observe‖ψG‖2m ≤ Cm( ∑
β≤m

|(1 + |F|2)β|k,l,p)|G|k,l,p, m = 1, 2, . . .

with some k = km, l = lm, p = pm . This implies ψG ∈ S∞.
Step 2 The assertion (5.10) holds.

We observe |φ ∘ F|󸀠k,l,p = sup
|G|k,l,p=1

|E[φ ∘ FG]|
≤ sup
|G|k,l,p=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨∫ψG(v)φ̂(v)dv󵄨󵄨󵄨󵄨󵄨󵄨󵄨≤ sup
|G|k,l,p=1

‖ψG‖2m‖φ̂‖−2m≤ Cm( ∑
β≤m

|(1 + |F|2)β|k,l,p)‖φ‖−2m .

Hence, we have (5.10).

The above formula implies that for Φ ∈ S−2m and F ∈ D∞, we can define the composi-
tion Φ ∘ F as an element of D󸀠∞. Since ∪m≥1S−2m = S󸀠, we can define the composition
Φ ∘ F for Φ ∈ S󸀠 and F ∈ D∞.

Definition 3.3. Suppose that F satisfies (ND). For a distribution T ∈ S󸀠, the composite
T ∘ F is the linear functional on D∞ which is defined by⟨T ∘ F , G⟩ = S󸀠⟨FT , E[Gei⋅F]⟩S, G ∈ D∞ .

Due to the proof in Proposition 3.6, we have the following result for ψG(v):
Proposition 3.8. Let F ∈ D∞ satisfy the condition (ND), and let G ∈ D∞. For any n ∈ N,
there exist k, l ∈ N, p > 2 and C > 0 such that|ψG(v)| ≤ C(1 + |v|2)− q0

2 n|F|nk,l,p|G|k,l,p, |v| ≥ 1 . (5.11)

Choose G = 1. As stated in the introduction to Section 2.1, the above proposition im-
plies that F has a smooth density pF(y).
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3.5.2 Sufficient condition for the composition

Let F be a Wiener–Poisson variable.
Condition (R) We say F satisfies the condition (R) if for any positive integer k =

0, 1, 2, . . . and p > 1, the derivatives satisfy

sup
t∈T,u∈A(1)k

E[[
m∑
i=1

sup
|z|≤1

|∂zi D̃t,zF ∘ ε+u|p + m∑
i,j=1

sup
|z|≤1

|∂zi ∂zj D̃t,zF ∘ ε+u|p]] < +∞ .

We recall φ(ρ) = ∫|z|<ρ |z|2μ(dz), and assume that the Lévy measure satisfies the
order condition in (3.4). Let B be the infinitesimal covariance, that is, a non-negative
symmetric matrix which satisfies(v, Bv) ≤ (v, Bρv), v ∈ Rm \ {0} for 0 < ρ < ρ0 ,

for some ρ0 > 0. Here Bρ is a matrix

Bρ = 1
φ(ρ) ∫

|z|≤ρ

zzT μ(dz) .
We remark that such a matrix B exists (eventually one may take B ≡ 0). However we
do not knowwe can choose B > 0 (positive definite) even if Bρ > 0 for each0 < ρ < ρ0.
One sufficient condition for this is due to Picard–Savona [185]: there exist 0 < α < 2
and c, C > 0 such that

cρα|u|2 ≤ ∫
|z|≤ρ

(u, z)2μ(dz) ≤ Cρα|u|2
holds for any u ∈ Rm and 0 < ρ < 1. Indeed, if we choose u = ej, j = 1, . . .,m (unit
vectors), then

mcρα ≤ ∫
|z|≤ρ

|z|2μ(dz) ≤ mCρα .

Hence (u, Bρu) = 1
φ(ρ) ∫

|z|≤ρ

(u, z)2μ(dz) ≥ cρα|u|2
mCρα ≥ c󸀠|u|2

for some c󸀠 > 0.
Even if it exists positive, the choice of Bmay not be unique. In this casewe choose

one and fix it.
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We now require sufficient conditions for the condition (ND). To this end, we intro-
duce

R = ∫
T

DtF(DtF)Tdt = ΣF .

K̃ = ∫
T

(∂D̃t,0F)B(∂D̃t,0F)Tdt .
K̃ρ = ∫

T

∂D̃t,0FBρ(∂D̃t,0F)Tdt, ρ > 0 .

Here, ∂D̃t,0F = ∂zD̃t,zF|z=0.
Furthermore,

Q(v) = (v󸀠, (R + K̃)v󸀠) ,
Qρ(v) = (v󸀠, (R + K̃ρ)v󸀠) ,

where v󸀠 = v
|v| , v ∈ Rd, ρ > 0.

Definition 3.4.
(1) We say F satisfies the (ND2) condition if R + K̃ is invertible and if for any integer k

and p > 1 such that

sup
v∈Rd ,|v|=1,u∈A(1)k

E[(v, (R + K̃) ∘ ε+uv)−p] < +∞ .

(2) We say F satisfies the (ND3) condition if R + K̃ is invertible and if for any integer k
and any p > 1, there exists ρ0 > 0 such that

sup
0<ρ<ρ0

sup
v∈Rd ,|v|=1,u∈A(1)k

E[|(v, (R + K̃ρ) ∘ ε+uv)−p |] < +∞ .

Lemma 3.6. Assume F satisfies the condition (R). Then, we have the following.
(i) The condition (ND2) implies the condition (ND3).
(ii) The condition (ND3) implies the condition (ND).

Proof. (i) Indeed,(v, (R + K̃ρ)v)
= (v,(∫

T

{{{{{DtFDtFT + (∂D̃t,0F) 1
φ(ρ) ∫

|z|≤ρ

zzTμ(dz)(∂D̃t,0F)T}}}}} dt) v)
≥ c(v,(∫

T

{DtFDtFT + (∂D̃t,0F)B(∂D̃t,0F)T} dt) v)
≥ C󸀠(v, (R + K̃)v)

for 0 < ρ < ρ0, for some C󸀠 > 0.
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(ii) Let

T(v, ρ) = Tρ(v) = (v󸀠 , Rv󸀠) + 1
φ(ρ) ∫

A(ρ)

(v󸀠, D̃uF)21{|D̃uF|≤ρβ}N̂(du)
where v󸀠 = v/|v|.

We shall prove that there exists C > 0 such that for some δ󸀠0 > 0,

sup
0<ρ<δ󸀠0

E [󵄨󵄨󵄨󵄨󵄨Tρ(v)−1 ∘ ε+u󵄨󵄨󵄨󵄨󵄨p] ≤ C sup
0<ρ<δ󸀠0

E [󵄨󵄨󵄨󵄨󵄨Qρ(v)−1 ∘ ε+u󵄨󵄨󵄨󵄨󵄨p] (5.12)

holds for all u.
If (5.12) is verified, it implies the condition (ND). Indeed, if the condition (ND3)

holds, then there exists ρ0 = δ󸀠0 > 0 such that the right-hand side of (5.12) is finite.
Therefore, (left-hand side of (5.12)) < +∞. Hence, we have the condition (ND).

We fix v and write Tρ , Qρ for Tρ(v), Qρ(v), respectively. Take δ0 > 0. We introduce
a random variable τ = τ(v, u) for v ∈ Sd−1 and |u| ≤ 1 by

τ = inf {ρ ∈ (0, δ0) ; |Tρ ∘ ε+u − Qρ ∘ ε+u| ≥ 1
2Qρ ∘ ε+u} .

We write τ = δ0 if {. . .} = ∅.
We have

Tτ∧ρ ∘ ε+u ≥ 1
2Qρ ∘ ε+u .

Since ρ 󳨃→ φ(ρ)Tρ is continuous and nondecreasing, we have

Tρ ∘ ε+u ≥ φ(τ ∧ ρ)
φ(ρ) Tτ∧ρ ∘ ε+u .

Hence,
Tρ ∘ ε+u ≥ 1

2
φ(τ ∧ ρ)
φ(ρ) Qρ∧τ ∘ ε+ua.s .

By the Schwarz inequality, we have

(E [T−pρ ∘ ε+u]) 1
p ≤ 2 (E [Q−2p

ρ∧τ ∘ ε+u]) 1
2p ⋅ (E [( φ(ρ)

φ(τ ∧ ρ))2p]) 1
2p

.

We claim

sup
|v|=1

sup
|u|∈A(ρ)k

(E [( φ(ρ)
φ(τ ∧ ρ))2p]) 1

2p < +∞ , k = 1, 2, . . . . (5.13)

If this is verified, then we have the assertion (5.12).
To show (5.13), it is sufficient to show that for any p > 1, there exists a positive

constant cp > 1 such that for all v and u,

P(τ ≤ ρ) ≤ cpρ4p , 0 < ρ < δ0 .

 EBSCOhost - printed on 2/10/2023 4:50 PM via . All use subject to https://www.ebsco.com/terms-of-use



156 | Analysis of Wiener–Poisson functionals

On the set
E(ρ) = { sup

|(t,z)|<ρ
|D̃(t,z)F| < ρβ} ,

we have

|Tρ∧τ ∘ ε+u − Qρ∧τ ∘ ε+u|≤ 1
φ(ρ ∧ τ) ∫

A(ρ∧τ)

󵄨󵄨󵄨󵄨󵄨(v, D̃t,zF)2 ∘ ε+u − (v, ∂D̃t,0F.z)2 ∘ ε+u󵄨󵄨󵄨󵄨󵄨 N̂(du), u = (t, z) .
Due to the condition (R), the integrand is dominated by the term|z|3Φ(t, z, u) ,
where Φ(t, z, u) is a nonnegative random variable satisfying

sup
t∈T

sup
|u|≤1

E [ sup
|z|≤δ0

Φ(t, z, u)4p] < +∞
for any p > 1.

We put
Ψ = |Tρ∧τ ∘ ε+u − Qρ∧τ ∘ ε+u| .

Then, the above implies that for any p > 1, there exists c1 > 0

E [Ψ4p . 1E(ρ)] ≤ c1ρ4pT4p (5.14)

if ρ < δ0 for any v and u.
Then, combining the condition (ND3) and (5.14), we have

E [( Ψ
Qρ∧τ ∘ ε+u)4p] ≤ c2ρ4p

for ρ < δ0 for all u and v. Hence, by Chebyschev’s inequality,

P (E(ρ) ∩ (Ψ ≥ 1
2
Qρ∧τ ∘ ε+u)) ≤ c3ρ4p , ρ < δ0 .

On the other hand,

E(ρ)c = { sup
|(t,z)|<ρ

󵄨󵄨󵄨󵄨󵄨D̃(t,z)F󵄨󵄨󵄨󵄨󵄨 ≥ ρβ} .

Then, again by Chebyschev’s inequality,

P(E(ρ)c) ≤ E[[(sup|(t,z)|<ρ |D̃uF|
ρβ

)2p󸀠]] ≤ c4ρ2(1−β)p
󸀠 ≤ c4ρ4p , ρ < δ1
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for some δ1 > 0 which are sufficiently small, where p󸀠 = 2p
1−β . Here, we again used the

condition (R). These imply P(τ ≤ ρ) ≤ (c3 + c4)ρ4p for ρ < δ󸀠0 = δ0 ∧ δ1.
We put m(x) = P(τ ≤ x). Then m(x) ≤ Cx4p. By the order condition we have

φ(ρ) ≥ cρα. Hence

E [( 1
φ(ρ ∧ τ))2p 1τ≤ρ] = ρ∫

0

( 1
φ(x) )2pm(dx)

≤ ρ∫
0

C1 (1x )2αp m(dx) ≤ C2(ρ) .
This implies

E [( φ(ρ)
φ(ρ ∧ τ))2p]1/2

≤ P(τ ≥ ρ) + φ(ρ)pE [( 1
φ(ρ ∧ τ))2p 1τ≤ρ]1/2 < +∞, 0 < ρ < 1 .

Hence, we have the assertion (5.13).

Proposition 3.9. We assume the conditions (R) and (ND2).
(1) For each n, there exist C > 0 and k, l, p such that|E[Gev(F)]| ≤ C(1 + |v|2)− 1

2 nq0 |G|k,l,p|F|nk,l,p sup
|v|>1

|{QF(v)}−1|k,l,p, |v| ≥ 1 .

Here,
QF(v) = (v󸀠 , ΣFv󸀠) + 1|v|2φ(|v|− 1

β ) ∫Bv

|ei(v,D̃uF) − 1|2N̂(du) .
(2)

sup
|v|>1

|{QF(v)}−1|k,l,p < +∞
for each k, l, p.

Proof. By Lemma 3.6, the condition (ND) holds. Then, the remaining part of the proof
for (1) is the same as that of Proposition 3.6.

Next, we show the finiteness of |QF(v)−1|k,l,p. Indeed, under the condition (ND),
sup|v|>1 supu∈Bk

v
E[|QF(v)−1 ∘ ε+u|p] is finite for all p ≥ 1, k, l = 0, 1, 2, . . . since there

exists 0 < c < 1 such that∫
Bv

󵄨󵄨󵄨󵄨󵄨󵄨ei(v,D̃uF) − 1󵄨󵄨󵄨󵄨󵄨󵄨2 N̂(du) ≥ c ∫
Bv

|(v, D̃uF)|21{|D̃uF|≤ 1
|v| }

N̂(du)
for |v| > 1. This proves the assertion of Proposition 3.9.
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3.6 Smoothness of the density for Itô processes

In this section, we choose F to be Xt, where t 󳨃→ Xt denotes an Itô process from Sec-
tion 1.3. We seek conditions that induce the condition (ND) for F. Normally, the exis-
tence of big jumps of the driving process for Xt will disturb the condition (ND) to hold.
To this end, we decompose the trajectory of Xt into parts with small jumps and parts
having big jumps. The reader will find a technique based on the same idea which is
used in Section 2.2. The case for canonical SDEs will be treated in Section 4.1.1 below.

In this and the next sections, we assume that supp μ is compact in Rm and that
T < +∞.

3.6.1 Preliminaries

To this end, we divide the jumps of the driving Lévy process into “big” and “small”
parts. We consider the process X󸀠t which is given as a solution to an SDE driven only by
small jumps. We put F󸀠 = X󸀠t, and show that the condition (NDB) (see below) implies
the condition (ND) for F󸀠.

We also show the existence of smooth density for F = Xt under such conditions.
For the proof, we use an analogue of the integration by parts formula.

We recall an Itô process Xt given in Section 1.3 by the SDE

Xt = x + t∫
0

b(Xr)dr + t∫
0

σ(Xr)dW(r) + t∫
0

∫ g(Xr−, z)Ñ(drdz) .
Here, the coefficients b, σ and g are infinitely times continuously differentiable with
respect to x and z, and are assumed to satisfy the conditions in Section 1.3. Further-
more, in this section, all derivatives of b, σ, g of all orders (≥ 1) are assumed to be
bounded. Especially, the function g is assumed to satisfy|∇α

x g(x, z)| ≤ Lα(z)
for some positive functions Lα(z) such that limz→0 Lα(z) = 0, and that ∫ Lα(z)pμ(dz) <+∞ for all p ≥ 2 and all multi-indices α.

Under these conditions, the SDE above has a unique solution under any initial
condition x.

The flow condition means

inf
x,z∈supp μ

|det(I + ∇g(x, z))| > C > 0 .

A sufficient condition for the flow condition is
Condition (D):

sup
x,z∈supp μ

|∇g(x, z)| ≤ c (6.1)

for some 0 < c < 1.
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This condition corresponds to the condition (A.2) in Section 1.3 with g replacing 𝛾.
The condition (D) implies that the map x 󳨃→ x + g(x, z) is a diffeomorphism for all z,
and this, in turn, results in that t 󳨃→ (x 󳨃→ Xt(x)) is a flow of diffeomorphisms a.s.
(cf. [192] Theorem V.10.65). Here, Xt(x) signifies that the process Xt starts from x at
t = 0.

The Lévy measure μ is said to have a weak drift if the limit limϵ→0 ∫ϵ<|z|<1 ziμ(dz)
exists, i = 1, . . .,m. We assume μ has a weak drift.

We first show that F󸀠, composed only of small jumps, satisfies the condition (ND)
under a positivity condition (NDB) (Theorem 3.6 below). We have shown in Proposi-
tion 3.8 above that, under the condition (ND), for any G ∈ D∞ and any n ∈ N, there
exists C > 0 such that |E[Gev(F󸀠)]| ≤ C(1 + |v|2)− 1

2 nq0 (6.2)

for all |v| ≥ 1, where q0 > 0 is what appeared in Proposition 3.8.
For a general F, we recover it from F󸀠 by adding big jumps as finite perturbations.

We state that the estimate (6.2) is valid for general F in Proposition 3.12 below.
To show these assertions, we choose and fix a small δ0 > 0 so that (6.1) holds for|z| < δ0. That is,

sup
x,|z|≤δ0

|∇g(x, z)| ≤ c .

Constants involved in the calculation below will not be uniform in δ0, however this
does not cause difficulty since we do not tend to δ0 → 0. Quite often, it will be conve-
nient to take δ0 = 1. We decompose the Lévy measure μ into the sum μ󸀠 + μ󸀠󸀠, where

μ󸀠(dz) = 1(0,δ0](|z|)μ(dz) ,
μ󸀠󸀠(dz) = 1(δ0 ,+∞)(|z|)μ(dz) .

Accordingly, we decompose N(dtdz) as N󸀠(dtdz) + N󸀠󸀠(dtdz).
Wedecompose theprobability space (Ω, F, P)as follows:Ω = Ω󸀠×Ω󸀠󸀠,F = F󸀠×F󸀠󸀠,

P = P󸀠 × P󸀠󸀠. Here, Ω = Ω2, F = F2 and P = P2.
Let z󸀠󸀠t be a Lévy process given by N󸀠󸀠(dtdz) defined on (Ω󸀠󸀠, F󸀠󸀠, P󸀠󸀠).
We denote by X󸀠t the solution to the SDE

X󸀠t = x + t∫
0

(b(X󸀠r) − ∫
1<|z|

g(X󸀠r , z)μ(dz)) dr

+ t∫
0

σ(X󸀠r)dW(r) + t∫
0

∫
|z|≤1

g(X󸀠r , z)Ñ(drdz).1{|z|≤1} .
Here, the existence of ∫1<|z| g(x, z)μ(dz) is assumed for each x. We write X󸀠s,t = X󸀠t ∘(X󸀠s)−1 for s < t. Then, Xt is a solution to the SDE driven by

X󸀠t ⊕ t∫
0

∫
|z|>1

g(x, z)N(drdz) . (6.3)

 EBSCOhost - printed on 2/10/2023 4:50 PM via . All use subject to https://www.ebsco.com/terms-of-use



160 | Analysis of Wiener–Poisson functionals

That is,
Xt = X󸀠t ∘ ε+u = X󸀠tn ,t ∘ ϕzn ∘ X󸀠tn−1,tn ∘ ⋅ ⋅ ⋅ ∘ ϕz1 ∘ X󸀠t1 ,

where u = ((t1, z1), . . ., (tn , zn)), t1 < t2 < ⋅ ⋅ ⋅ < tn, denoting the moments of big
jumps such that |zi | > 1 and ϕz(x) = x + g(x, z). Thus, the function ϕ plays the role of
a connector.

Since σ(x), g(x, z) satisfy the linear growth condition with respect to x, we can
prove the Condition (R) for F󸀠 = X󸀠T .

Lemma 3.7. For any positive integer k and p > 1, the derivatives satisfy

sup
t∈T,u∈A(1)k

E[[
m∑
i=1

sup
|z|≤1

|∂zi D̃t,zX󸀠 ∘ ε+u|p + m∑
i,j=1

sup
|z|≤1

|∂zi ∂zj D̃t,zX󸀠 ∘ ε+u|p]] < +∞ , (6.4)

where X󸀠 = X󸀠T.

Proof. We see
D̃uX󸀠 = X󸀠t,T ∘ ϕz(X󸀠t−(x)) − X󸀠t,T(X󸀠t−(x)) .

Hence, ∂zi D̃t,zX󸀠, ∂zi ∂zj D̃t,zX󸀠 are written by using the flow property as

∂zi D̃t,zX󸀠 = ∇X󸀠t,T(X󸀠t−(x))∂zi g(X󸀠t−(x), z) ,
∂zi ∂zj D̃t,zX󸀠 = ∇X󸀠t,T(X󸀠t−(x))∂zi ∂zj g(X󸀠t−(x), z) ,

respectively. Hence, we see that

E[[(
m∑
i=1

sup
|z|≤1

󵄨󵄨󵄨󵄨󵄨∂zi D̃t,zX󸀠 ∘ ε+u󵄨󵄨󵄨󵄨󵄨 + m∑
i,j=1

sup
|z|≤1

󵄨󵄨󵄨󵄨󵄨∂zi ∂zj D̃t,zX󸀠 ∘ ε+u󵄨󵄨󵄨󵄨󵄨)p]]
is dominated by

CE [󵄨󵄨󵄨󵄨󵄨∇X󸀠t,T(X󸀠t ∘ ε+u)󵄨󵄨󵄨󵄨󵄨2p] 1
2 × E [(1 + |X󸀠t ∘ ε+u|)2p] 1

2 ,

where C > 0 is independent of t, u. Herewe use Sobolev inequality to show the bound-
edness of sup|z|≤1 |∂zi D̃t,zX󸀠 ∘ ϵ+u|, . . .

Next we show for each k, p,

sup
u∈A(1)k

E [|∇X󸀠t,T(x) ∘ ε+u|2p] ≤ C󸀠

and
sup

u∈A(1)k
E [|X󸀠t ∘ ε+u|2p] ≤ C󸀠(1 + |x|)2p

for some C󸀠 > 0.
We consider the case t = 0, X󸀠t,T(x) = X󸀠T(x) only, since the discussion is similar in

other cases. We put ξT = X󸀠T(x) ∘ ε+u. Notations ξt , ξt,T are defined similarly.
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We recall the original SDE for X󸀠t, and denote it simply by

X󸀠t = x + t∫
0

X(X󸀠r−, dr) .
First we assume σ(x)σ(x)T > 0. TheMalliavin–Shigekawaderivative of ξT satisfies

the following linear SDE

DtξT = σ(ξt) + T∫
t

∇Y(ξr− , dr).Dtξr− ,

where Y(x) = X ∘ ε+u. See [25] (6-25).
On the other hand,

∇ξt,T(ξt) = I + T∫
t

∇Y(ξr− , dr)∇ξt,r−(ξt) .
Comparing these two, due to the uniqueness of the solution to the linear SDE, the

solution to the above SDE is given by

DtξT(x) = ∇ξt,T(ξt(x))σ(ξt(x)) .
Since x 󳨃→ σ(x) is of linear growth, for any k ∈ N and p > 2 there exists a positive
constant C such that the solution DtξT(x) satisfies

sup
u∈A(1)k

E[|DtξT(x)|p] ≤ C(1 + |x|)p .
This proves the second assertion.

As ∇ξt(x) satisfies the linear SDE above, we apply the argument for ∇2ξt(x) =∇(∇ξt(x)). Then we obtain the first assertion.
Next we consider the case σ(x)σ(x)T = 0. Calculation using the operator D̃u is

similar. See [101] Lemma 4.5. Hence, we have (6.4).

3.6.2 Big perturbations

Let u1 = (t1, z1) ∈ U󸀠󸀠
1 = T × {z; |z| > 1}. Then,

X󸀠t ∘ ε+(t1,z1) = X󸀠t1,t ∘ ϕt1,z1 ∘ X󸀠t1(x) ,
where

ϕt1,z1(x) = x + g(x, z1) .¹
1 The operation by ϕ does not depend on t. We write ϕt,z to indicate the moment of the operation.
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For u = (u1, . . ., un) = ((t1, z1), . . ., (tn , zn)) ∈ U󸀠󸀠
1 × ⋅ ⋅ ⋅ × U󸀠󸀠

1 , we put

X󸀠t ∘ ε+u = X󸀠tn ,t ∘ ϕtn ,zn ∘ X󸀠tn−1,tn ∘ ⋅ ⋅ ⋅ ∘ ϕt1 ,z1 ∘ X󸀠t1 .
Based on this decomposition, we introduce the conditional randomization as fol-

lows. We write

Xt = X󸀠t ∘ ε+q = X󸀠t ∘ ε+(q(u1),...,q(un)), tn ≤ t < tn+1 , (6.5)

where q(u) = (q(u1), . . ., q(un)) is a Poisson point process with the counting mea-
sure N󸀠󸀠(dtdz) and tn = inf{t;N󸀠󸀠((0, t] × Rm) ≥ n}. The reader can recall a similar
decomposition of the density in Section 2.3.2 ((3.16)).

As noted above, we first analyse the small jump part X󸀠 of X, and then perturb it
by big jumps due to q(u).

Let F󸀠 = X󸀠T(x). Then,
F󸀠 ∘ ε+t,z = X󸀠t,T ∘ ϕt,z ∘ X󸀠t−(x) .

Hence,

D̃t,zF󸀠 = X󸀠t,T ∘ ϕt,z(X󸀠t−) − X󸀠t,T(X󸀠t−)= ∇X󸀠t,T(ϕt,θz(X󸀠t−))∇zϕt,θz(X󸀠t−)
for some θ ∈ (0, 1).

This implies F󸀠 ∈ D1,0,p by Lemma 3.7, and finally we observe F󸀠 ∈ D∞. Further-
more, we have

∂zD̃t,zF󸀠|z=0 = ∇X󸀠t,T(X󸀠t−)G(X󸀠t−) .
Here, G(x) = ∇zg(x, z)|z=0.

In view of this, K̃ρ , R in Section 3.5.2 turn into

K̃󸀠ρ = ∫
T

∇X󸀠t,T(X󸀠t−)G(X󸀠t−)BρG(X󸀠t−)T∇X󸀠t,T(X󸀠t−)Tdt ,
and

R󸀠 = ∫
T

∇X󸀠t,T(X󸀠t−)σ(X󸀠t−)σ(X󸀠t−)T∇X󸀠t,T(X󸀠t−)Tdt ,
respectively. Then,

R󸀠 + K̃󸀠ρ = ∫
T

∇X󸀠t,T(X󸀠t−)Cρ(X󸀠t−)∇X󸀠t,T(X󸀠t−)Tdt ,
where

Cρ(x) = σ(x)σ(x)T + G(x)BρG(x)T .
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Furthermore, K̃ turns into

K̃󸀠 = ∫
T

∇X󸀠t,T(X󸀠t−)G(X󸀠t−)BG(X󸀠t−)T∇X󸀠t,T(X󸀠t−)Tdt .
Then,

R󸀠 + K̃󸀠 = ∫
T

∇X󸀠t,T(X󸀠t−)C(X󸀠t−)∇X󸀠t,T(X󸀠t−)Tdt .
Here,

C(x) = σ(x)σ(x)T + G(x)BG(x)T .

We remark Cρ(x) ≥ G(x)BρG(x)T , and that
R󸀠 + K̃󸀠 ≤ R󸀠 + K̃󸀠ρ , 0 < ρ < ρ0 . (6.6)

Let

Q̃󸀠(v) = (v󸀠 , (R󸀠 + K̃󸀠)v󸀠) ,
Q̃󸀠

ρ(v) = (v󸀠 , (R󸀠 + K̃󸀠ρ)v󸀠) ,
corresponding to Q̃(v), Q̃ρ(v) in Section 3.5 where v󸀠 = v

|v| .

Definition 3.5. We say F satisfies the condition (NDB) if there exists C > 0 such that(v, C(x)v) ≥ C|v|2 (6.7)

holds for all x.

Theorem 3.6. Assume the condition (NDB) holds for F󸀠 . Then, the condition (ND) in Sec-
tion 3.3.3 holds for F󸀠.

Due to Proposition 3.7, the composition Φ ∘ F󸀠 of Φ ∈ S󸀠 and F󸀠 is justified. The proof
of this theorem consists of the following two propositions (Propositions 3.10, 3.11).

Proposition 3.10. Assume the conditions (NDB) and (D). Then, for each N ∈ N, the
family {X󸀠t(x)}x∈{|x|≤N} satisfies the condition (ND2) for p > 2.

Proof. Thematrix C(x) satisfies (6.7). By the expression of R󸀠+ K̃󸀠ρ, by Jensen’s inequal-
ity ((1t ∫t

0 f(s)ds)−1 ≤ 1
t ∫t

0 f(s)−1ds for f(.) > 0) and (6.6), we have

Q̃󸀠
ρ(v)−1 ∘ ε+u ≤ Q̃󸀠(v)−1 ∘ ε+u≤ 1

CT2
∫
T

󵄨󵄨󵄨󵄨󵄨(∇xX󸀠t,T(X󸀠t(x)) ∘ ε+u)−1󵄨󵄨󵄨󵄨󵄨2 dt, 0 < ρ < ρ0 .

Hence,

E [Q̃󸀠
ρ(v)−p ∘ ε+u] ≤ 1

CT2
∫
T

E [󵄨󵄨󵄨󵄨󵄨(∇xX󸀠t,T(X󸀠t(x)) ∘ ε+u)−1󵄨󵄨󵄨󵄨󵄨2p] 1
2 dt .
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Here, we have

sup
u∈A(1)k

E [󵄨󵄨󵄨󵄨󵄨󵄨(∇xX󸀠t,T(X󸀠t(x)) ∘ ε+u)−1󵄨󵄨󵄨󵄨󵄨󵄨2p] 1
2 < +∞ (6.8)

for k = 1, 2, . . .. Hence, we have the assertion.
We prove (6.8) below. We introduce a matrix-valued process Ux,t(u), t ≤ u ≤ T by

Ux,t(u) = u∫
t

∇b(X󸀠t,r−(x))dr + u∫
t

∇σ(X󸀠t,r−(x))dW(r)
+ t∫

u

∫∇g(X󸀠t,r−(x), z)Ñ(drdz) .
Then, the matrix-valued process

Φx,t(u) ≡ ∇X󸀠t,u(x)
satisfies the linear SDE

Φx,t(u) = I + u∫
t

dUx,tΦx,t(r−) .
That is, Φ is the Doléans’ exponential (stochastic exponential) E(U)t,x.

Since b, σ and g are assumed to be C∞b functions, the coefficients ∇b(x), ∇σ(x) of
Ux,t(u)arebounded, and |∇g(x, z)| ≤ K1(z), whereK1(z) satisfies∫ K1(z)pμ(dz) < +∞
for any p ≥ 2. Then, by the uniqueness of the Doléans’ exponential and by the direct
expression of it ([192] Section V.3),

sup
x∈Rd ,t∈[0,T],t≤u≤T

E[|Φx,t(u)|p] < +∞, p > 2 .

We observe
I + ∆Ux,t(r) = I + ∇g(X󸀠t,r(x), z), z = q(r) .

Therefore, the matrix I + ∆Ux,t(r) is invertible by the condition (D).
Let Vx,t(u) be the process given by

Vx,t(u) = −Ux,t(u) + [Ux,t, Ux,t]cu + ∑
t≤r≤u

(I + ∆Ux,t(r))−1(∆Ux,t(r))2 . (6.9)

Here, [Ux,t, Ux,t]cu denotes the continuous part of the matrix-valued process(∑d
k=1[(Ux,t)ik, (Ux,t)kj]u).
We introduce another matrix-valued process Ψx,t(u), t ≤ u ≤ T by the SDE

Ψx,t(u) = I + u∫
t

Ψx,t(r−)dVx,t(r) .
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That is, Ψx,t(u) = E(Vx,t)u. The process Ψx,t(u) is the inverse of Φx,t(u), that is,
Ψx,t(u) = (∇X󸀠t,u(x))−1 ([192] Corollary to Theorem II 38).

We can write Ψx,t(u) in the form
Ψx,t(u) = u∫

t

Ψx,t(r−)∇b󸀠(X󸀠t,r−(x))dr + u∫
t

Ψx,t(r−)∇σ(X󸀠t,r−(x))dW(r)
+ u∫

t

∫Ψx,t(r−)∇h(X󸀠t,r−(x), z)Ñ(drdz) ,
where ∇b󸀠 is the drift part determined by (6.9), and h is given by the relation I + h =(I + g)−1. As the coefficients ∇b󸀠(x), ∇σ(x) and ∇h(x, z) are bounded functions (due to
the condition (D)), we have

sup
x∈Rd ,t∈[0,T],t<u<T

E[|Ψx,t(u)|p] < +∞, p > 2 .

By using the argument in [95] (Lemma 6.3 and (6.17)), we have the assertion (6.8).

Proposition 3.11. The condition (ND2) for F󸀠 implies the condition (ND) for F󸀠.

Proof. This proposition follows directly from Lemma 3.6 and (6.4).

In view of Propositions 3.10, 3.11, we see that the condition (ND) holds for F󸀠 = X󸀠t
under (NDB) and the assertion in Theorem 3.6 holds.

3.6.3 Concatenation (I)

In this and the next subsection,we show the assertion (6.2) with F󸀠 replaced by F = Xt.

Proposition 3.12. Under the condition (NDB), for any G ∈ D∞ and any n ∈ N, there
exists C > 0 such that |E[Gev(F)]| ≤ C(1 + |v|2)− 1

2 nq0 (6.10)
for all |v| ≥ 1, where q0 > 0 is what appeared in Proposition 3.8.

Choosing G ≡ 1, this assertion implies that F has a smooth density function pF under
the condition (NDB). See the introduction of Section 2.1

To show Proposition 3.12, we first claim the following proposition, where F󸀠 satis-
fies the condition (D). We put

Ev = { sup
u∈A(|v|−1/β)

|D̃uF󸀠| ≤ |v|−1} = E(|v|− 1
β ) .

Proposition 3.13. Assume the condition (NDB). Then, for any n ∈ N, there exist k, l ∈ N,
p ≥ 2 and C = Ck,l,p > 0 such that|E[Gev(F󸀠).1Ev ]|≤ C(1 + |v|2)− 1

2 nq0 |G|k,l,p{|F󸀠|nk,l,p × sup
v,0<ρ<ρ0

|Q̃󸀠−1
ρ (v)|nk,l,p}, |v| ≥ ρ−β .
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We remark that there exists 0 < c < 1 such that QF󸀠(v) ≥ cQ̃󸀠
|v|− 1

β
(v) if |D̃uF󸀠| ≤ |v|−1,

whereQF󸀠 (v) is given inProposition 3.6 (Section 3.5.1) for F = F󸀠. Then, this proposition
is proved as Proposition 3.6.

According to (6.5), (R󸀠 + K̃󸀠ρ) ∘ ε+q = R + K̃ρ a.s. dP . (6.11)

Since F󸀠 and N󸀠󸀠 are independent, by the above proposition, we have

E[Gev(F).1Ev ] = E󸀠󸀠 [E󸀠[Gev(F󸀠 ∘ ε+q ).1Ev ]]≤ C(1 + |v|2)− 1
2 nq0 |G|k,l,p× E󸀠󸀠 [{|F󸀠 ∘ ε+q |2nk,l,p + sup

v,0<ρ<ρ0

󵄨󵄨󵄨󵄨󵄨Q̃󸀠−1
ρ (v) ∘ ε+q 󵄨󵄨󵄨󵄨󵄨2nk,l,p}] . (6.12)

Our objective below is to show the finiteness of the right-hand side of (6.12) under
the conditions (NDB). If (6.12) holds, choosing G ≡ 1, we have the exponential decay
of the characteristic function.

In (6.12) we see

∫ |F󸀠 ∘ ε+q |2nk,l,pdP󸀠󸀠(q) ≤ (∫ |F󸀠 ∘ ε+q |pk,l,pdP󸀠󸀠(q)) 2n
p = |F|2nk,l,p .

This norm is finite for all k, l, p. We can check it by a direct calculation as in Proposi-
tion 3.16 below.

It remains to show

sup
v,0<ρ<ρ0

∫ 󵄨󵄨󵄨󵄨󵄨Q̃󸀠−1
ρ (v) ∘ ε+q 󵄨󵄨󵄨󵄨󵄨2nk,l,p dP󸀠󸀠(q) < +∞ (6.13)

under (NDB).
To prove this assertion, we begin with the case q(u) = ∅.

Proposition 3.14.󵄨󵄨󵄨󵄨󵄨Q̃󸀠
ρ(v)−1󵄨󵄨󵄨󵄨󵄨k,l,p ≤ Ck,l,p|Q̃󸀠

ρ(v)|k,l,2(k+1)(l+1)p
× {{{∑

(uj)
Πs

j=1 (1 + E [∫ 󵄨󵄨󵄨󵄨󵄨Q̃󸀠
ρ(v)−1 ∘ ε+uj

󵄨󵄨󵄨󵄨󵄨2(k+1)(l+1)p M̂(duj)] 1
2(k+1)p )}}} ,

where uj runs over all subsets of u = {u1, . . ., uk}, uj ∈ A(1) such that u1 ∪ ⋅ ⋅ ⋅ ∪ us = u.

Proof. Case (k, l) = (0, 1). Since DtQ̃󸀠(v)−1 = − DtQ̃󸀠(v)
Q̃󸀠2(v)

, we have󵄨󵄨󵄨󵄨󵄨Q̃󸀠
ρ(v)−1󵄨󵄨󵄨󵄨󵄨0,1,p ≤ C0,1,p|Q̃󸀠

ρ(v)|0,1,2p |Q̃󸀠(v)−1|20,0,4p .
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Case (k, l) = (1, 0). Since D̃uQ̃󸀠(v)−1 = − D̃u Q̃󸀠(v)
Q̃󸀠(v)Q̃󸀠(v)∘ε+u

, we have

󵄨󵄨󵄨󵄨󵄨Q̃󸀠
ρ(v)−1󵄨󵄨󵄨󵄨󵄨1,0,p ≤ C1,0,p|Q̃󸀠

ρ(v)|1,0,2p (E [󵄨󵄨󵄨󵄨󵄨Q̃󸀠
ρ(v)−1󵄨󵄨󵄨󵄨󵄨4p]) 1

4p

× (E [(∫ 󵄨󵄨󵄨󵄨󵄨Q̃󸀠
ρ(v)−1 ∘ ε+u 󵄨󵄨󵄨󵄨󵄨2p M̂(du))2]) 1

4p

≤ C󸀠1,0,p|Q̃󸀠
ρ(v)|1,0,2p (E [󵄨󵄨󵄨󵄨󵄨Q̃󸀠

ρ(v)−1󵄨󵄨󵄨󵄨󵄨4p]) 1
4p

× (1 + E [∫ 󵄨󵄨󵄨󵄨󵄨Q̃󸀠
ρ(v)−1 ∘ ε+u 󵄨󵄨󵄨󵄨󵄨4p M̂(du)]) 1

4p
.

In what follows, we write Q for Q̃󸀠
ρ for simplicity. In the general case,

Dl
tQ

−1 = ∑
r
(−1)r Dl1

t1Q ⋅ ⋅ ⋅ Dlr
tr Q

Qr+1 ,

where the sum is taken with respect to all the choices of (l1, . . ., lr), lj ≥ 1 such that
l1 + ⋅ ⋅ ⋅ + lr = l. Here, |t| = l and |tj| = lj, j = 1, . . ., r.

Hence, by the formula in Section 3.3.2 with n = r + 1,
D̃k
uDl

tQ−1 = ∑
u0∪u1∪⋅⋅⋅∪ur=u

D̃u1D
l1
t1Q ⋅ ⋅ ⋅ D̃ur D

lr
tr QD̃u0Q−(r+1)

= ∑
r
∑
s
sgn (r, s)Yl󸀠1 ,...,l󸀠r

k0 ,...,ksQ
−(r+1) ∘ ε+u0 .

Here, Y = Yl󸀠1,...,l󸀠r
k0,...,ks is written by

Yl󸀠1,...,l󸀠r
k0 ,...,ks = (Dl󸀠1

t󸀠1
Q ⋅ ⋅ ⋅ Dl󸀠r

t󸀠r
Q) ⋅ Dl󸀠1

t󸀠1
Q ∘ ε+u1 ⋅ ⋅ ⋅ Dl󸀠s

t󸀠s
Q ∘ ε+us ,

and∑s denotes the sumwith respect to all the choices ofu0, . . ., us ⊂ {u1, . . ., uk} = u
for which |uj| = kj, j = 0, . . ., s. We remark r ≤ l and s ≤ k.

To see this, we can calculate, for k = 2, u = (u1, u2), D̃uQ̃󸀠(v)−1 as
D̃u2 D̃u1Q−1(v) = D̃u2 (− D̃u1Q

Q ⋅ Q ∘ ε+u1 )= −D̃u2 D̃u1Q ⋅ (Q ⋅ Q ∘ ε+u1 )−1 − D̃u1QD̃u2 (Q ⋅ Q ∘ ε+u1 )−1− D̃u2 D̃u1Q ⋅ D̃u2 (Q ⋅ Q ∘ ε+u1 )−1= −I − II − III (say) .

Here,

II = D̃u1Q ⋅ ((Q ⋅ Q ∘ ε+u1 )−1 ∘ ε+u2 − (Q ⋅ Q ∘ ε+u1 )−1)= D̃u1Q ⋅ (Q ∘ ε+u2 ⋅ Q ∘ ε+u1 ∘ ε+u2 )−1 − D̃u1Q ⋅ (Q ⋅ Q ∘ ε+u1 )−1 ,
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and terms I, III are calculated similarly. Hence, terms D̃u1Q, D̃u2 D̃u1Q arise from the
term D̃uQ−1. Further, let A = Q, B = Q−(r+1). Then, we have

D̃u2 D̃u1 (DtA ⋅ B) = D̃u2 D̃u1DtA ⋅ B + D̃u1DtA ⋅ D̃u2B + D̃u2 D̃u1DtA ⋅ D̃u2B+ D̃u2DtA ⋅ D̃u1B + DtA ⋅ D̃u2 D̃u1B + D̃u2DtA ⋅ D̃u2 D̃u1B+ D̃u2 D̃u1DtA ⋅ D̃u1B + D̃u1DtA ⋅ D̃u2 D̃u1B+ D̃u2 D̃u1DtA ⋅ D̃u2 D̃u1B .

Noting that D̃u1B = B ∘ ε+u1 − B, we have the above expression for Y.
We have

E[[[∫(∫
Tl

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Y
l󸀠1,...,l󸀠r
k0,...,ks𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2

dt)p

M̂(du)]]]
1/2p ≤ |Q|k,l,(s+1)(r+1)p ≤ C|Q|k,l,(k+1)(l+1)p .

Here, C > 0 does not depend on v.
On the other hand,

E [∫ 󵄨󵄨󵄨󵄨󵄨Q−(r+1) ∘ ε+u0 󵄨󵄨󵄨󵄨󵄨2p M̂(du0)]1/2p
≤ ∑
(u󸀠j )

Πs
j=1E [∫ 󵄨󵄨󵄨󵄨󵄨󵄨󵄨Q−1 ∘ ε+u󸀠

j

󵄨󵄨󵄨󵄨󵄨󵄨󵄨2(s+1)(r+1)p M̂(du󸀠j )]1/2(s+1)p .

These prove the assertion.

Due to the assumption (NDB), we have desired finiteness in the case q(u) = ∅ by Prop-
sition 3.10.

Using Proposition 3.14, we have the following result for F󸀠 = X󸀠t(x) which is more
precise than Proposition 3.6 in Section 3.5.1.

Proposition 3.15. Let F󸀠 and G satisfy the sameassumptionasProposition 3.13.Wehave
then for each n there exist k, l ∈ N, p, p󸀠 > 2 and C > 0 such that for |v| > 1|E[Gev(F󸀠)]| ≤ C(1 + |v|2)− 1

2 nq0(|F󸀠|3nk+1,l+1,2(l+1)(k+1)p× {∑
(uj)

Πs
j=1(1 + E[∫ sup

0<ρ<ρ0
(Q̃󸀠

ρ(v))−2(l+1)(k+1)p ∘ ε+uj M̂(duj)] 1
2(k+1)p )}n

+ Φ̃p󸀠(F󸀠))|G|k,l,p, |v| > ρ−β . (6.14)

Here Φ̃p(F󸀠) = supt∈T Φp,t(F󸀠) where
Φp,t(F󸀠) = sup

0<ρ<ρ0

1
ρp E[ sup

0<r<t,|z|<ρ
|D̃uF󸀠|p] ,

and uj runs over all subsets of {u1, . . ., uk}, uj ∈ A(1), j = 1, . . ., s such that |u1| + ⋅ ⋅ ⋅ +|us| = k, |uj| ≥ 1 for s ≤ k.
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Proof. We recall

QF󸀠(v) = (v󸀠 , Rv󸀠) + 1|v|2φ(|v|− 1
β ) ∫Bv

|ei(v,D̃uF󸀠) − 1|2N̂(du) ,
and

Q̃󸀠
ρ(v) = (v󸀠 , (R󸀠 + K̃󸀠ρ)v󸀠)

where v󸀠 = v
|v| , v ∈ Rd, ρ > 0.

We start from Proposition 3.6|E[Gev(F󸀠)]| ≤ C(1 + |v|2)− 1
2 nq0 |G|k,l,p|F󸀠|nk,l,p sup

|v|>1
|QF󸀠(v)−1|nk,l,p , (6.15)

for |v| ≥ 1.
We need a bound for E[QF󸀠 (v)−p]. We have, since QF󸀠(v) ≥ QF󸀠(v).1Ev ≥ c Q̃󸀠

|v|
− 1
β
(v)

for some 0 < c < 1,
E[QF󸀠(v)−p .1Ev ] ≤ c−pE[Q̃󸀠

ρ̃(v)−p] , (6.16)

where ρ̃ = |v|− 1
β .

Hence by Proposition 3.14,|QF󸀠(v)−1.1Ev |k,l,p ≤ Ck,l,p|QF󸀠(v)|k,l,2(k+1)(l+1)p
× {{{∑

(uj)
Πs

j=1 (1 + E [∫ |QF󸀠(v)−1 ∘ ε+uj |2(k+1)(l+1)pM̂(duj)] 1
2(k+1)p )}}} .

(6.17)

In the expression (6.17), first we have

sup
|v|≥1

|QF󸀠(v)|k,l,2(k+1)(l+1)p ≤ C|F󸀠|2k+1,l+1,2(k+1)(l+1)p . (6.18)

See [77] (6.9).
Second, we treat the the expression E[. . .] in (6.17).

E[∫ QF󸀠(v)−p̃ ∘ ε+uj
M̂(duj)] 1

2(k+1)p (6.19)≤ E[∫ sup
0<ρ<ρ0

Q̃󸀠
ρ(v)−p̃ ∘ ε+uj M̂(duj)] 1

2(k+1)p ,

where we choose p̃ = 2(k + 1)(l + 1)p. This implies|QF󸀠(v)−1.1Ev |nk,l,p ≤ C|F󸀠|2nk+1,l+1,2(k+1)(l+1)p
× {{{∑

(uj)
Πs

j=1(1 + E [∫ sup
0<ρ<ρ0

Q̃󸀠
ρ(v)−p̃ ∘ ε+uj

M̂(duj)] 1
2(k+1)p )}}}

n

.

(6.20)
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We have also
E[e(v,F󸀠)G(1 − 1Ev )]≤ P( sup

u∈[0,t]×A(|v|−1/β)
|D̃uF󸀠| ≥ |v|−1)|G|0,0,2

≤ |v|−p󸀠/β|v|−p󸀠
Φp󸀠 ,t(F󸀠)|G|0,0,2

≤ |v|−2(1− α
2β )nΦp󸀠 ,t(F󸀠)|G|0,0,2 ≤ |v|−2q0nΦp󸀠 ,t(F󸀠)|G|0,0,2

holds if p󸀠 = p󸀠n is chosen so that p󸀠 ≥ (2− α
β n)

( 1β −1)
. Here we used Chebyshev’s inequality.

Combining these we have the assertion.

Remark 3.7. We can show Φ̃p(F󸀠) < +∞ for each p > 2.

Indeed, we recall F󸀠 = X󸀠t and we write X󸀠s,t = X󸀠t ∘ (X󸀠s)−1. We prove

sup
x,t∈T

Φp,t(F󸀠) < +∞ .

We write D̃uF󸀠 by D̃r,zX󸀠t.
Using the process Yz

s (x), where
Yz
t−r = X󸀠0,t−r ∘ ϕr,z(X󸀠−r,0(x)) − X󸀠−r,t−r(x) ,

the lawof {Yz
t−r; 0 < r < t, |z| < 1} coincideswith the lawof {D̃r,zX󸀠0,t , 0 < r < t, |z| < 1}.

The process Yz
t−r satisfies the integral equation

Yz
t−r(x) = Yz

s + t−r∫
0

b(X󸀠−r,0)ds + t−r∫
0

σ(X󸀠−r,s)dW(s)
+ t−r∫

0

∫G(s, z󸀠)Ñ(dsdz󸀠) + t−r∫
0

∫G(s, z󸀠)dsμ(dz󸀠) ,
where

Yz
0 = ϕr,z(X󸀠−r,0) − X󸀠−r,0 = g(X󸀠−r,0, z)

and
G(s, z󸀠) = g(X󸀠0,s ∘ ϕr,z ∘ X󸀠−r,0, z) − g(X󸀠−r,s , z󸀠) .

The fourth term of the right hand side is a martingale. Therefore, by Doob’s in-
equality, we have for some c > 0
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E[ sup
0<r<t

|Yz
t−r|p] ≤ c

{{{E[|Yz
0|p] + E[[(

t∫
0

|b(X󸀠−r,s)|ds)p]]
+ E[[[(

t∫
0

|σ(X󸀠−r,s)|2dW(s))p/2]]] + E[[
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
0

∫G(s, z󸀠)Ñ(dsdz󸀠)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p]]

+E[[[(
t∫
0

∫ |G(s, z󸀠)|2dsμ(dz󸀠))p/2]]]
}}}}} .

Each term of the right hand side can be estimated directly, and we can show that

sup
x,t∈T

E[ sup
0<r<t

|Yz
t−r(x)|p] < +∞ .

Since z 󳨃→ Yz
t−r is differentiable, and since any moments of the derivatives are

uniformly bounded with respect to x and t, we can show that there exists a positive
constant c󸀠 such that

sup
x,t∈T

E[ sup
0<r<t

|Yz
t−r(x) − Yz󸀠

t−r(x)|p] ≤ c󸀠|z − z󸀠|p
for any |z| ≤ 1, |z󸀠| ≤ 1, by a similar argument. Similarly, we have

sup
x,t∈T

sup
|z|≤1

E[ sup
0<r<t

|∂izYz
t−r(x)|p] < +∞ ,

and

sup
x,t∈T

E[[[ ∫
|z|≤1

sup
0<r<t

|∂izYz
t−r(x)|pdz]]] < +∞

for |i| = 1, 2, where i denotes a multi-index. By Sobolev’s theorem there exists a posi-
tive constant C such that

sup
x,t∈T

E[ sup
0<r<t

sup
|z|≤1

|∂izYz
t−r(x)|p] ≤ C ,

for |i| = 1. Since Y0
t−r(x) = 0, this implies

sup
x,t∈T

E [ sup
0<r<t

sup
|z|≤1

󵄨󵄨󵄨󵄨󵄨󵄨Yz
t−r(x)
z

󵄨󵄨󵄨󵄨󵄨󵄨p] ≤ C .

This implies
sup
x,t∈T

sup
0<ρ<ρ0

1
ρp E[ sup0<r<t

sup
|z|≤1

|D̃r,zX󸀠t−r(x)|p] < +∞ .

This proves the assertion.

This completes the proof of Proposition 3.12 in case q(u) = ∅.
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3.6.4 Concatenation (II) – the case that (D)may fail

Finally, we consider the case that Fmay not satisfy the condition (D). That is, the case
q(u) ̸= ∅. We still assume that supp μ is compact in Rm and that T < +∞.

To verify (6.13) in this general case, we construct a process X̃󸀠(x, St , t) as follows.
Here again, we encounter the methodology in Section 2.3.2. By St = {s1, . . ., sk󸀠 }, we
denote the jump times of z󸀠󸀠s in [0, t].

Let St,k󸀠 = [0, t]k󸀠/ ∼, where ∼means the identification of (s1, . . ., sk󸀠 ) by permu-
tation. Let St = ⨿k󸀠≥0St,k󸀠.

The law P̃t of the moments of the big jumps related to z󸀠󸀠s is given by∫ f(St)dP̃t(St) (6.21)

= (t∫ μ󸀠󸀠(dz))k󸀠 1
k󸀠!

exp (−t∫ μ󸀠󸀠(dz)) × 1
tk󸀠

∫⋅ ⋅ ⋅∫ f(s1, . . ., sk󸀠 )ds1 ⋅ ⋅ ⋅ dsk󸀠
= (∫μ󸀠󸀠(dz))k󸀠 1

k󸀠! exp (−t∫ μ󸀠󸀠(dz)) × ∫⋅ ⋅ ⋅∫ f(s1, . . ., sk󸀠 )ds1 ⋅ ⋅ ⋅ dsk󸀠
if #St = k󸀠, where f is a symmetric function on [0, t]k󸀠 .

Let St ∈ St. We introduce a new process X̃󸀠(x, St , t) by the SDE:
X̃󸀠(x, St , t) = x + t∫

0

{b(X̃󸀠(x, St , r)) − ∫ g(X̃󸀠(x, St , r), z)μ1(dz)} dr

+ t∫
0

σ(X̃󸀠(x, St , r))dW(r) + t∫
0

∫ g(X̃󸀠(x, St , r−), z)Ñ󸀠(drdz)
+ ∑

si∈St ,si≤t
g(X̃󸀠(x, St , si−), ξi) .

Here, (ξi) are independent and identically distributed, obeying the probability law
μ󸀠󸀠1 (dz) = μ󸀠󸀠(dz)∫ μ󸀠󸀠(dz) .

We put
F̃󸀠 = X̃󸀠(x, St , t) ,

identifying q(u) = ((t1, z1), . . ., (tk󸀠 , zk󸀠 )) with (St , (ξi)). Then, F̃󸀠 can be regarded as
F󸀠 ∘ ε+q(u).

By using this notation, we can identify Q̃󸀠
ρ(v) ∘ ε+q with Q̃󸀠

ρ(v)(St). Hence, our ob-
jective is to show:

Proposition 3.16. Assume the condition (NDB). Then,

sup
|v|≥1

(∫ E󸀠 [∫ 󵄨󵄨󵄨󵄨󵄨Q̃󸀠
ρ(v)−1(St) ∘ ε+u󵄨󵄨󵄨󵄨󵄨2(k+1)p󸀠

M̂(du)] dP󸀠󸀠(q)) < +∞ ,

u ∈ A(1)k , k = 1, 2, . . . , (6.22)
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for each even number p󸀠 ≥ 2. Here, the expectation with respect to the measure P󸀠 is
denoted by E󸀠.

Proof of Proposition 3.16. Step 1. In case k = 1, with u1 = (t1, z1),
F̃󸀠 ∘ ε+(t1,z1) = X̃󸀠t1,t ∘ ϕt1 ,z1 ∘ X̃󸀠t1(x) ,

where
ϕt,z(x) = x + g(x, z) .

We remark
ϕt,0(x) = x, ∇zϕt,z(x) = ∇zg(x, z) .

Hence,

D̃t1,z1 X̃󸀠 = X̃󸀠t1,t ∘ ϕt1,z1 ∘ X̃󸀠t1−(x) − X̃󸀠t1,t ∘ X̃󸀠t1−(x)= ∇X̃󸀠t1,t(ϕt1,θz1(X̃󸀠t1−))∇zϕt1,θz1(X̃󸀠t1)z1
for θ ∈ (0, 1), and

∂D̃t1 ,0X̃󸀠 = ∇X̃󸀠t1,t1(X̃󸀠t1−)∇zg(X̃󸀠t1 , 0) = ∇X̃󸀠t1,t(X̃󸀠t1−)G(X̃󸀠t1 ) .
We see X̃󸀠 ∈ D1,0,p, and finally X̃󸀠 ∈ D∞.
Hence,

Q̃󸀠
ρ(v)(St) ∘ ε+u1 − Q̃󸀠

ρ(v)(St) ≥ 1
2 (v󸀠,∫

T

{∇X̃󸀠t1,tG(X̃󸀠t1 )z1(σ(X̃󸀠t)σ(X̃󸀠t)T
+G(X̃󸀠t)BρG(X̃󸀠t)T)zT1G(X̃󸀠t1 )T(∇X̃󸀠t1,t)T}dtv󸀠) , |z1| < 1 .

Then, since Q̃󸀠
ρ(v)(St) ≥ 0,

Q̃󸀠
ρ(v)(St)−1 ∘ ε+u1 ≤ c(v󸀠,(∫

T

∇X̃󸀠t1,t(x)G(X̃󸀠t1 )z1(σ(X̃󸀠t)σ(X̃󸀠t)T
+G(X̃󸀠t)BρG(X̃󸀠t)T)zT1G(X̃󸀠t1 )T(∇X̃󸀠t1 ,t(x))Tdt)v󸀠)−1 .

Here, we have

E [󵄨󵄨󵄨󵄨󵄨󵄨(∇X̃󸀠t1,t(x))−1󵄨󵄨󵄨󵄨󵄨󵄨p] ≤ C exp{cp(t − t1)} . (6.23)

Indeed, let ϕs,t denote the stochastic flow generated by X̃󸀠(x, St , t). Consider the
reversed process

Zs = ϕ−1
(t−s)−,t .
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Then, Zs(St) satisfies the (backward) SDE between big jumps

Zs(St) = y − si+1∫
s

{{{b(Zu(St)) + ∫(−g0(Zu(St), z) + m∑
j=1

zjVj(Zu(St)))μ󸀠(dz)}}} du

− si+1∫
s

σ(Zu(St))dWu + si+1∫
s

∫ g0(Zu−(St), z)Ñ󸀠(dudz) ,
Zsi+1− = y, si < s < si+1 .

Here, g0 is such that x 󳨃→ x + g0(x, z) is the inverse map of x 󳨃→ x + g(x, z) for μ󸀠 a.e.
z, and Vj(x) = ∂

∂zj g(x, z)|z=0. Then, [67] Theorem 1.3 implies the assertion (6.23).
The finiteness of the term

E󸀠 [[∫
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(v󸀠 ,(∫

T

∇X̃󸀠t1,t(x)G(X̃󸀠t1 )z1(σ(X̃󸀠t)σ(X̃󸀠t)T
+G(X̃󸀠t)BρG(X̃󸀠t)T)zT1G(X̃󸀠t1 )T(∇X̃󸀠t1,t(x))Tdt)v󸀠)−1󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p󸀠

M̂(du1)]]
for all |v󸀠| = 1 holds as follows.

It is sufficient to show the finiteness of

E󸀠 [[∫
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(∫

T

∇X̃󸀠t1,t(x)G(X̃󸀠t1 )z1(σ(X̃󸀠t)σ(X̃󸀠t)T
+G(X̃󸀠t)BρG(X̃󸀠t)T)zT1G(X̃󸀠t1 )T(∇X̃󸀠t1,t(x))Tdt)−1󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p󸀠

M̂(du1)]] .

We have

(∫
T

∇X̃󸀠t1,t(x)G(X̃󸀠t1 )z1(σ(X̃󸀠t)σ(X̃󸀠t)T
+ G(X̃󸀠t)BρG(X̃󸀠t)T)zT1G(X̃󸀠t1 )T(∇X̃󸀠t1,t(x))Tdt)−1

≤ 1
T2

∫
T

(∇X̃󸀠t1,t(x)G(X̃󸀠t1 )z1(σ(X̃󸀠t)σ(X̃󸀠t)T
+ G(X̃󸀠t)BρG(X̃󸀠t)T)zT1G(X̃󸀠t1 )T(∇X̃󸀠t1 ,t(x))T)−1dt .
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Here, we used the Jensen’s inequality ( 1T ∫T f(s)ds)−1 ≤ 1
T ∫T f(s)−1ds for a positive

function f . We integrate the right-hand side with respect to M̂(du1). Then, we have
∫ 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(∫

T

∇X̃󸀠t1,t(x)G(X̃󸀠t1 )z1(σ(X̃󸀠t)σ(X̃󸀠t)T
+G(X̃󸀠t)BρG(X̃󸀠t)T)zT1G(X̃󸀠t1 )T(∇X̃󸀠t1 ,t(x))Tdt)−1󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 M̂(du1)

≤ 1
T2

∫∫
T

(∇X̃󸀠t1,t(x)G(X̃󸀠t1 )z1(σ(X̃󸀠t)σ(X̃󸀠t)T
+ G(X̃󸀠t)BG(X̃󸀠t )T)zT1 (∇X̃󸀠t1 ,t(x)G(X̃󸀠t1 ))T)−1dtM̂(du1) .

Let λ1 > 0 denote theminimumeigen value of C(x). Due to (NDB), wemay assume
it does not depend on x. Then,

E󸀠 [[ 1
T2

∫∫
T

(∇X̃󸀠t1,t(x)G(X̃󸀠t1 )z1(σ(X̃󸀠t)σ(X̃󸀠t)T
+G(X̃󸀠t)BG(X̃󸀠t)T)zT1 (∇X̃󸀠t1,t(x)G(X̃󸀠t1 ))T)−1dtM̂(du1)]

≤ E󸀠 [[∫ 1
CT2

∫
T

λ−11 |z1|2dtM̂(du1)]]≤ 1
T2

λ−11 C󸀠T2E󸀠[1] = C󸀠λ−11 < +∞ , a.e. P󸀠󸀠

uniformly in v by (NDB). Here, C󸀠 > 0 does not depend on ρ. From this, it follows that

E󸀠 [[∫
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(∫

T

∇X̃󸀠t1,t(x)G(X̃󸀠t1 )z1(σ(X̃󸀠t)σ(X̃󸀠t)T
+G(X̃󸀠t)BρG(X̃󸀠t)T)zT1G(X̃󸀠t1 )T(∇X̃󸀠t1 ,t(x))Tdt)−1󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p󸀠

M̂(du1)]] < +∞ , a.e. P󸀠󸀠

uniformly in v for p󸀠 ≥ 2.
These imply

E󸀠[sup
v

∫ |Q̃󸀠
ρ(v)(St)−1 ∘ ε+u1 |p󸀠M̂(du1)]≤ C(q(u))M̂(A(1)) < +∞ , a.e. P󸀠󸀠

by Proposition 3.9, where p󸀠 ≥ 2, 0 < t ≤ T.
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We shall integrate the right-hand sidewith respect to themeasure dP̃t(St)⊗μ󸀠󸀠1 .We
put C1(t) = Eμ󸀠󸀠

1 [C(q(u))]. Then, C1(t) ≤ C1(T) < +∞ since μ󸀠󸀠1 is a bounded measure
and since supp μ is compact.

For the general case #St = k󸀠, we proceed as above by replacing μ󸀠󸀠1 (dz1) with
μ󸀠󸀠1 (dz1)⊗⋅ ⋅ ⋅ ⊗μ󸀠󸀠1 (dzk󸀠 ). Since (ξi) are independent and identically distributed, having
a bounded law, we have

E(μ
󸀠󸀠
1 )⊗k

󸀠 [C(q(u))] ≤ C1(t)k󸀠 , k󸀠 = 1, 2, . . .

where q(u) = ((t1, z1), . . ., (tk󸀠 , zk󸀠 )), 0 < t1 < ⋅ ⋅ ⋅ < tk󸀠 < t. Summing up with respect
to the Poisson law, we have, in view of (6.21),

∞∑
k󸀠=0

1
k󸀠! c

k󸀠e−tcC1(t)k󸀠 tk󸀠 = ∞∑
k󸀠=0

1
k󸀠! (tcC1(t))k󸀠 e−tc≤ ∞∑

k󸀠=0

1
k󸀠! (tcC1(t))k󸀠 e−tcC1(t)etcC1(t) ≤ etcC1(t)

≤ eTcC1(T) ,

where we put c = μ󸀠󸀠1 ({|z| ≥ 1}). Hence, we have the assertion (6.22) for k = 1.
Step 2. Similarly, in the general case, for u = (u1, . . ., uk) = ((t1, z1), . . ., (tk , zk)),

F̃󸀠 ∘ ε+u = X̃󸀠tk ,t ∘ ϕtk ,zk ∘ X̃󸀠tk−1 ,tk ∘ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ϕt1,z1 ∘ X̃󸀠0,t1 .
Hence,

D̃u F̃󸀠 = F̃󸀠 ∘ ε+u − F̃󸀠 = ∇X̃󸀠tk ,t(ϕtk ,θkzk (Ik−1))∇zϕtk ,θkzk (Ik−1) ⋅ ⋅ ⋅⋅ ⋅ ⋅ ∇X̃󸀠t2 ,t3(ϕt2 ,θ2z2 (I1))∇zϕt2,θ2z2(I1)⋅ ∇X̃󸀠t1 ,t2(ϕt1 ,θ1z1 (X̃󸀠t1−))∇zϕt1,θ1z1 (X̃󸀠t1−)z1 ⊗ ⋅ ⋅ ⋅ ⊗ zk ,

θi ∈ (0, 1), i = 1, . . ., k. Here,

I1 = ∇X̃󸀠t1,t2(ϕt1 ,θ1z1(X̃󸀠t1−))∇zϕt1,θ1z1(X̃󸀠t1−)
and Ii are defined inductively by

Ii = ∇X̃󸀠ti ,ti+1(ϕti ,θizi (Ii−1))∇zϕti ,θizi (Ii−1) , i = 2, . . ., k .

Hence,

∂D̃(t,0)F̃󸀠 = ∂zD̃u F̃󸀠|z=0= ∇X̃󸀠tk ,t(Jk−1)G(Jk−1) ⋅ ⋅ ⋅ ∇X̃󸀠t2,t3(J1)G(J1)∇X̃󸀠t1 ,t2(X̃󸀠t1−)G(X̃󸀠t1−) .
Here,

J1 = ∇X̃󸀠t1,t2(X̃󸀠t1−)G(X̃󸀠t1−) ,
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and Ji is defined inductively as

Ji = ∇X̃󸀠ti ,ti+1(Ji−1)G(Ji−1) , i = 2, . . ., k .

We have

Q̃󸀠
ρ(v)(St) ∘ ε+u − Q̃󸀠

ρ(v)(St)≥ 1
2(v󸀠,∫

T

{∂zD̃u F̃󸀠
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨z=0z1 ⊗ ⋅ ⋅ ⋅ ⊗ zk(σ(X̃󸀠t)σ(X̃󸀠t)T

+ G(X̃󸀠t)BρG(X̃󸀠t)T) (∂zD̃u F̃󸀠
󵄨󵄨󵄨󵄨󵄨z=0z1 ⊗ ⋅ ⋅ ⋅ ⊗ zk)T }dtv󸀠) ,|z1| < 1, . . ., |zk | < 1 .

Then, since Q̃󸀠
ρ(v)(St) ≥ 0,

Q̃󸀠
ρ(v)(St)−1 ∘ ε+u ≤ ck (v󸀠,( ∫

0<t1<...<tk<t<T

∇X̃󸀠tk ,tG(X̃󸀠tk )∇X̃󸀠tk−1 ,tkG(X̃󸀠tk−1 ) ⋅ ⋅ ⋅
∇X̃󸀠t1,t2(x)G(X̃󸀠t1 )z1 ⊗ ⋅ ⋅ ⋅ ⊗ zk(σ(X̃󸀠t)σ(X̃󸀠t)T + G(X̃󸀠t)BρG(X̃󸀠t)T)(z1 ⊗ ⋅ ⋅ ⋅ ⊗ zk)T

(∇X̃󸀠tk ,tG(X̃󸀠tk )∇X̃󸀠tk−1 ,tkG(X̃󸀠tk−1 ) ⋅ ⋅ ⋅ ∇X̃󸀠t1,t2(x)G(X̃󸀠t1 ))Tdt1. . .dtk)v󸀠)−1

.

We have, as in the case k = 1,

( ∫
0<t1<...<tk<t<T

∇X̃󸀠tk ,tG(X̃󸀠tk )∇X̃󸀠tk−1 ,tkG(X̃󸀠tk−1 ) ⋅ ⋅ ⋅ ∇X̃󸀠t1,t2(x)G(X̃󸀠t1 )
z1 ⊗ ⋅ ⋅ ⋅ ⊗ zk (σ(X̃󸀠t)σ(X̃󸀠t)T + G(X̃󸀠t)BρG(X̃󸀠t)T) (z1 ⊗ ⋅ ⋅ ⋅ ⊗ zk)T

(∇X̃󸀠tk ,tG(X̃󸀠tk )∇X̃󸀠tk−1 ,tkG(X̃󸀠tk−1 ) ⋅ ⋅ ⋅ ∇X̃󸀠t1,t2(x)G(X̃󸀠t1 ))T dt1. . .dtk)−1

≤ 1
T2k

∫
0<t1<...<tk<t<T

(∇X̃󸀠tk ,tG(X̃󸀠tk )∇X̃󸀠tk−1 ,tkG(X̃󸀠tk−1 ) ⋅ ⋅ ⋅ ∇X̃󸀠t1,t2(x)G(X̃󸀠t1 )
z1 ⊗ ⋅ ⋅ ⋅ ⊗ zk (σ(X̃󸀠t)σ(X̃󸀠t)T + G(X̃󸀠t)BG(X̃󸀠t )T) (z1 ⊗ ⋅ ⋅ ⋅ ⊗ zk)T(∇X̃󸀠tk ,tG(X̃󸀠tk )∇X̃󸀠tk−1 ,tkG(X̃󸀠tk−1 ) ⋅ ⋅ ⋅ ∇X̃󸀠t1,t2(x)G(X̃󸀠t1 ))T )−1dt1. . .dtk .
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Hence,

E󸀠 [∫ 󵄨󵄨󵄨󵄨󵄨(⋅ ⋅ ⋅ )−1󵄨󵄨󵄨󵄨󵄨 M̂(du)]
≤ Ck,ρE󸀠 [[[ 1

T2k
∫

0<t1<...<tk<t<T

λ−k1 |z1|2 ⋅ ⋅ ⋅ |zk|2
∇X̃󸀠tk ,tG(X̃󸀠tk )∇X̃󸀠tk−1 ,tk G(X̃󸀠tk−1 ) ⋅ ⋅ ⋅ ∇X̃󸀠t1,t2(x)G(X̃󸀠t1 )(σ(X̃󸀠t)σ(X̃󸀠t)T + G(X̃󸀠t)BG(X̃󸀠t )T)(∇X̃󸀠tk ,tG(X̃󸀠tk )∇X̃󸀠tk−1,tk G(X̃󸀠tk−1 ) ⋅ ⋅ ⋅ ∇X̃󸀠t1,t2(x)G(X̃󸀠t1 ))T dt]]≤ Ck,pλ−k1 < +∞ , a.e. P󸀠󸀠

uniformly in v.
Calculating as in the case that k = 1, these amount to imply

sup
|v|≥1

E󸀠 [∫ 󵄨󵄨󵄨󵄨󵄨Q̃󸀠
ρ(v)(St)−1 ∘ ε+u󵄨󵄨󵄨󵄨󵄨2(k+1)p󸀠

M̂(du)] ≤ Ck(q(u))M̂(A(1)k) < +∞ , a.e. P󸀠󸀠

for p󸀠 ≥ 2. Integrating the right-hand side with respect to dP̃t(St) ⊗ (μ󸀠󸀠1 )⊗#St , we have
the assertion (6.22). This concludes that the assertion (6.13) makes sense, and the as-
sertion (6.2) holds for general F.

End of proof of Proposition 3.12.

3.6.5 More on the density

In this subsection we treat two special topics concerning the density function asso-
ciated to the SDE of jump type. First one is Hörmander type hypoellipticity theorem
associated to jump-diffusion processes. The second one is the assertion that the den-
sity function is in S.

Existence of density under (UH) condition
We treat linear SDE and prove the existence of the smooth density under a condition
on degenerate vector fields which appear as ‘coefficients’ of driving processes in the
SDE. The topic is special since the degeneracy is focused on the coefficients rather
than the driving processes themselves. To this end we need some knowledge from the
geometry in Rd. We denote the vector fields on Rd by Vj in place of Xj, according to
the custom in the geometry.

For a technical reason we assume the Lévy measure has a special form:

μ(dz) = |z|−m−αdz , (6.24)
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in some neighbourhood of 0, where 0 < α < 2. Here we are continuing the assumption
that supp μ is compact.

We consider the SDE of Itô type

dXt = b(Xt , t)dt + m∑
j=1

Vj(Xt , t)dW(t) + ∫ g(Xt− , t, z)Ñ(dtdz) . (6.25)

Here the time-dependent coefficients b(x, t), Vj (x, t) and g(x, t, z) satisfy the condi-
tions for b(x), f(x) and g(x, z) in Section 1.3 globally in t, respectively. The dependence
of these terms on t plays an important role below.

Assume also the condition (D). The order condition for μ is satisfied, and the ex-
istence of

b0(x, t) = lim
δ→0

∫
|z|>δ

g(x, t, z)μ(dz) < +∞ . (6.26)

follows, both from (6.24).
We put

V0(x, t) = b(x, t) − 1
2 ∑

i,j

∂σ⋅j

∂xi
(x, t)σij(x, t) − b0(x, t) .

Then the solution Xt of (6.25) can also be written as one given by

dXt = V0(Xt , t)dt + m∑
j=1

Vj(Xt , t) ∘ dW(t) + lim
δ→0

∫
|z|>δ

g(Xt−, t, z)N(dtdz) . (6.27)

Here Vj(t) = Vj(x, t) = σ⋅j is a vector field which has been introduced in Section 3.6.1,
j = 1, . . .,m. Further we introduce vector fields Ṽj(x, t) by

Ṽj(x, t) = m∑
k=1

σ̃⋅k(x, t)τkj ,
where

σ̃ij(x, t) = Gij(x, t) = ∂zj gi(x, t, z)|z=0 ,
and τij are given by (τij) = B1/2 (square root of the non-negative matrix B), where B
appeared in Section 3.6.2.

We introduce spaces of vector fields as follows.

Σ̃0 = {Vj(t), Ṽj (t), j = 1, . . .,m} ,
Σ̃k = { ∂

∂t V(t) + [V0(t), V(t)], [Vj (t).V(t)], [Ṽj (t).V(t)], j = 1, . . .,m, V(t) ∈ Σ̃k−1} ,

k = 1, 2, . . .

Here [⋅, ⋅] denotes the Lie bracket. Namely, [Xj , Xk] = X∇j Xk − X∇k Xj, where X∇j Xk de-
notes the covariant derivative of Xk in the direction of Xj.
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Remark 3.8. If Vj(x, t) = Vj(x), j = 1, . . .,m then ∂
∂t V(t) = 0.

We introduce two non-degeneracy conditions, which are generarizations of the con-
ditions (RH) and (URH), respectively. The difference is whether the drift vector and its
brackets are used or not.

We say the vectors satisfy the condition (SH) (strong Hörmander condition) if there
exists N0 ∈ N such that (SH) span(∪N0

k=0Σ̃k) = TxRd

for all x ∈ Rd and t ∈ T.
We say the vectors satisfy the condition (UH) (uniform Hörmander condition) if

there exist N0 ∈ N and C > 0 such that

(UH) N0∑
k=0

∑
V∈Σ̃k

(v, V(x, t))2 ≥ C|v|2
for all x ∈ Rd, t ∈ T and v ∈ Rd.

Remark 3.9. The condition (URH), introduced in Section 2.5.1, implies (UH) and the
condition (UH) implies (SH). If N0 = +∞ and V0 = 0, then the condition (SH) is re-
duced to (RH) with Vj(t) = Vj, j = 1, . . .,m.

Theorem 3.7. Assume the condition (6.24) and (D). If the condition (UH) holds, then the
solution of the SDE (6.25) satisfies (ND); hence there exists a smooth density.

We fix δ > 0. We put

V󸀠
0(x, t) = b(x, t) − 1

2
∑
i,j

∂σ⋅j

∂xi
(x, t)σij(x, t) − ∫

|z|>δ

g(x, t, z)μ(dz) .
The solution Xt of (6.25) can also be written as the one given by

dXt = V󸀠
0(Xt , t)dt + m∑

j=1
Vj(Xt , t) ∘ dW(t)

+ ∫
|z|≤δ

g(Xt−, t, z)Ñ(dtdz) + ∫
|z|>δ

g(Xt− , t, z)N(dtdz) . (6.28)

Let X󸀠t be the truncated process given as a solution of the SDE driven by theWiener
process and by small jumps, given by

dX󸀠t = V󸀠
0(X󸀠t , t)dt + m∑

j=1
Vj(X󸀠t , t) ∘ dW(t) + ∫

|z|≤δ

g(X󸀠t−, t, z)Ñ(dtdz) . (6.29)

By the condition (D), x 󳨃→ X󸀠t(x) satisfies the flow property.
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Let q∘(t) be the Poisson point process associated to N(dtdz), and let q(t) be the
restriction of q∘(t) to the subdomain Dq = {t ∈ T; |q∘(t)| > δ}. Then it holds Xt(x) =
X󸀠t(x) ∘ ε+q a.s. Hence if Dq = {0 < τ1 < τ2 < . . .} then

Xt(x) = X󸀠τn−1 ,t ∘ ϕτn−1 ,q(τn−1) ∘ ⋅ ⋅ ⋅ ∘ ϕτ1 ,q(τ1) ∘ X󸀠τ1 (x)
for τn−1 < t < τn. Here ϕt,z(x) = x + g(x, t, z).

A modified family of vector fields 𝛶󸀠
k, k = 0, 1, 2, . . . is given as follows.𝛶󸀠

0 = Σ̃0 = {Vj(t), Ṽj(t), j = 1, . . .,m} ,𝛶󸀠
k = {L󸀠V(t), [Vj (t), V(t)], [Ṽj (t), V(t)], j = 1, . . .,m, V ∈ 𝛶󸀠

k−1} ,
k = 1, 2, . . .

Here
L󸀠V(t) = ∂

∂t V(t) + [V󸀠
0(t), V(t)] + 1

2

m∑
j=1

[Vj(t), [Vj(t), V(t)]]
+ ∫
0<|z|≤δ

{ϕ∗−1
t,z V(t) − V(t) − [Vg(t), V(t)]}μ(dz) ,

where ϕ∗−1
t,z V(t) is the pull-back of V(x, t) by the mapping ϕt,z: ϕ∗−1

t,z V(x, t) =( ∂
∂xϕt,z(x))−1V(ϕt,z(x), t), and Vg(t) is the vector field such that the coefficients coin-
cide with g(x, t, z). The operatorL󸀠 creates an extended drift vector associated to V(t)
in the Lie algebra generated by Vj(t), Ṽj(t).

The following condition (MUH)δ (modified uniformHörmander condition) is a gen-
eralization of the condition (NDB).

Definition 3.6. We say the condition (MUH)δ holds if there exist N1 ∈ N and C1 > 0
such that

N1∑
k=0

∑
V∈𝛶󸀠

k

(v, V(x, t))2 ≥ C1|v|2
for all x ∈ Rd, t ∈ T and v ∈ Rd.

Here 0 < δ < δ0, and δ0 > 0 is fixed temporarily.

Remark 3.10. (1) The choice of families of vector fields (𝛶󸀠
k)k may not be unique. If

V0(x, t) is not void, we can choose families of vector fields (L)k as in Kulik [118], mak-
ing use mainly of the parts [V0(t), Ṽj(t)] and L󸀠V(t).

(2) In case there is no jump part, Bismut [29] proved the existence of a smooth
density under a general Hörmander condition. In case there is no diffusion part,
Léandre [143] proved the existence of a smooth density under the condition (URH).
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Proof of Theorem 3.7. This theorem is a corollary of the following two assertions.
(A) (UH) implies (MUH)δ for 0 < δ < δ0.
(B) (MUH)δ implies (ND).
Then the statement of Theorem is due to Proposition 3.8.

Proof of assertion (A). We construct a new families of vector fields (𝛶0
k)k. The family(𝛶0

k)k is defined as 𝛶󸀠
k, replacing L

󸀠 by L0 given as follows:

L0V(t) = ∂
∂t V(t) + [V0(t), V(t)] + 1

2

m∑
j=1

[Vj(t), [Vj (t), V(t)]] .
Then it holds that for any n ∈ N

linear span of ∪n
k=0 Σ̃k ⊂ linear span of ∪2n+1k=0 𝛶0

k . (6.30)

Indeed, if V ∈ Σ̃0 = 𝛶0 then ∂
∂t V(t)+[V0 , V] = L0V − 1

2 ∑m
j=1[Vj , [Vj , V]] is in the linear

span of ∪3k=0𝛶0
k . This implies that the linear span of Σ̃0 ∪ Σ̃1 ⊂ linear span of ∪3k=0 𝛶0

k .
Repeating this argument we have (6.30).

Due to the assumption (6.24) on the existence of the weak drift the linear span of∪2n+1k=0 𝛶0
k is contained in the linear span of ∪2n+1k=0 𝛶󸀠

k assuming the former is full rank.
Hence if the bilinear form associated to V’s in Σ̃k, k = 0, . . ., n0 is uniformly pos-

itive definite, then the bilinear form associated to V’s in 𝛶󸀠
k, k = 0, . . ., n1 is also uni-

formly positive definite for n1 = 2n0 + 1. This proves the assertion.
Proof of assertion (B). We define ΘV(x, t) for V ∈ ∪N1

k=0𝛶󸀠
k and Θ(x, t) by

ΘV(x, t) = X∗−1t V(x, t){X∗−1t V(x, t)}T , Θ(x, t) = N1∑
k=0

∑
V∈𝛶󸀠

k

ΘV (x, t) .
Here where X∗−1t V(x, t) is the pull-back of V(x, t) by the mapping x 󳨃→ Xt(x):
X∗−1t V(x, t) = ( ∂

∂x Xt(x))−1V(Xt(x), t). Then the assertion (B) for (6.25) is due to the
following proposition. The proof of the assertion (B) is complete granting the follow-
ing proposition.

Proposition 3.17. (i) If the condition (MUH)δ holds, then

Π(x) = ∇Xt(x)Θ(x, t)(∇Xt (x))T
is invertible a.s., and it satisfies

sup
|x|<N

sup
v∈Sd−1,u∈A(1)k

E[(v, Π(x)v)−p ∘ ε+u] < +∞ (6.31)

for some p > 1.
(ii) Granting that (6.31) holds, the (ND) condition holds.
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Proof of Proposition 3.17 (i).
[I] We first prove the assertion for Xt = X󸀠t. Functionals ΘV (x, t), Θ(x, t), Π(x) for Xt =
X󸀠t are denoted by Θ󸀠

V (x, t), Θ󸀠(x, t), Π󸀠(x) respectively. Choose β > 0 so that β >
max( 4

2−α , 8), where α is the degree in the order condition. Choose arbitrary h ∈ N
and fix it.

(Step 1) Case k = 0. First we show

sup
|x|<N

sup
v∈Sd−1,u∈A(1)k

E[(v, Θ󸀠(x)v)−p ∘ ε+u] < +∞ (6.32)

for k = 0.
A basic idea is to use dilation, that is, re-scaling the space parameter according to

the rank of the Lie algebra. See [167]. To realize this, the step of dilation is chosen to
be 1

β , where β is given as above. We introduce events Ei, i = 0, . . ., n1 and F by

Ei = {{{ ∑
V∈𝛶󸀠

i

∫
T

|YV(t)|2dt < ϵβ−2i
}}} , i = 0, 1, . . ., n1 ,

and
F = E0 ∩ E1 ∩ ⋅ ⋅ ⋅ ∩ En1 .

Here YV(t) = YV(v, t) = vTX󸀠∗−1t V(x, t) and 0 < ϵ < ϵ1, where ϵ1 = min0≤i≤n1( 1ki )β2i+1 .
Here ki is the number of elements of 𝛶󸀠

i .
We have a decomposition

E0 = (E0 ∩ Ec
1) ∪ (E1 ∩ Ec

2) ∪ ⋅ ⋅ ⋅ ∪ (En1−1 ∩ Ec
n1) ∪ F ,

where E0 = {(v, Θ󸀠(x)v) < ϵ}. Hence
P(E0) ≤ n1−1∑

i=0
P(Ei ∩ Ec

i+1) + P(F) . (6.33)

We have for some C > 0

sup
|x|≤N

sup
v∈Sd−1

P(Ei ∩ (Ei+1)c) ≤ Cϵh, 0 < ϵ < ϵ1 i = 1, . . ., n1 − 1 . (6.34)

We have also for some C1 > 0

sup
|x|≤N

sup
v∈Sd−1

P(F) ≤ Cϵβ−2n1 h, 0 < ϵ < ϵ1 . (6.35)

These assertions are due to the finitude of n1 in (MUH)δ . We prove them below.
By (6.34), (6.35),

sup
|x|≤N

sup
v∈Sd−1

P(E0) < C󸀠ϵβ−2n1h, 0 < ϵ < ϵ1 . (6.36)

Since E0 = {(v, Θ󸀠(x)v) < ϵ}, we have
sup
|x|≤N

sup
v∈Sd−1

P((v, Π󸀠(x)v)−p ∘ ε+q ) < C󸀠ϵβ−2n1 h, 0 < ϵ < ϵ1 ,
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for p < hβ−2n1/2. Indeed, (6.36) implies

sup
|x|≤N

E[|det Θ󸀠(x)|−2p/d] < +∞ .

As |detΠ󸀠(x)| = |det∇X󸀠(x)|2|detΘ󸀠(x)|, and since
sup
|x|≤N

E[|det∇X󸀠(x)|−4p/d] < +∞
due to the flow property, we have the assertion above.

Hence we have the assertion (6.32) in case k = 0.

Proof of assertions (6.34), (6.35). For the proof of (6.34), we use inequalities of Norris
type. We fix i. We observe that YV(t) satisfies

dYV(t) = aV (t)dt + fV (t)dW(t) + gV (t, z)Ñ(dtdz) ,
where

aV (t) = vTX∗−1t L󸀠V(x, t) ,
fV(t) = (vTX∗−1t [V1(t), V(t)](x), ⋅ ⋅ ⋅ , vTX∗−1t [Vm(t), V(t)](x)) ,

and
gV (t, z) = vTX∗−1t {ϕ∗−1

t,z } .
Given V ∈ 𝛶󸀠

i and 0 < ϵ < ϵ1, put

AV (ϵ) = {{{∫
T

|fV (t)|2dt < ϵβ−2i
}}} ,

BV (ϵ) = {{{∫
T

|aV (t)|2dt + ∫
T

|fV(t)|2dt + ∫
T

|g̃V (t)|2dt < ϵβ−2(i+1) ⋅ 1ki}}} ,

and CV(ϵ) = {{{∫
T

|aV (t)|2dt + ∫
T

|fV(t)|2dt + ∫
T

|g̃V (t)|2dt < ϵβ−(2i+1)
}}} ,

where |g̃V(t)|2 = m∑
j=1

|vTX∗−1t [Ṽj(t), V(t)](x)|2 .

Then
Ei ∩ Ec

i+1 ⊂ ∪V∈𝛶󸀠
i
{AV(ϵ) ∩ BV (ϵ)c}⊂ ∪V∈𝛶󸀠

i
{AV(ϵ) ∩ CV(ϵ)c} .

We put ϵ̃ = ϵβ−(2i+1) so as that ϵ̃β = ϵβ−2i , and apply Lemma 3.8 below (with 𝛾 = (x, v))
below for E𝛾(ϵ̃) = AV (ϵ) and F𝛾(ϵ̃) = CV (ϵ)with p̃ = β2i+1h.
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Then we have

sup
|x|≤N,v∈Sd−1

P(AV (ϵ) ∩ CV(ϵ)c) < Cϵ̃p̃ ≤ Cϵh , 0 < ϵ < ϵ1 .

Therefore
sup

|x|≤N,v∈Sd−1
P(Ei ∩ (Ei+1)c) ≤ Cϵh, 0 < ϵ < ϵ1 .

Here C = Ci. Since h ∈ N is arbitrary, we choose C = maxi=0,...,n1 Ci and the
assertion (6.34) follows.

For the proof of (6.35) we proceed as follows.
Let K(x, v) = ∑n1

k=0 ∫T∑V∈𝛶󸀠
k
|YV(t)|2dt. If ω ∈ F = Fx,v then K(x, v)(ω) < (n1 + 1)

eβ−2n1 by definition. Therefore Fx,v ⊂ {K(x, v) < (n1 + 1)eβ−2n1 }.
On the other hand, we have by (MUH)δ there exists c1 > 0 such that

K(x, v) ≥ Th(x)∫
0

vTX󸀠t
∗−1H(x, t)X󸀠t∗−1vdt

≥ c1
Th(x)∫
0

|vT∇Xt(x)−1|2dt
≥ c1(Mh + 1)−2Th(x) .

Here H(x, t) = ∑n1
k=0∑V∈𝛶󸀠

k
V(x, t)V(x, t)T , and Th(x) is the stopping time of order h

with respect to N and k = 0. That is,

Th(x) = inf{t ∈ T; |X󸀠t(x) − x| ≥ Mh or |∇X󸀠t(x)| ≥ Mh} ∧ T ,

where Mh = (N + 1)(K + 1)h and K > 0 is such that

sup
x,t

|g(x, t, z)| + |∇xg(x, t, z)|
1 + |x| ≤ K .

Therefore if we choose 𝛾 so that (n1 + 1)eβ−2n1 = c1(Mh + 1)−2𝛾, we have{K(x, v) < (n1 + 1)eβ−2n1 } ⊂ {Th(x) < 𝛾} .
Consequently,

P(Fx,v) ≤ P(Th(x) < 𝛾) ≤ ch𝛾h = C1eβ
−2n1h

for all |x| ≤ N, v ∈ Sd−1. Here we used the lemma 3.9 below. This proves the assertion
(6.35).

Lemma 3.8. Let Y𝛾(t), t ∈ T be a semimartingale given by the following SDE:

Y𝛾(t) = y𝛾 + t∫
0

a𝛾(s)ds + m∑
j=1

t∫
0

f 𝛾j (s)dWj (s)
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+ t∫
0

∫
|z|≤δ

g𝛾(s, z)Ñ(dsdz) + t∫
0

∫
|δ|>δ

g𝛾(s, z)N(dsdz) .
Let ϵ > 0. We introduce events E𝛾(ϵ), F𝛾(ϵ) by

E𝛾(ϵ) = {{{∫
T

|Y𝛾t−|2dt < ϵβ
}}} ,

F𝛾(ϵ) = {{{∫
T

{|a𝛾(t)|2 + |f𝛾(t)|2 + |g̃𝛾(t)|2}dt < ϵ
}}} .

Here β > 0 such that β > max( 4
2−α , 8) and g̃𝛾(t) = ∂g𝛾(t)B1/2 , where ∂g𝛾(t) =

∂
∂z g

𝛾(t, z)|z=0.
We further assume a𝛾(t) above satisfies the SDE

a𝛾(t) = y𝛾 + t∫
0

b𝛾(s)ds + t∫
0

σ𝛾(s)dW(s)
+ t∫
0

∫
|z|≤δ

h𝛾(s, z)Ñ(dsdz) + t∫
0

∫
|δ|>δ

h𝛾(s, z)N(dsdz) .
We put

θ𝛾 = ‖a𝛾‖2 + ‖b𝛾‖2 + ‖f 𝛾‖2 + ‖σ𝛾‖2 + ‖g𝛾‖2 + ‖h𝛾‖2 + ‖∂g𝛾‖2 + ‖∂h𝛾‖2 + ‖ r𝛾|z|2 ‖4 + ‖ s𝛾|z|2 ‖4 .
Here r𝛾 = g𝛾 − ∑m

j=1 zj∂g𝛾, s𝛾 = h𝛾 − ∑m
j=1 zj∂h𝛾, and ‖ ⋅ ‖ denotes the sup-norm such as‖f 𝛾‖ = sup

t∈T
|f 𝛾(t)|, ‖r𝛾‖ = sup

t∈T,|z|≤δ
|r𝛾(t, z)|, . . . .

Assume E[(θ𝛾)p] < +∞ for any p > 1. Then for each p > 1 there exists a Cp > 0
such that

sup
𝛾

P(E𝛾(ϵ) ∩ F𝛾(ϵ)c) < Cpϵp (6.37)

for any ϵ > 0.

The proof of this lemma is due to Komatsu–Takeuchi’s estimate [116] and a subtle cal-
culation. We give the proof at the end of this subsubsection.

The following lemma is used to prove assertion (6.35) above.

Lemma 3.9 ([131]). Let N > 1, k ∈ N. Then for any h ∈ N there exists a Ch > 0 such that

sup
|x|≤N,u∈A(1)k

P(Th(x) ∘ ε+u < ϵ) ≤ Chϵh

for 0 < ϵ < 1.
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The proof of this lemma depends on the decomposition of the event according to the
measurament of displacement X󸀠t(x)−x or∇X󸀠t(x)− I. See [131] Lemma 3.1 for the proof.

We continue the proof of Proposition 3.17 (i).
(Step 2) Case k ≥ 1.
We consider the case k = 1. Let u = (s1, z1) and put ȲV(t) = vTX∗−1t V(x, t) ∘ ε+u ,

Ȳ(t) = ∑n1
k=0∑V∈𝛶󸀠

k
YV(t). We introduce events

Ēi = {{{ ∑
V∈𝛶󸀠

i

∫
T

|ȲV(t)|2dt < ϵβ−2i
}}} ,

i = 0, 1, . . ., n1. We observe

ȲV(t) = vTX∗−1t V(x, t), (s1 > t)
ȲV(t) = vTX∗−1t ϕ∗−1

u V(x, t), (s1 < t) .
Here if s1 < t then X∗−1t ϕ∗−1

u V(x, t) satisfies
X∗−1t ϕ∗−1

u V(x, t) = X∗−1s V(x, s1) + t∫
s1

X∗−1r L󸀠{ϕ∗−1
u V(x, r)}dr

+ m∑
j=1

t∫
s1

X∗−1r ϕ∗−1
u [Vj(r), V(r)](x)dWj (r)

+ t∫
s1

∫
|z|≤δ

X∗−1r {ϕ∗−1
r,z ϕ∗−1

u V(x, r) − ϕ∗−1
u V(x, r)}Ñ(drdz)

+ t∫
s1

∫
|z|>δ

X∗−1r {ϕ∗−1
r,z ϕ∗−1

u V(x, r) − ϕ∗−1
u V(x, r)}N(drdz) .

Then as in Step 1 we can show

sup
|x|≤N

sup
v∈Sd−1

P(Ēi ∩ (Ēi+1)c) ≤ Cϵh , i = 1, . . ., n1 − 1 (6.38)

for 0 < ϵ < ϵ1.
We put F̄ = Ē1 ∩ ⋅ ⋅ ⋅ ∩ Ēn1 . We shall prove

sup
|x|≤N

sup
v∈Sd−1

P(F̄) ≤ Cϵβ−2n1h . (6.39)

To this end, set K̄(x, v) = ∫T |Ȳ(t)|2dt. Then it is written
K̄(x, v) = s1∫

0

vTX󸀠t
∗−1H(x, t)(X󸀠t∗−1)Tvdt

+ T∫
s1

vTX󸀠t
∗−1ϕ∗−1

u H(x, t)(X󸀠t∗−1ϕ∗−1
u )Tvdt .
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By the assumption (MUH)δ, there exists c1 > 0 such that

vTH(x, t)v ≥ c1|v|2, vTϕ∗−1
u H(x, t)ϕ∗−1

u
Tv ≥ c1|v|2 ,

for t ∈ T, |x| ≤ Mh, u ∈ A(1). Here H(x, t) andMh are as above. Then we have (6.39) as
in Step 1.

Using (6.38), (6.39) we can show

sup
|x|≤N

sup
v∈Sd−1

P(Ē0) < C󸀠󸀠ϵβ−2n1 h

for 0 < ϵ < ϵ1. We have the assertion (6.32) for k = 1 as in Step 1.
We can verify the case k ≥ 2 similarly.

[II] Next we consider the case Xt(x) = X󸀠t(x) ∘ ε+q . We write Π(x) = Π󸀠(x) ∘ ε+q . We
show the case k = 0 only, since the cases for k ≥ 1 are similar to the above.

We have

sup
|x|≤N

sup
v∈Sd−1

P(Ei ∘ ε+q ∩ (Ei+1 ∘ ε+q )c) ≤ Cϵh , i = 1, . . ., n1 − 1 (6.34)󸀠
as in (6.34) (first part).

We have also

sup
|x|≤N

sup
v∈Sd−1

P(F ∘ ε+q ) ≤ Cϵβ−2n1h , 0 < ϵ < ϵ1. (6.35)󸀠
Indeed, put K󸀠(x, v) = ∑n1

i=0 ∫T∑V∈𝛶󸀠
i
|YV(t)|2dt. Then by (MUH)δ

K󸀠(x, v) ≥ C1 ∫
T

|vT∇X󸀠t|2dt .
Hence

K󸀠(x, v)−1 ≤ 1
C1T2|v|2 ∫

T

|∇X󸀠t |2dt
by Jensen’s inequality. By Chebyschev’s inequality

E[K󸀠(x, v)−1 ∘ ε+q ] ≤ 1(C1T2|v|2)h E[[[(∫
T

|∇X󸀠t ∘ ε+q |2dt)h]]] ϵh

for h > 1.
Since F ⊂ {K󸀠(x, v) < (n1 + 1)ϵβ−2n1 },

P(F ∘ ε+q ) ≤ P(K󸀠(x, v) ∘ ε+q < (n1 + 1)ϵβ−2n1 ) ≤ C󸀠ϵβ−2n1h

for |x| < N, v ∈ Sd−1. Hence we have (6.35)󸀠.
By (6.34)󸀠, (6.35)󸀠, we have in view of (6.33)

sup
|x|≤N

sup
v∈Sd−1

E[(v, Θ󸀠(x)v)−p ∘ ε+q ] < C󸀠ϵβ−2n1h, 0 < ϵ < ϵ1 , (6.40)

for p < hβ−2n1/2.
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Hence

sup
|x|≤N

sup
v∈Sd−1

E[(v, Π󸀠(x)v)−p ∘ ε+q ] < C󸀠ϵβ−2n1h , 0 < ϵ < ϵ1 , (6.41)

for p < hβ−2n1/2. Indeed, (6.40) implies

sup
|x|≤N,u∈A(1)

E[|detΘ󸀠(x)|−2p/d ∘ ε+q ] < +∞ .

As |detΠ󸀠(x)| = |det∇X󸀠(x)|2|detΘ󸀠(x)|, and since
sup

|x|≤N,u∈A(1)
E[|det∇X󸀠(x)|−4p/d ∘ ε+q ] < +∞

due to the flow property, we have the assertion (6.41).
As Π(x) = Π󸀠(x) ∘ ε+q a.s., we have the assertion (6.32) for p < hβ−2n1/2.
Since h ∈ N is arbitrary, we have the assertion for all p > 1.

Proof of Proposition 3.17 (ii). The assertion follows as in Theorem 3.6 with Θ(x, t) re-
placing C(x).
End of proof of Theorem 3.7

Proof of Lemma 3.8. In order to prove this lemma we need the following estimate due
to Komatsu–Takeuchi.

To apply it we introduce below a parameter v, and assume it satisfies 1
16 < v < 1

8
temporary, due to a technical reason. After the sublemmabelow is confirmedwith this
restriction, we then choose instead 1

24 < v < 1
12 ,

1
36 < v < 1

18 and so on, and we apply
the (modified) sublemma consecutively. Finally we see the assertion is valid for all
0 < v < 1

8 .

Sublemma 3.1 ([116] Theorem 3). Let v be an arbitrary number such that 0 < v < 1
8 .

There exist a positive random variable E(λ, 𝛾) satisfying E[E(λ, 𝛾)] ≤ 1, and a positive
constants C, C0, C1, C2 independent of λ, 𝛾 such that the following inequality holds on
the set {θ𝛾 ≤ λ2v} for all λ > 1 and 𝛾:

λ4 ∫
T

{|Y𝛾(t)|2 ∧ 1
λ2

} dt + 1
λv log E(λ, 𝛾) + C

≥ C0λ1−4v ∫
T

|a𝛾(t)|2dt + C1λ2−2v ∫
T

|f 𝛾(t)|2dt
+ C2λ2−2v ∫

T

∫{|g𝛾(t, z)|2 ∧ 1
λ2

} dt μ(dz) . (6.42)

To prove Lemma 3.8, we choose 0 < η < 1 so small that

2 − 2v − α(1 + η) > 4
β
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holds, where β is what appeared in the statement of Lemma 3.8. Then we can choose
an r > 1 such that

β
4 > r > 1

2 − 2v − α(1 + η) ∨ 1
1 − 4v .

The restriction above of the value of v reflects here to the restriction on the value
of α, so that 0 < α < 2(1 − v) < 15

8 < 2. However, as we noted above, v can be chosen
smaller consecutively, and the argument is valid for all given α such that 0 < α < 2.

First we consider the last term of RHS of (6.42). As g𝛾(t, 0) = 0, the function z 󳨃→
g𝛾(t, z) can be written as g𝛾(t, z) = ∂g𝛾(t)z + r𝛾(t, z) for some r𝛾(t, z). Then|g𝛾(t, z)|2 ∧ 1

λ2
≥ 1
2 |g𝛾(t, z)|2 ∧ 1

λ2
− (r𝛾(t, z))2 ,

and hence for 0 < κ < λ∫(|g𝛾(t, z)|2 ∧ 1
λ2

) μ(dz) ≥ ∫
|z|≤ κ

λ

(|g𝛾(t, z)|2 ∧ 1
λ2

) μ(dz)
≥ 1
2 ∫
|z|≤ κ

λ

(|∂g𝛾(t) z|z| |2 ∧ 1|z|2λ2 ) |z|2μ(dz) − ( κλ)2 ∫
|z|≤ κ

λ

(|r𝛾(t, z)||z|2 )2 |z|2μ(dz)
≥ 1
2
φ ( κλ) ∫

|z|≤ κ
λ

(|∂g𝛾(t) z|z| |2 ∧ 1
κ2

) μ̄κ/λ(dz) − φ ( κλ)( κλ)2 󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩 r𝛾|z|2 󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩2 ,

where φ(ρ) = ∫|z|≤ρ |z|2μ(dz) and μ̄ρ(dz) is a probability measure given by μ̄ρ(dz) =
|z|2
φ(ρ)1{|z|≤ρ}μ(dz).

We put λ = e−r and κ = eηr. Then
κ
λ
= ϵ(1+η)r (6.43)

and φ( κλ ) ≥ C4ϵα(1+η)r by the order condition. Since ‖ r𝛾
|z|2 ‖4 ≤ λ2v on {θ𝛾 ≤ λ2v}, the

last term of (6.42) dominates

C4ϵα(1+η)r|∂g𝛾(t)Bϵ(1+η)r ∂g𝛾(t)T | − C5ϵ(2+α)(1+r)r ,

on {θ𝛾 ≤ λ2v} due to (6.43). Here Bρ is the covariance matrix of the Lévy measre μ on{|z| ≤ ρ}.
Hence (6.42) implies

ϵ−4r ∫
T

{|Y𝛾(t)|2 ∧ ϵ2r}dt + ϵrv log E(ϵ−r, 𝛾) + C

≥ C0ϵ−r(1−4v)∫
T

|a𝛾(t)|2dt + C1ϵ−r(2−2v)∫
T

|f 𝛾(t)|2dt
+ C2C4ϵ−r(2−2v)ϵα(1+η)r ∫

T

|∂g𝛾(t)B∂g𝛾(t)T |dt − C2C5ϵ−(2−2v)ϵ(2+α)(1+r)r .

Here B denotes the infinitesimal covariance.
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We set
ρ = rmin{1 − 4v, 2 − 2v − α(1 + η)} − 1

according to the choice of r above. Then ρ > 0. The above inequality yields

ϵ−4r ∫
T

{|Y𝛾(t)|2 ∧ ϵ2r}dt + ϵrv log E(ϵ−r, 𝛾) + C

≥ C6ϵ−(1+ρ) ∫
T

{|a𝛾(t)|2 + |f𝛾(t)|2 + |g̃𝛾(t)|2}dt − C7ϵ−(1+ρ)ϵr
󸀠 .

on {θ𝛾 ≤ ϵ−rv}, where r󸀠 = 2(1 + η)r > 1.
We put

G𝛾1 = {θ𝛾 > ϵ−rv} = {θ𝛾/rv > ϵ−1} ,
G𝛾2 = {θ𝛾≤ϵ−rv}∩{{{∫

T

{|Y𝛾(t−)|2∧ϵ2r}dt<ϵβ}}}∩{{{∫
T

{|a𝛾(t)|2+|f𝛾(t)|2+|g̃𝛾(t)|2}dt>ϵ}}} .

Then it holds
E𝛾(ϵ) ∩ F𝛾(ϵ)c ⊂ G𝛾1 ∪ G𝛾2 .

Therefore the left hand side of (6.37) is dominated by sup𝛾{P(G𝛾1) + P(G𝛾2)}.
We will calculate them seperately. We have by Chebyschev’s inequality

sup
𝛾

P(G𝛾1) ≤ ϵpE[(sup
𝛾

θ𝛾)p/rv] ≤ cpϵp .

On the other hand, due to (6.42)
G𝛾2 ⊂ {E(ϵ−r, 𝛾)ϵrv ≥ exp(−ϵβ−4r + C6ϵ−ρ − C7ϵ−ρϵr

󸀠−1 − C)} .
By Chebyschev’s inequality again

sup
𝛾

P(G𝛾2) ≤ eC exp(ϵβ−4r − C6ϵ−ρ + C7ϵ−ρϵr
󸀠−1) × E[E(ϵ−r , 𝛾)ϵrv ] .

We have
ϵβ−4r + C7ϵ−ρϵr

󸀠−1 < C6
2 ϵ−ρ

holds for ϵ < ϵ0 for some ϵ0 > 0. Since E[E(ϵ−r , 𝛾)ϵrv ] with 0 < ϵrv < 1, we have for
any p > 1

sup
𝛾

P(G𝛾2) ≤ eC exp(−C6
2 ϵ−ρ) ≤ c󸀠pϵp

for any 0 < ϵ < ϵ0. These prove the assertion (6.37).

Remark 3.11. In the above expression, the symbol E(λ, 𝛾) is a phantom. In reality it is
written as an exponential of Wiener and Poisson integrals. See [116] Lemma 5.1.
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Density in S

By Proposition 3.12, F has a smooth density pF(y) under the condition (NDB). In case
that F ∈ D∞ and it satisfies the condition (ND), we can show it is also rapidly decreas-
ing.

Indeed, let φ(v) = E[ev(F)] be the characteristic function of F. Then, φ(v) is rep-
resented by

φ(v) = ∫ ei(v,y)pF(y)dy .
Hence,

pF(y) = ( 1
2π)d ∫ e−i(v,y)φ(v)dv ,

and (1 + |y|2)j∇αpF(y) = ( 1
2π)d (−i)|α| ∫ e−i(v,y) (1 − ∆)j vαφ(v)dv , (6.44)

if the right-hand side is finite. Here, α is a multi-index, vα = vα11 ⋅ ⋅ ⋅ vαd
d and j =

0, 1, 2, . . .
We show it is legitimate below. Since ∂α

v ev(F) = i|α|Fαev(F), and since(1 − ∆)jvαφ(v) = E[(1 − ∆)j vαev(F)] = j∑
i=0

jCiE[(−∆)i{vαev(F)}] ,
we have |(1 − ∆)j vαφ(v)| ≤ C(α, j)(1 + |v|2)−nq0/2+|α|
by Proposition 3.9 (G ≡ 1) and due to that F ∈ Lp for all p > 1. Choosing a sufficiently
large n (depending on α and j), we see that the right-hand side of (6.17) is finite.

This implies that pF(y) is rapidly decreasing as |y| → +∞.
Showing this property of thedensity function is characteristic to ourmethodusing

Fourier analysis. We continue the analysis on the density in Section 4.1.2.

3.7 Composition on the Wiener–Poisson space
(II) – Itô processes

Let F = Xt, where Xt is a general Itô process given in Section 3.6.1. We again assume
the order condition for the Lévymeasure μ. Formulae (6.10) and (6.12) suggest that for
any n ∈ N, there exist some k = kn , l = ln , p = pn and C > 0 such that

sup
|G|k,l,p=1

|E[Gev(F)]| ≤ C(1 + |v|2)− q0
2 n . (7.1)

Indeed, calculating as in Theorem 3.2 in [77] for F = F󸀠 ∘ ε+q , and putting G ≡ 1, we can
show:

Proposition 3.18. For any n ∈ N there exist some k, l ∈ N, p > 2 such that it holds|ev(F)|󸀠k,l,p ≤ C󸀠(1 + |v|2)− q0
2 n (7.2)

for some C = Ck,l,p,n under the condition (NDB).
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We give a sketch of the proof.
We put

U󸀠
t (v) = −(i v

|v|2 , DtF󸀠)
Q󸀠(v) ,

V󸀠
u(v) = |v|−2φ(|v|− 1

β )−1(ev(−D̃uF󸀠) − 1)χB(v)
Q󸀠(v) ,

where
Q󸀠(v) := (v󸀠, Σv󸀠) + 1|v|2φ(|v|− 1

β ) ∫
A(ρ(v))

|ev(D̃uF) − 1|2N̂(du) ,
where v󸀠 = v

|v| .
As 𝛾(τ) ≤ 1 and 𝛾(q(u)) > 1,

Q(v)(St ) ∘ ε+τ = Q󸀠(v) ∘ ε+q ∘ ε+τ .
Hence, to show (7.2), we first write F = F󸀠 ∘ ε+q(u) and show the estimate for F󸀠 viewing
q(u)as aparameter, and then integrate itwith respect to the big jumps q(u) = (St , (ξi)).
Here, we have:

Lemma 3.10. Suppose that F󸀠 satisfies (ND). Then, we have, for any k, l ∈ N and p ≥ 2,

sup
|v|≥1

( |v| ‖U󸀠(v)‖k,l,p) < +∞ ,

sup
|v|≥1

( |v|φ(|v|− 1
β )‖V󸀠(v)‖∼k,l,p ) < +∞ . (7.3)

This lemma follows as in Lemma 4.4 in [77]. The use of this lemma is justified by The-
orem 3.6.

Let
Z󸀠 = U󸀠 ⊕ V󸀠 .

Then, we have

D(t,u)ev(F󸀠) = ((iv, DF󸀠) ⊕ (ev(D̃F󸀠) − 1) )ev(F󸀠) .
Hence, one can check the identity

ev(F󸀠) = ⟨U󸀠 ⊕ V󸀠 , D(t,u)ev(F󸀠)⟩K ,

where K = L2(T,Rm) ⊕ L2(U, N̂).
This leads to

EP󸀠 [Gev(F󸀠)] = EP󸀠[⟨GZ󸀠 , D(t,u)ev(F󸀠)⟩K] = EP󸀠 [δ̄(GZ󸀠)ev(F󸀠)] .
Iterating this argument, we have

EP󸀠[Gev(F󸀠)] = EP󸀠 [δ̄(GZ󸀠)ev(F󸀠)] = EP󸀠[δ̄(Z󸀠 δ̄(Z󸀠 ⋅ ⋅ ⋅ δ̄(Z󸀠 δ̄(GZ󸀠))))ev(F󸀠)] .
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Hence, in order to show (7.2), it is sufficient to show that for each n, there exist
k, l ∈ N, an even number p ≥ 2, k󸀠, l󸀠 ∈ N, an even number p󸀠 ≥ 2, and C > 0 such
that

sup
|G|k󸀠 ,l󸀠 ,p󸀠=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨 n⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
δ̄ (Z󸀠 ∘ ε+q δ̄ (Z󸀠 ∘ ε+q ⋅ ⋅ ⋅ δ̄ (Z󸀠 ∘ ε+q δ̄ (GZ󸀠 ∘ ε+q)))) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨k,l,p≤ C(1 + |v|2)− q0

2 n . (7.4)

Indeed, for n = 1, we have by the inequality (Theorem 3.5) that|δ̄(GZ󸀠(v))|k,l,p≤ C (‖GU󸀠(v)‖k,l+1,p + φ (|v|− 1
β ) 1

2 (1−
1
k0
) ‖GV󸀠(v)χA(ρ(v))‖∼k+p,l,(k+p)k0)≤ C|G|k+p,l+1,2p,ρ(v)⋅ (‖U󸀠(v)‖k+p,l+1,2p + φ(|v|− 1

β ) 12 (1− 1
k0
)‖V󸀠(v)χA(ρ(v))‖∼k+p,l+1,2(k+p)k0)≤ C󸀠|G|k+p,l+1,2p|v|−q0 ,

where in the second inequality, we have used the Schwarz inequality, and in the last
one, we have used the previous lemma (Lemma 3.10) and the order condition. Hence,
we have the assertion for k󸀠 = k + p, l󸀠 = l + 1 and p󸀠 = 2p.

Suppose that the assertion holds for n − 1. Then, we have󵄨󵄨󵄨󵄨󵄨󵄨󵄨 n⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
δ̄(Z󸀠 δ̄(Z󸀠 ⋅ ⋅ ⋅ δ̄(Z󸀠 δ̄(GZ󸀠)))) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨k,l,p≤ C (‖δ(U󸀠)‖k,l+1,p + φ (|v|− 1

β ) 1
2 (1−

1
k0
) ‖δ̃(V󸀠)‖∼k+p,l,(k+p)k0)

⋅ | n−1⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
δ̄(Z󸀠 ⋅ ⋅ ⋅ δ̄(Z󸀠 δ̄(GZ󸀠))) |k,l+1,2p≤ C|G|k󸀠 ,l󸀠,p󸀠 |v|−q0 |v|−q0(n−1) ≤ C|v|−q0n ,

where the second inequality follows from the assumption of the induction. Hence, we
have the assertion for F󸀠 by induction.

Since F = F󸀠 ∘ε+q(u) and since P̃t,1(St)⊗(μ󸀠󸀠)⊗#St is a boundedmeasure, we integrate
the above inequality with respect to this measure and obtain (7.4). This proves the
assertion (7.2) for F.

Hence, although F (insteadof F󸀠)maynot satisfy the condition (ND), we candefine
the composition Φ ∘ F of F with Φ ∈ S󸀠 under (NDB) due to (7.2). This leads to the
asymptotic expansion of the density (Section 4.1.2) under a condition equivalent to
(NDB).
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4 Applications
Incessant is the change of water where the stream glides on calmly: the spray appears over
a cataract, yet vanishes without a moment’s delay. But none of them has resisted the destructive
work of time.

Kamo no Chomei (1155–1216), Hojoki/The Ten Foot Square Hut (Japanese classic)

In this chapter, we provide some applications of jump processes and their stochastic
analysis given in the previous sections.

In Section 4.1, we give an asymptotic expansion of functionals which can be
viewed as models of financial assets. Namely, we apply composition techniques de-
veloped in Section 3.5 to a functional F(ϵ) of the solution Xt = St(ϵ) to the canonical
SDE with parameter ϵ > 0. A notion of the asymptotic expansion in the space D󸀠∞ is
introduced, and is applied to F(ϵ) as ϵ → 0. We take Φ in the space S󸀠 of tempered
distributions. We shall justify the asymptotic expansion

Φ ∘ F(ϵ) ∼ f0 + ϵf1 + ϵ2f2 + ⋅ ⋅ ⋅ in D󸀠∞ .

The expansions are based on formal Taylor expansions with respect to the power of ϵ.
However, they are justified quantitatively using the three parameter norms introduced
in Section 3.3.

Taking the expectation, the above gives the asymptotic expansion of the value

E[Φ ∘ F(ϵ)] ∼ E[f0] + ϵE[f1] + ϵ2E[f2] + ⋅ ⋅ ⋅ .
Especially in case Φ(x) = ev(x) = ei(v,x), this result gives the asymptotic expansion of
the density function

p(ϵ, y) ∼ p0(y) + ϵp1(y) + ϵ2p2(y) + ⋅ ⋅ ⋅ ,
which is closely related to the short time asymptotic estimates stated in Theorems 2.2,
2.4 and Proposition 2.6 in Sections 2.2, 2.3. We treat this topic in Section 4.1.2. In Sec-
tion 4.1.3, we provide some examples of the asymptotic expansionwhich often appear
in applications in the theory of finance. In Section 4.1, we denote the solution of the
SDE by St or St(ϵ) instead of Xt, according to the custom in the financial theory.

Section 4.2 is devoted to the application of a finance theory for jump processes to
the optimal consumption problem. Although the problem is one-dimensional, it pro-
vides uswith a good example of the interplay between the probability theory (stochas-
tic analysis) and the PDE theory (boundary value problem).

4.1 Asymptotic expansion of the SDE

In this subsection, we apply composition techniques developed in Sections 3.5, 3.7 to
a functional F(ϵ) of the solution St(ϵ) to the canonical SDE with parameter ϵ > 0.
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In economic models, the process which represents the asset price is often com-
plex. We would like to analyse the behaviour of it by inferring from simple ones. In
our model below, St(1) = St(ϵ)|ϵ=1 is the target process, and ϵ > 0 is an approxima-
tion parameter (coefficient to random factors).

We expand in Section 4.1.1 the composition Φ ∘ St(ϵ) with Φ ∈ S󸀠 by

Φ ∘ St(ϵ) ∼ f0 + ϵf1 + ϵ2f2 + ⋅ ⋅ ⋅ .
Each term fj in the above has a proper financial meaning according to the order j.
Based on this expansion, the expansion of the transition density function (Sec-
tion 4.1.2) will be helpful in practical applications.

We consider an m-dimensional Lévy process Zt given by

Zt = bt + σW(t) + t∫
0

∫
|z|≤1

zÑ(dsdz) + t∫
0

∫
|z|>1

zN(dsdz) ,
where b ∈ Rm and σ is anm × m matrix such that σσT = A.

Let ϵ ∈ (0, 1] be a small parameter. Let S(ϵ) be a d-dimensional jump process
depending on ϵ, given as the solution to the canonical SDE

dSt(ϵ) = a0(St(ϵ)) + ϵ
m∑
i=1

ai(St(ϵ)) ∘ dZi
t , S0(ϵ) = x .

That is, St(ϵ) is given by
St(ϵ) = S0(ϵ) + t∫

0

a0(Ss−(ϵ))ds + ϵ
m∑

i,j=1

t∫
0

ai(Ss−(ϵ))σij ∘ dWj(s)
+ ϵ

{{{{{
t∫
0

∫
|z|≤1

(ϕz
1(Ss−(ϵ)) − Ss−(ϵ))Ñ(dsdz) + t∫

0

∫
|z|>1

(ϕz
1(Ss−(ϵ)) − Ss−(ϵ))N(dsdz)

+ t∫
0

∫
|z|≤1

(ϕz
1(Ss−(ϵ)) − Ss−(ϵ) − m∑

i=1
ziai(Ss−(ϵ)))N̂(dsdz)}}}}} . (1.1)

Here, ai(x), i = 0, 1, . . .,m are bounded C∞ functions from Rd to Rd with bounded
derivatives of all orders, and ∘dWj(s) denotes the Stratonovich integral with respect
to the Wiener process Wj(t). Here, ϕz

s denotes a one parameter group of diffeomor-
phisms (integral curve) generated by∑m

i=1 ziai(.), and ϕz
1 = ϕz

s |s=1. We may also write
Exp (t∑m

i=1 ziai) for ϕz
t . Obviously, the coefficient function ϕz

1(x) depends on ai(x)󸀠s.
See Section 2.5.1 for details on canonical SDEs.

We remark that our asset model above adapts well to the geometric Lévy model
(cf. [69] Section 2, [175] Section 2.2). The jump term represents the discontinuous fluc-
tuation of the basic asset with parameter ϵ. In ourmodel, each jump size of the driving
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Poisson randommeasure N is not necessarily small, but the total fluctuation given as
the stochastic integral of N is controlled by the small parameter ϵ > 0.

Remark 4.1. By transforming the Stratonovich integral into the Itô integral, (1.1) can
be written simply as

St(ϵ) = S0(ϵ) + t∫
0

ã0(Ss−(ϵ))ds + ϵ
m∑

i,j=1

t∫
0

ai(Ss−(ϵ))σijdWj(s)
+ ϵ

t∫
0

∫(ϕz
1(Ss−(ϵ)) − Ss−(ϵ))Ñ(dsdz) , (1.2)

where

ã0(x) = a0(x) + 1
2
ϵ

m∑
i,j=1

∇ai(x)ai(x)σ2ij
+ ϵ

{{{{{ ∫
|z|>1

(ϕz
1(x) − x)μ(dz) + ∫

|z|≤1

(ϕz
1(x) − x − m∑

i=1
ziai(x))μ(dz)}}}}} .

We also remark that our model is slightly different from those studied in [114, 132]
and [222], where the drift coefficient ã0 also on depends ϵ when transformed into Itô
form.

It is known that (1.1) has a unique global solution for each ϵ. We sometimes omit ϵ and
simply write St for St(ϵ).

Oneof ourmotivations inmathematical finance is tomakea compositionΦ(ST (ϵ))
with some functional Φ appearing in the European call or put options, and lead an
asymptotic expansion

Φ(ST(ϵ)) ∼ f0 + ϵf1 + ϵ2f2 + ⋅ ⋅ ⋅
in some function space. Note that the above is not a formal expansion, but it is an
expansion in terms of the Sobolev norms introduced in Section 3.3.

As expanded above, errors from the deterministic factor are arranged in terms of
the order of the power of ϵ. As ϵ → 0, each coefficient of ϵj will provide a dominant
factor at its power j in the model.

We recall m × m matrices Bρ and B by

Bρ = 1
φ(ρ) ∫

|z|≤ρ

zzT μ(dz) ,
B = lim inf

ρ→0
Bρ ,

provided that the Lévy measure satisfies the order condition. We set B = 0 if μ does
not satisfy the order condition. The Lévy process is called non-degenerate if the matrix
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A +B is invertible. We define a d ×mmatrix C(x) by (a1(x), . . ., am(x)). We choose the
same quantity q0 = 1 − α

2β (1 + 1
k0 ) > 0 as in (3.33) (Section 3.3) and fix it.

4.1.1 Analysis on the stochastic model

We introduce a basic assumption on A + B, where A = σσT:
Assumption (AS) There exists c > 0 such that for all x ∈ Rd, it holds that(v, C(x)(A + B)C(x)T v) ≥ c|v|2 .
Remark 4.2. (1) This assumption corresponds to (NDB) in Definition 3.5 (Section 3.6).

(2) Assume d = 1. If S0(ϵ) = x > 0 and A > 0, then the (Merton) model stated
in (1.1) can be interpreted to satisfy the assumption (AS) with C(x) = x and g(x, z) =
ϕz
1(x)− x. Indeed, in this case, the process St(ϵ) hits {0} only by drift and the diffusion

factors, and once it hits {0}, it stays there afterwards.
We denote by St(ϵ) the solution to (1.1) starting from S0(ϵ) = x at t = 0. It is known
that it has a modification such that St(ϵ) : Rd → Rd is a C∞ diffeomorphism a.s. for
all t > 0 (cf. Fujiwara–Kunita [67]).

In order to simplify the notation, we introduce the following assumption:
Assumption (AS2) ∫

|z|>1

|ϕz
1(x) − x|μ(dz) < +∞ for all x ∈ Rd .

Then, we have | ∫Rm\{0}{ϕz
1(x) − x − ∑m

i=1 ziai(x)1{|z|≤1}}μ(dz)| < +∞ for all x ∈ Rd.

We note that St(0) is given by the ODE St(0) = S0(0) + ∫t
0 a0(Ss(0))ds, S0(0) = x.

We put
Ft(ϵ) = 1

ϵ
(St(ϵ) − St(0)) ,

and let
F(ϵ) = FT(ϵ) ,

where T < +∞. In the sequel, we sometimes suppress ϵ in St(ϵ) for notational sim-
plicity.

We can calculate the stochastic derivatives easily. Indeed,

DtF = (∇St,T(St−)( m∑
i=1

ai(St−)σij) , j = 1, . . .,m) , a.e. dtdP ,

where∇St,T(x) is the Jacobianmatrix of the map St,T(x) : Rd → Rd, and Ss,t = St ∘S−1s .
Further, since

d
ds St,T(x + ϵ(ϕz

s(x) − x)) = ∇St,T(x + ϵ(ϕz
s(x) − x)) d

ds (x + ϵ(ϕz
s(x) − x))

= ∇St,T(x + ϵ(ϕz
s(x) − x))ϵ m∑

i=1
ziai(ϕz

s(x)) ,
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we have

D̃t,zF = 1
ϵ (St,T(St− + ϵ(ϕz

1(St−) − St−)) − St,T(St−))= ∇St,T(St− + ϵ(ϕz
θ(St−) − St−)) m∑

i=1
ziai(ϕz

θ(St−)) ,
by the mean value theorem, where θ ∈ (0, 1). Due to the above, we have

∂D̃t,0F(ϵ) = ∂zD̃t,zF(ϵ)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨z=0 = ∇St,T(St−)(a1(St−), . . ., am(St−)), a.e. dtdP .

Repeating this argument, we find F ∈ D∞. (See Section 3.3 for the definition of the
Sobolev space D∞.)

Due to [192] Theorem V.60 we have:

Lemma 4.1 (cf. [95] Lemma 6.2). Assume (AS) and (AS2). The Jacobian matrix ∇Ss,t is
invertible a.s. Both |∇Ss,t| and |(∇Ss,t)−1| (norms of these matrices) belong to Lp for any
p > 1. Further, there exist positive constants cp and Cp such that

E[|∇Ss,t|p] + E[|(∇Ss,t)−1|p] ≤ Cp exp cp(t − s) (1.3)

holds for any x and s < t, and ϵ > 0 sufficiently small.

Furthermore, we have:

Lemma 4.2. For any k ∈ N, there exist positive constants c󸀠p and C󸀠p such that

sup
u∈A(1)k

E[|(∇Ss,t ∘ ε+u)−1|p] ≤ C󸀠p exp c󸀠p(t − s) , (1.4)

with any p ≥ 2, holds for any x and s < t, and ϵ > 0 sufficiently small.

Remark 4.3. In [95], we have assumed that the support of μ is compact. However, the
assertion can be extended to Rm under the assumption (AS2).

Proof of Lemma 4.2. Wewill show supu∈A(1)k |(∇Ss,t ∘ ε+u)−1| ∈ Lp, p ≥ 2. For k = 1, we
write (∇Ss,t ∘ ε+u)−1 = (∇Ss,t)−1 ∘ ε+u = D̃u(∇Ss,t)−1 + (∇Ss,t)−1 .
For general u = (u1, . . ., uk), (∇Ss,t)−1 ∘ ε+u is a sum of terms D̃ui1 ,...,uil

(∇Ss,t)−1, where
i1, . . ., il ∈ {1, . . ., k}, l ≤ k.

As |(∇Ss,t)−1| ∈ Lp by Lemma 4.1, we will show supu∈A(1)k |D̃u(∇Ss,t)−1| ∈ Lp,
u = (u1, . . ., uk) for k = 1, 2, . . ..
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We recall that the inverse matrix (∇Ss,t)−1 satisfies a.s. the SDE
(∇Ss,t)−1 = I − t∫

s

(∇Ss,r−)−1∇ã0(Sr−)dr
− ϵ

m∑
i,j=1

t∫
s

(∇Ss,r−)−1∇ai(Sr−)σijdWj(r)
+ ϵ

t∫
s

∫(∇Ss,r−)−1 {(∇ϕz
1(Sr−))−1 − I} Ñ(drdz) . (1.5)

Let k = 1 and let u = (s1, z1). Since D̃u(∇St−)−1 = 0 if t < s1, we assume t ≥ s1.
Then, D̃u(∇St−)−1 should satisfy

D̃u(∇St)−1 = (∇ϕz
1(Ss1 ))−1 − I − t∫

s1

D̃u((∇Sr−)−1 ⋅ ∇ã0(Sr−))dr
− ϵ

m∑
i,j=1

t∫
s1

D̃u((∇Sr−)−1 ⋅ ∇ai(Sr−))σijdWj(r)
+ ϵ

t∫
s1

∫ D̃u{(∇Sr−)−1(∇ϕz
1(Sr−))−1 − I)}Ñ(drdz) .

We will show |D̃u(∇St)−1| ∈ Lp. Let τn , n = 1, 2, . . . be a sequence of stopping
times such that τn = inf{t > s; |D̃u(∇Ss,t)−1| > n} (= T if the set {⋅ ⋅ ⋅ } is empty). In
the following discussion, we denote the stopped process D̃u(∇Ss,t∧τn)−1 as D̃u(∇St)−1.
However, constants appearing in the inequalities do not depend on n, nor on u.
Drift term We have

D̃u((∇Sr−)−1 ⋅ ∇ã0(Sr−))= D̃u(∇Sr−)−1 ⋅ ∇ã0(Sr−) + (∇Sr−)−1 ⋅ D̃u∇ã0(Sr−) + D̃u(∇Sr−)−1 ⋅ D̃u∇ã0(Sr−) ,
and

D̃u(∇ã0(Sr−)) = (D̃uSr−)T∇2ã0(Sr− + θD̃uSr−)
for some θ ∈ (0, 1) by the mean value theorem. Since ∇ã0 is a bounded function, we
have the inequality

E[[
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
s

D̃u(∇Sr−)−1∇ã0(Sr−)dr󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p]]≤ cE[[
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
s

|D̃u(∇Sr−)−1|dr󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p]] ≤ c󸀠

t∫
s

E[|D̃u(∇Sr−)−1|p]dr .
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Similarly, since ∇2ã0 is a bounded function,

E[[
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
s

(∇Sr−)−1D̃u∇ã0(Sr−)dr󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p]] ≤ cE[[

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
s

|(∇Sr−)−1||D̃uSr−|dr󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p]]≤ c󸀠

t∫
s

E[|(∇Sr−)−1|p|D̃uSr−|p]dr
≤ c󸀠󸀠

t∫
s

(E[|(∇Sr−)−1|p1])p/p1 (E[|D̃uSr−|p2])p/p2dr
where 1

p1 + 1
p2 = 1

p , p1 > 1, p2 > 1. Since E[|D̃uSr−|p2] < +∞ for all p2 ≥ 1, we have

E[[
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
s

(∇Sr−)−1D̃u∇ã0(Sr−)dr󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p]] ≤ c󸀠󸀠󸀠

t∫
s

E[|(∇Sr−)−1|p]dr .
As for the third term,

E[[
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
s

D̃u(∇Sr−)−1D̃u∇ã0(Sr−)dr󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p]] ≤ cE[[

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
s

|D̃u(∇Sr−)−1||D̃uSr−|dr󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p]]≤ c󸀠

t∫
s

E[|D̃u(∇Sr−)−1|p|D̃uSr−|p]dr .
Hence, we have

E[[
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
s

D̃u(∇Sr−)−1D̃u∇ã0(Sr−)dr󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p]] ≤ c󸀠󸀠

t∫
s

E[|D̃u(∇Sr−)−1|p]dr
as above.
Diffusion term We have

D̃u((∇Sr−)−1 ⋅ ∇ai(Sr−)) =
D̃u(∇Sr−)−1 ⋅ ∇ai(Sr−) + (∇Sr−)−1 ⋅ D̃u∇ai(Sr−) + D̃u(∇Sr−)−1 ⋅ D̃u∇ai(Sr−) .

Then,

E[[
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
s

D̃u(∇Sr−)−1 ⋅ ∇ai(Sr−)σijdWj(r)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p]] ≤ c

t∫
s

E[|D̃u(∇Sr−)−1|p]dr .
We have

D̃u(∇ai(Sr−)) = (D̃uSr−)T∇2ai(Sr− + θ󸀠D̃uSr−)
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for some θ󸀠 ∈ (0, 1) as above. Hence,
E[[

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
s

(∇Sr−)−1 ⋅ D̃u∇ai(Sr−)σijdWj(r)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p]] ≤ c󸀠

t∫
s

E[|D̃u(∇Sr−)−1|p]dr
as above. The third term is bounded similarly.
Jump term We have

D̃u{(∇Sr−)−1(∇ϕz
1(Sr−))−1 − I)} = D̃u(∇Sr−)−1.(∇ϕz

1(Sr−))−1 − I)+ (∇Sr−)−1D̃u(∇ϕz
1(Sr−))−1 − I) + D̃u(∇Sr−)−1.D̃u(∇ϕz

1(Sr−))−1 − I) .
Then,

E[[
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫

s1

∫ D̃u(∇Sr−)−1(∇ϕz
1(Sr−))−1 − I)Ñ(drdz)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

p]]
≤ cE[[[

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
s

∫ |D̃u(∇Sr−)−1(∇ϕz
1(Sr−))−1 − I)|2N̂(drdz)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

p/2]]]+ c󸀠E[[
t∫
s

∫ |D̃u(∇Sr−)−1(∇ϕz
1(Sr−))−1 − I)|pN̂(drdz)]] . (1.6)

We remark

sup
x

∫ |(∇ϕz
1(x))−1 − I|2μ(dz) < +∞, sup

x
∫ |(∇ϕz

1(x))−1 − I|2μ(dz) < +∞ .

Hence, the right-hand side of (1.6) is dominated by c󸀠󸀠 ∫t
s E[|D̃u(∇Sr−)−1|p]dr.

We remark (∇ϕz
1)−1 = ∇((ϕz

1)−1) = ∇(ϕ−z
1 ) by the inverse mapping theorem.

Hence,

D̃u(∇ϕz
1(Sr−))−1 − I) = D̃u(∇ϕ−z

1 (Sr)) = ∇ϕ−z
1 (Ss1 ,r ∘ ϕ−z

1 (Sr)) − ∇ϕ−z
1 (Ss1 ,r)= ∇2ϕ−z

1 (Ss1 ,r ∘ ϕ−z
θ󸀠󸀠(Sr)) ⋅ ∇Ss1,r(ϕ−z

θ󸀠󸀠 (Sr)) ⊗ m∑
i=1

(−zi)ai(ϕ−z
θ󸀠󸀠 (Sr))

= −(∇Ss1,r(ϕ−z
θ󸀠󸀠 (Sr)))T∇2ϕ−z

1 (Ss1 ,r ∘ ϕ−z
θ󸀠󸀠 (Sr)) ⋅ m∑

i=1
ziai(ϕ−z

θ󸀠󸀠 (Sr))
for some θ󸀠󸀠 ∈ (0, 1). By this expression,

E[[
t∫
s

∫ |(∇Sr−)−1D̃u(∇ϕz
1(Sr−))−1 − I)|pN̂(drdz)]]
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≤ cE[[
t∫
s

∫ |(∇Sr−)−1|p ⋅ |(∇Ss1 ,r(ϕ−z
θ󸀠󸀠 (Sr)))|p

× | ∇2ϕ−z
1 (Ss1,r ∘ ϕ−z

θ󸀠󸀠 (Sr))|p ⋅ | m∑
i=1

ziai(ϕ−z
θ󸀠󸀠 (Sr))|pN̂(drdz)] .

We have E[supy |∇Ss1,r(y)|p] < +∞, supx ∫ |∇2ϕ−z
1 (x)|pμ(dz) < +∞, and

sup
x,θ

∫ | m∑
i=1

ziai(ϕ−z
θ (x))|pμ(dz) < +∞, p ≥ 2 .

Hence, the right-hand sideof the above formula is dominatedby c󸀠 ∫t
s E[|(∇Sr−)−1|p]dr.

Finally,

E[[
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
s

∫ D̃u(∇Sr−)−1D̃u(∇ϕz
1(Sr−))−1 − I)N̂(drdz)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

p]]
≤ cE[[[

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t∫
s

∫ |D̃u(∇Sr−)−1D̃u(∇ϕz
1(Sr−))−1 − I)|2N̂(drdz)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

p/2]]]+ cE[[
t∫
s

∫ |D̃u(∇Sr−)−1D̃u(∇ϕz
1(Sr−))−1 − I)|pN̂(drdz)]] .

Due to similar arguments as above, both terms are dominated by

c
t∫
s

E[|D̃u(∇Sr−)−1|p]dr .
Since we know E[|(∇Sr−)−1|p] < +∞ for all p > 1, the whole terms are dominated

by

c
t∫
s

E[|D̃u(∇Sr−)−1|p]dr .
Hence, by Lemma 4.1,

E [|D̃u(∇St−)−1|p] ≤ c + ϵc
t∫
s

E [|D̃u(∇Sr−)−1|p] dr .
Hence,

E[|D̃u(∇St−)−1|p] ≤ c exp ϵc(t − s)
by the Gronwall’s lemma. As the constants can be chosen, not depending on n nor
on u, we let n → +∞ to obtain the assertion for k = 1.

Repeating this argument, we have the assertion of the lemma.
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By the differentiability of z 󳨃→ ϕz
s, we can see that D̃t,zF is twice continuously differ-

entiable with respect to z = (z1, . . ., zm) a.s.
Writing St(ϵ) = Xt in the form in Section 3.6, σ(x), b(x) and g(x, z) are given by

σ(x) = ϵ(a1(x), . . ., am(x))σ, ã0(x) and g(x, z) = ϵ(ϕz
1(x) − x) = ϵ(Exp (∑m

i=1 ziai)(x) −
x), respectively. Since all derivatives of ai(x)s are bounded and satisfy the linear
growth condition, we are in the same situation as in Section 3.6.1.

The condition (NDB) is satisfied by (AS), and St(ϵ) enjoys the flowproperty since it
is a canonical process. Regarding F(ϵ) = 1

ϵ (ST(ϵ) − ST(0)) where ST(0) = Exp (Ta0)(x)
is deterministic, we see, by Lemma 3.7 from Chapter 3, the condition (R) holds for F(ϵ)
for each ϵ > 0. That is, for any positive integer k and p > 1, derivatives satisfy 0 < ϵ < 1

sup
t∈T,u∈A(1)k

E[[
m∑
i=1

sup
|zi |≤1

|∂zi D̃t,zF(ϵ) ∘ ε+u|p + m∑
i,j=1

sup
|z|≤1

|∂zi ∂zj D̃t,zF(ϵ) ∘ ε+u|p]]< +∞ . (1.7)

We put the Malliavin covariance R(ϵ) concerning the Wiener space depending on
ϵ > 0 by

R(ϵ) = ∫
T

DtF(ϵ)(DtF(ϵ))Tdt . (1.8)

The Malliavin covariance R(ϵ) is then represented by
R(ϵ) = ∫

T

∇St,T(St−)C(St−)AC(St−)T∇St,T(St−)Tdt, a.s.dP . (1.9)

We put
K̃(ϵ) = ∫

T

(∂D̃t,0F(ϵ))B(∂D̃t,0F(ϵ))Tdt . (1.10)

Then, the covariance K̃(ϵ) is written as
K̃(ϵ) = ∫

T

∇St,T(St−)C(St−)B(C(St−))T∇St,T(St−)Tdt, a.s.dP . (1.11)

Furthermore, we put

K̃ρ(ϵ) = ∫
T

∂D̃t,0F(ϵ)Bρ(∂D̃t,0F(ϵ))T dt, a.s.dP (1.12)

for ρ > 0. Note that K̃ρ(ϵ) can be written as
K̃ρ(ϵ) = ∫

A(ρ)

1
φ(ρ)∇St,T(St−)C(St−)zzT (C(St−))T∇St,T(St−)T N̂(du) . (1.13)

We introduce the following condition to guarantee the existence of the composi-
tion Φ ∘ F(ϵ) with Φ ∈ S󸀠 uniformly in ϵ.
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Definition 4.1. We say F(ϵ) = (F1, . . . , Fd) satisfies the condition (UND) (uniformly
non-degenerate) if for all p ≥ 1 and any integer k, there exists β ∈ ( α2 , 1] such that it
holds that

lim sup
ϵ→0

sup
ρ∈(0,1)

sup
v∈Rd
|v|=1

ess sup
u∈Ak(ρ)

E[|((v, Σ(ϵ)v)
+ φ(ρ)−1 ∫

A(ρ)

|(v, D̃uF(ϵ))|21{|D̃uF(ϵ)|≤ρβ}N̂(du))−1 ∘ ε+u|p] < +∞ ,

where Σ(ϵ) = (Σi,j(ϵ)), Σi,j(ϵ) = ∫T DtFi(ϵ)DtFj(ϵ)dt.
In [77], we put 1{|(v,D̃uF(ϵ))|≤ρβ} in place of 1{|D̃uF(ϵ)|≤ρβ}. Here, we have strengthened the
condition.

We are treating a series of random variables with parameter ϵ defined on the
Wiener–Poisson space. We set the topology among them by using the order of ϵ as
it tends to 0 in terms of the | ⋅ |k,l,p norms. We define the asymptotic expansion in D∞
and in D󸀠∞ in terms of the order of ϵ.

Definition 4.2. Let G(ϵ) be a Wiener–Poisson variable. We write

G(ϵ) = O(ϵm) in D∞

if G(ϵ) ∈ D∞ for ϵ ∈ (0, 1], and if for all k, l ≥ 0 and for any p ≥ 2, it holds

lim sup
ϵ→0

|G(ϵ)|k,l,p
ϵm < ∞ .

Definition 4.3.
(1) We say that F(ϵ) has the asymptotic expansion

F(ϵ) ∼ ∞∑
j=0

ϵj fj in D∞

if it holds that
(i) F(ϵ), f0, f1, ⋅ ⋅ ⋅ ∈ D∞ for any ϵ.
(ii) For any nonnegative integer m,

F(ϵ) − m∑
ν=0

ϵνfν = O(ϵm+1) in D∞ .

(2) We say that Φ(ϵ) ∈ D󸀠∞ has an asymptotic expansion

Φ(ϵ) ∼ ∞∑
j=0

ϵjΦν in D󸀠∞

if for any m ≥ 0, there exist k = k(m) ≥ 0, l = l(m) ≥ 0 and p ≥ 2 such that for
some Φ(ϵ),Φ0 ,Φ1,Φ2, . . . ,Φm ∈ D󸀠k,l,p, it holds that

lim sup
ϵ→0

1
ϵm+1

|Φ(ϵ) − m∑
ν=0

ϵjΦν |k,l,p󸀠 < +∞ .
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Remark 4.4. In (1), the topology for (F(ϵ)) is a weak topology given as an inductive
limit inm of those given by the strong convergence with respect to the | ⋅ |k,l,p-norm up
to the order m = 1, 2, 3, . . ., where the index (k, l, p) is arbitrary. On the other hand,
in (2), the topology for (Φ(ϵ)) is a weak topology given as an inductive limit in m of
those given by the ∗-weak topology induced on D󸀠k,l,p (the topology on D󸀠k,l,p of point-
wise convergence with respect to the | ⋅ |󸀠k,l,p-norm) up to the order m = 1, 2, 3, . . .,
where the index (k, l, p) is as above.
Lemma 4.3. (1) If F(ϵ) ∈ D∞ and G(ϵ) ∈ D∞, ϵ ∈ (0, 1], are such that

F(ϵ) ∼ ∞∑
j=0

ϵj fj in D∞

and
G(ϵ) ∼ ∞∑

j=0
ϵjgj in D∞ ,

then H(ϵ) = F(ϵ)G(ϵ) satisfies
H(ϵ) ∼ ∞∑

j=0
ϵjhj in D∞

and hj’s are obtained by the formal multiplication:

h0 = g0f0, h1 = g0f1 + g1f0, h2 = g0f2 + g1f1 + g2f0, . . .

(2) If F(ϵ) ∈ D∞ and Φ(ϵ) ∈ D󸀠∞, ϵ ∈ (0, 1], such that

F(ϵ) ∼ ∞∑
j=0

ϵj fj in D∞

and
Φ(ϵ) ∼ ∞∑

j=0
ϵjΦj in D󸀠∞ ,

then Ψ(ϵ) = F(ϵ)Φ(ϵ) satisfies
Ψ(ϵ) ∼ ∞∑

j=0
ϵjΨj in D󸀠∞

and Ψj’s are obtained by the formal multiplication:

Ψ0 = f0Φ0, Ψ1 = Φ0f1 + Φ1f0, Ψ2 = Φ0 f2 + Φ1 f1 + Φ2 f0, . . .

The proof of this lemma is similar to that of [82] Proposition 9.3(i), (iii).
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The following is the main assertion.

Theorem 4.1 ([77] Theorem 5.5). Suppose F(ϵ) satisfies the condition (UND), and that
F(ϵ) ∼ ∑∞

j=0 ϵj fj in D∞. Then, for all Φ ∈ S󸀠, we have Φ ∘ F(ϵ) ∈ D󸀠∞ has an asymptotic
expansion in D󸀠∞:

Φ ∘ F(ϵ) ∼ ∞∑
m=0

∑
|n|=m

1
n!
(∂nΦ) ∘ f0 ⋅ (F(ϵ) − f0)n

∼ Φ0 + ϵΦ1 + ϵ2Φ2 + ⋅ ⋅ ⋅ in D󸀠∞ .

Here, Φ0,Φ1,Φ2 are given by the formal expansion

Φ0 = Φ ∘ f0, Φ1 = d∑
i=1

f i1(∂xiΦ) ∘ f0 ,
Φ2 = d∑

i=1
f i2(∂xiΦ) ∘ f0 + 1

2

d∑
i,j=1

f i1f
j
1(∂2xi xjΦ) ∘ f0 ,

Φ3 = d∑
i=1

f i3(∂xiΦ) ∘ f0 + 2
2!

d∑
i,j=1

f i1f
j
2(∂2xi xjΦ) ∘ f0 + 1

3!

d∑
i,j,k=1

f i1f
j
1f

k
1 (∂3xixj xkΦ) ∘ f0

. . .

In casem=d=1, the condition (UND)holdsunder theassumption that infx∈R a(x) > 0.
See [77] Theorem 7.4. This theorem is proved at the end of this subsection.

Before applying this theorem directly, we introduce another non-degeneracy con-
dition:

Definition 4.4. We say F(ϵ) satisfies the condition (UND2) if R(ϵ) + K̃(ϵ) is invertible
and if for any integer k and p > 1 such that

lim sup
ϵ→0

sup
|v|=1,u∈A(1)k

E[(v, (R(ϵ) + K̃(ϵ)) ∘ ε+uv)−p] < +∞ . (1.14)

We claim:

Proposition 4.1. The assumptions (AS), (AS2) imply the condition (UND2).

Proof. By (1.9), (1.11) and by (AS), we have

(v, (R(ϵ) + K̃(ϵ)) ∘ ε+uv) ≥ C∫
T

|vT(∇St,T ∘ ε+u)|2dt .
Since we have, by the Jensen’s inequality,

(1
t

t∫
0

f(s)ds)−1 ≤ 1
t

t∫
0

f(s)−1ds
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for a positive function f(.),(v, (R(ϵ) + K̃(ϵ)) ∘ ε+uv)−1 ≤ 1
CT2

∫
T

|(v, (∇St,T ∘ ε+u))|−2dt
≤ 1

CT2|v|2 ∫
T

|(∇St,T ∘ ε+u)−1|2dt .
In the last inequality, we used the inequality |vT∇St,T ∘ ε+u|−1 ≤ |(∇St,T ∘ ε+u)−1|/|v|.

Hence, by taking v for |v| = 1,

sup
|v|=1,u∈A(1)k

E[(v, (R(ϵ) + K̃(ϵ)) ∘ ε+uv)−p]1/p
≤ 1

CT2
∫
T

sup
u∈A(1)k

E [|(∇St,T ∘ ε+u)−1|2p]1/p dt .
The last member is dominated by a positive constant Cp,k > 0 by Lemma 4.2.

Furthermore, we have:

Proposition 4.2. The condition (UND2) for F(ϵ) implies the condition (UND) for F(ϵ).
Combining Propositions 4.1 and 4.2, we can use the theory of composition given in
Section 3.5, and lead to the asymptotic expansion using Theorem 4.1 under the non-
degeneracy of the coefficients.

To prove the above proposition, we prepare the following notion.

Definition 4.5. We say F(ϵ) satisfies the condition (UND3) if R(ϵ) + K̃(ϵ) is invertible
and if for any integer k and any p > 1, there exists ρ0 > 0 such that

lim sup
ϵ→0

sup
0<ρ<ρ0

sup
|v|=1,u∈A(1)k

E[|(v, (R(ϵ) + K̃ρ(ϵ)) ∘ ε+uv)−p |] < +∞ . (1.15)

The proof of Proposition 4.2 consists of the following two lemmas.

Lemma 4.4. For F(ϵ), the condition (UND2) implies the condition (UND3).

Lemma 4.5. The condition (UND3) for F(ϵ) implies the condition (UND) for F(ϵ).
Proof of Lemma 4.4. The proof proceeds in a similar way to Lemma 3.6 (i) (Section
3.5.2), replacing K̃󸀠, K̃󸀠ρ with K̃(ϵ), K̃ρ(ϵ), respectively. Indeed,(v, (R(ϵ) + K̃ρ(ϵ))v)
= (v,(∫

T

{{{{{∇St,T(St−)C(St−)(A + 1
φ(ρ) ∫

|z|≤ρ

zzTμ(dz)) (C(St−))T∇St,T(St−)T}}}}}) v)
≥ C󸀠(v, (R(ϵ) + K̃(ϵ))v)
for 0 < ρ < ρ0, for some C󸀠 > 0. Then, we use the uniformity with respect to ϵ ∈ (0, ϵ0)
in (1.15).
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Proof of Lemma 4.5. The proof also proceeds as in Lemma 3.6 (ii). Here, we introduce
a stopping time τ = τ(v, u, ϵ) by

τ = inf {ρ ∈ (0, δ0); |Rρ(ϵ) ∘ ε+u − Tρ(ϵ) ∘ ε+u| ≥ 1
2Tρ(ϵ) ∘ ε+u} ,

instead of the τ in the proof of Lemma 3.10. Then, we use the uniformity with respect
to ϵ in (UND3).

We claim first that St(ϵ) can be expanded as
St(ϵ) ∼ ∞∑

n=0
ϵnsn(t) in D∞ (1.16)

and then show the explicit formula for sn(t). This leads to the nontrivial asymptotic
expansion

Ft(ϵ) ∼ ∞∑
n=0

ϵnfn(t) in D∞ ,

where Ft(ϵ) has appeared above.
To this end, we would put

S(n)t (ϵ) = ∂nSt(ϵ)
∂ϵn , n = 1, 2, 3, . . .

and denote
An(t) = S(n)t (ϵ)|ϵ=0 , n = 1, 2, 3, . . .

If these terms are calculated properly in D∞, we will have

St(ϵ) ∼ St(0) + ϵA1(t) + ϵ2 12!A2(t) + ⋅ ⋅ ⋅ (1.17)

and hence
Ft(ϵ) ∼ A1(t) + ϵ 12!A2(t) + ϵ2 13!A3(t) + ⋅ ⋅ ⋅ (1.18)

To verify the claim (1.16), we prepare the following lemmas.

Lemma 4.6. Let 0 ≤ s0 ≤ T. Let Ys0,t(ϵ), 0 < s0 < t ≤ T be a semimartingale of the
form

Ys0,t(ϵ) = Ys0,s0(ϵ) + t∫
s0

gr(ϵ)dr + t∫
s0

fr(ϵ)dW(s) + t∫
s0

∫ hr(ϵ, z)Ñ(dsdz) ,
where Ys0,s0(ϵ) is Fs0-measurable for each 0 < ϵ < 1, and gr(ϵ), fr(ϵ), hr(ϵ, z) are pre-
dictable processes for each (ϵ, z) ∈ (0, 1) × Rm. Suppose that for each p ≥ 2,

sup
0<ϵ<1

E[|Ys0 ,s0(ϵ)|p] < +∞
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and that
sup
0<ϵ<1

E[ sup
s0<r≤T

|Ys0,r(ϵ)|2] < +∞ .

Further, suppose that there exists a nonnegative predictable process ηt(ϵ), s0 < t ≤ T,
such that for each t ∈ (s0, T],

|gt(ϵ)| ≤ C( sup
s0<r≤t

|Yr−(ϵ)| + ηt(ϵ)) , (1.19)

|ft(ϵ)| ≤ C( sup
s0<r≤t

|Yr−(ϵ)| + ηt(ϵ)) , (1.20)

and ∫ |ht(ϵ, z)|pμ(dz) ≤ Cp ( sup
s0<r≤t

|Yr−(ϵ)| + ηt(ϵ))p
(1.21)

for any p ≥ 2. Then, we have

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩 sups0<r≤T
|Yr(ϵ)|󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩p ≤ Cp (‖Ys0,s0‖p + E[[

T∫
s0

|ηr(ϵ)|pdr]]
1/p) .

Proof of this lemma follows from the similar argument in Lemma 7.1 of [76] andwe omit
the details.

Lemma 4.7. For each p ≥ 2, there exists Cp > 0 such that

E [ sup
0<s≤T

|Ss(ϵ) − Ss(ϵ1)|p] ≤ Cp|ϵ − ϵ1|p (1.22)

and

E [ sup
0<s≤T

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 Ss(ϵ) − Ss(ϵ1)
ϵ − ϵ1

− Ss(ϵ) − Ss(ϵ2)
ϵ − ϵ2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p] ≤ Cp|ϵ1 − ϵ2|p . (1.23)

Proof. One can check that the process S(ϵ)−S(ϵ1) satisfies the condition in Lemma 4.6
with Yt = St(ϵ) − St(ϵ1), s0 = 0, Ys0,s0 = 0 and ηt(ϵ) = |ϵ − ϵ1|(1 + St−(ϵ)|). Hence,
Lemma 4.6 shows (1.22).

We shall prove (1.23);

Yt : = St(ϵ) − St(ϵ1)
ϵ − ϵ1

− St(ϵ) − St(ϵ2)
ϵ − ϵ2= t∫

0

grdr + t∫
0

frdW(r) + t∫
0

∫ hr(z)Ñ(drdz) ,
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where

gr = ã0(Sr(ϵ)) − ã0(Sr(ϵ1))
ϵ − ϵ1

− ã0(Sr(ϵ)) − ã0(Sr(ϵ2))
ϵ − ϵ2

,

fr = m∑
i,j=1

ϵai(Sr(ϵ)) − ϵ1ai(Sr(ϵ1))
ϵ − ϵ1

σij − m∑
i,j=1

ϵai(Sr(ϵ)) − ϵ2ai(Sr(ϵ2))
ϵ − ϵ2

σij ,

hr(z) = m∑
i=1

ϵai(Sr−(ϵ))zi − ϵ1ai(Sr−(ϵ1))zi
ϵ − ϵ1− m∑

i=1

ϵai(Sr−(ϵ))zi − ϵ2ai(Sr−(ϵ2))zi
ϵ − ϵ2

.

Put
ηt = (1 + 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 St−(ϵ) − St−(ϵ2)

ϵ − ϵ2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨) |St−(ϵ1) − St−(ϵ2)|
from (1.22), and thus we have

E [ sup
0<s≤T

|ηs|p] ≤ C|ϵ1 − ϵ2|p .
Hence, all we have to do is to show that gt, ft, and ht(z) satisfy the conditions in
Lemma 4.6. We shall only prove (1.20) since we can similarly show (1.19) and (1.21),
that is,|fr| ≤ m∑

i,j=1
|σij| 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨ϵ1 ai(St−(ϵ)) − ai(St−(ϵ1))

ϵ − ϵ1
− ϵ2

ai(St−(ϵ)) − ai(St−(ϵ2))
ϵ − ϵ2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨≤ m∑
i,j=1

|σij| 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨{( St−(ϵ) − St−(ϵ1)
ϵ − ϵ1

− St−(ϵ) − St−(ϵ2)
ϵ − ϵ2

)T

× 1∫
0

[∇ai(St−(ϵ) + θ(St−(ϵ) − St−(ϵ1)))] dθ
+ ( St−(ϵ) − St−(ϵ2)

ϵ − ϵ2
)T 1∫

0

[−∇ai(St−(ϵ2) + θ(St−(ϵ) − St−(ϵ2)))
+ ∇ai((St−(ϵ1) + θ(St−(ϵ) − St−(ϵ1)))]dθ}󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨+ m∑

i,j=1
|σij||ϵ1 − ϵ2| 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 St−(ϵ) − St−(ϵ2)

ϵ − ϵ2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ‖∇ai‖∞ .

The mean value theorem shows that the first term is dominated by‖∇ai‖∞ 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨St−(ϵ) − St−(ϵ1)
ϵ − ϵ1

− St−(ϵ) − St−(ϵ2)
ϵ − ϵ2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨+ ‖∇2ai‖∞ 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 St−(ϵ) − St−(ϵ2)
ϵ − ϵ2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 |St−(ϵ1) − St−(ϵ2)|≤ C(|Yt−| + ηt) .
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The second term on the right-hand side in the above is also dominated by ηt. Hence,
ft satisfies the condition in Lemma 4.6.

By this lemma, we can use Lemma 1.1 in [67] to see ϵ 󳨃→ St(ϵ) is continuously differen-
tiable on (0, 1]. Inductively, we can see that ϵ 󳨃→ St(ϵ) is infinitely times differentiable.
Hence, S(n)t (ϵ) = ∂nSt(ϵ)

∂ϵn is well-defined for n = 1, 2, . . ..
By using these preliminary results, we can show the following proposition.

Proposition 4.3. For all n ≥ 1 all k, l ≥ 0 and p ≥ 2, we have

sup
0<ϵ<1

|S(n)t (ϵ)|k,l,p < +∞ . (1.24)

In particular, An in (1.18) are in Lp, n = 1, 2, 3, . . ..

Proof. We use induction.
Case n = 0.

The assertion holds, that is, first, since it holds that for each k ≥ 0, l ≥ 0 and
p ≥ 1,

E[[∫T |Dl
t󸀠St(ϵ)|pdt󸀠]] < +∞ ,

E[[[ ∫
A(1)k

| D̃k
uSt(ϵ)𝛾(u) |pM̂(du)]]] < +∞

for each ϵ > 0, by Theorem 2.2.1 in [170] and by the proof of [181] Lemma 3.3, respec-
tively. Secondly, it holds since the continuity property holds with respect to 0 < ϵ < 1
as given in Lemma 4.8.
Case n ≥ 1.

Step 1 Assume the assertion (1.24) holds for n ≥ 0 with k, l = 0, 1, 2, . . . and with
p ≥ 2. We shall show

sup
0<ϵ<1

|S(n+1)t (ϵ)|k,l,p < +∞, k, l = 0, 1, 2, . . . .

To this end, we put

F1s (ϵ) = dn+1

dϵn+1
ã0(Ss(ϵ)) − ∇ã0(Ss(ϵ))S(n+1)s (ϵ) ,

F2s (ϵ, z) = dn+1

dϵn+1
(ϵ(ϕz

1(Ss−(ϵ)) − Ss−(ϵ)))
− ϵ( m∑

i=1
zi∇ai(Ss−(ϵ))S(n+1)s− (ϵ) − S(n+1)s− (ϵ)) ,
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F3s (ϵ) = dn+1

dϵn+1
(ϵ

m∑
i,j=1

ai(Ss(ϵ))) σij − ϵ
m∑

i,j=1
∇ai(Ss(ϵ)).S(n+1)s− (ϵ)σij .

By decomposing the first term, F2s−(ϵ, z) can be written as a linear sum of terms

m∑
i=1

zi∇lai(Ss−(ϵ))(S(1)s )⊗l1 ⊗ ⋅ ⋅ ⋅ ⊗ (S(n)s )⊗ln , l = 0, . . ., n

and

ϵ
m∑
i=1

zi∇l󸀠(Ss−(ϵ))(S(1)s )⊗l1 ⊗ ⋅ ⋅ ⋅ ⊗ (S(n)s )⊗ln , l󸀠 = 1, . . ., n + 1 (1.25)

for l1, . . ., ln ∈ {0, . . ., n}. Similarly, F3s (ϵ) can be written as a linear sum of terms

m∑
i,j=1

∇lai(Ss(ϵ))(S(1)s )⊗l1 ⊗ ⋅ ⋅ ⋅ ⊗ (S(n)s )⊗ln σij, l = 0, . . ., n

and

ϵ
m∑

i,j=1
∇l󸀠ai(Ss(ϵ))(S(1)s )⊗l1 ⊗ ⋅ ⋅ ⋅ ⊗ (S(n)s )⊗ln σij, l󸀠 = 1, . . ., n + 1 (1.26)

for l1, . . ., ln ∈ {0, . . ., n}.
Hence, by the assumption of the induction

sup
0<ϵ<1

sup
0<s<T

∫
A(1)k

E[[[
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨∫Tl

Dl
t D̃k

uF2s (ϵ, z)𝛾(u) dt

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p]]] M̂(du) < +∞, k, l = 0, 1, 2, . . . , (1.27)

sup
0<ϵ<1

sup
0<s<T

∫
A(1)k

E[[[∫Tl

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Dl
tD̃k

uF3s (ϵ)𝛾(u) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p dt]]] M̂(du) < +∞, k, l = 0, 1, 2, . . . .

Step 2We write u = (s1, z1) ∈ A(1). Since D̃uS(n+1)t (ϵ) = 0 for s1 > t, it remains to
show

sup
0<ϵ<1

sup
0<t<T

∫
A(1)∩((0,t]×Rm\{0})

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩 D̃(s1,z1)S(n+1)t (ϵ)|z1| 󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩p M̂(du) < +∞
in order to show the assertion for k = 1, l = 0.

To this end, let S̃s1,t(ϵ, z1) = D̃uS(n+1)t (ϵ), s1 ≤ t. By the change of variables for-
mula, we have D̃uf(F) = (D̃uF)T(∫10 f 󸀠(F + θD̃uF)dθ). Hence, we observe that S̃s1,t(ϵ)
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satisfies

S̃s1,t(ϵ, z1) = D̃uF2s1(ϵ, z1) + ϵ
m∑
i=1

zi∇ai(Ss1 (ϵ)) ⋅ S(n+1)s1 (ϵ) + Ỹs1,t

+ t∫
s1

1∫
0

(D̃uSs(ϵ))T∇2ã0(Ss−(ϵ) + θD̃uSs(ϵ))S̃s1 ,s−(ϵ, z1))dθds (1.28)

+ t∫
s1

∫ 1∫
0

ϵ
m∑
i=1

(D̃uSs(ϵ))T∇2ai(Ss−(ϵ) + θD̃uSs−(ϵ))S̃s1 ,s−(ϵ, z1)zidθÑ(dsdz)
+ t∫

s1

1∫
0

ϵ
m∑

i,j=1
(D̃uSs(ϵ))T∇2ai(Ss−(ϵ) + θD̃uSs−(ϵ))S̃s1 ,s−(ϵ, z1)σijdθdWj(s) ,

where

Ỹs1,t = t∫
s1

{{{D̃u(F1s−(ϵ)) + ∇ã0(Ss−(ϵ))S̃s1 ,s−(ϵ)
+ 1∫

0

(D̃uSs(ϵ))T∇2ã0(Ss−(ϵ) + θD̃uSs−(ϵ))S(n+1)s− (ϵ)dθ}}} ds

+ t∫
s1

∫{{{D̃u(F2s−(ϵ)) + ϵ
m∑
i=1

zi(∇ai(Ss−(ϵ)S̃s1 ,s−(ϵ)
+ 1∫

0

(D̃uSs(ϵ))T∇2ai(Ss−(ϵ) + θD̃uSs−(ϵ))S(n+1)s− (ϵ)dθ)}}} Ñ(dsdz)
+ t∫

s1

{{{D̃u(F3s−(ϵ)) + ϵ
m∑

i,j=1
σij(∇ai(Ss(ϵ))S̃s1 ,s−(ϵ)

+ 1∫
0

(D̃uSs(ϵ))T∇2ai(Ss−(ϵ) + θD̃uSs−(ϵ))S(n+1)s− (ϵ))}}} dW(s) .
We recall that F2s−(ϵ, z), F3s (ϵ) can be written as a sum of the terms of the form

(1.25), (1.26), respectively. We write it below as D̃0
uG = G and S(0)t (ϵ) = St(ϵ) for abbre-

viation. We apply Lemma 4.6 for Y = Ỹ with s0 = s and

ηt = (󵄨󵄨󵄨󵄨󵄨󵄨D̃uS(0)t (ϵ)󵄨󵄨󵄨󵄨󵄨󵄨 + ∑
kj∈{0,1},1≤k0+...+kn≤n

󵄨󵄨󵄨󵄨󵄨󵄨D̃k0
u S(0)t (ϵ) ⋅ ⋅ ⋅ D̃kn

u S(n)t (ϵ)󵄨󵄨󵄨󵄨󵄨󵄨) × |S(n+1)t (ϵ)| . (1.29)

Then, we have

sup
0<s1<t≤T

‖Ỹs1 ,t‖p ≤ CE[[
T∫
s0

|ηr|pdr]]
1/p < +∞ . (1.30)

Here, we have used the assumption of the induction at the last inequality.
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Step 3 By the smoothness of ã0, a1, . . ., am and by the assumption of the induc-
tion, we have|(D̃uSs(ϵ))T∇2ã0(Ss−(ϵ) + θD̃uSs(ϵ))D̃uS(n+1)s− (ϵ)| ≤ C|D̃uSs(ϵ)||S̃s1 ,s−(ϵ, z1)| ,

∫ 1∫
0

|(D̃uSs(ϵ))T∇2ai(Ss−(ϵ) + θD̃uSs(ϵ))zi D̃uS(n+1)s− (ϵ)|pdθμ(dz)
≤ C|D̃uSs(ϵ)|p|S̃s1,s−(ϵ, z1)|p , p ≥ 2 ,

and|σij(D̃uSs(ϵ))T∇2ai(Ss−(ϵ) + θD̃uSs(ϵ))D̃uS(n+1)s− (ϵ)|≤ C|σij||D̃uSs(ϵ)||S̃s1 ,s−(ϵ, z1)| .
It follows from (1.27) that

sup
s1≤t

∫
A(1)

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩F2s1−(ϵ, z1)𝛾(u) + ϵ
m∑
i=1

zi𝛾(u)∇ai(Ss1 (ϵ))S(n+1)s1 (ϵ)󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩p M̂(du) < +∞ . (1.31)

Hence, we apply a similar argument to Lemma 4.6 with s0 = s1, ηt = Ỹs1,t +|D̃uSt(ϵ)|.|S̃s1 ,t(ϵ, z1)|, and
Ys0,s0 = F2s1 (ϵ, z1) + ϵ

m∑
i=1

zi∇ai(Ss1(ϵ))S(n+1)s1 (ϵ), Ys1,t = S̃s1,t(ϵ, z1) ,
and we have

sup
0<ϵ<1

E[[[ ∫
A(1)

sup
s1<t≤T

| S̃s1,t(z1, ϵ)𝛾(u) |pM̂(du)]]]
≤ Cp (󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩 ∫A(1) {F2s1 (ϵ, z1)𝛾(u) + ϵ

m∑
i=1

zi𝛾(u)∇ai(Ss1(ϵ))S(n+1)s1 (ϵ)} M̂(du)󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
p

p

+ t∫
s1

E[[[supr<s
∫

A(1)

| ηr𝛾(u) |pM̂(du)]]] ds) .

This implies by (1.30), (1.31) that󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨sups<t

󵄨󵄨󵄨󵄨󵄨󵄨S(n+1)s− (ϵ)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨1,0,p ≤ C + K
t∫

s1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨supr<s
|Sr−(ϵ)|󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨1,0,p1 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨supr<s

󵄨󵄨󵄨󵄨󵄨󵄨S(n+1)r− (ϵ)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨1,0,p2 ds ,
where p1 > 1, p2 > 1, 1

p1 + 1
p2 = 1

p . By the assumption of the induction,| supr<s |Sr−(ϵ)||1,0,p1 is uniformly finite, where p2 > 1 can be chosen arbitrarily
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close to p. Hence,󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨sups<t

󵄨󵄨󵄨󵄨󵄨󵄨S(n+1)s− (ϵ)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨1,0,p ≤ C + K󸀠
t∫

s1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨supr<s

󵄨󵄨󵄨󵄨󵄨󵄨S(n+1)r− (ϵ)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨1,0,p ds .
This implies

sup
0<ϵ<1

sup
0<t<T

|S(n+1)t (ϵ)|1,0,p < +∞ .

Step 4 Repeating this argument, we have

sup
0<ϵ<1

sup
0<t<T

|S(n+1)t (ϵ)|k,0,p < +∞ , k = 0, 1, 2, . . . .

We also have the assertion

sup
0<ϵ<1

sup
0<t<T

|S(n+1)t (ϵ)|0,l,p < +∞ , l = 0, 1, 2, . . .

due to Theorem 7.1 in [161].
Repeating this argument, we obtain the assertion.

From this proposition, we see that S(n)t (ϵ) , n = 1, 2, . . . can be calculated as a solu-
tion to the SDE which derives from (1.2):

S(n)t (ϵ) = t∫
0

dn

dϵn ã0(Ss−(ϵ))ds + m∑
i,j=1

t∫
0

dn

dϵn (ϵai(Ss−(ϵ)))σijdWj(s)
+ t∫

0

∫ dn

dϵn
{ϵ(ϕz

1(Ss−(ϵ)) − Ss−(ϵ))}Ñ(dsdz), S(n)0 (ϵ) = 0 , n = 1, 2, . . .

(cf. [25] (5-25)).
In particular, S(1)t (ϵ) satisfies the following SDE:
S(1)t (ϵ) = t∫

0

(∇ã0(Ss−(ϵ))S(1)s− (ϵ) + h1(Ss−(ϵ)))ds + m∑
i,j=1

t∫
0

ai(Ss−(ϵ))σijdWj(s)
+ ϵ

m∑
i,j=1

t∫
0

∇ai(Ss−(ϵ))S(1)s− (ϵ)σijdWj(s)
+ t∫

0

∫(ϕz
1(Ss−(ϵ)) − Ss−(ϵ))Ñ(dsdz)

+ ϵ
t∫
0

∫{∇ϕz
1(Ss−(ϵ) − I)S(1)s− (ϵ)}Ñ(dsdz), S(1)0 (ϵ) = 0 .

Here,
h1(x) = (ã0 − a0)|ϵ=1(x) .
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Putting ϵ = 0, f0 = S(1)T (0) = S(1)T (ϵ)|ϵ=0 is given by the following SDE:
S(1)T (0) = ∫

T

(∇a0(Ss−(0))S(1)s− (0) + h1(Ss−(0)))ds + m∑
i,j=1

∫
T

ai(Ss−(0))σijdWj(s)
+ ∫

T

∫(ϕz
1(Ss−(0)) − Ss−(0))Ñ(dsdz), S(1)0 (0) = 0 . (1.32)

We recall that t 󳨃→ St(0) is deterministic, and compare the SDE above with (1.2)
with ϵ = 1. As we assume (AS) and (AS2), we see that f0 satisfies the condition (ND)
by Propositions 3.10, 3.11.

Proposition 4.4 (cf. Hayashi [76]). We have

St(ϵ) ∼ ∞∑
n=0

ϵn 1n! S
(n)
t (0) (1.33)

in D∞.

Proof. Since

St(ϵ) − m∑
n=0

ϵn 1n! S
(n)
t (0) = ϵm+1

m!

1∫
0

(1 − θ)mS(m+1)t (ϵθ)dθ ,
we have by Proposition 4.2󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨St(ϵ) − m∑

n=0
ϵn 1n! S

(n)
t (0)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨k,l,p ≤ Cm sup

0<ϵ<1

󵄨󵄨󵄨󵄨󵄨󵄨S(m+1)t (ϵ)󵄨󵄨󵄨󵄨󵄨󵄨k,l,p ϵm+1 ,
and hence the assertion.

The flow property of St(ϵ) follows in Proposition 4.2 with g(x, z) = ϕz
1(x) − x, and

assumption (AS) corresponds to the condition (NDB). Hence, condition (UND) holds
for St(ϵ) (and for Ft(ϵ)) for ϵ ∈ (0, 1], due to Propositions 3.10, 3.11.

Hence, we can make the composition Φ ∘ Ft(ϵ) in D󸀠∞ for Φ ∈ S󸀠, and by Theo-
rem 4.1, we have its asymptotic expansion for Φ ∈ S󸀠. For example, taking Φ to be
ev(.), we will have an asymptotic expansion of the characteristic function, leading to
the asymptotic expansion for the density function for Ft(ϵ).

We give some examples of the composition in Section 4.1.3.

Proof of Theorem 4.1.
(Step 1)
We first give a proof for the case Φ ∈ H−∞. Let Φ ∈ H−2s0 . We prepare the following
lemma.
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Lemma 4.8 ([77] Lemma 5.6). Assume F(ϵ) ∼ ∑∞
j=0 ϵj fj in D∞, and that F(ϵ) satisfies

the uniform condition (ND). Put

Rm(ξ, ϵ) = eξ (F(ϵ)) − ∑
|n|≤m

eξ (f0)
n! (iξ, F(ϵ) − f0)n .

Then, for any m ≥ 1 and s > 0, there exist natural numbers k ≥ 1, l ≥ 0 and a real
number r > 2 such that

lim sup
ϵ→0

∫
{|ξ|≥1}

sup
|G|k,l,r=1

|E[GRm(⋅, ϵ)]|
ϵm+1

(1 + |ξ|)sdξ < ∞ .

Using this lemma, we shall prove Theorem 4.1. For the proof of this lemma, see [77]
Section 6.

Fix m ∈ N. By the definition of the composition (Def. 3.5.6), we have|Φ ∘ F(ϵ) − ∑
|n|≤m

( 1
n!∂

nΦ) ∘ f0(F(ϵ) − f0)n|󸀠k,l,p
= sup
|G|k,l,p=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨⟨ ∑
|n|≤m

( 1
n!

∂nΦ) ∘ f0(F(ϵ) − f0)n, G⟩󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨= sup
|G|k,l,p=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ∑|n|≤m 1
n! ⟨F∂nΦ, E[G(F(ϵ) − f0)n ⋅ eξ (f0)]⟩󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨= sup

|G|k,l,p=1

󵄨󵄨󵄨󵄨⟨FΦ, E[GRm (ξ, ϵ)]⟩󵄨󵄨󵄨󵄨 .
The right-hand side of the last equality is dominated by≤ |Φ|H−2s0

sup
|G|k,l,p=1

[∫(1 + |ξ|2)s0 |E[GRm(⋅, ϵ)]|2dξ] 1
2
.

Thus, the lemma above proves the assertion of Theorem 4.1.
(Step 2)
Next, we prove the theorem in the general caseΦ ∈ S󸀠. As stated in Section 3.5.1,Φ can
be decomposed as

Φ = (1 + |x|2)kΦ󸀠

for some k, s0 ∈ N and Φ󸀠 ∈ H−2s0 . We assume k < s0 by choosing large s0. Choose
s󸀠0 ≥ s0 + k, and regard Φ󸀠 ∈ H−2s󸀠0 .

We repeat the calculation in Step 1 with Φ replaced by (1 + |x|2)kΦ󸀠. As‖(1 + |x|2)kΦ󸀠‖−2s󸀠0 ≤ C|Φ󸀠|H−2(s󸀠0−k)

(see the proof of Proposition 3.5), the last term in Step 1 is replaced by

C|Φ󸀠|H−2s0
⋅ | sup
|G|k,l,p=1

|E[GRm(⋅, ϵ)]||H2s0
.

Hence, the assertion is proved.
Computing the coefficients of each power of ϵ, we obtain the explicit form of

Φ0,Φ1, . . ..
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4.1.2 Asymptotic expansion of the density

As an application, we state the asymptotic expansion of the density p(ϵ, y) of F(ϵ) =
FT(ϵ).

Since ST(0) is deterministic, F(ϵ) = 1
ϵ (ST(ϵ)−ST (0)) has an asymptotic expansion

F(ϵ) ∼ ∞∑
j=0

ϵj fj

in D∞ by Proposition 4.4.
We put F(0) = S(1)T (ϵ)|ϵ=0 = f0. By Proposition 4.3, F(0) ∈ D∞, and by Proposi-

tion 4.4, |F(ϵ) − F(0)|k,l,p → 0 (ϵ → 0)
for all k, l, p. Furthermore, by the expression (1.32) in Section 4.1.1, F(0) also satisfies
conditions (AS), (AS2), and hence the condition (ND) by Propositions 3.10, 3.11. By
Proposition 3.12, F(0) has a rapidly decreasing smooth density p(y).

Since ST(ϵ) satisfies the conditions (AS), (AS2), ST (ϵ)givenabove satisfies the con-
dition (UND2)byProposition 4.1. Combining thiswith the fact that F(0) above satisfies
the condition (ND), we see F(ϵ) = 1

ϵ (ST(ϵ) − ST(0)) satisfies the condition (UND2). By
Proposition 3.12, F(ϵ) has a rapidly decreasing smooth density p(ϵ, y) for each ϵ suffi-
ciently small.

We have the following proposition.

Proposition 4.5. We assume assumption (R) and condition (UND2).
(1) For each ϵ and each n, there exist C > 0 and k, l, p such that|E[Gev(F(ϵ))]| ≤ C(1 + |v|2)− 1

2 nq0 |G|k,l,p|F(ϵ)|nk,l,p sup
|v|>1

|{QF(ϵ)(v)}−1|k,l,p .
Here,

QF(ϵ)(v) = (v󸀠 , ΣF(ϵ)v󸀠) + 1|v|2φ(|v|− 1
β ) ∫Bv

|ei(v,D̃uF(ϵ)) − 1|2N̂(du) .
(2)

lim sup
ϵ→0

sup
|v|>1

|{QF(ϵ)(v)}−1|k,l,p < +∞
for each k, l, p.

The proof proceeds similarly to Proposition 3.9. Here, the second assertion follows
from condition (UND2). We omit the details.

We denote by φϵ, φ the characteristic functions of F(ϵ), F(0) respectively:
φϵ(v) = E[ev(F(ϵ))], φ(v) = E[ev(F(0))] .
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As stated at the end of Section 3.6,

p(ϵ, y) = ( 1
2π)d ∫ e−i(v,y)φϵ(v)dv

and (1 + |y|2)j∇αp(ϵ, y) = ( 1
2π )d (−i)|α| ∫ e−i(v,y)(1 − ∆)j vαφϵ(v)dv .

Here, α is a multi-index, vα = vα11 ⋅ ⋅ ⋅ vαd
d , and j = 0, 1, 2, . . .. The same calculation

proceeds to φ(v), p(y), that is,
(1 + |y|2)j∇αp(y) = ( 12π )d(−i)|α| ∫ e−i(v,y)(1 − ∆)j vαφ(v)dv .

Proposition 4.6. For each j ∈ N, N ∈ N and each multi-index β, we have

lim
ϵ→0

sup
|y|≤N

(1 + |y|2)j |∇α
yp(ϵ, y) − ∇α

yp(y)| = 0 .

Proof. By Proposition 4.5, we have for n sufficiently large|(1 − ∆)j vαφϵ(v)| ≤ C(ϵ)(1 + |v|2)−nq0/2+|α| ,
where

sup
ϵ

C(ϵ) < +∞ .

Due to the above expressions on φϵ and φ,

sup
y

|(1 + |y|2)j∇α(p(ϵ, y) − p(y))|
≤ ( 1

2π )d ∫ |(1 − ∆)j vα(φϵ(v) − φ(v))|dv .
The left-hand side goes to 0 as ϵ → 0 due to the Lebesgue’s convergence theorem by
choosing n sufficiently large so that (nq0)/2 > d + 1 + |α| in Proposition 3.8.
Remark 4.5. More naively, the density p(ϵ, y) has an expression

p(ϵ, y) = E[δy(F(ϵ))] ,
using δy(.) ∈ S󸀠. See [82] Section V.10.

We can show further that p(ϵ, y) has an asymptotic expansion
p(ϵ, y) ∼ ∞∑

j=0
ϵjpj(y)

as ϵ → 0.
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Proposition 4.7. For each m = 1, 2, . . . and N ∈ N, we have
lim sup

ϵ→0

1
ϵm+1

sup
|y|≤N

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p(ϵ, y) − m∑
j=0

ϵjpj(y)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 < +∞ (1.34)

for some rapidly decreasing smooth pj(y), j = 0, 1, 2, . . ..

Proof. First, we show that the pj(y)’s above are smooth. Indeed, takeΦ(.) = eξ (.) and
apply Theorem 4.1. Then, we have

eξ (F(ϵ)) ∼ Φ0 + ϵΦ1 + ϵ2Φ2 + ⋅ ⋅ ⋅ in D󸀠∞ ,

where

Φ0 = eξ (f0) , Φ1 = d∑
i=1

f i1(∂xi eξ ) ∘ f0
Φ2 = d∑

i=1
f i2(∂xi eξ ) ∘ f0 + 1

2

d∑
i,j=1

f i1f
j
1(∂2xixj eξ ) ∘ f0 ,

Φ3 = d∑
i=1

f i3(∂xi eξ ) ∘ f0 + 2
2!

d∑
i,j=1

f i1f
j
2(∂2xixj eξ ) ∘ f0 + 1

3!

d∑
i,j,k=1

f i1f
j
1f

k
1 (∂3xixj xk eξ ) ∘ f0 , (1.35)

. . .

and fj ∈ D∞. Here,
∂s
xeξ (⋅) = i|s|ξ seξ (⋅) ∈ S󸀠 , (1.36)

and f0 satisfies (ND), hence the composition ∂s
xeξ ∘ f0 is justified as an element inD󸀠∞.

Here, we used Lemma 4.3 for the well-definedness of each Φj .
By Proposition 3.18 (Section 3.7),|E[eξ (f0)]| ≤ Cn(1 + |ξ|2)− q0

2 n

for any n ∈ N. More precisely, let m be any nonnegative integer. Due to (1.36),
Lemma 4.7, and by Proposition 3.8 (Section 3.5), for each n, there exist k = k(n),
l = l(n), p = p(n) and C = Cn > 0 such that󵄨󵄨󵄨󵄨󵄨E [f⊗s11 ⊗ ⋅ ⋅ ⋅ ⊗ f⊗smm ∂s

xeξ (f0)]󵄨󵄨󵄨󵄨󵄨≤ C(1 + |ξ|2)− q0
2 n|f0|k,l,p|f⊗s11 ⊗ ⋅ ⋅ ⋅ ⊗ f⊗smm |nk,l,p≤ C󸀠(1 + |ξ|2)− q0

2 n|f1|nk,l,sp ⋅ ⋅ ⋅ |fm|nk,l,sp|f0|k,l,p , (1.37)

where si ≥ 0, s = s1 + . . . + sm ≤ m and we used Hölder’s inequality. We apply this
estimate to (1.35). Then, we observe that for each n, there exists Cj = Cj(n) > 0 such
that |E[Φj]| ≤ Cj(1 + |ξ|2)− q0

2 n , j = 0, 1, . . . ,m . (1.38)
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This proves that pj(y) are smooth.
Next, we show the assertion (1.34). Since

p(ϵ, y) = ( 1
2π)d ∫ e−i(y,ξ)E[eξ (F(ϵ))]dξ ,

p(ϵ, y) − m∑
j=0

ϵjpj(y) = ( 1
2π)d ∫ e−i(y,ξ)E[[eξ (F(ϵ)) −

m∑
j=0

ϵjΦj]] dξ , (1.39)

we put

gm(ξ) = eξ (F(ϵ)) − m∑
j=0

ϵjΦj .

We divide the region of integration in (1.39) into two parts.
(i) {|ξ| < 1}

By the expression in Theorem 4.1,

gm(ξ) = eξ (F(ϵ)) − m∑
|n|≤m

1
n! eξ (f0)(iξ, F(ϵ) − f0)n

= ∞∑
|n|≥m+1

1
n! eξ (f0)(iξ, F(ϵ) − f0)n .

Hence,

E[|gm(ξ)|] ≤ ϵm+1
∞∑

j=m+1

1
j!
E [󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(iξ, 1ϵ (F(ϵ) − f0))󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨j]≤ ϵm+1

∞∑
j=m+1

1
j! |ξ|jE [󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨1ϵ (F(ϵ) − f0)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨j] .

Since F(ϵ) ∼ ∑∞
j=0 ϵj fj in D∞,

lim sup
ϵ→0

E [󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨1ϵ (F(ϵ) − f0)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨] < K1

for some K1 > 0. Similarly, since F(ϵ)j ∼ ∑∞
l=0 ϵlf

(j)
l in D∞, j = 1, 2, . . .,

lim sup
ϵ→0

E [󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨1ϵ (F(ϵ) − f0)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨j] < Kj
2, j = m + 1,m + 2, . . .

for some K2 > 0 for ϵ small. Here, we used Hölder’s inequality.
Hence, the series is absolutely convergent and is bounded by ϵm+1hm(ξ) for 0 <

ϵ < ϵ0, where hm(ξ) is continuous and ϵ0 > 0 (depending on m).
Hence,

E[|gm(ξ)|] ≤ ϵm+1hm(ξ), 0 < ϵ < ϵ0, |ξ| < 1 . (1.40)
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(ii) {|ξ| ≥ 1}
We use Lemma 4.8 in Section 4.1.1. By Lemma 4.8, for any s > 0,|E[gm(ξ)]| ≤ Csϵm+1(1 + |ξ|2)− s

2 , ϵ ∈ (0, ϵ1), |ξ| ≥ 1 (1.41)

for some ϵ1 > 0 (depending on m).
Hence, by (1.40) and (1.41),󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨p(ϵ, y) − m∑

j=0
ϵjpj(y)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ( 1

2π)d {{{{{ ∫
{|ξ|<1}

ϵm+1hm(ξ)dξ + ∫
{|ξ|≥1}

ϵm+1C󸀠(1 + |ξ|2)− s
2 dξ

}}}}} (1.42)

for 0 < ϵ < ϵ0 ∧ ϵ1, for some C󸀠 = C󸀠(ϵ1, s,m) uniformly in y. Since s is arbitrary,
taking sup|y|≤N on both sides, we have the assertion.

End of proof of Proposition 4.7.

4.1.3 Examples of asymptotic expansions

In this section, we give some concrete examples of the asymptotic expansionsΦ ∘F(ϵ)
for several Φ ∈ S󸀠 verified in Section 4.1.2.

Assume that a functional F(ϵ) of ST(ϵ) has an asymptotic expansion
F(ϵ) ∼ ∞∑

j=0
ϵjgj in D∞ .

Then, by Theorem 4.1, we have the asymptotic expansion

Φ(F(ϵ)) ∼ ∞∑
n=0

1
n! ( dn

dxn
Φ) ∘ g0 ⋅ (F(ϵ) − g0)n ∼ f0 + ϵf1 + ϵ2f2 + ⋅ ⋅ ⋅ .

Here, the fj’s are calculated as in Theorem 4.1.

(1) Let d = 1. Φ = δ{0} ∈ S󸀠.
We recall ⟨Φ ∘ g, G⟩ = ⟨Φ̂, GE[ei(v,g)]⟩v

by the definition of the composition. In particular,

E[Φ(g)] = ⟨Φ(g), 1⟩ = ⟨Φ̂, GE[ei(v,g)]⟩v .
Here, Φ̂ denotes the Fourier transform of Φ:

Φ̂(v) = FΦ(v) = 1
2π ∫ e−i(v,x)Φ(x)dx .
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We have
Fδ{0} = 1

2π .

Hence,

⟨δ{0} ∘ g, G⟩ = ⟨Fδ{0}, E[Gei(v,g)]⟩ = ⟨ 1
2π

, E[Gei(v,g)]⟩ ,

and

E[δ{0} ∘ g] = ⟨δ{0} ∘ g, 1⟩ = 1
2π ⟨1, E[ei(v,g)]⟩ = 1

2π ∫ E[ei(v,g)]dv .
Similarly, denoting δ = δ{0}, we have

Fδ󸀠 = ivFδ = iv 1
2π , Fδ󸀠󸀠 = − 1

2π v2, . . . .

Then,

f0 = Φ ∘ g0 = δ ∘ g0 ,
f1 = g1Φ󸀠 ∘ g0 = g1(δ󸀠 ∘ g0) ,
f2 = g2Φ󸀠 ∘ g0 + 1

2! g
2
1Φ

󸀠󸀠 ∘ g0 = g2δ󸀠 ∘ g0 + 1
2! g

2
1δ

󸀠󸀠 ∘ g0 ,
. . . ,

and hence

E[δ ∘ F(ϵ)] = ⟨δ ∘ F(ϵ), 1⟩ (1.43)∼ ⟨δ ∘ g0, 1⟩ + ϵ⟨g1δ󸀠 ∘ f0, 1⟩ + ϵ2{⟨12g21δ󸀠󸀠 ∘ g0, 1⟩ + ⟨g2δ󸀠 ∘ g0, 1⟩} + ⋅ ⋅ ⋅ .
Here,

⟨δ ∘ g0, 1⟩ = ⟨δ̂, E[ei(v,g0)]⟩ = 1
2π ∫ E[ei(v,g0)]dv ,

⟨g1δ󸀠 ∘ g0, 1⟩ = ⟨δ̂󸀠, E[g1ei(v,g0)]⟩v = ⟨ i
2π v, E[g1ei(v,g0)]⟩

v
,

⟨1
2 g

2
1δ

󸀠󸀠 ∘ g0, 1⟩ = ⟨δ̂󸀠󸀠, E[g21ei(v,g0)]⟩v = −⟨ 1
2π v2, E [12 g21ei(v,g0)]⟩v

,

and ⟨g2δ󸀠 ∘ g0, 1⟩ = ⟨δ̂󸀠, E[g2ei(v,g0)]⟩v = ⟨ i
2π v, E[g2ei(v,g0)]⟩

v
,

. . . .

In summary, we have the asymptotic expansion for δ(F(ϵ)) as above.
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If we take F(ϵ) − x instead of F(ϵ), E[δ{0} ∘ (F(ϵ) − x)] = E[δ{x} ∘ F(ϵ)] denotes the
density p(x, ϵ) of F(ϵ). The above formula gives an asymptotic expansion of p(x, ϵ)
with respect to ϵ > 0.

(2) Let d = 1, Φ(x) = Y(x) = 1{x>0}.
We have

FY(v) = − i
2π

1
v − i0

= − i
2π (p.v. 1v + iπδ) .

Here, p.v. denotes the Cauchy’s principal value defined by

⟨p.v. 1v , φ⟩ = ∫
|v|≤1

φ(v) − φ(0)
v dv + ∫

|v|≥1

φ(v)
v dv .

Similarly to (1), we have

FY󸀠 = ivFY = v 1
2π (p.v. 1v + iπδ) = 1

2π ,

FY󸀠󸀠 = −v2FY = v2 i
2π (p.v. 1v + iπδ) = v i

2π ,

. . . .

Hence, we can calculate, as in (1),

⟨Y ∘ g0, 1⟩ = ⟨Ŷ , E[ei(v,g0)]⟩ = − i
2π ⟨(p.v. 1v + iπδ) , E[ei(v,g0)]⟩

v
,⟨g1Y󸀠 ∘ g0, 1⟩ = ⟨Ŷ󸀠, E[g1ei(v,g0)]⟩v = ⟨ 1

2π v, E[g1ei(v,g0)]⟩
v
,

⟨1
2
g21Y

󸀠󸀠 ∘ g0, 1⟩ = ⟨Ŷ󸀠󸀠, E[g21ei(v,g0)]⟩v
= ⟨ i

2π
v, E[1

2
g21e

i(v,g0)]⟩
v
,

and ⟨g2Y󸀠 ∘ g0, 1⟩ = ⟨Ŷ󸀠, E[g2ei(v,g0)]⟩v = ⟨ 1
2π , E[g2ei(v,g0)]⟩v

.

These make an asymptotic expansion

E[Y ∘ F(ϵ)] = ⟨Y ∘ F(ϵ), 1⟩∼ ⟨Y ∘ g0, 1⟩ + ϵ⟨g1Y󸀠 ∘ f0, 1⟩ + ϵ2 {⟨1
2 g2Y

󸀠󸀠 ∘ g0, 1⟩ + ⟨g21Y󸀠 ∘ g0, 1⟩} + ⋅ ⋅ ⋅ .
(1.44)

(3) Let d = 1 and Ft(ϵ) = St(ϵ)−St(0)
ϵ .

We consider the local time of Ft(ϵ) at x via Donsker’s delta function:
LT(x) = ∫

T

δ{0}(Ft(ϵ) − x)dt .
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We remark that

δ{x} ∘ Ft(ϵ) = δ{0}(⋅ − x) ∘ Ft(ϵ) = δ{0}(Ft(ϵ) − x) .
Then, by (1),

δ{x}(Ft(ϵ)) ∼ δ ∘ (g0(t) − x) + ϵδ󸀠 ∘ (g0(t) − x)g1(t)+ ϵ2 {12 g21(t)δ󸀠󸀠 ∘ (g0(t) − x) + g2(t)δ󸀠 ∘ (g0(t) − x)} + ⋅ ⋅ ⋅= f0(t) + ϵf1(t) + ϵ2f2(t) + ⋅ ⋅ ⋅ . (1.45)

Hence, we have an asymptotic expansion

LT(x, ϵ) = ∫
T

δ{0}(Ft(ϵ) − x)dt
∼ ∫

T

dt{f0(t) + ϵf1(t) + ϵ2f2(t) + ⋅ ⋅ ⋅ }
= ∫

T

f0(t)dt + ϵ∫
T

f1(t)dt + ϵ2 ∫
T

f2(t)dt + ⋅ ⋅ ⋅
using the expressions in (1).

(4) Let d = 1. Let Φ1(x) = (x − K)+ = (x − K)Y(x − K) ∈ S−1. Here, K > 0.
We write Φ1(x) = Ψ1(x − K), where Ψ1(y) = y ⋅ Y(y). Here, we have FΦ1(v) =

F[Ψ1(⋅ − K)](v) = e−iKvFΨ1(v), where Fg = ĝ.
Hence,

FΨ1(v) = F[xY(x)](v)= iF[(−ix)Y(x)] = i ddvF[Y(x)]= i ddv
−i
2π (p.v. 1v + iπδ) = 1

2π ( d
dv (p.v. 1v ) + iπδ󸀠) .

This makes
F[Φ1](v) = e−iKv 1

2π
( d
dv

(p.v. 1
v
) + iπδ󸀠) .

Similarly, in the case that Φ2(x) = (x − K)2+ = Ψ2(x − K) ∈ S−2, where Ψ2(y) =
y2 ⋅ Y(y), K > 0, we have the following calculation:

F[Ψ2](v) = F[x2Y(x)](v) = −F[(−i)2Y(x)](v)= −( d2

dv2
)F[Y](v) = i

2π ( d2

dv2
(p.v. 1v ) + iπδ󸀠󸀠) .

Here, we have the derivatives of p.v. 1v = (v−1+ − v−1− ). Here, xλ+, xλ− are defined by
(xλ+, φ) = ∞∫

0

xλφ(x)dx ,
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(xλ−, φ) = (xλ+, φ(−⋅)) ,
respectively. These are defined for λ ∈ C \ {−1, −2, . . .}, however, xλ+ − xλ−, xλ+ + xλ− are
well-defined at λ = −1, −2, respectively. Furthermore, we have

d
dx

x−n− = nx−n−1− − δ(n)

n!
(x) ,

d
dx

x−n+ = −nx−n−1+ + (−1)n
n!

δ(n)(x) .
Hence,

d
dvp.v.

1
v = d

dv v
−1
+ − d

dv v
−1
−= −v−2+ − δ󸀠 − (v−2− − δ󸀠) = −(v−2+ + v−2− ) .

Hence,

d2

dv2
p.v. 1v = − d

dv (v−2+ + v−2− )= − {−2v−3+ + 1
2δ

󸀠󸀠 + 2v−3+ − 1
2δ

󸀠󸀠} = 2(v−3+ − v−3− ) .
In summary,

FΦ1 = −e−iKv 1
2π (v−2+ + v−2− − iπδ󸀠)

FΦ2 = e−iKv i
2π (2(v−3+ − v−3− ) + iπδ󸀠󸀠) .

For the derivatives, we have

F[Φ󸀠
i ] = ivF[Φi ], F[Φ󸀠󸀠

i ] = (iv)2F[Φi] = −v2F[Φi], . . . .
We remark also

v ⋅ v−1+ = Y(v), v ⋅ v−1− = Y(−v) ,
v2 ⋅ v−2+ = Y(v), v2 ⋅ v−2− = Y(−v) ,

and
v ⋅ v−2+ = v−1+ , v ⋅ v−2− = v−1− , . . . .

Calculating as above, for i = 1, 2, we have

f0 = Φi ∘ g0 ,
f1 = g1Φ󸀠

i ∘ g0 ,
f2 = g2Φ󸀠

i ∘ g0 + 1
2!

g21Φ
󸀠󸀠
i ∘ g0 ,

. . . ,
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and hence
E[Φi ∘ F(ϵ)] = ⟨Φi ∘ F(ϵ), 1⟩ (1.46)∼ ⟨Φi ∘ g0, 1⟩ + ϵ⟨g1Φ󸀠

i ∘ f0, 1⟩ + ϵ2{⟨12g21Φ󸀠󸀠
i ∘ g0, 1⟩ + ⟨g2Φ󸀠

i ∘ g0, 1⟩} + ⋅ ⋅ ⋅ , i = 1, 2 .

Here,⟨Φ1 ∘ g0, 1⟩= ⟨Φ̂1, E[ei(v,g0)]⟩v = −⟨e−iKv 1
2π

(v−2+ + v−2− − iπδ󸀠), E[ei(v,g0)]⟩
v
,⟨g1Φ󸀠

1 ∘ g0, 1⟩= ⟨ ̂Φ󸀠
1, E[g1ei(v,g0)]⟩v

= −i⟨e−iKv 1
2π (v−1+ + v−1− − iπvδ󸀠), E[g1ei(v,g0)]⟩

v
,⟨1

2 g
2
1Φ

󸀠󸀠
1 ∘ g0, 1⟩= 1

2 ⟨e−iKv 1
2π (Y(v) + Y(−v) − iπv2δ󸀠), E[g21ei(v,g0)]⟩v

,

and

⟨g2Φ󸀠
1 ∘ g0, 1⟩= ⟨ ̂Φ󸀠

1, E[g2ei(v,g0)]⟩v
= −i⟨e−iKv 1

2π
(v−1+ + v−1− − iπvδ󸀠), E[g2ei(v,g0)]⟩

v
,

. . . .

Similarly, we have⟨Φ2 ∘ g0, 1⟩= ⟨Φ̂2, E[ei(v,g0)]⟩v = ⟨e−iKv i
2π (2(v−3+ − v−3− ) + iπδ󸀠󸀠), E[ei(v,g0)]⟩

v
,⟨g1Φ󸀠

2 ∘ g0, 1⟩= ⟨Φ̂󸀠
2, E[g1ei(v,g0)]⟩v= −⟨e−iKv 1

2π (2(v−2+ − v−2− ) + iπvδ󸀠󸀠), E[g1ei(v,g0)]⟩
v
,⟨1

2 g
2
1Φ

󸀠󸀠
2 ∘ g0, 1⟩= − i

4π ⟨e−iKv(2(v−1+ − v−1− ) + iπv2δ󸀠󸀠), E[g21ei(v,g0)]⟩v ,
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and

⟨g2Φ󸀠
1 ∘ g0, 1⟩= ⟨Φ̂󸀠

2, E[g2ei(v,g0)]⟩v= −⟨e−iKv 1
2π (2(v−2+ − v−2− ) + iπvδ󸀠󸀠), E[g2ei(v,g0)]⟩

v
,

. . . .

4.2 Optimal consumption problem

In this section, we will consider an optimal consumption problem associated to the
jump-diffusion process as an application of the analysis of jump-diffusion processes.

The process z(t) below models some kind of asset price (e.g. stock price, price of
precious metals, price of immobile property,. . . ) whose trajectory may not be continu-
ous. The owner of this asset would like to consume it based on the dividends optimally
before it ruins.

The objectives here are to find the expected future value of this asset at t = 0 :
z(0) = z, and to seek the optimal consumption policy. In this section, we use classical
stochastic analysis as a tool instead of the stochastic analysis of variations.

Weconstruct aHamilton–Jacobi–Bellman (HJB) equationwitha one-sidedbound-
ary condition and solve it by the penalty method.

4.2.1 Setting of the optimal consumption

We assume an asset process z(t) evolves according to the one-dimensional SDE of
jump-diffusion type

dz(t) = {f(z(t)) − μ̃z(t) − c(t)}dt − σz(t)dW(t)+ z(t−) ∫
|ζ|<1

(eζ − 1)Ñ(dtdζ) + z(t−) ∫
|ζ|≥1

(eζ − 1)N(dtdζ), z(0) = z ≥ 0 (2.1)

on a complete probability space (Ω, F, P). Here, {W(t)} denotes the standard Brow-
nian motion (Wiener process), and N(dtdζ) denotes a Poisson random measure on[0, +∞)×Rwith themeanmeasure dtμ(dζ), and Ñ(dtdζ) = N(dtdζ)−dtμ(dζ) denotes
the compensated randommeasure. That is, μ(dζ) is ameasure satisfying∫R\{0}(1∧|z|2)
μ(dζ) < +∞. Especially, it can be a singular measure such as a sum of point masses.

The trajectory may hit (−∞, 0] due to the drift part {f(z(t))− μ̃z(t)− c(t)}. Thus, we
set the stopping time

τz = inf{t ≥ 0; z(t) ≤ 0} .
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The boundary condition states that the process z(t) must stay at {0} after τz.
We assume μ̃ ∈ R, σ ≥ 0, and that the growth function f(z) satisfies

f(z) : Lipschitz continuous, increasing and concave, f(0) = 0 . (2.2)

Our motivation is to maximise the expected utility

J(c) = E[[
τz∫
0

e−βtU(c(t))dt]] (2.3)

over the classC, with the above-mentioned condition that (2.1) has a nonnegative solu-
tion z(t) a.s. for z(0) = z ≥ 0. Here, the set C denotes the set of nonnegative consump-
tion policies c = {c(t)} such that it is a nonnegative adapted càdlàg process satisfying

t∫
0

c(s)ds < ∞, ∀t ≥ 0, a.s. (2.4)

The (potential) function U(.) is regarded as a utility function following the so-called
Gossen’s (Inada’s) law (B.3) below which relates to the consumption rate c(t), so that
the hasty investor would like tomaximise his or her utility, and β denotes the dumping
rate of the utility as time goes by. The optimal value of J(c) as a function of z = z(0) is
called the value function and is denoted by v(z):

v(z) = sup
c∈C

J(c) .
Intuitively, wewould like tomaximise the expected utility (2.3) as long as the asset

process (2.1) remains positive a.s.
We state the setting more precisely. We assume

supp μ ⊂ [0, +∞) (B.1)∫
|ζ|≥1

(eζ − 1)μ(dζ) < +∞ , (B.2)

and put ̃r = ∫
R\{0}

(eζ − 1 − ζ ⋅ 1|ζ|<1)μ(dζ) ,
which plays the role of intrinsic drift.

The assumption (B.1) means that, starting from z > 0, the process z(t) diffuses
around {z} (when σ > 0), increases (goes rightward) by jumps, or moves by drift. It
dieswhen it reaches {0} at t = τz due to the drift. Otherwise, it might remain in (0,∞).
Technically, we impose (B.1) since we admit the degeneracy of the second order term
(σ = 0). Otherwise, this condition will be avoidable. See [71].
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An intuitive interpretation for (B.1) is that the asset is based on a saving account
which bears dividends (sporadic incomes) whose return per unit is described by ∆z(t)

z(t) .
An example in economics associated with this problem is described in the Appendix
(ii).

Under (B.2), z(t) can be written by
dz(t) = {f(z(t)) − μz(t) − c(t)}dt − σz(t)dW(t) + z(t−)∫(eζ − 1)Ñ(dtdζ) ,

z(0) = z ≥ 0 , (2.5)

where μ = μ̃ + ∫|ζ|<1(eζ − 1 − ζ)μ(dζ) − ̃r. Note that eζ − 1 ≥ 0 and that by writing eζ z =
z + (eζ − 1)z, the third term on the right-hand side of (2.5) is of the Lévy–Khintchine
form associated with the jump (eζ − 1)z.

To find the value function v(z), we consider the one-dimensional Hamilton–
Jacobi–Bellman (HJB for short) equation of integro-differential type on [0, +∞):

Lv(z) + Ũ(v󸀠(z)) = 0, z > 0, v(0) = 0 (2.6)

(cf. (2.8) below).
Here, L is an integro-differential operator given by

Lv(z) = −βv(z) + 1
2σ

2z2v󸀠󸀠 + (f(z) − μz)v󸀠+ ∫{v(z + 𝛾(z, ζ)) − v(z) − v󸀠(z) ⋅ 𝛾(z, ζ)}μ(dζ) , (2.7)

where β > 0, σ ≥ 0, 𝛾(z, ζ) = z(eζ − 1), μ ∈ R, and f(z) is a function on [0, +∞)
satisfying (2.2). We write

Lv = −βv + L0v

in the sequel.
The symbol Ũ(x) is the Legendre transform of (the negative potential) −U(−x), i.e.

Ũ(x) = max
c>0

{U(c) − cx} .
Further, U(c) is assumed to have the following properties:

U ∈ C([0,∞)) ∩ C2((0,∞)), U(c) : strictly concave and increasing on[0,∞) ,
U󸀠(c) : strictly decreasing, U󸀠(∞) = U(0+) = 0, U󸀠(0+) = U(∞) = ∞ . (B.3)
However, a difficulty arises in the case (2.7) where there exists a degeneracy in

the HJB equation. Namely, the second order term will degenerate at z = 0, or even the
coefficient σmay be identically zero. To avoid this difficulty and obtain the value func-
tion, we use an analytic method. Namely, we first construct v(z) as a weak solution,
and then show the uniqueness and the existence of it as the solution.
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Since L satisfies the positive maximum principle, L can be viewed as a pseudod-
ifferential operator with the symbol a(x, ξ) given by

a(x, ξ) = a1(x, ξ) + a2(x, ξ) ,
where

a1(x, ξ) = −β − 1
2σ

2x2ξ2 + i(f(x) − μx)ξ
a2(x, ξ) = ∫{eiξ𝛾(x,ζ) − 1 − iξ ⋅ 𝛾(x, ζ)}μ(dζ) .

The symbol of L0 is given by (a1(x, ξ) + β) + a2(x, ξ).
By (B.1), the process z(t) has no negative jumps. In this setting, it is known that

the “trace” v(0+) = limz→0+ v(z) exists finite for the original nonlocal boundary value
problem on R

Lv(z) + Ũ(v󸀠(z)) = 0, z > 0, v(z) = 0, z ≤ 0 . (2.8)

By this reason, it suffices to consider the equation (2.8) replacing v with v.1[0,+∞),
interpreting v(z) = 0, z ≤ 0 with v(0) = v(0+) = 0, which is (2.6). The above property
for L of being able to take the trace safely at the boundary is called the transmission
property. See [83, 206].

Finally, we remark that we can rewrite (2.6) as

(β + 1
ϵ
) v(z) = L0v(z) + Ũ(v󸀠(z)) + 1

ϵ
v(z), z > 0 (2.9)

v(0) = 0 ,

for ϵ > 0 which is chosen later (see the proof of Lemma 4.10). Whereas, we remark
that when comparing (2.6) and (2.9), ϵ > 0 is merely an apparent parameter. We shall
show later that the solution v = vϵ is approximated by the solution u = uM,ϵ of(β + 1

ϵ ) u(z) = L0u + ŨM(u󸀠(z)) + 1
ϵ u(z), z > 0 (2.10)

u(0) = 0 ,

where ŨM(x) ≡ max{U(c) − cx; 0 < c ≤ M} andM > 0.

4.2.2 Viscosity solutions

We solve the problem in terms of viscosity solutions. In this subsection, we shall pre-
pare notions which are necessary below, and show (existence and) uniqueness results
for the viscosity solution v of (2.6).
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First, we introduce the notion of superjet J2,+v(z) and subjet J2,−v(z) of v at z as
follows:

J2,+v(z) = {(p, q) ∈ R2; lim sup
y→z

v(y) − v(z) − p(y − z) − 1
2q|y − z|2|y − z|2 ≤ 0} ,

J2,−v(z) = {(p, q) ∈ R2; lim inf
y→z

v(y) − v(z) − p(y − z) − 1
2q|y − z|2|y − z|2 ≥ 0} .

Let

F(z, u, p, q, B1(z, u, p), B1(z, u, p)) = −βu + 1
2σ

2z2q + (f(z) − μz)p+ B1(z, u, p) + B1(z, u, p) + Ũ(p) ,
and

F̃(z, u, p, q, B1(z, u, p), B1(z, u, p))= max{F(z, u, p, q, B1(z, u, p), B1(z, u, p)), −p} ,
where

B1(z, u, p) = ∫
|ζ|>1

{u(z + 𝛾(z, ζ)) − u(z) − p ⋅ 𝛾(z, ζ)}μ(dζ) ,
and

B1(z, u, p) = ∫
|ζ|≤1

{u(z + 𝛾(z, ζ)) − u(z) − p ⋅ 𝛾(z, ζ)}μ(dζ) .
The following definition is due to [11] and [175].

Definition 4.6. Let a function v ∈ C([0,∞)) satisfy v(0) = 0.
(1) The function v is called a viscosity subsolution of (2.6) if for all z ∈ (0,∞) and all

ϕ ∈ C2((0,∞)) such that if v(z) = ϕ(z) and if z is a local maximumpoint of v −ϕ,
the following relation holds:

F̃(z, v, ϕ󸀠(z), ϕ󸀠󸀠(z), B1(z, v, ϕ󸀠(z)), B1(z, ϕ, ϕ󸀠(z))) ≥ 0, z > 0 .

(2) The function v is called a viscosity supersolution of (2.6) if for all z ∈ (0,∞) and
all ϕ ∈ C2((0,∞)) if v(z) = ϕ(z) and if z is a local maximum point of v − ϕ, the
following relation holds:

F̃(z, v, ϕ󸀠(z), ϕ󸀠󸀠(z), B1(z, v, ϕ󸀠(z)), B1(z, ϕ, ϕ󸀠(z))) ≤ 0, z > 0 .

(3) If v is both a viscosity subsolution and a viscosity supersolution, it is called a vis-
cosity solution.
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Remark 4.6. The direction of the inequality in (1) and in (2) above depends on the
definition of the form of second order operator F cf. [11]. For alternative definitions of
viscosity solutions, see [20] and [5].

To show the statements below, we need a comparison theorem for jump-diffusions.
We cite it as a lemma which follows as a corollary to [179] Theorem 3.1.

Let z1(t), z2(t)beprocesses inRgiven by (2.1)with the initial conditions z1 (0)= z1,
z2(0) = z2, and the drifts b1(t, z) = f1(z) − μ1z − c(t), b2(t, z) = f2(z) − μ2z − c(t),
respectively. We put no boundary condition for zi(t)’s. We assume (2.2), (2.4), (B.1)
and (B.2).

Lemma 4.9 ([179] Theorem 3.1). Under the conditions above on σ, c(t) and on f =
f1, f2, we have the comparison result(z2 ≥ z1 and b2(t, z) ≥ b1(t, z)) ⇒ z2(s) ≥ z1(s) for s ∈ [t, T], a.s.

for any t ≤ T.

Indeed, conditions (H3.1), (H3.2), (2.15) in [179] aremet with σ(t, z) = σ, b(t, z) = f(z)−
μz − c(t), and 𝛾(t, z, ζ) = z(eζ − 1). However, we have to use this result adequately for
our setting since the above result is stated for the processes on [0, T] where T > 0 is
fixed, whereas we put the boundary condition zi(t) = 0 for t ≥ τzi , i = 1, 2, which
corresponds to the Dirichlet boundary condition v(z) = 0, z ≤ 0 in (2.8). To this end,
we proceed in the following way.

Since T > 0 is arbitrary in the above, we let T → +∞ and we use it only for
0 ≤ s < τz1 ∧ τz2 as long as τz1 ∧ τz2 is finite. Then, we have our assertion of the
comparison for our processes for 0 < s < τz1 ∧ τz2 directly from the lemma since
(due to (B.1)) the boundary condition has no effect with respect to the jump term up to
τz1 ∧ τz2 . For the case τz1 ≤ s ≤ τz2 , on the other hand, we observe z2(s) > 0 whereas
z1(s) = 0, and hence the assertion.¹

This lemma can also be shown by a calculation similar to [82] Section VI.1.

HJB equation
We note that (2.10) is the HJB equation associated with the optimisation problem

uM(z) = sup
c∈CM

E[[
τz∫
0

e−(β+ 1
ϵ )t{U(c(t)) + 1

ϵ
uM(z(t))}dt]] , M > 0 , (2.11)

where CM denotes the class of all nonnegative, integrable, Ft-adapted processes c ∈ C

such that 0 ≤ c(t) ≤ M for all t ≥ 0. By (2.8), we have z(t) = z(t ∧ τz) ≥ 0 for each

1 In [179], it is assumed ∫Z μ(dζ) < +∞ for Z ⊂ R \ {0}. However, this condition can be replaced by
∫Zn μ(dζ) < +∞ for each compact Zn ⊂ R \ {0} such that Zn → R \ {0}. See the argument on p. 378
of [179].
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c ∈ CM because c(t) is identified with c(t)1{t≤τz} in (2.6). Taking κ so that

0 < κ ≤ μ , (2.12)

we can choose a constant A > 0 by concavity such that

f(z) − κz < A . (2.13)

We assume
κ + μ < β. (B.4)

Furthermore, we observe by (B.3) and (2.13) that the linear function

φ(z) ≡ z + B (2.14)

satisfies − βφ(z) + L0φ(z) + Ũ(φ󸀠(z))≤ −βB + A + Ũ(1) < 0, z ≥ 0 (2.15)

for some constant B > 0. LetB denote the space

B = {h; h is measurable on [0, +∞) and satisfies that there exists Cρ > 0
for any ρ > 0 such that |h(z) − h( ̃z)| ≤ Cρ|z − ̃z| + ρ(φ(z) + φ( ̃z)) ,

z, ̃z ∈ [0,∞)} . (2.16)

We put the norm ‖h‖ = supz≥0 |h(z)|/φ(z) < ∞ onB. The spaceB is a Banach space.

Remark 4.7. Functions h inB can also be regarded as those defined onRby extending
to be zero outside of [0, +∞). This extension is irrelevant to the boundary value at 0
due to the transmission property from the right. See the argument around (2.8) above.

Lemma 4.10. Weassume that there exists a concave function ψ ∈ B∩C2((0, +∞)) such
that

− βψ(z) + L0ψ(z) + Ũ(ψ󸀠(z)) ≤ 0 , z > 0 ,
ψ󸀠(z) > 0, z > 0 and ψ(0) = 0 . (2.17)

Under (B.3), (2.2), and (B.4), for each M > 0, there exists a unique solution u = uM ∈ B

of (2.11) for any ϵ > 0.

Remark 4.8. The condition (2.17) refers to the existence of a C2 function related to the
viscosity supersolution of (2.11). The existence of such a function, given L0, depends
on the form of Ũ. Analytically, we assume the existence of a Lyapunov function asso-
ciated to the equation. Instead of providing a sufficient condition for the existence of
ψ ∈ B ∩ C2 to (2.17), we give an example for it after the proof.
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Proof. We divide the proof into three steps.
Step 1We first show that

sup
c∈CM

E[[
τz∫
0

e−(β+ 1
ϵ )t{U(c(t)) + 1

ϵ
ψ(z(t))}dt]] ≤ ψ(z) , (2.18)

sup
c∈CM

E [e−(β+ 1
ϵ )τ|z(τ) − z̃(τ)| ⋅ 1{τ ̃z≤τz}] ≤ 2|z − z̃| , (2.19)

for any stopping time τ, where {z̃(t)} is the solution of (2.1) subject to c ∈ CM with
z̃(0) = z̃. It is easily seen that

E[[
t∫
0

(z(s)ψ󸀠(z(s)))2ds]] ≤ CE[[
t∫
0

z(s)2ds]] < ∞ .

This yields that

Mϵ(t) := t∫
0

e−(β+ 1
ϵ )sψ󸀠(z(s))σz(s)dW(s) + t∫

0

∫ e−(β+ 1
ϵ )s

{ψ(z(s−) + 𝛾(z(s−), ζ)) − ψ(z(s−)) − ψ󸀠(z(s−))𝛾(z(s−), ζ)}Ñ(dsdζ)
is a local martingale on [0, τz] conditioned that τz < +∞. Hence, by (2.17) and (2.5),
Itô’s formula gives

0 ≤ E[e−(β+ 1
ϵ )(t∧τz)ψ(z(t ∧ τz))]

= ψ(z) + E[[
t∧τ∫
0

e−(β+ 1
ϵ )s {−(β + 1

ϵ )ψ(z(s))
+ (f(z(s)) − μz(s) − c(s))ψ󸀠(z(s)) + 1

2
σ2z(s)2ψ󸀠󸀠(z(s))+ ∫{ψ(z(s−) + 𝛾(z(s−), ζ)) − ψ(z(s−)) − ψ󸀠(z(s−)) ⋅ 𝛾(z(s−), ζ)}μ(dζ)} ds

+ Mϵ(t ∧ τz)]]
≤ ψ(z) − E[[

t∧τz∫
0

e−(β+ 1
ϵ )s {U(c(s)) + 1

ϵ ψ(z(s))} ds]] . (2.20)

Thus, we deduce (2.18).
Next, we show (2.19). We set Z(t) = z(t) − ̃z(t). (The notation Z(t) is temporarily

used in this subsection, as long as it makes no confusion with the original Lévy pro-
cess.) Let K(t) be the process given by

dK(t) = (κ + μ)K(t)dt − σK(t)dW(t) + K(t−)∫(eζ − 1)Ñ(dtdζ), K(0) = |z − z̃| ,
which is nonnegative a.s. Then, by Lemma 4.9 |Z(t)| ≤ K(t)a.s., 0 < t ≤ τz ∧ τz̃.
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We choose ϵ > 0 and fix it. Then, we have

E [e−(β+ 1
ϵ )τ|z(τ ∧ τz) − ̃z(τ ∧ τz̃)|. 1{τ≤τz̃≤τz}]= E [e−(β+ 1

ϵ )τ|Z(τ)|. 1{τ≤τz̃≤τz}]≤ E [e−(β+ 1
ϵ )τK(τ)]= |z − z̃|E [exp {−(β + 1

ϵ ) τ + (κ + μ)τ − σW(τ) − 1
2σ

2τ

+ τ∫
0

∫ ζ Ñ(dt dζ) − τ∫(eζ − 1 − ζ)μ(dζ)}}}]]≤ |z − z̃|E[exp{−σW(τ) − 1
2
σ2τ + τ∫

0

∫ ζ Ñ(dt dζ) − τ∫(eζ − 1 − ζ)μ(dζ)}]
= |z − z̃| .

Next, we set ̂z(t) = z(t ∨ τz̃). Then, we have on {τz̃ < +∞},
̂z(t) = z(τ ̃z) + t∨τz̃∫

τ ̃z

[f(z(r)) − μz(r)]dr − t∨τz̃∫
τ ̃z

c(r)dr − t∨τz̃∫
τz̃

σz(r)dW(r)
+ t∨τz̃∫

τ ̃z

∫ z(r−)(eζ − 1)Ñ(drdζ)
≤ z(τ ̃z) + t∫

τz̃

[f( ̂z(r)) − μẑ(r)]dr − t∫
τz̃

σẑ(r)dW(r)
+ t∫

τz̃

∫ ̂z(r−)(eζ − 1)Ñ(drdζ) a.s.

Hence,

̂z(t ∧ τz̃) ≤ z(τ ̃z) + t∧τz∫
τz̃

(κ + μ) ̂z(r)dr − t∧τz∫
τ ̃z

σẑ(r)dW(r)
+ t∧τz∫

τ ̃z

∫ ẑ(r−)(eζ − 1)Ñ(drdζ)
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= z(τ ̃z) + t∫
τz̃

(κ + μ) ̂z(r)1{r≤τz}dr − t∫
τz̃

σẑ(r)1{r≤τz}dW(r)
+ t∫

τz̃

∫ ̂z(r−)(eζ − 1)1{r≤τz}Ñ(drdζ)
≤ K(τ ̃z) + t∫

τz̃

(κ + μ) ̂z(r ∧ τz)dr − t∫
τz̃

σẑ(r ∧ τz)dW(r)
+ t∫

τz̃

∫ ẑ((r ∧ τz)−)(eζ − 1)Ñ(drdζ)
on {τz̃ < ∞, τz̃ ≤ τz}, a.s.

Since

K(t ∨ τ ̃z) = K(τ ̃z) + t∫
τz̃

(κ + μ)K(r ∨ τz̃)dr − t∫
τz̃

σK(t ∨ τ ̃z)dW(r)
+ t∫

τz̃

∫ K((r ∨ τ ̃z)−)(eζ − 1)Ñ(drdζ)
on {τz̃ < ∞, τz̃ ≤ τz}, by the argument just after Lemma 4.9, we have

ẑ(t ∧ τz) ≤ K(t ∨ τz̃)
on {t < τz , τ ̃z ≤ τz , τ ̃z < +∞}. Then,

0 ≤ ẑ(t) ≤ K(t) on {τz̃ ≤ t ≤ τz} a.s.

Therefore, we have

E [e−(β+ 1
ϵ )τ|z(τ ∧ τz) − ̃z(τ ∨ τ ̃z)|1{τ ̃z≤τ≤τz}]= E[e−(β+ 1

ϵ )τ|z(τ) − z̃(τ)|1{τ ̃z≤τ≤τz}]= E[e−(β+ 1
ϵ )τ ̂z(τ)1{τ ̃z≤τ≤τz}]≤ E[e−(β+ 1
ϵ )τK(τ)] ≤ |z − ̃z| .

These imply (2.19).
Step 2 Next, we define for each ϵ > 0,M > 0,

TMh(z) = sup
c∈CM

E[[
τz∫
0

e−(β+ 1
ϵ )t {U(c(t)) + 1

ϵ h(z(t))} dt]] for h ∈ B , (2.21)

and show that TM is a contraction

TM : Bφ → Bφ (2.22)
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where
Bφ = {h ∈ B : 0 ≤ h ≤ φ, h(0) = 0} .

By (2.18), it is easy to see that TMh(0) = 0 ≤ TMh ≤ φ and that ‖TMh‖ < ∞ for
h ∈ Bφ. Since z(0) ≥ 0, we note by (2.5) that z(t) = 0 if t > τz. Hence, by (2.16), we
have

|TMh(z) − TMh( ̃z)| ≤ 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨supc E[[
τz∫
0

e−(β+ 1
ϵ )t{U(c(t)) + 1

ϵ
h(z(t))}dt

− τ ̃z∫
0

e−(β+ 1
ϵ )t{U(c(t)) + 1

ϵ h( ̃z(t))}dt]]
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨≤ sup

c
E[[

τz∫
τz∧τz̃

e−(β+ 1
ϵ )tU(c(t))dt

+ ∞∫
0

e−(β+ 1
ϵ )t 1

ϵ |h(z(t)) − h( ̃z(t))|dt]]≤ sup
c

E[[
τz∫

τz∧τz̃

e−(β+
1
ϵ )tU(c(t))dt]]+ Cρ

ϵ sup
c

E[[
∞∫
0

e−(β+ 1
ϵ )t|z(t) − ̃z(t)|dt]]+ ρ

ϵ supc
E[[

∞∫
0

e−(β+
1
ϵ )t{φ(z(t)) + φ( ̃z(t))}dt]]≡ J1 + J2 + J3, say .

By (2.16), we can take sufficiently small ϵ > 0 such that

E[sup
t
|Mϵ(t)|] ≤ C(σE[[

∞∫
0

e−2(β+
1
ϵ )sz(s)2ds]]

1/2

+E[∞∫
0

∫ e−2(β+ 1
ϵ )s |{ψ(z(s−) + 𝛾(z(s−), ζ))

−ψ(z(s−)) − ψ󸀠(z(s−))𝛾(z(s−), ζ)}|2μ(dζ)ds]1/2) < +∞ .

Then, by the optional stopping theorem,

E[Mϵ(τz ∧ τz̃)] = 0 .
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By using (2.17), according to the same line as (2.20), we have in view of (2.6),

J1 ≤ E[e−(β+ 1
ϵ )(τz∧τz̃)ψ(z(τz ∧ τz̃)) − e−(β+ 1

ϵ )τz ψ(z(τz))]= E[{e−(β+ 1
ϵ )(τz∧τz̃)ψ(z(τz ∧ τz̃)) − e−(β+

1
ϵ )τzψ(z(τz))}1{τ ̃z<τz}]≤ E[{e−(β+ 1

ϵ )τz̃ψ(z(τ ̃z)) − e−(β+
1
ϵ )τ ̃z ψ( ̃z(τ ̃z))}1{τ ̃z<τz}] .

Indeed, in case z < z̃, wehave z(t) ≤ z̃(t)a.s. byLemma4.9.Hence1{τz̃<τz} = 0, and
J1 ≤ 0. In case z > ̃z, we have z(t) ≥ z̃(t) a.s. Then, τz̃ ≤ τz, and e−(β+ 1

ϵ )τz ≤ e−(β+ 1
ϵ )τz̃ .

As z(τz) = 0, z̃(τz̃) = 0,we haveψ(z(τz)) = ψ( ̃z(τ ̃z)) = ψ(0) = 0. Hence, the right-hand
side is dominated by

sup
c

E[e−(β+ 1
ϵ )τ ̃z {Cρ|z(τ ̃z) − ̃z(τ ̃z)| + ρ(φ(z(τ ̃z )) + φ( ̃z(τ ̃z)))}1{τ ̃z<τz}]≤ 2Cρ|z − z̃| + ρ(φ(z) + φ( ̃z))

by using that ψ ∈ Bφ and by (2.18), (2.19).
Moreover, by (2.19),

J2 ≤ 2Cρ|z − ̃z|/ϵ .
Also, we recall that ̃z(t) = 0 if t > τ ̃z. Hence, by (2.19),

J3 ≤ ρ(φ(z) + φ(0) + φ( ̃z) + φ(0)) ≤ 2ρ(φ(z) + φ( ̃z)) .
Therefore, we get TMh ∈ Bφ, which implies (2.22).

Step 3 Now, we have
E[φ(z(t ∧ τz))] ≤ φ(z) .

Indeed, by Itô’s formula, we have

E[z(t)] ≤ z + t∫
0

E[f(z(s)) − μz(s)]ds + E[martingale] .
Since f is strictly concave, E[f(z(s))] ≤ f(E[z(s)]). Hence, by the assumption (2.12),
(2.13), we can conclude.

Hence,

|TMh1(z) − TMh2(z)| = sup
c∈CM

E[[
τz∫
0

e−(β+ 1
ϵ )t 1

ϵ |h1(z(t)) − h2(z(t))|dt]]≤ sup
c∈CM

E[[
τz∫
0

e−(β+ 1
ϵ )t 1

ϵ ‖h1 − h2‖φ(z(t))dt]]≤ 1
βϵ + 1 ‖h1 − h2‖φ(z) < ‖h1 − h2‖φ(z) .

Therefore, by the contraction mapping theorem, TM has a fixed point uM ∈ Bφ. This
completes the proof.
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Example of (2.17).We assume

U(c) = 1
r c

r(0 < r < 1) .
Then, Ũ(x) = 1−r

r x r
r−1 , x > 0. Furthermore, we see that

1
2
σ2r(r − 1) + (κ − μ)r ≤ 0 < β .

Then, we can choose R > 0 for which

β − { 12σ2r(r − 1) + (κ − μ)r + (1 − r)R 1
r−1 } ≥ 0

holds.
We choose ψ(z) = R

r z
r. Then, ψ satisfies ψ󸀠(z) = Rzr−1 > 0, z > 0 and ψ(0) = 0.

Since ψ󸀠󸀠(z) = R(r − 1)zr−2 is continuous on (0, +∞), ψ is inB ∩ C2.
Furthermore, we have

ψ(z + 𝛾(z, ζ)) − ψ(z) − ψ󸀠(z) ⋅ 𝛾(z, ζ)= R
r
{(z + 𝛾(z, ζ))r − zr − rzr−1 ⋅ 𝛾(z, ζ)}= R{(z + θ𝛾(z, ζ))r−1 − zr−1}𝛾(z, ζ) ≤ 0

since r < 1 where θ ∈ (0, 1) is given by the mean value theorem. Hence, the integral
∞∫
0

{ψ(z + 𝛾(z, ζ)) − ψ(z) − ψ󸀠(z) ⋅ 𝛾(z, ζ)}μ(dζ)
= R

∞∫
0

{(z + θ𝛾(z, ζ))r−1 − zr−1}𝛾(z, ζ)μ(dζ) ≤ 0, z > 0 .

This implies

− βψ(z) + L0ψ(z) + Ũ(ψ󸀠(z))≤ −β R
r
zr + 1

2
σ2R(r − 1)zr + R(f(z) − μz)zr−1 + 1 − r

r
R

r
r−1 zr .

The right-hand side of the above is dominated by

R
r {−β + 1

2σ
2r(r − 1) + (κ − μ)r + (1 − r)R 1

r−1 }zr ≤ 0

on (0, +∞). Hence, the condition (2.17) is met.

Theorem 4.2. We assume (B.3), (2.2), (B.4) and (2.17). Then, u = uM ∈ B of (2.11) is
a viscosity solution of (2.10) and is concave.
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Proof. In this proof, we assume the dynamic programming principle (Bellman princi-
ple) that u(z) is continuous on [0,∞) and satisfies

u(z) =
sup
c∈CM

E[[
τz∧τ∫
0

e−(β+ 1
ϵ )t{U(c(t)) + 1

ϵ u(z(t))}dt + e−(β+ 1
ϵ )τz∧τu(z(τz ∧ τ))]] (∗)

for any bounded stopping time τ.
By the above, we assume u is in C([0,∞)). Then, we prove that u is a viscosity

solution of (2.10) in the following way.
(a) u is a viscosity supersolution.

Let z ∈ O ⊂ (0,∞), where O is an open interval. Choose any ϕ ∈ C2(O) such that
ϕ(z) = u(z) = c0 and u ≥ ϕ in O. We can assume c0 = 0 without loss of generality.

Let m ∈ [0,∞). Choose ϵ > 0 so that z − ϵm ∈ O. Since the jumps of z(t) are only
rightward, z 󳨃→ u(z) is nondecreasing. Hence,

ϕ(z) = u(z) ≥ u(z − ϵm) ≥ ϕ(z − ϵm) .
This implies −mϕ󸀠(z) ≤ 0. Hence,

F(z, u, p, q, B1(z, v, p), B1 (z, ϕ, p)) ≤ 0

for p = ϕ󸀠(z), q = ϕ󸀠󸀠(z).
Take c(t) ≡ c ∈ CM. Let τr be the exit time of z(t) from Ōr(z) = {z󸀠; |z − z󸀠| ≤ r} ⊂(0,∞). By the dynamic programming principle (∗),

u(z) ≥ E[[
t∧τr∫
0

e−(β+ 1
ϵ )s{U(c(s)) + 1

ϵ u(z(s))}ds + e−(β+
1
ϵ )t∧τr u(z(t ∧ τr))]] .

We replace u byϕ by u(z) = ϕ(z) and by using the ordering u ≥ ϕ inO. Then, we have,
by the Itô’s formula and (2.10),

0 ≥ E[[
t∧τr∫
0

e−(β+ 1
ϵ )s{U(c(s)) + 1

ϵ
u(z(s))}ds + e−(β+

1
ϵ )t∧τru(z(t ∧ τr))]] − ϕ(z)

≥ E[ t∧τr∫
0

e−(β+ 1
ϵ )s{U(c) + Lϕ(z(s)) + 1

ϵ
ϕ(z(s)) − cϕ󸀠(z(s))}ds

≥ min
y∈Ōr(z)

[Lϕ(y) + 1
ϵ ϕ(y) − cϕ󸀠(y) + U(c)] × E [ 1

β + 1
ϵ
(1 − e−(β+ 1

ϵ )(t∧τr))] .

Dividing the last inequality by t and taking successively the limits as t → 0 and
r → 0, we have Lϕ(z)− cϕ󸀠(z)+U(c) ≤ 0. Maximising the right-hand side over c ∈ CM,
we have

F(z, u, p, q, B1(z, v, p), B1 (z, ϕ, p)) ≤ 0, z > 0
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and
F̃(z, u, p, q, B1(z, v, p), B1 (z, ϕ, p)) ≤ 0, z > 0

with p = ϕ󸀠(z), q = ϕ󸀠󸀠(z). Hence, u is a subersolution of (2.10).
(b) u is a viscosity subsolution.

Let z ∈ O ⊂ (0,∞). Let ϕ ∈ C2(O) be any function such that ϕ(z) = u(z) and u ≤ ϕ
on O.

Assume that the subsolution inequality for ϕ fails at z. Then, there exists an ϵ > 0
such that F(ϕ) = F(z, u, p, q, B1 , B1) ≤ −ϵ and −ϕ(y) ≤ −ϵ on some ball Ōr(z) ⊂ O
with p = ϕ󸀠(z), q = ϕ󸀠󸀠(z).

We apply the inequality that there exists a constant η > 0 and t0 > 0 such that

E[[e−(β+ 1
ϵ )tϕ(z(t ∧ τr,c)) + t∧τr,c∫

0

e−(β+ 1
ϵ )s{U(c(s)) + 1

ϵ u(z(s))}ds]] ≤ ϕ(z) − ηt

holds for all t ∈ (0, t0] and any c ∈ C ( [110] Lemma 4.4.3, [99] Proposition 2.5). Here,
τr,c denotes the exit time of z(t) from Ōr(z) by c.

Fix t ∈ (0, t0). By the dynamic programming principle (∗), we have that there
exists c ∈ CM such that

u(z) ≤
E[[e−(β+ 1

ϵ )tϕ(z(t ∧ τr,c)) + t∧τr,c∫
0

e−(β+ 1
ϵ )s{U(c(s)) + 1

ϵ u(z(s))}ds]] + 1
2ηt

for each τ = τr,c.
As u ≤ ϕ in O, we have

u(z) ≤ ϕ(z) − ηt + 1
2ηt = ϕ(z) − 1

2ηt .

This is a contradiction.
To see the concavity of u, we also recall TMh(z) of (2.21). We prove below TMh(z)

is concave if h is concave. Moreover, by induction, Tn
Mh is concave for any n ≥ 1. By

Lemma 4.10, we have
Tn
Mh → u as n → ∞ .

We can choose h(z) = 0(z) ∈ Bφ, where 0(z) denotes the function identically equal to
zero. Then, we can conclude the assertion.

To this end, we fix h ∈ Bφ and assume it is concave.
Choose distinct points z1, z2 in (0,∞), and choose z1(t), z2(t) starting from these

points, respectively. For each δ > 0, we choose c1(t), c2(t) in CM, corresponding to
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z1(t), z2(t), respectively, satisfying
TMh(zi) − δ < E[[

τi∫
0

e−(β+ 1
ϵ )t{U(ci(t)) + 1

ϵ h(zi(t))}dt]] , i = 1, 2 .

Let 0 < λ < 1, and we put cλ(t) = λc1(t) + (1 − λ)c2(t). We shall show below that
cλ(t) ∈ CM, and that

E[[
τz∘∫
0

e−(β+ 1
ϵ )t{U(cλ(t)) + 1

ϵ h(z∘(t))}dt]]
≥ λE[[

τz1∫
0

e−(β+ 1
ϵ )t{U(c1(t)) + 1

ϵ h(z1(t))}dt]]
+ (1 − λ)E[[

τz2∫
0

e−(β+
1
ϵ )t{U(c2(t)) + 1

ϵ h(z2(t))}dt]] .

Here, z∘(t) is the solution to the following SDE:
dz∘(t) =(f(z∘(t)) − μz∘(t) − cλ(t))dt − σz∘(t)dW(t) + z∘(t) ∫(eζ − 1)Ñ(dt dζ) ,

z∘(0) = λz1 + (1 − λ)z2 .
We put zλ(t) = λz1(t) + (1 − λ)z2(t), and τzλ = τz1 ∨ τz2 . We then have

0 ≤ zλ(t) ≤ z∘(t), a.s.

Indeed, using the concavity and Lipschitz continuity of f(.),
E[(zλ(t) − z∘(t))+] ≤ E[[

t∫
0

(f(zλ(s)) − f(z∘(s))). 1{zλ(s)≥z∘(s)}ds]]
≤ Cf

t∫
0

E[(zλ(s) − z∘(s))+]ds .
Here, Cf denotes the Lipschitz constant. By Gronwall’s inequality, we have the asser-
tion. This implies cλ(t) ∈ CM.
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Bythiscomparisonresult,usingthemonotonicityofandtheconcavityofU(.),h(.),
TMh(λz1 + (1 − λ)z2) ≥ E[[

τz∘∫
0

e−(β+ 1
ϵ )t{U(cλ(t)) + 1

ϵ h(z∘(t))}dt]]
≥ E[[[

τzλ∫
0

e−(β+ 1
ϵ )t{U(cλ(t)) + 1

ϵ
h(zλ(t))}dt]]]

≥ λE[[[
τzλ∫
0

e−(β+ 1
ϵ )t{U(c1(t)) + 1

ϵ h(z1(t))}dt]]]
+ (1 − λ)E[[[

τzλ∫
0

e−(β+ 1
ϵ )t{U(c2(t)) + 1

ϵ h(z2(t))}dt]]] .

These imply that TMh(z) is concave. Therefore, this yields that u is concave.
Remark 4.9. The proof of the Bellman principle (∗) in the general setting (i.e. without
continuity or measurability assumptions) is not easy. Occasionally, one is advised to
decompose the equality into two parts:
(i)

u(z) ≤ sup
c∈CM

E[[lim sup
z󸀠→z

τz󸀠∧τ∫
0

e−(β+ 1
ϵ )t{U(c(t)) + 1

ϵ u(z(t))}dt
+ e−(β+ 1

ϵ )τz󸀠∧τu(z(τz󸀠 ∧ τ))]] ,

and the converse
(ii)

u(z) ≥ sup
c∈CM

E[[lim inf
z󸀠→z

τz󸀠∧τ∫
0

e−(β+ 1
ϵ )t{U(c(t)) + 1

ϵ u(z(t))}dt
+ e−(β+ 1

ϵ )τz󸀠∧τu(z(τz󸀠 ∧ τ))]] .

The proof for (i) is relatively easy. The proof for (ii) is difficult if it is not assumed to be
continuous.

This principle is proved in the diffusion case in [110] Theorem 4.5.1, and in a two-
dimensional case for some jump-diffusion process in [96] Lemma 1.5.

The next result provides a verification theorem for finding the value function in terms
of the viscosity solution for (2.6).
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Theorem 4.3. We assume (B.3), (2.2), (B.4) and (2.17). Then, there exists a concave vis-
cosity solution v of (2.6) such that 0 ≤ v ≤ φ.

Proof. Let 0 < M < M󸀠. By (2.21), we have TMh ≤ TM󸀠h for h ∈ B. Hence, uM must
have a weak limit, which is denoted by v:

uM ↑ v as M → ∞ .

It is clear that v is concave and then continuous on (0,∞). We shall show v(0+) = 0,
where the existence of the left-hand side is guaranteed by the transmission property.

It follows from (2.21) and (2.18) that

v(z) ≤ sup
c∈C

E[[
τz∫
0

e−(β+ 1
ϵ )t{U(c(t)) + 1

ϵ v(z(t))}dt]] ≤ φ(z), z ≥ 0 .

Hence, for any ρ > 0, there exists c = (c(t)) ∈ Cwhich depends on z such that

v(z) − ρ < E[[
τz∫
0

e−(β+ 1
ϵ )tU(c(t))dt]] + E[[

τz∫
0

e−(β+ 1
ϵ )t 1

ϵ
v(z(t))dt]] .

First, let

N(t) ≡ z exp((κ + μ)t − σW(t) − 1
2
σ2t + t∫

0

∫ ζ Ñ(dsdζ)
− t∫
0

∫(eζ − 1 − ζ)μ(dζ)ds) .

Since z(t) ≤ N(t) for each t > 0 by the Gronwall’s inequality, and since

E [ sup
0≤s≤t

N2(s)] < +∞
for each t > 0, we see by (2.9) that

E[e−{(β+ 1
ϵ )(τz∧s)}z(τz ∧ s)]

= z + E[[
τz∧s∫
0

e−(τz∧s)t{−(β + 1
ϵ )z(t) + f(z(t)) − μz(t) − c(t)}dt]] .
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By (B.4), we then choose ϵ > 0 so that f 󸀠(0+) + μ < β + 1/ϵ. Then, by letting s → +∞
and z → 0, we get

E[[
τz∫
0

e−(β+ 1
ϵ )tc(t)dt]]≤ z + E[[

τz∫
0

e−(β+ 1
ϵ )t f(z(t))dt]]≤ z + E[[

τz∫
0

e−(β+ 1
ϵ )tκN(t)dt]] → 0 .

On the other hand, by the concavity (B.3) of U(.), for each ρ > 0, there exists
Cρ > 0 such that

U(x) ≤ Cρx + ρ (2.23)

for x ≥ 0. Then, letting z → 0 and then ρ → 0, we obtain

E[[
τz∫
0

e−(β+ 1
ϵ )tU(c(t))dt]] ≤ CρE[[

τz∫
0

e−(β+
1
ϵ )tc(t)dt]] + ρ

β + 1
ϵ
→ 0 .

Thus, by the dominated convergence theorem,

v(0+) ≤ E[[
∞∫
0

e−(β+
1
ϵ )t

1
ϵ v(0+)dt]] ≤ 1

βϵ + 1 v(0+) ,
which implies v(0+) = 0. Thus, v ∈ C([0,∞)).

By Dini’s theorem, uM converges to v locally and uniformly on [0,∞). Therefore,
by the standard stability results (cf. [10] Proposition II.2.2), we deduce that v is a vis-
cosity solution of (2.9) and then of (2.6).

Comparison
We give a comparison theorem for the viscosity solution v of (2.6).

Theorem 4.4. Let fi, i = 1, 2 satisfy (2.2) and let vi ∈ C([0,∞)) be the concave viscosity
solution of (2.6) for fi in place of f such that 0 ≤ vi ≤ φ. Suppose

f1 ≤ f2 . (2.24)

Then, under (B.3), (2.2), (B.4) and (2.17), we have

v1 ≤ v2 .
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Proof. Let
φν(z) ≡ zν + B .

By (2.12), (B.4), we first note that there exists 1 < ν < 2 such that

− β + 1
2σ

2ν(ν − 1) + κν − μν < 0 . (2.25)

Hence, by (2.12), (2.13), φν(z) satisfies
− βφν(z) + 1

2σ
2z2φ󸀠󸀠

ν (z) + (f2(z) − μz)φ󸀠
ν(z) − ∫{φ󸀠

ν(z) ⋅ 𝛾(z, ζ)}μ(dζ)≤ (−β + 1
2σ

2ν(ν − 1) + κν − μν)zν + Aνzν−1 − βB < 0 , z ≥ 0 (2.26)

for a suitable choice of B > 0.
Suppose that v1(z0) − v2(z0) > 0 for some z0 ∈ (0,∞). Then, there exists η > 0

such that
sup
z≥0

[v1(z) − v2(z) − 2ηφν(z)] > 0 .

Since, by the concavity of v, it holds that

v1(z) − v2(z) − 2ηφν(z) ≤ φ(z) − 2ηφν(z) → −∞ as z → +∞ .

It implies that we can find some ̄z ∈ (0,∞) such that
sup
z≥0

[v1(z) − v2(z) − 2ηφν(z)] = v1( ̄z) − v2( ̄z) − 2ηφν( ̄z) > 0 .

Define
Ψn(z, y) = v1(z) − v2(y) − n

2 |z − y|2 − η(φν(z) + φν(y))
for each n > 0. It is clear that

Ψn(z, y) ≤ φ(z) + φ(y) − η(φν(z) + φν(y)) → −∞ as z + y → +∞ .

Hence, we can find (zn , yn) ∈ [0,∞) × [0,∞) such that
Ψn(zn , yn) = sup{Ψn(z, y) : (z, y) ∈ [0,∞) × [0,∞)} .

Since

Ψn(zn , yn) = v1(zn) − v2(yn) − n
2
|zn − yn|2 − η(φν(zn) + φν(yn))≥ v1( ̄z) − v2( ̄z) − 2ηφν( ̄z) > 0 , (2.27)

we can deduce
n
2 |zn − yn|2 ≤ v1(zn) − v2(yn) − η(φν(zn) + φν(yn))≤ φ(zn) + φ(yn) − η(φν(zn) + φν(yn)) < M
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for some M > 0. Thus, we deduce that the sequences {zn + yn} and {n|zn − yn|2} are
bounded by some constant, and|zn − yn| → 0 as n → ∞ .

Moreover, we can find

zn → ̂z ∈ [0,∞) and yn → ẑ ∈ [0,∞) as n → ∞
for some ẑ ∈ [0, +∞), taking a subsequence if necessary. By the definition of (zn , yn),
we recall that

Ψn(zn , yn) = v1(zn) − v2(yn) − n
2 |zn − yn|2 − η(φν(zn) + φν(yn))≥ v1(zn) − v2(zn) − 2ηφν(zn) ,

and thus
n
2 |zn − yn|2 ≤ v2(zn) − v2(yn) + η(φν(zn) − φν(yn)) → 0 as n → ∞ . (2.28)

Hence, n|zn − yn|2 → 0 as n → ∞.
Passing to the limit in (2.27), we get

v1( ̂z) − v2( ̂z) − 2ηφν( ̂z) > 0 and ̂z > 0 . (2.29)

Next, letV1(z) = v1(z)−ηφν (z) and V2(y) = v2(y)+ηφν(y). Applying Ishii’s lemma
(cf. [46], [61] Section V.6) to

Ψn(z, y) = V1(z) − V2(y) − n
2 |z − y|2 ,

we obtain q1, q2 ∈ R such that(n(zn − yn), q1) ∈ ̄J2,+V1(zn) ,(n(zn − yn), q2) ∈ ̄J2,−V2(yn) ,− 3n(1 0
0 1

) ≤ (q1 0
0 −q2) ≤ 3n( 1 −1−1 1

) (2.30)

where

̄J2,±Vi(z) = {{{{{
∃zr → z ,(p, q) : ∃(pr , qr) ∈ J2,±Vi(zr) ,(Vi(zr), pr , qr) → (Vi(z), p, q)

}}}}} , i = 1, 2 .

Recall that

J2,+v1(z) = {(p + ηφ󸀠
ν(z), q + ηφ󸀠󸀠

ν (z)) : (p, q) ∈ J2,+V1(z)} ,
J2,−v2(y) = {(p − ηφ󸀠

ν(y), q − ηφ󸀠󸀠
ν (y)) : (p, q) ∈ J2,−V2(y)} .
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Hence, by (2.30),(p1, q̄1) := (n(zn − yn) + ηφ󸀠
ν(zn), q1 + ηφ󸀠󸀠

ν (zn)) ∈ ̄J2,+v1(zn) ,(p2, q̄2) := (n(zn − yn) − ηφ󸀠
ν(yn), q2 − ηφ󸀠󸀠

ν (yn)) ∈ ̄J2,−v2(yn) .
By the definition of viscosity solutions, we have− βv1(zn) + 1

2σ
2z2nq̄1 + (f1(zn) − μzn)p1+ B1(zn , v1, p1) + B1(zn , ϕ1, ϕ󸀠

1) + Ũ(p1) ≥ 0 ,− βv2(yn) + 1
2σ

2y2nq̄2 + (f2(yn) − μyn)p2+ B1(yn , v2, p2) + B1(yn , ϕ2, ϕ󸀠
2) + Ũ(p2) ≤ 0 .

Here, the C2 functions ϕ1, ϕ2 satisfy that ϕ󸀠
1(zn) = p1 = n(zn − yn) + ηφ󸀠

ν(zn),
v1−ϕ1 has a globalmaximumat zn, andϕ󸀠

2(yn) = p2 = n(zn−yn)−ηφ󸀠
ν(yn), v2−ϕ2 has

a global minimum at yn, respectively. Furthermore, due to [5] Lemma 2.1, there exists
a monotone sequence of functions (ϕ1,k(z)), ϕ1,k(z) ∈ C2 such that v1(zn) = ϕ1,k(zn),
and v1(z) ≤ ϕ1,k(z) ≤ ϕ1(z), ϕ1,k ↓ v1(z)(k → ∞) for z = zn + 𝛾(zn , ζ), ζ ≥ 0. We
can also take such a sequence (ϕ2,k)(z) of C2 functions such that v2(z) ≥ ϕ2,k(z) ≥
ϕ2(z), ϕ2,k ↑ v2(z)(k → ∞) for z = yn + 𝛾(yn , ζ), ζ ≥ 0.

Putting these inequalities together, we get

β[v1(zn) − v2(yn)]≤ 1
2σ

2(z2n q̄1 − y2nq̄2)+ {(f1(zn) − μzn)p1 − (f2(yn) − μyn)p2} + {Ũ(p1) − Ũ(p2)}+ ∫
|ζ|>1

{(v1(zn + 𝛾(zn , ζ)) − v2(yn + 𝛾(yn , ζ))) − (v1(zn) − v2(yn))
− (p1 ⋅ 𝛾(zn , ζ) − p2 ⋅ 𝛾(yn , ζ))}μ(dζ)+ ∫
|ζ|≤1

{(ϕ1(zn + 𝛾(zn , ζ)) − ϕ2(yn + 𝛾(yn , ζ)))
− (ϕ1(zn) − ϕ2(yn)) − (ϕ󸀠

1(zn) ⋅ 𝛾(zn , ζ) − ϕ󸀠
2(yn) ⋅ 𝛾(yn , ζ))}μ(dζ)≡ I1 + I2 + I3 + I4 + I5 , say.

We consider the case where there are infinitely many zn ≥ yn ≥ 0. By (2.28) and (2.30),
it is easy to see that

I1 ≤ 1
2σ

2{3n|zn − yn|2 + η(z2nφ󸀠󸀠
ν (zn) + y2nφ󸀠󸀠

ν (yn))}→ σ2η ̂z2φ󸀠󸀠
ν ( ̂z) as n → ∞ .

By monotonicity and p1 ≥ p2,
I3 ≤ 0 .
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By (2.24), we have f1(zn)(zn − yn) ≤ f2(zn)(zn − yn). Hence,
I2 ≤ (f2(zn) − f2(yn))n(zn − yn) − μn(zn − yn)2+ η{(f1(zn) − μzn)φ󸀠

ν(zn) + (f2(yn) − μyn)φ󸀠
ν(yn)}→ η(f1( ̂z) + f2( ̂z) − 2μẑ)φ󸀠

ν(ẑ) as n → ∞ .

As for the term I4, we have

I4 ≤ ∫
|ζ|>1

{(ϕ1(zn + 𝛾(zn , ζ)) − ϕ1(zn)) − (ϕ2(yn + 𝛾(yn , ζ)) − ϕ2(yn))
− (p1 ⋅ 𝛾(zn , ζ) − p2 ⋅ 𝛾(yn , ζ))}μ(dζ)→ −2ηφ󸀠

ν( ̂z) ∫
|ζ|>1

𝛾( ̂z, ζ)μ(dζ) .
Similarly,

I5 ≤ ∫
|ζ|≤1

{(ϕ1(zn + 𝛾(zn , ζ)) − ϕ1(zn)) − (ϕ2(yn + 𝛾(yn , ζ)) − ϕ2(yn))
− (𝛾(zn , ζ)ϕ󸀠

1(zn) − 𝛾(yn , ζ)ϕ󸀠
2(yn))}μ(dζ)→ −2η ∫

|ζ|≤1

φ󸀠
ν( ̂z)𝛾( ̂z, ζ)μ(dζ) .

Thus, by (2.26),

β[v1( ̂z) − v2( ̂z)]≤ 2η {12σ2 ̂z2φ󸀠󸀠
ν ( ̂z) + (f2( ̂z) − μẑ)φ󸀠

ν( ̂z) − ∫φ󸀠
ν( ̂z) ⋅ 𝛾( ̂z, ζ)μ(dz)}≤ 2ηβφν( ̂z)

due to (2.25). This is contrary to (2.29). Suppose that there are infinitely many yn ≥
zn ≥ 0. By concavity, we have vi(yn) ≥ vi(zn), i = 1, 2, and thus

v1(yn) − v2(zn) ≥ v1(zn) − v2(yn) .
Hence, the maximumofΨn(z, y) is attained at (yn , zn). Interchanging yn and zn in the
above argument, we again get a contradiction as above. Thus, the proof is complete.

Remark 4.10. In view of (2.5), we observe that the value of v(z) will increase in the
presence of the jump term (i.e. ̃r > 0).

4.2.3 Regularity of solutions

In this subsection, we shall show the smoothness of the viscosity solution v of (2.6) in
case σ > 0.
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Theorem 4.5. Under (B.3), (2.2), (B.4), (2.17) and that σ > 0, we have v ∈ C2((0,∞))
and v󸀠(0+) = ∞.

Proof. We divide the proof into six steps.
Step 1 By the concavity of v, we recall a classical result of Alexandrov (cf. [2] and [36,
61]) to see the Lebesgue measure of (0,∞) \D = 0, where

D = {z ∈ (0,∞) : v is twice differentiable at z} .
By the definition of twice differentiability, we have(v󸀠(z), v󸀠󸀠(z)) ∈ J2,+v(z) ∩ J2,−v(z), ∀z ∈ D ,

and hence
βv(z) = L0v + Ũ(v󸀠(z)) .

Let d±v(z) denote the right-hand and left-hand derivatives respectively:
d+v(z) = lim

y↓z

v(y) − v(z)
y − z ; d−v(z) = lim

y↑z

v(y) − v(z)
y − z .

Define r±(z) by
βv(z) = 1

2σ
2z2r±(z) + (f(z) − μz)d±v(z)+ ∫{v(z + 𝛾(z, ζ)) − v(z) − d±v(z) ⋅ 𝛾(z, ζ)}μ(dζ) + Ũ(d±v(z))

for all z ∈ (0,∞) . (∗∗)
Since d+v = d−v = v󸀠 on D, we have r+ = r− = v󸀠󸀠a.e. by the formula above. Further-
more, d+v(z) is right continuous by definition, and so is r+(z). Hence, it is easy to see
by the mean value theorem that

v(y) − v(z) = y∫
z

d+v(s)ds ,
d+v(s) − d+v(z) = s∫

z

r+(t)dt, s > z .

Thus, we get

R(v; y) := {v(y) − v(z) − d+v(z)(y − z) − 1
2 r

+(z)|y − z|2}/|y − z|2
= y∫

z

(d+v(s) − d+v(z) − r+(z)(s − z))ds/|y − z|2
= y∫

z

{{{
s∫
z

(r+(t) − r+(z))dt}}} ds/|y − z|2 → 0 as y ↓ z .
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Step 2 We show that Ũ(z) is strictly convex. Suppose it were not true. Then,
Ũ(z0) = ξ Ũ(z1) + (1 − ξ)Ũ(z2) (2.31)

for some z1 ̸= z2, 0 < ξ < 1 and z0 = ξz1+(1−ξ)z2. Letmi, i = 0, 1, 2 be themaximiser
of Ũ(zi). By a simple manipulation, mi = (U󸀠)−1(zi). It is clear (since m0 ̸= mi) that

Ũ(zi) = U(mi) − mizi ≥ U(m0) − m0zi , i = 1, 2 . (2.32)

By (2.31), we observe that the equality in (2.32) must hold. Hence, we havem0 = m1 =
m2 and then z1 = z2. This is a contradiction.

Step 3 We claim that v(z) is differentiable at z ∈ (0,∞) \D. It is a well-known fact in
convex analysis (cf. [44] Example 2.2.5) that

∂v(z) = [d+v(z), d−v(z)], ∀z ∈ (0,∞) ,
where ∂v(z) denotes the generalised gradient of v at z and d+v(x), d−v(x) are given
above. Suppose d+v(z) < d−v(z), and set

p̂ = ξd+v(z) + (1 − ξ)d−v(z) ,̂r = ξr+(z) + (1 − ξ)r−(z) , 0 < ξ < 1 .

If it were true that
lim sup

y→z
R(v; y) > 0 ,

then we can find a sequence yn → z such that limn→∞ R(v; yn) > 0. By virtue of the
result in Step 1, we may consider that yn ≤ yn+1 < z for every n, taking a subsequence
if necessary. Hence, by the definition of R(v; y),

lim
n→∞

v(yn) − v(z) − d+v(z)(yn − z)|yn − z| ≥ 0 .

This leads to the contradiction d+v(z) ≥ d−v(z). Thus, we have lim supy→z R(v; y) ≤ 0,
and (d+v(z), r+(z)) ∈ J2,+v(z). Similarly, we observe that (d−v(z), r−(z)) ∈ J2,+v(z). By
the convexity of J2,+v(z), we get (p̂, ̂r) ∈ J2,+v(z) .
Now, by Step 2, we see that

Ũ(p̂) < ξ Ũ(d+v(z)) + (1 − ξ)Ũ(d−v(z)) ,
and hence, by (∗∗),

βv(z) > 1
2σ

2z2 ̂r + (f(z) − μz)p̂+ ∫{v(z + 𝛾(z, ζ) − v(z) − p̂ ⋅ 𝛾(z, ζ)}μ(dζ) + Ũ(p̂) .
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On the other hand, by the definition of the viscosity solution,

βv(z) ≤ 1
2
σ2z2q + (f(z) − μz)p+ ∫{v(z + 𝛾(z, ζ) − v(z) − p ⋅ 𝛾(z, ζ)}μ(dζ) + Ũ(p) ,∀(p, q) ∈ J2,+v(z) .

This is a contradiction. Therefore, we deduce that ∂v(z) is a singleton, and this im-
plies v is differentiable at z.

Step 4 We claim that v󸀠(z) is continuous on (0,∞). Let zn → z and pn = v󸀠(zn) → p.
Then, by the concavity

v(y) ≤ v(z) + p(y − z), ∀y .
Hence, we see that p belongs to D+v(z), where

D+v(z) = {p ∈ R : lim sup
y→z

v(y) − v(z) − p(y − z)|y − z| ≤ 0} .

Since ∂v(z) = D+v(z) and ∂v(z) is a singleton by Step 3, we deduce p = v󸀠(z). This
implies the assertion.

Step 5 We set u = v󸀠. Since it holds that

βv(zn) = 1
2σ

2z2nu󸀠(zn) + (f(zn) − μzn)u(zn)+ ∫{v(zn + 𝛾(zn , ζ) − v(zn) − u(zn) ⋅ 𝛾(zn , ζ)}μ(dζ) + Ũ(u(zn)) ,
zn ∈ D ,

the sequence {u󸀠(zn)} converges uniquely as zn → z ∈ (0,∞) \D, and u is Lipschitz
near z (cf. [44]). We recall that ∂u(z) coincides with the convex hull of the set, that is,

∂u(z) = {q ∈ R : q = lim
n→∞

u󸀠(zn), zn ∈ D → z} .

Then,

βv(z) = 1
2σ

2z2q + (f(z) − μz)u(z)+ ∫{v(z + 𝛾(z, ζ)) − v(z) − u(z) ⋅ 𝛾(z, ζ)}μ(dζ) + Ũ(u(z)) ,∀q ∈ ∂u(z) .
Hence, we observe that ∂u(z) is a singleton, and then u(z) is differentiable at z.
The continuity of u󸀠(z) follows immediately as above. Thus, we conclude that u ∈
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C1((0,∞)), and hence (0,∞) \D is empty.

Step 6 Suppose v󸀠(z) ≤ 0. Then, by (B.3), we have

Ũ(v󸀠(z)) = ∞ .

This is contrary to the equality (∗∗) in view of the conclusion in Step 3. Thus, we de-
duce v󸀠(0+) > 0, and by (B.3) again, v󸀠(0+) = ∞.

4.2.4 Optimal consumption

In this subsection, we combine the optimal consumption policy c∗ with the optimisa-
tion problem (2.3). We assume σ > 0 throughout this subsection in order to guarantee
the existence of a C2-solution.

Lemma 4.11. Under (B.3), (2.2), (B.4) and (2.17), we have

lim inf
t→∞

E[e−βtv(z(t))] = 0 (2.33)

for every c ∈ C.

Proof. By (2.15), we can choose 0 < β󸀠 < β such that

− β󸀠φ(z) + 1
2σ

2z2φ󸀠󸀠(z) + (f(z) − μz)φ󸀠(z) (2.34)

+∫{φ(z + 𝛾(z, ζ)) − φ(z) − φ󸀠(z) ⋅ 𝛾(z, ζ)}μ(dζ) + Ũ(φ󸀠(z)) ≤ 0. z ≥ 0.

Here, φ(z) = z + B. Hence, Itô’s formula gives

E[e−βtφ(z(t))] ≤ φ(z) + E[[
t∫
0

e−βs(−β + β󸀠)φ(z(s))ds]] ,

from which (β − β󸀠)E[[
∞∫
0

e−βsφ(z(s))ds]] < ∞ .

Thus,
lim inf
t→∞

E[e−βtφ(z(t))] = 0 .

By Theorem 4.3,
v(z) ≤ φ(z) ,

which implies (2.33).
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Now, we consider the equation:

dz∗(t) = (f(z∗(t)) − μz∗(t) − c∗(t))dt + σz∗(t)dW(t)+ z∗(t−)∫(eζ − 1)Ñ(dtdζ) , z∗(0) = z > 0 , (2.35)

where
c∗(t) = (U󸀠)−1(v󸀠(z∗(t−)))1{t≤τz∗ } . (2.36)

Here, c∗(t) is the consumption rate which maximises the Hamilton function (associ-
ated with L) operated to v. For a typical case U(c) = 1

r c
r (r ∈ (0, 1)),

c∗(t) = (v󸀠(z∗(t−))) 1
r−1 . 1{t≤τz∗} .

Lemma 4.12. Under (B.3), (2.2), (B.4) and (2.17), there exists a unique solution z∗(t) ≥ 0
of (2.35).

Proof. Let G(z) = f(z+) − μz − (U󸀠)−1(v󸀠(z+)). Here, z+ = max(z, 0). Since G(z) is Lips-
chitz continuous and G(0) = 0, there exists a solution χ(t) of

dχ(t) = G(χ(t))dt + σχ(t)dW(t) + χ(t−)∫(eζ − 1)Ñ(dtdζ), χ(0) = z > 0 . (2.37)

Define
z∗(t) ≡ χ(t ∧ τχ) ≥ 0 .

We note by the concavity of f that G(z) ≤ C1z+ + C2 for some C1, C2 > 0. Then, we
apply the comparison theorem (Lemma 4.9) to (2.37) and to ̂z(t) given by

dẑ(t) = (C1 ẑ(t)+ + C2)dt + σẑ(t)dW(t) + ̂z(t−)∫(eζ − 1)Ñ(dtdζ) ,̂z(0) = z > 0 (2.38)

to obtain 0 ≤ z∗(t) ≤ ẑ(t) for all 0 < t < τz∗ ∧ τẑ. Furthermore, it follows from the
definition that τz∗ = τχ, and hence

dz∗(t) = 1{t≤τz∗ } [f(z∗(t)) − μz∗(t) − c∗(t)dt + σz∗(t)dW(t)+z∗(t−)∫(eζ − 1)Ñ(dtdζ)] .

Therefore, z∗(t) solves (2.35).
To prove the uniqueness, let z̃(t) be another solution of (2.35). We notice that the

function z 󳨃→ G(z) is locally Lipschitz continuous on (0,∞). By using Theorem 1.5 in
Section 1.3, we can get

z∗(t ∧ τz∗ ∧ τ ̃z) = ̃z(t ∧ τz∗ ∧ τz̃) .
Hence,

τz∗ = τz̃, z∗(t) = z̃(t) for t ≤ τz∗ .

This implies z∗(t) = ̃z(t) for all 0 ≤ t < τz∗ .
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We assume the SDE (2.35) has a strong solution. As it will be expected from (2.6), the
optimal consumption policy is given as follows.

Theorem 4.6. Let the assumptions of Theorem 4.5 hold. Then, an optimal consumption
c∗ = {c∗(t)} is given by (2.36).

Proof. We set ζ = s ∧ τz∗ for any s > 0, and let ζn = ζ ∧ inf{t > 0; |z∗(t)| <
1
n or |z∗(t)| > n}. By (2.6), (2.35) and Itô’s formula, we have

E[e−βζn v(z∗(ζn−))]
= v(z) + E[ ζn∫

0

e−βt{−βv(z) + v󸀠(z)1{t<τz∗ }[f(z) − μz − c∗(t)] + 1
2σ

2z2v󸀠󸀠(z)
+ ∫{v(z + 𝛾(z, ζ)) − v(z) − v󸀠(z) ⋅ 𝛾(z, ζ)}μ(dζ)󵄨󵄨󵄨󵄨󵄨󵄨󵄨z=z∗(t)}dt +M(ζn)]

= v(z) − E[[[
ζn∫
0

e−βtU(c∗(t))dt]]] ,

where ζn = ζ ∧ τn for some localising sequence of stopping times τn ↑ ∞ of the
local martingale M(t) with M(0) = 0. From (2.34), (2.38) and Doob’s inequalities for
martingales, it follows that

E [sup
n

e−βζn v(z∗(ζn−))]
≤ E [ sup

0≤r≤s
e−βrφ(z∗(r−))]

≤ φ(z) + 2C(σE[[
s∫
0

(e−βtz∗(t))2dt]]
1/2

+ E[[
s∫
0

∫ e−2βt|φ(z∗(t−) + 𝛾(z∗(t−), ζ))
− φ(z∗(t−)) − φ󸀠(z∗(t−)) ⋅ 𝛾(z∗(t−), ζ)|2μ(dζ)dt]]

1/2)
≤ φ(z) + 2C(σE[[

s∫
0

ẑ(t)2dt]]
1/2 + E[[

s∫
0

∫ e−2βt|φ( ̂z(t−) + 𝛾( ̂z(t−), ζ))
− φ( ̂z(t−)) − φ󸀠( ̂z(t−)) ⋅ 𝛾( ̂z(t−), ζ)|2μ(dζ)dt]]

1/2) < +∞ .
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Therefore, letting n → ∞, by the dominated convergence theorem, we get

E[e−βζ v(z∗(ζ−))] = v(z) − E[[[
ζ∫
0

e−βtU(c∗(t))dt]]] .

By (2.33), we have

lim inf
s→∞

E[e−β(s∧τz∗)v(z∗(s ∧ τz∗−))]= lim inf
s→∞

E[e−βsv(z∗(s−)) : τz∗ ≥ s] = 0 .

Passing to the limit, we deduce

v(z) = E[[
τz∗∫
0

e−βtU(c∗(t))dt]] = J(c∗) .
By the same calculation as above, we can obtain

J(c) = E[[
τz∫
0

e−βtU(c(t))dt]] ≤ v(z), c ∈ C .

Due to the comparison theorem (Theorem4.3), we remark that the solution v(z)of (2.6)
must be unique. Hence, we have the assertion. The proof is complete.

4.2.5 Historical sketch

The origin of the topic goes back to Merton [162]; See Appendix (ii). As for the jump-
diffusion type control problem, the paper [212] has studied a model (Xt) given by

dXt = μdt + σdW(t) − dZt − dKt , X0− = x .

Here, Zt denotes a càdlàg (jump) process corresponding to the company’s spending
(paying dividends to the stock holders), σ > 0 and Kt corresponds to the activity to
invest. The expected utility is measured up to time T in terms of Zt by

E[[∫T e−βtdZt]]
instead of the consumption rate c(t) composed in the utility function. The paper [49]
studies, in a similar framework, the control in switching between paying dividends
and investments. The paper [74] studies the samemodel Xt, but the expected utility is
measured by

E[[U(∫T e−βtdZt)]] ,
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where U(.) is a utility function. Here, they measure the gross amount of dividends up
to time T by U(.) instead of the consumption rate c(t), whichmakes some difference in
the interpretation. In these papers, the main perturbation term is the diffusion (Brow-
nian motion). On the other hand, Framstad [65] has studied a model (Xt) given by

dXt = Xt−(μ(Xt)dt + σ(Xt)dW(t) + ∫ η(Xt−, ζ)Ñ(dtdζ)) − dHt

in the Wiener–Poisson framework. Here, Ht denotes a càdlàg process corresponding
to the total amount of harvest up to time t, and σ(.) ≥ 0. Under the setting that the
expected utility is measured by

E[[
∞∫
t0

e−βtdHt]] ,

he describes that the optimal harvesting policy is given by a single value x∗, which
plays a role of a barrier at which one reflects the process downward. The paper [74]
also leads to a similar conclusion. A related recent paper is [3].

For recent development concerning theMaximumprinciple in the jump-diffusion
setting, see [176].

 EBSCOhost - printed on 2/10/2023 4:50 PM via . All use subject to https://www.ebsco.com/terms-of-use



 EBSCOhost - printed on 2/10/2023 4:50 PM via . All use subject to https://www.ebsco.com/terms-of-use



Appendix
A friend of Diagoras tried to convince him of the existence of the gods, by pointing out howmany
votive pictures tell about people being saved from storms at sea by dint of vows to the gods, to
which Diagoras replied that there are nowhere any pictures of those who have been shipwrecked
and drowned at sea.

Marcus Tullius Cicero (106–43, BC), De natura decorum III 89

(i) Notes

For basic materials which are supposed to be preliminary in this book a reader can
see [39] and [194].

Chapter 1
Composition of Chapter 1 is compact. For details and proofs on basic materials con-
cerning stochastic processes, stochastic integrals, and SDE of diffusion type, see the
classical [82]. The materials in Section 1.1 are well known. See [196]. The materials
in Section 1.2 are mainly due to [127, 192] and [47]. The materials in Section 1.3 are
also due to [127]. For the precise on the stochastic flow appeared in Section 1.3, see [4]
Section 6.4. Additionally, the equivalence between (3.2) and (3.3) is justified by Theo-
rem 6.5.2 in [4]. For SDEs on manifolds, see [4, 58].

Chapter 2
There are two approaches to stochastic processes. One is based on macroscopic view
using functional analytic approach, by e.g., Kolmogorov, Malliavin–Stroock; the other
is based on microscopic view tracking each trajectory, by e.g., Itô, Bismut and Picard.
We adopted the latter one.

Section 2.1.1 is due to [87]. Section 2.1.2 is due to [181, 182] and [95]. A part of Sec-
tion 2.1.3 is due to [56] and to [8, 9]. Historically, the Bismut’s method (2) stated in
Section 2.1.3 was developed before the one stated in Section 2.1.1. It has evolved to
cover the variable coefficient case in a fairly general setting. See [116]. There are some
attempts to analyse jump processes as boundary processes (e.g. [32]), however these
results have not been much fruitful.

Sections 2.2, 2.3 are based on [85, 89, 143, 183] and [184]. Historically, the polyg-
onal method stated in Section 2.3 was developed before the Markov chain method in
Section 2.2. In those days the author did not know the idea to seperate the big jump
part of the driving Lévy process by the magnitude O(t1/β), and used simply the con-
stant threshold ϵ. The proof of Sublemma 2.3 in Section 2.2 is closely related to the
strict positivity of the densities for infinitely divisible random variables, mentioned at
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the end of Section 2.5.4. Upper bound of the density for not necessary short, but still
bounded, time interval is given in [185].

Section 2.5.2 is adapted from [97]. As for numerical results stated in section 2.5.3,
calculating the constant C = C(x, y, κ) in Theorem 2.4 numerically is not an easy task
in general. Especially if the function g(x, y) has singular points, numerical calculation
of iterated integrals in (3.6) is known to be heavy. Section 2.5.4 is due to [90, 91].

Chapter 3
For details on the iterated integral expressions of Wiener (-Poisson) variables treated
in Section 3.1, see [190]. For the Charlier polynomials stated in Section 3.2, also
see [190]. As for the well-definedness of multiple integrals with respect to Lévy pro-
cesses, see [112].

The contents in Section 3.3 are mainly based on [95]. The definition of the norms|F|k,l,p, ‖U‖k,l,p in Section 3.3.3 is based on the idea that we take the projection of the
Wiener factor of F first, and then measure the remaining Poisson factor after, both in
the sense of Lp norm. We can consider other norms as well on the Wiener–Poisson
space. Indeed, by taking another Sobolev norm for the Wiener factor, it is possible
that the framework of showing the estimate for δ̃(V) can be carried over to show the
estimate of δ(U), where it has been carried out using Meyer’s type inequality (The-
orem 3.3) in the framework of Ornstein–Uhlenbeck semi-group. Up to present, there
seems to exist no decisive version of the definition for the norms on it. Section 3.4 is
due to [25].

Our theory on stochastic analysis stated in Sections 3.5–3.7, and basic properties
of Lévy processes stated in Chapter 1, are deeply related with the theory of Fourier
analysis. The contents of Sections 3.5, 3.7 are due to [77, 95, 130]. In Section 3.5.1 the
iteration procedure using the functional ev(F) = ei(v,F) works effectively. It will be
another virtue of Malliavin calculus, apart from the integration-by-parts formula in
the Wiener space. Indeed, as stated in the latter half of Section 3.6.5, employing the
Fourier method it has turned out that the integration-by-parts formula is not a main
tool in showing the smoothness of the transition density.

The origin of the theory stated in Sections 3.5–3.7 is [181]. Between [95] and [77]
there has been a quest for finding a proper object in the Poisson space, which may
correspond to Malliavin matrix in the Wiener space. The theory is also closely related
to [170] Section 2.1.5. A related topic is treated in [173] Chapter 14.

The contents of Section 3.6 are inspired by [130]. The result can be extended to the
non-Markovian process:

Xt = t∫
0

b(Xr , r)dr + t∫
0

σ(Xr , r)dWr + t∫
0

∫ g(Xr , r, z)Ñ(drdz) .
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The paper [130] tries to analyse SDEs of this type. The method used in Section 3.6.4 is
new.

The former part of Section 3.6.5 is mainly due to [131]. This part is added in the
second edition, so the SDE here is based on the setting that the vector fields depend
on t. There are cases where the density function exists despite that the stochastic co-
efficients are fairly degenerate and the (ND) condition fails for the solution of a SDE.
We are often required delicate estimates in such cases, see e.g., [50]. The extension
of the theory stated in the former half of this subsection to the case for other types of
Lévy measures is not well known. The inclusion of this subsection is also due to au-
thor’s recent interest in Itô process on manifolds, as Itô process with big jumps does
not satisfy the condition (D) in general.

Chapter 4
Section 4.1 is based on [77]. A related work is done by Yoshida [223] and by Kunitomo
and Takahashi [132, 133]. The result in Section 4.1.2 is new. Section 4.1.3 is also new.

Section 4.2 is based on [96, 99]. The existence of ‘trace’ at the boundary for the
value function can be justified analytically using the theory of pseudo-differential op-
erators [206]. The control theory with respect to jump processes is developing. See,
e.g. [110] and Kabanov’s recent papers.

During 2013–2015 the author and Dr. Yamanobe considered an application of
Malliavin calculus to stochastic action potential model in axons [100]. But the content
is not included in this volume.

(ii) Ramsey theory

We are concerned with a one-sector model of optimal economic growth under uncer-
tainty in the neoclassical context. It was originally presented by Ramsey [193] and has
been refined by Cass [41]. See also [63].

Define the following quantities:

y(t) = labour supply at time t ≥ 0 ,
x(t) = capital stock at time t ≥ 0 ,

λ = the constant rate of depreciation (written as β in the text), λ ≥ 0 ,
F(x, y) = production function producing

the commodity for the capital stock x ≥ 0 and the labour force y ≥ 0 .

We now state the setting in the model. Suppose that the labour supply y(t) at time t,
and the capital stock x(t) at t are governed by the following stochastic differential
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equations

dy(t) = ry(t)dt + σy(t)dW(t) , y(0) = y > 0, r ̸= 0, σ ≥ 0 , (A.1)

dx(t) = (F(x(t), y(t)) − λx(t) − c(t)y(t))dt + x(t−) ∫
|ζ|<1

(eζ − 1)Ñ(dtdζ)
+ x(t−) ∫

|ζ|≥1

(eζ − 1)N(dtdζ) , x(0) = x > 0 . (A.2)

An intuitive explanation is as follows. Suppose there exists a farm (or a company,
a small country, . . . ) that makes economical activities based on labour and capital. At
time t, the farm initiates production which is expressed by F(x(t), y(t)). At the same
time, he or she has to consume the capital at the rate c(t), and the capital may de-
preciate as time goes by. The second and third terms on the right-hand side of (A.2)
correspond to a random fluctuation in capital.

Under this interpretation, wemay even assume that the labour supply y(t) is con-
stant, and consider the optimal consumption under the randomly fluctuated capital.
This assumption has projected economical meaning since the labour supply is not
easy to control (i.e. make decrease) in short time.

This type of problem is called the stochastic Ramsey problem. For reference,
see [70]. We denote by V(x, y) the value function associated with x(t) and y(t). The
HJB equation associated with this problem reads as follows:

βV(x, y) = 1
2
σ2y2Vyy(x, y) + ryVy(x, y) + (F(x, y) − λx)Vx(x, y)+ ∫{V(eζ x, y) − V(x, y) − Vx(x, y) ⋅ x(eζ − 1)}μ(dζ)+ Ũ(Vx(x, y)y) , V(0, y) = 0 , x > 0 , y > 0 . (A.3)

We seek the solution V(x, y) in a special form, namely,

V(x, y) = v(z), z = x
y . (A.4)

Then, (A.3) turns into the form (2.6)–(2.7) in Section 4.2 with f(z) = F(z+ , 1), μ = r −̃r + λ − σ2. Here, we assume the homogeneity of F with respect to y: F(x, y) = F( xy , 1)y.
We can show that V(x, y) defined as above is a viscosity solution of (A.3), and that if
σ > 0, then it is in C2((0,∞)×(0,∞)). This derives the optimal consumption function
in a way of Section 4.2.4. The condition z(t) ≥ 0, t ≥ 0 a.s. implies that the economy
can sustain itself.

Although it is not implied in general that we can find the solution of (A.3) as in
(A.4) in the setting (A.1)–(A.2), under the same token as above (i.e. the labour supply
is constant), the problem will correspond to what we have studied in the main text.
That is, we can identify the value function in the form v(z) = V(z, 1).
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