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1 Weak convergence of stochastic processes

Introduction

The study of limit theorems in probability has been important in inference in statistics.

The classical limit theorems involved methods of characteristic functions, in other

words, Fourier transform. One can see this in the recent book of Durrett [8]. To study

the weak convergence of stochastic processes, one may be tempted to create concepts

of Fourier’s theory in infinite dimensional cases. However, such an attempt fails, as

can be seen from the work of Sazanov and Gross [14]. The problem was also solved

by Donsker [5] by choosing techniques of weak convergence of measures on the space

of continuous functions by interpolating the partial sum in the central limit theorem.

If we denote for X
1
, ..., Xn i.i.d. (independent identically distributed random variable

with zero expectation and finite variance)

Sn,m = X
1
+ . . . + Xm/√n, where m = 1, 2, . . . , n,

and Sn,0 = 0. One can define

Sn,u = {
Sn,m if u = 0, 1, . . . n
linear if uå[m − 1,m]

Then, the continuous process S[n,t], tå[0, 1] generates a sequence of measures on

C[0, 1] ifwe canprove,with appropriate definition Pn convergesweakly to themeasure

P given by Brownian motion on C[0, 1], we can conclude that

max

0≤t≤1 |Sn,t| converges to max

0≤t≤1 |W(t)|

and

Rn
√n

=
1

√n
+ max

1≤m≤n Sn,m − min

0≤t≤1 Sn,m
converges to

max

1≤t≤1 W(t) − min

0≤t≤1W(t),

giving more information than the classical central theorem. One can also prove

empirical distribution function, if properly interpolated,

̂Fn(x) =
1

n

n
∑
1

1(xi ≤ x), xåIR,
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2 | 1 Weak convergence of stochastic processes

satisfies

√n sup
x

| ̂Fn(x) − F(x)|,

which converges to the maximum of the Brownian bridge max
0≤t≤1 |W(t)−W(1)|,

justifying the Kolmogorov-Smirnov statistics for F continuous distribution function

of X
1
. We prove these results using convergence in probability in C[0, 1] space of S[n.]

toW[.] in the supremumdistance in C[0, 1]. For this, we used the embedding theorem

of Skorokhod [23]. We follow [8] for the proof of this theorem of Skorokhod.

Aswe are interested in the convergence of semi-martingales to prove the statistical

limit theorems for censored data that arise in clinical trials, we introduce the following

Billingsley [2] convergence in a separable metric (henceforth, Polish space). Here we

show the compactness of the sequences of probabilitymeasures on Polish space using

the so-called tightness condition of Prokhorov [22], which connects compactness

of measures with a compact set having large measures for the whole sequence of

probability measures. We then consider the form of compact sets in C[0, 1] using the
Arzela-Ascoli theorem. We also consider the question if one can define on the space

of functions with jump discontinuity D[0, T] a metric to make it a Polish space. Here

we follow Billingsley [2] to present the so-called Skorokhod topology on D[0, T] and
D[0,∞). We then characterize the compact sets in these space to study the tightness

of a sequence of probability measures. Then we use a remarkable result of Aldous [1]

to consider compactness in terms of stopping times. This result is then exploited to

study the weak convergence of semi-martingales in D[0,∞).
Following Durrett and Resnick [9], we then generalize the Skorokhod embedding

theorem for sums of dependent random variables. This allows us to extend weak

convergence result, as in Chapter 2, to martingale differences [3]. Using the work of

Gordin [13], one can reduce a similar theorem for stationary sequences to that for

martingale differences. If one observes that empirical measures take values in D[0, 1]
and we try to use the maximum norm, we get a nonseparable space. Thus, we can ask

the question, “can one study weak convergence of stochastic processes taking values

in non-separablemetric spaces? This creates a problemwithmeasurability as one can

see from Dudley-Phillip’s [7] work presented in [18]. To handle these problems, we

study the so-called empirical processes following Van der Vaart and Wellner [25]. We

introduce covering numbers, symmetrization, and sub-Gaussian inequalities to find

conditions for weak convergence of measures.

We begin chapter 2 by constructing a measure on IRT to get a stochastic process.
We then construct a Gaussian process with given covariance. We obtain sufficient

conditions on the moments of a process indexed by T = IR to have a continuous

version. Using this, we construct Brownian motion. Then we prove the Skorokhod

embedding theorem for sums of independent random variables. It is then exploited

to obtain a convergence in C[0, 1] of the functions of the sum of independent random

variables as described earlier. As a consequence of the central limit theorem in C[0, 1],
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1 Weak convergence of stochastic processes | 3

we prove using [20] the results of [11] and the convergence of symmetric statistics. The

chapter ends by giving a weak convergence of probability measures and Prokhorov’s

tightness result on a Polish space. In chapter 3, we study compact sets in C[0, 1] and
use them to get alternate proof of theorems similar to the one in chapter 2 using

weak convergence in Polish spaces. This is followed by studying the topology of

Skorokhod on D[0, T] and D[0,∞) and proving that these are Polish spaces. Again,

we study the compact sets and prove the result of Aldous. Chapter 4 studies the weak

convergence of semi-martingales, which requires Lenglart [16] inequality to prove

compactness using the result of Aldous. As a consequence of this, we derive weak

convergence ofNelson andKaplan-Meier estimates by simplifying the proof of Gill [12].

We do not present convergence of the Susarla-Van Ryzin Bayes estimate [24], but it

can be obtained by similar methods as shown in [4]. For convergence of Linden-Bell

estimates arising in astronomy, see [21] where similar techniques are used. Chapter 5

considers limit theorems as in chapter 2 using generalization of Skorokhod theorem

from [9]. Limit theorems in chapters 2 and 5 use techniques given in Durrett’s book [8].

Chapter 3 follows the presentation in the book of Billingsley [2], and chapter 4 uses the

simplified version of techniques in [17] (see also [15]). We present in the last chapter

the convergence of empirical processes using the techniques mentioned above taken

from [25].
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2 Weak convergence in metric spaces

We begin in this chapter the process of associating a probability measure on the

function space IRT for any set T given a family of probability measures on IRS, S ⊆ T
finite set with certain conditions. This allows us to define a family of real random

variables {Xt , tåT} on a probability space (Ω,ℱ, P). Such a family is referred to as

a stochastic process. This idea originated from the work of Wiener (see [19]) in the

special case of Brownian motion. Kolmogorov generalized it for the construction of

any stochastic process and gave conditions under which one can find a continuous

version (cf. section 2.5), that is, a stochastic process with continuous paths. We use

his approach to construct Brownian motion. We explain it in the next section.

2.1 Cylindrical measures

Let {Xt , t ∈ T} be family of random variable on a probability space (Ω,ℱ, P). Assume

that Xt takes values in (𝒳t ,𝒜t). For any finite set S ⊂ T,

𝒳S = ∏
t∈S 𝒳t ,𝒜S = ⨂

t∈S 𝒜t , QS = P ∘ (Xt , t ∈ S)−1,
where QS is the induced measure. Check, if ΠS�S : 𝒳S� → 𝒳S for S ⊂ S�, then

QS = QS� ∘ Π−1
S�S (2.1)

Suppose we are given a family {QS , S ⊆ T finite-dimensional}, a probability measure

whereQS on (𝒳S ,𝒜S). Assume they satisfy (2.1). Then, there existsQ on (𝒳T ,𝒜T) such
that

Q ∘ Π−1
S = QS ,

where 𝒳T = ∏t∈T 𝒳t ,𝒜T = ò(⋃S⊂T 𝒞S), 𝒞S = Π−1
S (𝒜S).

Remark: For

S ⊂ T, finite, C ∈ 𝒞S

define Q
0
(C) = QS(A), where C = Π−1

S (A)

as 𝒞S = Π−1
S (𝒜S)

We can define Q
0
on⋃S⊂T 𝒞S. Then, for C ∈ 𝒞S and 𝒞S� , then by (2.1),

Q
0
(C) = QS(A) = QS� (A),

and hence Q
0
is well-defined.
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2.1 Cylindrical measures | 5

Note that as

𝒞S
1

∪ 𝒞S
2

∪ ⋅ ⋅ ⋅ ∪ 𝒞Sk ⊂ 𝒞S
1
∪ ⋅⋅⋅∪Sk .

Q
0
is finitely additive on⋃S⊂T 𝒞S. We have to show the countable additivity.

Definition 2.1: A collection of subsets 𝒦 ⊂ 𝒳 is called a compact class if for every

sequence {Ck , k = 1, 2, ⋅ ⋅ ⋅ n}, n finite,

n
⋂
k=1 Ck /= 0 â⇒

∞
⋂
k=1 Ck /= 0

Exercise 1: Every subcollection of compact class is compact.

Exercise 2: If 𝒳 and 𝒴 are two spaces and T : 𝒳 → 𝒴 and 𝒦 is a compact class in 𝒴,

then T−1(𝒦) is a compact class in 𝒳 .

Definition 2.2: A finitely additive measure ì on (𝒳 ,𝒜
0
) is called compact if there

exists a compact class 𝒦 such that for every A ∈ 𝒜
0
and å > 0, there exists Cå ∈ 𝒦,

and Aå ∈ 𝒜
0
such that

Aå ⊂ Cå ⊂ A and ì(A − Aå) < å.

We call 𝒦 is ì-approximates 𝒜
0
.

Lemma 2.1: Every compact finitely additive measure is countably additive.

Proof: Suppose (𝒳 ,𝒜
0
, ì) is given. There exists a compact class 𝒦 that is

ì-approximates𝒜
0
. Let {An} ⊂ 𝒜

0
such that An ↘ 0. We need to show that ì(An) ↘ 0.

For given å > 0, let Bn ∈ 𝒜
0
and Cn ∈ 𝒦, such that

Bn ⊂ Cn ⊂ An and ì(An − Bn) <
å
2
n .

Suppose ì(An) does not go to 0, i.e., for all n, ì(An) > å. Since we know that

ì(An −
n
⋂
k=1 Bk) = ì(

n
⋂
k=1 Ak) − ì(

n
⋂
k=1 Bk) <

å
2

,

we conclude that for all n,

ì(
n
⋂
k=1 Bk) >

å
2

.
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6 | 2 Weak convergence in metric spaces

Next, for all n
n
⋂
k=1 Bk /= 0,

and hence, we have for all n
n
⋂
k=1 Ck /= 0,

which implies ∞
⋂
k=1 Ck /= 0

since Ck ∈ 𝒦 and 𝒦 is compact. Therefore, it follows that∞
⋂
k=1 Ak ⊃

∞
⋂
k=1 Ck /= 0

implies

lim

n→∞ An /= 0,

which is a contradiction.

2.2 Kolmogorov consistency theorem

Suppose S ⊂ T is finite subset and QS is measure on (𝒳S ,𝒜S) satisfying consistency
condition (2.1). Let (𝒳{t},𝒜{t}, Q{t}) be a compact probability measure space. For each

t ∈ T, there exists a compact class𝒦t ⊆ 𝒜{t} and𝒦t, Qt approximates𝒜{t}. Then, there
exists a unique probability measure Q

0
on (𝒳T ,𝒜T) such that

ΠS : 𝒳T → 𝒳S , and Q0
∘ Π−1

S = QS .

Proof: Define

𝒟 = {C : C = Π−1
t (K), K ∈ 𝒦t , t ∈ T}.

Let

{Π−1
ti (Cti ), i = 1, 2...}

be a countable family of sets and

Bt = ⋃
ti=tΠ−1

ti (Cti )
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2.2 Kolmogorov consistency theorem | 7

If the countable intersection of {Bt , t ∈ T} is empty, then Bt
0

is empty for some t
0
. Since

𝒦t
0

is a compact class and all Cti ∈ 𝒦t
0

, we get a finite set of t
i
’s (ti = t

0
). Let us call it

J for which

⋃
ti∈J Cti = 0 â⇒ ⋃

ti∈JΠ−1
ti (Cti ) = 0

Since 𝒟 is a compact class, 𝒦 as a countable intersections of sets in 𝒟 is a com-

pact finitely additive class. We shall show that Q
0
is a compact measure, i.e., 𝒦

Q
0
-approximates 𝒞

0
. Take C ∈ 𝒞

0
and å > 0. For some S ⊂ T,

C = Π−1
S (B).

Choose a rectangle

∏
t∈S(At) ⊂ B

so that for At ∈ 𝒜t

QS(B −∏
t∈S At) <

å
2

Q
0
(Π−1

S (B) − Π−1
S (∏

t∈S At)) <
å
2

.

For each t, choose Kt ∈ 𝒦t such that Kt ⊂ At and

Qt(At) < Qt(Kt) +
å

cardinality(S)
.

Let

K = Πt∈SKt for Kt ∈ 𝒦t .

Then, K ⊂ C and

Q
0
(Π−1

S (B) − Π−1
S (∏

t∈S Kt)) = Q
0
(Π−1

S (B −∏
t∈S At))

+Q
0
(Π−1

S (∏
t∈S At) − Π−1

S (∏
t∈S Kt))

< å.

Q
0
extends to a countable additive measure on ò(𝒞).

(𝒳t = R, Rd, or a complete separate metric space.)
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8 | 2 Weak convergence in metric spaces

Example: T = N,𝒳t = R.
Suppose

Qn = ⨂
t∈{1,2,...,n} Q{t}.

Then, there exists {Xn , n ∈ N} of random variables defined on R∞
.

Example: T = [0, 1].
Let {C(t, s), t, s ∈ T} be a set of real valued function with C(t, s) = C(s, t) and

∑
t,s∈S atasC(t, s) ≥ 0

for S finite. ({at , t ∈ S} ⊂ R) Let Q
S
be a probability measure with characteristic

function for t ∈ Rd

õQS
(t) = exp (−

1

2

t� ∑
S
t), (2.2)

where

∑
S

= (C(u, v))
u,v∈S

QS satisfies the condition of Kolmogorov consistency theorem. Therefore, there exists

{Xt , t ∈ T}, a family of random variables such that joint distribution of {Xt , tåS} is QS.

Example: Take t, s ∈ [0, 1] and C(t, s) = min(t, s).

C(t, s) = ∫
1

0

1[0,t](u) ⋅ 1[0,s](u)du
= min(t, s)

Let S = {t
1
, ..., tn}, {a1, ..., an} ⊂ R. Then,

∑
i,j
aiajC(ti , tj) = ∑

i,j
aiaj ∫

1

0

1[0,ti](u) ⋅ 1[0,tj](u)du
= ∫

1

0

(
n
∑
i=1 ai1[0,ti](u))2du

≥ 0

since ∑∑ aiajC(ti , tj) is non-negative definite. Therefore, there exists a Gaussian

process with covariance C(t, s) = min(t, s).

 EBSCOhost - printed on 2/10/2023 4:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



2.3 The finite dimensional family for Brownian motion | 9

2.3 The finite dimensional family for Brownian motion

Given covariance function C(t, s) = C(s, t) with s, t ∈ T, and for all {a
1
, ..., ak} and

{t
1
, ..., tk} ⊂ T, such that

∑
k,j

akajC(tk , tj) ≥ 0,

then there exists a Gaussian process {Xt , t ∈ T} with EXt = 0 for all t and C(t, s) =
E(XtXs).

Example: C(t, s) = min(t, s), and T = [0, 1].

min(t, s) = ∫
1

0

1[o,t](u) ⋅ 1[o,s](u)du
= EXtXs

There exists {Xt , t ∈ T} such that C(t, s) = E(XtXs) = min(t, s).
Since Xt is Gaussian, we know that

Xt ∈ L2(Ω,ℱ, P).

Let, with SP

L2
denoting closure in L

2
of the subspace generated by

M(X) = SP

L2
(Xt , t ∈ T),

Consider the map

I(Xt) = 1[0,t](u) ∈ L
2
([0, 1]) (Lebesgue measure).

I is an isometry. Therefore, for (t
1
, ..., tn) with t

1
≤ ... ≤ tn

I(Xtk − Xtk−1 ) = I(Xtk ) − I(Xtk−1 ) ( because I is a linear map)

= 1[0,tk](u) − 1[0,tk−1](u)
= 1(tk−1 ,tk](u)

For k /= j,

E(Xtk − Xtk−1 )(Xtj − Xtj−1 ) = ∫
1

0

1(tk−1 ,tk](u) ⋅ 1(tj−1 ,tj](u)du
= 0

Xtk − Xtk−1 is independent of Xtj − Xtj−1 if (tk−1, tk] ∩ (tj−1, tj] = 0 because

(tk−1, tk] ∩ (tj−1, tj] = 0 â⇒ E(Xtk − Xtk−1 )(Xtj − Xtj−1 ) = 0.

{Xt , t ∈ T} is an independent increment process.
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10 | 2 Weak convergence in metric spaces

Given t
0
= 0, X

0
= 0, t

0
≤ t

1
≤ ... ≤ tn, we have

P(Xtk − Xtk−1 ≤ xk , k = 1, 2..., n) =
n
∏
k=1 ∫∞−∞ 1

√2ð(tk − tk−1) e− y2k
2(tk−tk−1) dyk .

Using transformation

Yt
1

= Xt
1

Yt
2

= Xt
2

− Xt
1

.

.

. =
.

.

.

Ytn = Xtn − Xtn−1
we can compute the joint density of (Xt

1

, ..., Xtn ).

f(Xt
1

,...,Xtn )(x1, ..., xn) = 1

∏n
k=1 √2ð(tk − tk−1) exp[−

1

2

n
∑
k=1 (xk − xk−1)2

(tk − tk−1) ] .

Define

p(t, x, B) = 1

√
2ðt

∫
B
e− (y−x)2

t dy, t ≥ 0

and

p̃(t, s, x, B) = p(t − s, x, B).

Exercise: Prove for 0 = t
0
≤ t

1
≤ ... ≤ tn

QXt
1

,...,Xtn
(B

1
× ⋅ ⋅ ⋅ × Bn) = ∫

Bn
⋅ ⋅ ⋅∫

B
1

p(t
1
− t

0
, 0, dy

1
)

p(t
2
− t

1
, y

1
, dy

2
) ⋅ ⋅ ⋅ p(p(tn − tn−1, yn−1, dyn)).

Supposewe are given transition function p(t, s, x, B)with x ≤ t. Assume that s ≤ t ≤ u

p(u, s, x, B) = ∫ p(t, s, x, dy)p(s, t, y, B) (C-Kolmogorov condition).

Then, for 0 = t
0
≤ t

1
≤ ... ≤ tn

Qx
t
1
,...,tn (B1

× ⋅ ⋅ ⋅ × Bn) = ∫
Bn

⋅ ⋅ ⋅∫
B
1

p(t
1
, t

0
, x, dy

1
)

p(t
2
, t

1
, y

1
, dy

2
) ⋅ ⋅ ⋅ p(p(tn , tn−1, yn−1, dyn)).
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2.4 Properties of Brownian motion | 11

(Use Fubini’s theorem): For this consistent family, there exists a stochastic process

with Q as finite dimensional distributions.

Exercise 2: Check that p̃(t, s, x, B) satisfies the above condition.

Qx(Xs ∈ B
1
, Xt ∈ B

2
) = ∫

B
1

Qx(Xt ∈ B
2
|Xs = y)Qx ∘ X−1

s (dy),

where

Qx(Xtn ∈ Bn|Xt
1

, ..., Xtn−1 ) = p(tn , tn−1, Xtn−1 , Bn) (Markov).

The Gaussian process with covariance

min(t, s), t, s, ∈ [0, 1]

has independent increments and is Markov.

Remarks: Consider
– X(ø) ∈ R[0,1]
– C[0, 1] ∉ ò(C(R[0,1]))
C[0,1] is not measurable, but C[0, 1] has Q∗

0

(C[0, 1]) = 1 (outer measure).

2.4 Properties of Brownian motion

Definition 2.3:AGaussian process is a stochastic process Xt , t ∈ T for which any finite
linear combination of {Xt} has a Gaussian distribution.

Notation-wise, one can write X ∼ GP(m, K), meaning the random function X is

distributed as a GP with mean functionm and covariance function K.

Remark:

X ∼ N(ìX , ò
2

X)

Y ∼ N(ìY , ò
2

Y )

Z = X + Y

Then, Z ∼ N(ìZ , ò2Z), where

ìZ = ìX + ìY and ò2Z = ò2X + ò2Y + 2ñX,YòXòY .
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12 | 2 Weak convergence in metric spaces

Proposition 2.1: Given covariance C(t, s) = C(s, t) with s, t ∈ T and for all

{a
1
, ..., ak} ⊂ R and {t

1
, ..., tk} ⊂ T

∑
k,j

akajC(tk , tj) ≥ 0,

then there exists a Gaussian process such that

{Xt , t ∈ T} with for all t, EXt = 0, C(t, s) = E(Xt , Xs)

Example: For C(t, s) = min(t, s) and T = [0, 1], we recall the properties of the associa-
ted Gaussian process.

In this example,

min(t, s) = ∫
1

0

1[0,t](u)1[0,s](u)du
= EXtXs

Thus, there exists {Xt , t ∈ T}, which is a Gaussian process, such that for all t

EXt = 0, and C(t, s) = E(Xt , Xs) = min(t, s).

Since Xt is Gaussian, we know that

Xt ∈ L2(Ω,ℱ, P).

Let

M(X) = SP
L2
(Xt , t ∈ T) (SP means “span”).

Consider the map I : M(X) → SP{1[0,t](u), t ∈ [0, 1]} such that

I(Xt) = 1[0,t](u)
and

I(∑ akXtk) = ∑ ak I(Xtk ).

Proposition 2.2: I is a linear map.

Exercise: Prove Proposition 2.2.

Proposition 2.3: I is an isometry
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2.4 Properties of Brownian motion | 13

Proof: Since {Xt , t ∈ T} is Gaussian,

Var(Xtk − Xtk−1 ) = Var(Xtk ) + Var(Xtk ) − 2Cov(Xtk , Xtk−1 )
= C(tk , tk) + C(tk−1, tk−1) − 2C(tk−1, tk)
= tk + tk−1 − 2tk−1
= tk − tk−1.

Therefore,

||Xtk − Xtk−1 ||2L2 = ∫[0,1](Xtk − Xtk−1 )2dP
= E(Xtk − Xtk−1 )2
= Var(Xtk − Xtk−1 )
= tk − tk−1.

Also,

||I(Xtk ) − I(Xtk−1 )||2L2 = ||1[0,tk](u) − 1[0,tk−1](u)||2L2
= ||1(tk−1 ,tk](u)||2L2
= tk − tk−1
= ||Xtk − Xtk−1 ||2L2 .

This completes the proof.

Exercise: I can be extended by continuity on M(X) onto L2([0, 1], ë)
We call I−1( f ) the stochastic integral of f with respect to Brownian motion for

f åL2([0, 1], ë).
Suppose that t

2
≤ ... ≤ tk. Then,

I(Xtk − Xtk−1 ) = I(Xtk ) − I(Xtk−1 ) (since I is an linear map)

= 1[0,tk](u) − 1[0,tk−1](u)
= 1(tk−1 ,tk](u).

Xtk − Xtk−1 is independent of Xtj − Xtj−1 if
(tk−1, tk] ∩ (tj−1, tj] = 0.

Proposition 2.4: If Xtk − Xtk−1 is independent of Xtj − Xtj−1 , then
E(Xtk − Xtk−1 )(Xtj − Xtj−1 ) = 0.
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14 | 2 Weak convergence in metric spaces

Proof: For k /= j,

E(Xtk − Xtk−1 )(Xtj − Xtj−1 )
= ∫

1

0

1(tk−1 ,tk](u)1(tj−1 ,tj](u)du
= 0.

Suppose {Xt , t ∈ T} is an independent increment process such that t
0
= 0, X

0
= 0, and

t
0
≤ t

1
≤ ... ≤ tn. Then, Xtk − Xtk−1 is Gaussian with mean 0 and variance tk − tk−1.
P(Xtk − Xtk−1 ≤ xk , k = 1, 2..., n) =

n
∏
k=1 P(Xtk − Xtk−1 ≤ xk)

=
n
∏
k=1 ∫xk−∞ 1

√2ð(tk − tk−1) e− y2k
2(tk−tk−1) dyk .

Let

Yt
1

= Xt
1

Yt
2

= Xt
2

− Xt
1

.

.

.

.

.

.

Ytn = Xtn − Xtn−1 .
Then,

fXt
1

,...,Xtn
(x

1
, ..., xn) =

1

n
∏
k=1√2ð(tk − tk−1) exp[−

1

2

n
∑
k=1 (xk − xk−1)2

(tk − tk−1) ] .

2.5 Kolmogorov continuity theorem

For each t, if P(X̃t = Xt) = 1, then we say the finite dimensional distributions of X̃t and

Xt are the same. We call X̃t a version of Xt.

Proposition 2.5: Let {Xt , t ∈ [0, 1]} be a stochastic process with

E|Xt − Xs|
â ≤ C|t − s|1+á with C, á, â > 0.

Then, there exists a version of {Xt , t ∈ [0, 1]}, which has a continuous sample paths.

Corollary 2.1: The Gaussian process with covariance function

C(t, s) = min(t, s), t, s ∈ [0, 1]
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(has independent increment and is Markovian) has a version that is continuous.

E(Xt − Xs)
2 = EX2

t − 2EXtXs + EX2

s

= t − 2s + s

= |t − s|

E(Xt − Xs)
4 = 3[E(Xt − Xs)

2]2

= 3|t − s|2

We shall denote the continuous version byW t.

Proof of Proposition 2.5: Take 0 < ã < áâ and ä > 0 such that

(1 − ä)(1 + á − âã) > 1 + ä.

For 0 ≤ i ≤ j ≤ 2

n
and |j − i| ≤ 2

nä
,

∑
i,j
P(|Xj2−n − Xi2−n | > [( j − i)2−n]ã) ≤ C∑

i,j
[(j − i)2−n]−âã+(1+ä) (by Chevyshev)

= C
2
2

n[(1+ä)−(1−ä)(1+á−âã)]
< ∞,

where (1 + ä) − (1 − ä)(1 + á − âã) = −ì.
Then, by the Borell-Cantelli lemma,

P(|Xj2−n − Xi2−n | > [( j − i)2−n]ã) = 0,

i.e., there exists n
0
(ø) such that for all n ≥ n

0
(ø)

|Xj2−n − Xi2−n | ≤ [( j − i)2−n]ã.
Let t

1
< t

2
be rational numbers in [0, 1] such that

t
2
− t

1
≤ 2

−n
0
(1−ä)

t
1
= i2−n − 2

−p
1 − ... − 2

−pk (n < p
1
< ... < pk)

t
2
= j2−n − 2

−q
1 − ... − 2

−qk (n < q
1
< ... < qk)

t
1
≤ i2−n ≤ j2−n ≤ t

2
.

Let

h(t) = tã for 2−(n+1)(1−ä) ≤ t ≤ 2

−n(1−ä)
.
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Then,

!!!!!!Xt
1

− Xi2−n !!!!!! ≤ C
1
h(2−n)

!!!!!!Xt
2

− Xj2−n !!!!!! ≤ C
2
h(2−n)

!!!!!!Xt
2

− Xt
1

!!!!!! ≤ C
3
h(t

2
− t

1
)

and

!!!!!!Xi2−n−2−p1−...−2−pk − Xi2−n−2−p1−...−2−pk−1 !!!!!! ≤ 2

−pkã
.

Under this condition, the process {Xt , t ∈ [0, 1]} is uniformly continuous on rational

numbers in [0, 1].
Let

÷ : (ΩQ , 𝒞ΩQ
) → (C[0, 1], ò(C[0, 1])),

which extends uniformly continuous functions in rational to continuous function

in [0, 1].
Let P is a measure generated by the same finite dimensional on rationals. Then

P̃ = P ∘ ÷−1
is the measure of X̃t, version of Xt.

For {Xt , t ∈ [0, 1]}, there exists a version of continuous sample path. In case of

Brownian motion, there exists a continuous version. We call it {Wt}.
{Wt+t

0

− Wt
0

, t ∈ [0,∞]} is a Weiner process.

2.6 Exit time for Brownian motion and Skorokhod theorem

It is well known that if X
1
, ..., Xn are independent identically distributed (iid) random

variables with EX
1
= 0 and EX2

1

< ∞, then

Yn =
X
1
+ ... + Xn
√n

converges in distribution to standard normal random variable Z. This is equivalent
to weak convergence of Yn to Z, i.e., Ef (Yn) → Ef (Z) for all bounded continuous

functions for IR. If we denote by

Yn,m =
X
1
+ ... + Xm
√n

and Yn,0 = 0
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2.6 Exit time for Brownian motion and Skorokhod theorem | 17

and define interpolated continuous process

Yn,t =
{
{
{

Yn,m t = må{0, 1, ...n}

linear if tå[m − 1,m]

for m = 0, 1, 2, ...n and we shall show that Ef (Yn,[n.] → Ef (W .) for all bounded conti-
nuous functions for C[0,1] with {W(t), tå[0, 1]} Brownian motion. In fact, we shall use

Skorokhod embedding to prove for any å > 0

P(sup
0≤t≤1 |Yn,[nt] − W(t)| > å) → 0

as n → ∞, which implies the above weak convergences (see Theorem 2.3).

Let

ℱW
t = ò(Ws , s ≤ t).

ó is called “stopping time” if

{ó ≤ t} ∈ ℱW
t .

Define

ℱó = {A : A ∩ {ó ≤ t} ∈ ℱW
t }.

Then ℱó is a ò-field. Wt√t is a standard normal variable.

Define

Ta = inf{t : Wt = a}.

Then, Ta < ∞ a.e. and is a stopping time.

Theorem 2.1: Let a < x < b. Then

Px(Ta < Tb) =
b − x
b − a

.

Remark:W t is Gaussian and has independent increment. Also, for s ≤ t

E(Wt − Ws|ℱs) = 0

and hence {Wt} is martingale.
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Proof: Let T = Ta ∧ Tb. We know Ta , Tb < ∞ a.e., and

WTa = a, andWTb = b.

Since {Wt} is MG,

ExWT = ExW0

= x
= aP(Ta < Tb) + b(1 − P(Ta < Tb)).

Therefore,

Px(Ta < Tb) =
b − x
b − a

.

{Wt , t ∈ [0,∞]} is a Weiner Process, starting from x with a < x < b. We know that

E((Wt − Ws)
2|ℱW

s ) = E(Wt − Ws)
2

= (t − s).

Also,

E((Wt − Ws)
2|ℱW

s ) = E(W2

t |ℱ
W
s ) − 2E(WtWs|ℱ

W
s ) + E(W2

s |ℱ
W
s )

= E(W2

t |ℱ
W
s ) − W2

s

= E(W2

t − W2

s |ℱ
W
s )

= (t − s).

Therefore,

E(W2

t − t|ℱW
s ) = W2

s − s,

and hence {(W2

t − t), t ∈ [0,∞]} is a martingale.

Suppose that x = 0 and a < 0 < b. Then T = Ta ∧ Tb is a finite stopping time.

Therefore,

T ∧ t

is also stopping time.

E(W2

T∧t − T ∧ t) = 0

E
0
(W2

T) = E
0
T

EW2

T = ET
= a2P(Ta < Tb) + b2(1 − P(Ta < Tb))
= −ab
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Suppose X has two values a, b with a < 0 < b and

EX = aP(X = a) + bP(X = b)
= 0

Remark:

P(X = a) = b
b − a

and P(X = b) = −
a

b − a

Let T = Ta ∧ Tb. Then,WT has the same distribution as X. We denote

ℒ(WT) = ℒ(X)

or

WT =𝒟 X

2.6.1 Skorokhod theorem

Let X be randomvariablewith EX = 0 and EX2 < ∞. Then, there exists aℱW
t -stopping

time T such that

ℒ(WT) = ℒ(X) and ET = EX2

.

Proof: Let F(x) = P(X ≤ x).

EX = 0 ⇒ ∫
0−∞ udF(u) + ∫

∞
0

vdF(v) = 0

⇒ −∫
0−∞ udF(u) = ∫

∞
0

vdF(v) = C.

Let ÷ be a bounded function with ÷(0) = 0. Then,

C∫
R
÷(x)dF(x)

= C(∫
∞
0

÷(v)dF(v) + ∫
0−∞ ÷(u)dF(u))

= ∫
∞
0

÷(v)dF(v)∫
0−∞ −udF(u) + ∫

0−∞ ÷(u)dF(u)∫
∞
0

vdF(v)

= ∫
∞
0

dF(v)∫
0−∞ dF(u)(v÷(u) − u÷(v)).
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Therefore,

∫
R
÷(x)dF(x) = C−1 ∫∞

0

dF(v)∫
0−∞ dF(u)(v÷(u) − u÷(v))

= C−1 ∫∞
0

dF(v)∫
0−∞ dF(u)(v − u) [ v

v − u
÷(u) − u

v − u
÷(v)] .

Consider (U, V) be a random vector in R2

such that

P[(U, V) = (0, 0)] = F({0})

and for A ⊂ (−∞, 0) × (0,∞)

P((U, V) ∈ A) = C−1 ∫∫
A
dF(u)dF(v)(v − u).

If ÷ = 1,

P((U, V) ∈ (−∞, 0) × (0,∞))

= C−1∫∞
0

dF(v)∫
0−∞ dF(u)(v − u)

= C−1∫∞
0

dF(v)∫
0−∞ dF(u)(v − u) [ v

v − u
÷(u) − u

v − u
÷(v)]

= ∫
R
÷(x)dF(x)

= ∫
R
dF(x)

= 1,

and hence, P is a probability measure.

Let u < 0 < v such that

ìU,V ({u}) =
v

v − u
and ìU,V ({v}) = −

u
v − u

.

Then, by Fubini,

∫÷(x)dF(x) = E∫÷(x)ìu,v(dx).

On product spaceΩ × Ω�
, let

Wt(ø, ø
�) = Wt(ø)

(U, V)(ø, ø�) = (U, V)(ø�).
TU,V is not a stopping time on ℱW

t .
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We know that if U = u and V = v

ℒ(TU,V ) = ℒ(X).

Then,

ETU,V = EU,VE(TU,V |U, V)
= −EUV

= C−1 ∫0−∞ dF(u)(−u)∫
∞
0

dF(v)v(v − u)

= −∫
∞
0

dF(v)(−u) [C−1 ∫∞
0

vdF(v) − u]

= EX2

.

2.7 Embedding of sums of i.i.d. random variable in Brownian
motion

Let t
0
∈ [0,∞). Then,

{W(t + t
0
) − W(t

0
), t ≥ 0}

is a Brownian motion and independent of ℱt
0

.

Let ó be a stopping time w.r.t. ℱW
t . Then, one can see that

W∗
t (ø) = Wó(ø)+ t(ø) − Wó(ø)(ø)

is a Brownian motion w.r.t. ℱWó where

ℱWó = {B ∈ ℱ : B ∩ {ó ≤ t} ∈ ℱW
t } for all t ≤ 0}.

Let V
0
be countable. Then,

{ø : W t∗(ø) ∈ B} = ⋃
t
0
∈V

0

{ø : W(t + t
0
) − W(t

0
) ∈ B, ó = t

0
}.

For A ∈ ℱWó ,

P[{(W∗
t
1

, ...,W∗
tk ) ∈ Bk} ∩ A] = ∑

t
0
∈V

0

P[{(Wt
1

, ...,Wtk ) ∈ Bk} ∩ A ∩ {ó = t
0
}]

= ∑
t
0
∈V

0

P((W∗
t
1

, ...,W∗
tk ) ∈ Bk) ⋅ P(A ∩ {ó = t

0
})

(because of independence)
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= P((W∗
t
1

, ...,W∗
tk ) ∈ Bk) ∑

t
0
∈V

0

P(A ∩ {ó = t
0
})

= P((W∗
t
1

, ...,W∗
tk ) ∈ Bk)P(A)

Let ó be any stopping time such that

ón = {
0, if ó=0;
k
2
n , if

k−1
2
n ≤ ó < k

2
n .

If

k
2
n ≤ t < k+1

2
n ,

{ón ≤ t} = {ó ≤
k
2
n } ∈ ℱ k

2

n
⊂ ℱt .

Claim: ℱó ⊂ ℱón .
Proof: Suppose C ∈ ℱó = {B : B ∩ {ó ≤ t} ∈ ℱt}. Then, since

k
2
n ≤ t,

C ∩ {ó ≤ t} = C ∩ {ó ≤
k
2
n } ∈ ℱ k

2

n
∈ ℱt .

This completes the proof.

Wn
t
1

= Wón+t − Wón is a Brownian Motion for each n, independent of ℱó.
Theorem 2.2: Let X

1
, ..., Xn be i.i.d. with EXi = 0, EX2

i < ∞ for all i. Then, there exists
a sequence of stopping time T

0
= 0, T

1
, ..., Tn such that

ℒ(Sn) = ℒ(WTn ),

where (Ti − Ti−1) are i.i.d.
Proof: (U

1
, V

1
), ..., (Un , Vn) i.i.d. as (U, V) and independent ofW t.

T
0
= 0, Tk = inf{t ≥ Tk−1,Wt+Tk−1 − WTk−1 ∈ (Uk , Vk)}.

Tk − Tk−1 are i.i.d.
ℒ(X

1
) = ℒ(WT

1

)

ℒ(X
2
) = ℒ(WT

2

− WT
1

)

.

.

.

.

.

.

.

.

.

ℒ(Xn) = ℒ(WTn − WTn−1 ).
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Then,

ℒ(
Sn
√n

) = ℒ(
W(Tn)
√n

)

= ℒ(
W(Tn/n ⋅ n)

√n
)

= ℒ(W(
Tn
n
)) ( since

W(nt)
√n

≈ W(t)).

Assume EX2

1

= 1. Then

Tn
n

→a.s. E(T1) = EX2

1

= 1,

and hence

Sn
√n

→ W
1
.

2.8 Donsker’s theorem

Xn,1, ..., Xn,n are i.i.d. for each n with EXn,m = 0, EX2

n,m < ∞, and Sn,m = Xn,1 + ⋅ ⋅ ⋅ +
Xn,m = Wónm , where ónm is stopping time andW is Brownian motion. Define

Sn,u =
{
{
{

Sn,m , if u = m ∈ {0, 1, 2, ..., n};

linear, if u ∈ [m − 1,m].

Lemma 2.2: If ón[ns] → s for s ∈ [0, 1], then with sup norm || ||∞ on C[0, 1],

||Sn,[n⋅] − W(⋅)||∞ → 0 in probability.

Proof: For given å > 0, there exists ä > 0(1/ä is an integer) such that

P(|Wt − Ws| < å, for all t, s ∈ [0, 1], |t − s| < 2ä) > 1 − å (2.3)

ónm is increasing inm. For n ≥ Nä,

P(|ónnkä − kä| < ä, k = 1, 2, ...,

1

ä
) ≥ 1 − å

since ón[ns] → s. For s ∈ ((k − 1)ä, kä), we have

ón[ns] − s ≥ ón[n(k−1)ä] − kä
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ón[ns] − s ≤ ón[nkä] − (k − 1)ä.

Combining these, we have for n ≥ Nä

P( sup

0≤s≤1 |ón[ns] − s| < 2ä) > 1 − å. (2.4)

For ø in event in (2.3) and (2.4), we get for m ≤ n, asWtnm = Sn,m,

!!!!!!Wónm − W m
n

!!!!!! < å.

For t = m + è
n with 0 < è < 1,

!!!!!!Sn,[nt] − Wt
!!!!!! ≤ (1 − è)

!!!!!!Sn,m − W m
n

!!!!!! + è
!!!!!!Sn,m+1 − Wm+1

n
!!!!!!

+(1 − è)
!!!!!!W m

n
− Wt

!!!!!! + è
!!!!!!
Wn+1
n

− Wt
!!!!!!.

For n ≥ Nä with 1

n < 2ä,

P(||Sn,[ns] − Ws||∞ ≥ 2å) < 2å.

Theorem 2.3: Let f be bounded and continuous function on [0,1]. Then

Ef(Sn,[n⋅]) → Ef (W(⋅)).

Proof: For fixed å > 0, define

Gä = {W ,W � ∈ C[0, 1] : ||W − W �||∞ < ä implies |f (W) − f (W �)| < å}.

Observe that Gä ↑ C[0, 1] as ä ↓ 0. Then,

!!!!!!!!!
Ef(Sn,[n⋅]) − Ef (W(⋅))

!!!!!!!!!
≤ å + 2M(P(Gcä) + P(||Sn,[n⋅] − W(⋅)|| > ä)).

Since P(Gcä) → 0 and P(||Sn,[n⋅] − W(⋅)|| > ä) → 0 by Lemma 2.2.

For

f (x) = max

t
|x(t)|,

we have

max

t

!!!!!!!!!

S[nt]
√n

!!!!!!!!!
→ max

t
|W(t)| in distribution
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and

max

1≤m≤n !!!!!!!!! Sm√n
!!!!!!!!!
→ max

t
|W(t)| in distribution.

Let

Rn = 1 + max

1≤m≤n Sm − min

1≤m≤n Sm
Then

Rn
√n

⇒weakly max

0≤t≤1 W(t) − min

0≤t≤1W(t).

We now derive from Donsker theorem invariance principle for U-statistics[nt]
∏
i=1 (1 + èXi

√n
) =

[nt]
∑
k=1 n− k

2 ∑
1≤i

1
≤⋅⋅⋅≤ik≤n Xi

1

⋅ ⋅ ⋅ Xik ,

where Xi are i.i.d. and EX2

i < ∞. Next, using CLT, SLLN, and the fact P(max| Xi√n | > å)
→ 0,

log[
[nt]
∏
i=1 (1 + èXi

√n
)] =

[nt]
∑
i=1 log(1 + èXi

√n
)

= è
[nt]
∑
i=1 Xi

√n
−
è2

2

[nt]
∑
i=1 X

2

i
n

+
è3

3

[nt]
∑
i=1 X3

i

n√n
− ⋅ ⋅ ⋅

⇒ èW(t) − è2

2

t,

and hence [nt]
∏
i=1 (1 + èXi

√n
) ⇒ eèW(t)− è2

2

t
.

2.9 Empirical distribution function

Let us define empirical distribution function

F̂n(x) =
1

n

n
∑
i=1 1(Xi ≤ x), x ∈ IR.

Then Glivenko-Cantelli lemma says

sup

x
|F̂n(x) − F(x)| →a.s. 0.
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Assume F is continuous. Let Ui = F(Xi). For y ∈ [0, 1], define

Ĝ(y) = 1

n

n
∑
i=1 1(F(Xi) ≤ y).

Then by 1-1 transformation,

√n sup
x

|F̂n(x) − F(x)| = √n sup

y∈[0,1] |Ĝn(y) − y|.

Let U
1
, U

2
, ..., Un be uniform distribution and let U(i) be order statistic such that

U(1)(ø) ≤ ⋅ ⋅ ⋅ ≤ U(n)(ø).
Next,

f(U(1), ..., U(n)) = f(Uð(1), ..., Uð(n))
fUð(1) ,...,Uð(n) (u1, ..., un) = fU

1
,...,Un

(u
1
, ..., un) if u1 < u

2
< ... < un .

= {
1, if u ∈ [0, 1]n;
0, if u ∉ [0, 1]n.

For bounded g,

Eg(U
1
, ..., Un) = ∑ð∈Π∫

u
1
<u

2
<⋅⋅⋅<un g(u1 ...un)Uð(1) ,...,ð(2),...,Uð(n) (u1, ..., un)

× f(uð(1), ..., uð(n))du1 ⋅ ⋅ ⋅ dun .
So we get

fU
1
,...,Un

(u
1
, ..., un) =

{
{
{

n!, if u
1
< u

2
< ⋅ ⋅ ⋅ < un;

0, otherwise.

Theorem 2.4: Let ej be i.i.d. exponential distribution with failure rate ë. Then

ℒ(U
1
, ..., Un) = ℒ(

Z
1

Zn+1 , ..., Zn
Zn+1),

where

Zi =
i
∑
j=1 ej .
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Proof: First we have

fe
1
,...,en+1 (u1, ..., un+1) = {

{
{

ën+1e−∑n+1i=1 uië
, if ui ≥ 0;

0, otherwise.

Let si − si−1 = ui for i = 1, 2, ..., n + 1. Then

fZ
1
,...,Zn+1 (s1, ..., sn+1) = n+1

∏
i=1 ëe−(si−si−1)ë.

Let

vi =
si
sn+1 for i ≤ n

vn+1 = sn+1.
Then

fV
1
,...,Vn+1 (v1, ..., vn+1) = n

∏
i=1 (ëe−ëvn+1(vi−vi−1))ëe−ëvn+1(1−vn)

= ën+1e−ëvnvn+1−ëvn+1+ëvnvn+1vnn+1
Exercise: Integrate with respect to vn+1 to complete the proof.

Dn = √n max

1≤m≤n !!!!!!!!! ZmZn+1 − m
n

!!!!!!!!!

=
n

Zn+1 max

1≤m≤n !!!!!!!!! Zm√n −
m
n
Zn+1
√n

!!!!!!!!!

=
n

Zn+1 max

1≤m≤n !!!!!!!!!Zm − m
√n

−
m
n
Zn+1 − n

√n

!!!!!!!!!

=
n

Zn+1 max

1≤m≤n !!!!!!!!!Wn(t) − t(Wn(1) +
Zn+1 − Zn

√n
)
!!!!!!!!!
.

where

Wn(t) =
{
{
{

Zm−m√n , if t = m
n ;

linear , between.

We know that n/Zn+1 →a.s. ë and

E(
Zn+1 − Zn

√n
)
2

=
1

n
Ee2n → 0,
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and hence by Chevyshev’s inequality,

Zn+1 − Zn
√n

→p 0.

Since max(⋅) is a continuous function and

(Wn(⋅) − ⋅Wn(1)) ⇒D (W(⋅) − ⋅W(1)),

we have for ë = 1

Dn =
n

Zn+1⏟⏟⏟⏟⏟⏟⏟⏟⏟→a.s1

max

1≤m≤n !!!!!!!!!Wn(t) − t(Wn(1) +
Zn+1 − Zn

√n⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟→p0

)
!!!!!!!!!

⇒D max

0≤t≤1 !!!!!!W(t) − tW(1)
!!!!!!.

The process {W(t) − tW(1), 0 ≤ t ≤ 1} is called Brownian Bridge.
Observe,

P(Wt
1

≤ x
1
,Wt

2

≤ x
2
, ...,Wtk ≤ xk ,W1

= 0)

P(Wt
1

≤ x
1
,Wt

2

≤ x
2
, ...,Wtk ≤ xk) ⋅ P(W

1
= 0)

P(Wt
1

≤ x
1
,Wt

2

≤ x
2
, ...,Wtk ≤ xk

!!!!W(1) = 0)

=
P(Wt

1

≤ x
1
,Wt

2

≤ x
2
, ...,Wtk ≤ xk ,W(1) = 0)

P(W
1
= 0)

P(Wt
1

≤ x
1
,Wt

2

≤ x
2
, ...,Wtk ≤ xk).

{W0

t } is called Brownian Bridge if

EW0

t W
0

s = E(Wt − tW(1))(Ws − sW(1))

= min(t, s) − st − ts + ts

= s(1 − t)

for s ≤ t.
The above calculations show the conditional distribution of Brownian Motion

given {W(1) = 0} is the distribution of {W0

t , 0 ≤ t ≤ 1}.
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2.10 Weak convergence of probability measure on Polish space

In chapter 3, we shall discuss the weak convergence in the space of functions with

jump discontinuities with a topology that makes it a Polish space. This will be applied

in chapter 4 for the weak convergence of semi-martingales. To make this book self-

contained, we present to the readers the weak convergence of probability measures

on Polish space.

Let (S, ñ) be a complete separable metric space. {Pn}, a sequence of probability
measure on ℬ(S), converges weakly to P if for all bounded continuous function on 𝒳

∫ fdPn Ú→ ∫ fdP

and we write Pn ⇒ P. Let ℬ(S) = 𝒮.

Theorem 2.5: Every probability measure P on (S, 𝒮) is regular, that is, for every 𝒮-set
A and every å there exist a closed set F and an open set G such that F ⊂ A ⊂ G and

P(G − F) < å.

Proof: Denote the metric on S by ñ(x, y) and the distance from x to A by ñ(x, A) =
inf{ñ(x, y) : y ∈ A}. If A is closed, we can take F = A and G = Aä = {x : ñ(x, A) < ä} for
some ä, since the latter sets decrease to A as ä ↓ 0. Hence, we need only show that

the class 𝒢 of 𝒮-sets with the asserted property is a ò-field. Given sets An in 𝒢, choose
closed sets Fn and open sets Gn such that Fn ⊂ An ⊂ Gn and P(Gn − Fn) < å/2n+1. If
G = ⋃n Gn, and if F = ⋃

n≤n
0

Fn, with n
0
so chosen that

P(⋃
n
Fn − F) <

å
2

,

then F ⊂ ⋃n An ⊂ G and P(G − F) < å. Thus, 𝒢 is closed under the formation of

countable unions; since it is obviously closed under complementation, 𝒢 is a ò-field.
Equation (2.5) implies that P is completely determined by the values of P(F) for

closed sets F. The next theorem shows that P is also determined by the values of ∫ fdP
for bounded, continuous f. The proof depends on the approximation of indicator IF
by such an f, and the function f (x) = (1 − ñ(x, F)/å)+ works. It is bounded, and it is

continuous, evenuniformly continuous, because |f (x)−f (y)| ≤ ñ(x, y)/å. x ∈ F implies

f (x) = 1, while x ∉ Få
implies ñ(x, F) ≥ å and hence f (x) = 0. Therefore,

IF(x) ≤ f (x) = (1 − ñ(x, F)/å)+ ≤ IFå (x). (2.5)

Theorem 2.6: Probability measures P and Q on 𝒮 coincide if and only if ∫ fdP = ∫ fdQ
for all bounded, uniformly continuous real functions f.

Proof: (⇒) Trivial.
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(⇐) For the bounded, uniformly continuous f of (2.5), P(F) ≤ ∫ fdP = ∫ fdQ ≤
Q(Få). Letting å ↓ 0 gives P(F) = Q(F), provided F is closed. By symmetry and (Theo-

rem 2.5), P = Q.
The following notion of tightness plays a fundamental role both in the theory of

weak convergence and in its applications. A probability measure P on (S, 𝒮) is tight if
for each å there exists a compact set K such that P(K) ≥ 1 − å. By (2.5), P is tight if and
only if for each A ∈ 𝒮

P(A) = sup{P(K) : K ⊂ A, K is compact.}

Theorem 2.7: If S is separable and complete, then each probability measure on (S, 𝒮)
is tight.

Proof: Since S is separable, there is, for each k, a sequence Ak1, Ak2, ... of open

1/k-balls covering S. Choose nk large enough that

P( ⋃
i≤nk Aki) > 1 −

å
2
k .

By the completeness hypothesis, the totally bounded set

⋂
k≥1 ⋃i≤nk Aki

has compact closure K. However, clearly, P(K) > 1 − å. This completes the proof.

The following theorem provides useful conditions equivalent to weak conver-

gence; any of them could serve as the definition. A set A in 𝒮 whose boundary àA
satisfies P(àA) = 0 is called P-continuity set. Let Pn , P be probability measures on

(𝒳 , ℬ(𝒳 )).

Theorem 2.8 (The Portmanteau theorem): The following are equivalent.
1. For bounded and continuous f

lim

n→∞∫ fdPn = ∫ fdP.

2. For closed set F

lim sup

n→∞ Pn(F) ≤ P(F).

3. For open set G

lim inf

n→∞ Pn(G) ≥ P(G).
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4. For all set A with P(àA) = 0

lim

n→∞ Pn(A) = P(A).

Proof: (1)→ (2) : Let fk(x) = ãk(ñ(x, F)), with ãk(x) given by the above graph.
First of all, we know that

fk(x) ↘ 1F(x).

Then, for any ä > 0, there exists K such that for all k ≥ K

lim sup

n→∞ Pn(F) = lim sup

n→∞ ∫ 1FdPn

≤ lim sup

n→∞ ∫ fkdPn

= lim

n→∞∫ fkdPn

= ∫ fkdP

≤ P(F) + ä.

The last inequality follows from the fact that

∫
F
fndP ↘ P(F).

As a result, for all ä > 0, we have

lim sup

n→∞ Pn(F) ≤ P(F) + ä.

(2)→ (3)

Let G = Fc. Then, it follows directly.

(2) + (3)→ (4) trivial.

(4)→ (1) Approximate f let simple functions f n of sets A with P(Ā) = P(A).
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Theorem 2.9: A necessary and sufficient condition for Pn ⇒ P is that each subse-

quence {Pni } contain a further subsequence {Pni(m)} converging weakly to P.
Proof: The necessary is easy. As for sufficiency, if Pn does not converge weakly to P,
then there exists some bounded and continuous f such that ∫ fdPn does not converge
to ∫ fdP. However, for some positive å and some subsequence Pni ,

!!!!!!!!!
∫ fdPni − ∫ fdP

!!!!!!!!!
> å

for all i, and no further subsequence can converge weakly to P.
Suppose that h maps 𝒳 into another metric space 𝒳 �

, with metric ñ� and Borel

ò–fieldℬ(𝒳 �). If h is measurable𝒳 /𝒳 �
, then each probability P on (𝒳 , ℬ(𝒳 )) induces

on (𝒳 �
, ℬ(𝒳 �)) a probability P ∘ h−1 defined as usual by P ∘ h−1(A) = P(h−1(A)). We

need conditions under which Pn ⇒ P implies Pn ∘ h−1 ⇒ P ∘ h−1. One such condition
is that h is continuous: If f is bounded and continuous on 𝒳 �

, then fh is bounded and
continuous on 𝒳 , and by change of variable, Pn ⇒ P implies

∫
𝒳 � f (y)Pn ∘ h−1(dy) = ∫

𝒳
f (h(x))Pn(dx) → ∫

𝒳
f (h(x))P(dx) = ∫

𝒳 � f (y)P ∘ h−1(dy)
(2.6)

Let Dh be discontinuity set of h.

Theorem 2.10: Let (𝒳 , ñ) and (𝒳 �
, ñ�) be two Polish space and

h : 𝒳 → 𝒳 �
with P(Dh) = 0. Then, Pn ⇒ P implies

Pn ∘ h
−1 ⇒ P ∘ h−1.

Proof: Since

h−1(F) ⊂ h−1(F) ⊂ Dh ∪ h−1(F),
lim sup

n→∞ Pn(h
−1(F)) ≤ lim sup

n→∞ Pn(h−1(F))
≤ P(Dh ∪ h−1(F))
≤ P(h−1(F)) (since Dh is a set of P-measure zero).

Therefore, for all closed set F,

lim sup

n→∞ Pn ∘ h
−1(F) ≤ P ∘ h−1(F),

and hence, by Theorem 2.8, the proof is completed.
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Let Xn and X be random variables(𝒳 -valued). Then, we say Xn →𝒟 X if P ∘ X−1
n ⇒

P ∘ X−1
.

Observation: If Xn →𝒟 X and ñ(Xn , Yn) →p 0, then

Yn →𝒟 X.

Remark:We use the following property of limsup and liminf.

lim sup

n→∞ (an + bn) ≤ lim sup

n→∞ an + lim sup

n→∞ bn

and

lim inf

n→∞ (an + bn) ≥ lim inf

n→∞ an + lim inf

n→∞ bn .

Proof: Consider closed set F. Let Få = {x : ñ(x, F) ≤ å}. Then, Få ↘ F as å → 0 and

{Xn ∉ Få} = {ø : Xn(ø) ∉ Få}
= {ø : ñ(Xn(ø), F) > å}

Therefore,

ø ∈ {Xn ∉ Få} ∩ {ñ(Xn , Yn) < å} ⇒ ñ(Xn(ø), F) > å and ñ(Xn(ø), Yn(ø)) < å

⇒ ñ(Yn(ø), F) > 0 (draw graph.)

⇒ Yn(ø) ∉ F

⇒ ø ∈ {Yn ∉ F}

Thus,

{Xn ∉ Få} ∩ {ñ(Xn , Yn) < å} ⊂ {Yn ∉ F}.

Therefore,

P(Yn ∈ F) ≤ P(ñ(Xn , Yn) > å) + P(Xn ∈ Få).
Let PYn = P ∘ Y−1

n and PX = P ∘ X−1
. Then, for all å > 0,

lim sup

n→∞ Pn(F) = lim sup

n→∞ P(Yn ∈ F)

≤ lim sup

n→∞ P(ñ(Xn , Yn)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟→p0

> å) + lim sup

n→∞ P(Xn ∈ Få)
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= lim sup

n→∞ P(Xn ∈ Få)
= P(X ∈ Få) (since Xn ⇒𝒟 X).

Therefore, for all closed set F, we have

lim sup

n→∞ PYn (F) ≤ PX(F),

and hence, by Theorem 2.5,

PYn â⇒ PX ,

which implies Yn ⇒𝒟 X.
We say that a family of probability measureΠ ⊂ 𝒫(𝒳 ) is tight if, given å > 0, there

exists compact Kå such that
P(Kå) > 1 − å for all P ∈ Π.

2.10.1 Prokhorov theorem

Definition 2.4: Π is relatively compact if, for {Pn} ⊂ Π, there exists a subsequence

{Pni } ⊂ Π and probability measure P (not necessarily an element of Π), such that

Pni ⇒ P.

Even though Pni ⇒ P makes no sense if P(𝒳 ) < 1, it is to be emphasized that we do

require P(𝒳 ) = 1 and we disallow any escape of mass, as discussed below. For the

most part, we are concerned with the relative compactness of sequences {Pn}; this
means that every subsequence {Pni } contains a further subsequence {Pni(m)}, such that
Pni(m) ⇒ P for some probability measure P.

Example: Suppose we know of probability measures Pn and P on (C, 𝒞) that the
finite-dimensional distributions of Pn converges weakly to those of P: Pnð−1

t
1
,...,tk ⇒

Pð−1
t
1
,...,tk for all k and all t

1
, ..., tk. Notice that Pn need not converge weakly to P.

Suppose, however, that we also know that {Pn} is relatively compact. Then each {Pn}
contains some {Pni(m)} converging weakly to some Q. Since the mapping theorem

then gives Pni(m)ð−1
t
1
,...,tk ⇒ Qð−1

t
1
,...,tk and since Pnð−1

t
1
,...,tk ⇒ Pð−1

t
1
,...,tk by assumption,

we have Pð−1
t
1
,...,tk = Qð−1

t
1
,...,tk for all t1, ..., tk. Thus, the finite-dimensional distribu-

tions of P and Q are identical, and since the class 𝒞f of finite-dimensional sets

is a separating class, P = Q. Therefore, each subsequence contains a further sub-

sequence converging weakly to P, not to some fortuitous limit, but specifically to

P. It follows by Theorem 2.9 that the entire sequence {Pn} converges weakly to P.
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Therefore, {Pn} is relatively compact and the finite-dimensional distributions of Pn
converge weakly to those of P, then Pn ⇒ P. This idea provides a powerful method

for proving weak convergence in C and other function spaces. Note that if {Pn} does
converge weakly to P, then it is relatively compact, so that this is not too strong a

condition.

Theorem 2.11: Suppose (𝒳 , ñ) is a Polish space and Π ⊂ 𝒫(𝒳 ) is relatively compact,

then it is tight.

This is the converse half of Prohorov’s theorem.

Proof: Consider open sets, Gn ↗ 𝒳 . For each å > 0, there exists n, such that for all

P ∈ Π

P(Gn) > 1 − å.

Otherwise, for each n, we can find Pn such that Pn(Gn) < 1 − å. Then by by relative

compactness, there exists {Pni } ⊂ Π andprobabilitymeasureQ ∈ Π such that Pni ⇒ Q.
Thus,

Q(Gn) ≤ lim inf

i→∞ Pni (Gn)

≤ lim inf

i→∞ Pni (Gni ) (since ni ≥ n and hence Gn ⊂ Gni )

< 1 − å

Since Gn ↗ 𝒳 ,

1 = Q(𝒳 )

= lim

n→∞ Q(Gn)

< 1 − å,

which is contradiction. Let Akm , m = 1, 2, ... be open ball with radius

1

km
, covering

𝒳 (separability). Then, there exists nk such that for all P ∈ Π,

P( ⋃
i≤nk Aki) > 1 −

å
2
k

Then, let

Kå = ⋂
k≥1 ⋃i≤nk Aki ,
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where ⋂k≥1 ⋃i≤nk Aki is totally bounded set. Then, Kå is compact(completeness), and

P(Kå) > 1 − å.

Remark: The last inequality is from the following. Let Bi be such that P(Bi) > 1 − å
2
i .

Then,

P(Bi) > 1 −
å
2
i ⇒ P(Bc

i ) ≤
å
2
i

⇒ P(∪∞
i=1Bc

i ) ≤ å

⇒ P(∩∞
i=1Bi) > 1 − å.

2.11 Tightness and compactness in weak convergence

Theorem 2.12: If Π is tight, then for {Pn} ⊂ Π, there exists a subsequence {Pni } ⊂ {Pn}
and probability measure P such that

Pni ⇒ P.

Proof: Choose compact K
1
⊂ K

2
⊂ . . ., such that for all n

Pn(Ku) > 1 −
1

u

from tightness condition. Look at⋃u Ku. We know that there exists a countable family

of open sets, 𝒜, such that if x ∈ ∪uKu and G is open, then

x ∈ A ⊂ Ā ⊂ G

for some A ∈ 𝒜. Let

ℋ = {0} ∪ {finite union of sets of the form Ā ∩ Ku u ≥ 1, A ∈ 𝒜}.

Then, ℋ is a countable family. Using the Cantor diagonalization method, there exists

{ni} such that for all H ∈ ℋ,

á(H) = lim

i→∞ Pni (H).

Our aim is to construct a probability measure P such that for all open set G,

P(G) = sup

H⊂G á(H). (2.7)
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Suppose we showed (2.7) above. Consider an open set G. Then, for å > 0, there exists

Hå ⊂ G such that

P(G) = sup

H⊂G á(H)

< á(Hå) + å

= lim

i
Pni (Hå) + å

= lim inf

i
Pni (Hå) + å

≤ lim inf

i
Pni (G) + å

and hence, for all open set G,

P(G) ≤ lim inf

i
Pni (G),

which is equivalent to Pni ⇒ P.
Observe ℋ is closed under finite union and

1. á(H
1
) ≤ á(H

2
) if H

1
⊂ H

2

2. á(H
1
∪ H

2
) = á(H

1
) + á(H

2
) if H

1
∩ H

2
= 0

3. á(H
1
∪ H

2
) ≤ á(H

1
) + á(H

2
).

Define for open set G

â(G) = sup

H⊂G á(H). (2.8)

Then, á(0) = â(0) = 0 and â is monotone.

Define for M ⊂ 𝒳

ã(M) = inf

M⊂G â(G).
Then,

ã(M) = inf

M⊂G â(G)
= inf

M⊂G ( supH⊂G á(H))

ã(G) = inf

G⊂G� â(G�)
= â(G)

M is ã-measurable if for all L ⊂ 𝒳

ã(L) ≥ ã(M ∩ L) + ã(Mc ∩ L).
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We shall prove that ã is outer measure, and hence open and closed sets are

â-measurable.

ã-measurable setsM form a ò-field, ℳ, and

ã
!!!!!!ℳ

is a measure.

Claim: Each closed set is in ℳ and

P = ã
!!!!!!ℬ(𝒳 )

open set G

P(G) = ã(G) = â(G).

Note that P is a probability measure. Ku has finite covering of sets in 𝒜 when Ku ∈ ℋ.

1 ≥ P(𝒳 )

= â(𝒳 )

= sup

u
á(Ku)

= sup

u
(1 −

1

u
)

= 1.

Step 1: If F ⊂ G (F is closed and G is open), and if F ⊂ H for some H ∈ ℋ, then there

exists some H
0
∈ ℋ such that

H ⊂ H
0
⊂ G.

Proof: Consider x ∈ F and Ax ∈ 𝒜 such that

x ∈ Ax ⊂ Āx ⊂ G.

Since F is closed subset of compact, F is compact. Since Ax covers F, there exists finite
subcovers Ax

1

, Ax
2

, ..., Axk . Take

H
0
=

k
⋃
i=1 ( ̄Axi ∩ Ku).

Step 2: â is finitely sub-additive on open set. Suppose H ⊂ G
1
∪ G

2
and H ∈ ℋ. Let

F
1
= {x ∈ H : ñ(x, Gc

1

) ≥ ñ(x, Gc
2

)}

F
2
= {x ∈ H : ñ(x, Gc

2

) ≥ ñ(x, Gc
1

)}.
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If x ∈ F
1
but not in G

1
, then x ∈ G

2
, and hence x ∈ H. Suppose x is not in G

2
. Then

x ∈ Gc
2

, and hence, ñ(x, Gc
2

) > 0. Therefore,

0 = ñ(x, Gc
1

) ( since x ∈ Gc
1

)

< ñ(x, Gc
2

)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟>0 ,

which contradicts x ∈ F
1
, and hence contradicts ñ(x, Gc

1

) ≥ ñ(x, Gc
2

). Similarly, if x ∈
F
2
but not in G

2
, then x ∈ G

1
. Therefore, F

1
⊂ G

1
and F

2
⊂ G

2
. Since Fi’s are closed, by

step 1, there exist H
1
and H

2
such that

F
1
⊂ H

1
⊂ G

1

and

F
2
⊂ H

2
⊂ G

2
.

Therefore,

á(H) ≤ á(H
1
) + á(H

2
)

â(G) ≤ â(G
1
) + â(G

2
).

Step 3: â is countably sub-additive on open-set H ⊂ ⋃n Gn, where Gn is an open set.

SinceH is compact (union of compacts), there exist a finite subcovers, i.e., there exists

n
0
such that

H ⊂ ⋃
n≤n

0

Gn

and

á(H) ≤ â(H)

≤ â( ⋃
n≤n

0

Gn)

= ∑
n≤n

0

â(Gn)

= ∑
n
â(Gn).

Therefore,

â(⋃
n
Gn) = sup

H⊂∪ nGn

á(H)

≤ sup

H⊂∪ nGn

∑
n
â(Gn)

= ∑
n
â(Gn).
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Step 4: ã is an outer measure. We know ã is monotonic by definition and is countably

sub-additive. Given å > 0 and subsets {Mn} ⊂ 𝒳 , choose open sets Gn, Mn ⊂ Gn such

that

â(Gn) ≤ ã(Mn) +
å
2
n

ã(⋃
n
Mn) ≤ â(⋃

n
Gn)

= ∑ â(Gn)

= ∑
n
ã(Mn) + å.

Step 5: F is closed G is open.

â(G) ≥ ã(F ∩ G) + ã(Fc ∩ G).

Choose å > 0 and H
1
∈ ℋ, H

1
⊂ Fc ∩ G such that

á(H
1
) > â(G ∩ Fc) − å.

Chose H
0
such that

á(H
0
) > â(Hc

1

∩ G) − å.

Then, H
0
, H

1
⊂ G, and H

0
∩ H

1
= 0,

â(G) ≥ á(H
0
∪ H

1
)

= á(H
0
) + á(H

1
)

> â(Hc
1

∩ G) + â(Fc ∩ G) − 2å

≥ ã(F ∩ G) + ã(Fc ∩ G) − 2å.

Step 6: If F ∈ ℳ, then F are all closed. If G is open and L ⊂ G, then

â(G) ≥ ã(F ∩ L) + ã(Fc ∩ L).

Then,

inf â(G) ≥ inf (ã(F ∩ L) + ã(Fc ∩ L))
â⇒ ã(L) ≥ ã(F ∩ L) + ã(Fc ∩ L).

 EBSCOhost - printed on 2/10/2023 4:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



3 Weak convergence on C[0, 1] and D[0,∞)
We now use the techniques developed in sections 2.10 and 2.11 to the case of space

C[0, 1], which is a complete separable metric space with sup norm. In later sections,

we consider the space of functions with discontinuities of the first kind. Clearly,

one has to define distance on this space denoted by D[0, 1], such that the space is

complete separable metric space. This was done by Skorokhod with the introduction

of the topology called Skorokhod topology. In view of the fact that convergence of

finite dimensional distributions determines the limiting measure and the Prokhorov

theorem from chapter 2, we need to characterize compact sets in C[0, 1]with sup norm
and D[0, 1]with Skorokhod topology, which is described in section 3.4. The tightness
in this case is described in section 3.7.

3.1 Structure of compact sets in C[0, 1]
Let𝒳 be a complete separable metric space. We showed thatΠ is tight if and only ifΠ
is relatively compact. Consider Pn is measure on C[0, 1] and let

ðt
1
,...,tk (x) = (x(t

1
), . . . , x(tk))

and suppose that

Pn ∘ ð
−1
t
1
,...,tk â⇒ P ∘ ð−1

t
1
,...,tk

does not imply

Pn â⇒ P

on C[0, 1]. However, Pn ∘ ð−1
t
1
,...,tk ⇒ P ∘ ð−1

t
1
,...,tk and {Pn} is tight. Then, Pn ⇒ P.

Proof: Since tightness is implied (as we proved), there exists a subsequence {Pni } of
{Pn} such that the sequence convergesweakly to aprobabilitymeasureQ, i.e Pni â⇒ Q.

Hence, by Theorem 2.9, Pni ∘ ð−1
t
1
⋅⋅⋅tk Ú→ Q ∘ ð−1

t
1
...tk , Giving P = Q.

However, all subsequences have the same limit. Hence, Pn(→)P.
What is a compact set in C[0, 1]?

3.1.1 Arzela-Ascoli theorem

Definition 3.1: The uniform norm (or sup norm) assigns to real- or complex-valued

bounded functions f defined on a set S the non-negative number

||f ||∞ = ||f ||∞,S = sup{|f (x)| : x ∈ S}.
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42 | 3 Weak convergence on C[0, 1] and D[0,∞)

This norm is also called the supremum norm, the Chebyshev norm, or the infinity

norm. The name “uniform norm” derives from the fact that a sequence of functions

{fn} converges to f under the metric derived from the uniform norm if and only if fn
converges to f uniformly.

Theorem 3.1: The set A ⊂ C[0, 1] is relatively compact in sup topology if and only if

(i) sup

x∈A |x(0)| < ∞.

(ii) limä ( sup
x∈A wx(ä)) = 0.

Remark (modulus of continuity): Here

wx(ä) = sup|s−t|≤ä |x(t) − x(s)|.

Proof: Consider function

f : C[0, 1] → R,

such that f (x) = x(0).

Claim: f is continuous.

Proof of claim:We want to show that for å > 0, there exists ä such that

||x − y||∞ = sup

t∈[0,1]{|x(t) − y(t)|} < ä implies |f (x) − f (y)| = |x(0) − y(0)| < ä.

Given å > 0, let ä = å. Then, we are done.
Since A is compact, continuous mapping x Ü→ x(0) is bounded. Therefore,

sup

x∈A |x(0)| < ∞.

wx(
1

n) is continuous in x uniformly on A and hence

lim

n→∞wx(
1

n
) = 0.

Suppose (i) and (ii) hold. Choose k large enough so that

sup

x∈A wx(
1

k
) = sup

x∈A ( sup|s−t|≤ 1

k

|x(s) − x(t)|)
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is finite. Since

|x(t)| < |x(0)| +
k
∑
i=1 !!!!!!x( itk ) − x( (i − 1)t

k
)
!!!!!!,

we have

á = sup

0≤t≤1 ( supx∈A |x(t)|) < ∞.

Choose å > 0 and finite å-covering H of [−á, á]. Choose k large enough so that

wx(
1

k
) < å.

Take B to be finite set of polygonal functions on C[0, 1] that are linear on [ i−1k ,

i
k ] and

takes the values in H at end points.

If x ∈ A and

!!!!!!x(
1

k )
!!!!!! ≤ á so that there exists a point y ∈ B such that

!!!!!!!!!
x( i

k
) − y( i

k
)
!!!!!!!!!
< å, i = 1, 2, . . . , k

then

!!!!!!!!!
y( i

k
) − x(t)

!!!!!!!!!
< 2å for t ∈ [

i − 1

k
,

i
k
].

y(t) is convex combination of y( i
k ), y(

i−1
k ), so it is within 2å of x(t), ||x − y||∞ < 2å, B is

finite, B is 2å-covering of A. This implies A is compact.

Theorem 3.2: {Pn} is tight on C[0, 1] if and only if
1. For each ç > 0, there exists a and n

0
such that for n ≥ n

0

Pn({x : |x(0)| > a}) < ç

2. For each å, ç > 0, there exists 0 < ä < 1 and n
0
such that for n ≥ n

0

Pn({x : wx(ä) ≥ å}) < ç

Proof: Since {Pn} is tight, given ä > 0, choose K compact such that

Pn(K) > 1 − ç.
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Note that by the Arzela-Ascoli theorem, for large a

K ⊂ {x : |x(0)| ≤ a}

and for small ä

K ⊂ {x : wx(ä) ≤ å}.

Now, C[0, 1] is a complete separablemetric space. So for each n, Pn is tight, andhence,
we get the necessity condition. Given ç > 0, there exists a such that

P({x : |x(0)| > a}) < ç

and å, ç > 0, there exists ä > 0 such that

Pn({x : wx(ä) ≥ å}) < ç.

This happens for Pn, where n ≤ n
0
with n

0
is finite. Assume (i) and (ii) holds for all n.

Given ç, choose a so that

B = {x : |x(0)| ≤ a},

a satisfies for all n

Pn(B) > 1 − ç,

and choose äk such that

Bk = {x : wx(äk) ≤
1

k
},

with

Pn(Bk) > 1 −
ç
2
k .

Let K = A where

A = B ∩ (⋂
k
Bk).

K is compact by Arzela-Ascoli Theorem,

Pn(K) > 1 − 2ç.
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3.2 Invariance principle of sums of i.i.d. random variables

Let Xi’s be i.i.d. with EXi = 0 and EX2

i = ò2. Define

Wn
t (ø) =

1

ò√n
S[nt](ø) + (nt − [nt]) 1

ò2√n
X[nt]+1.

Consider linear interpolation

W k
n
=

Sk
√n

whereWn ∈ C[0, 1] a.e. Pn .

Let

÷nt = (nt − [nt]) ⋅
X[nt+1]
ò√n

.

Claim: For fixed t, by Chevyshev’s inequality, as n → ∞

÷nt → 0

Proof of Claim:

P(|÷nt|å) = P(|X[nt+1]| > ò√nå
(nt − [nt])

)

≤
E|X[nt+1]|2ò2nå2(nt−[nt])2

=
(nt − [nt])2

nå2

≤
1

nå2
→ 0. (3.1)

By CLT,

S[nt]
ò√[nt]

⇒𝒟 N(0, 1).

Since

[nt]
n → t, by CLT,

S[nt]
ò√n

=
S[nt]

ò√[nt]
×
√[nt]
√n

⇒𝒟 √tZ

by Slutsky’s equation. Therefore,

Wn
t ⇒𝒟 √tZ.
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Then,

(Wn
s ,W

n
t − Wn

s ) =
1

ò√n
(S[ns], S[nt] − S[ns]) + (÷ns , ÷nt − ÷ns)

â⇒𝒟 (N
1
, N

2
).

Since S[ns] and S[nt] − S[ns] are independent, N1
and N

2
are independent normal with

variance s and t − s. Thus,

(Wn
s ,W

n
t ) = (Wn

s , (W
n
t − Wn

s ) + Wn
s )

⇒𝒟 (N
1
, N

1
+ N

2
).

The two-dimensional distributions of (Wn
t )tå[0,1] converges to two dimensional dis-

tributions of Brownian Motion. We consider similarly k-dimensional distributions of

(Wn
t )tå[0,1] converge to those of Brownian Motion.
We considered two-dimensional. We can take k–dimensional. Similar argument

shows that

(Wn
1

, . . . ,Wn
k ) ⇒𝒟 finite dimensional distribution of Brownian motion.

Now, we have to show that Pn is tight. Recall the Arzela-Ascoli theorem.

Theorem 3.3: {Pn} is tight on C[0, 1] if and only if
1. For each ç > 0, there exists a and n

0
such that for n ≥ n

0

Pn({x : |x(0)| > a}) > ç.

2. For each å, ç > 0, there exists 0 < ä < 1 and n
0
such that for n ≥ n

0

Pn({x : wx(ä) ≥ å}) < ç.

Theorem 3.4: Suppose 0 = t
0
< t

1
< ⋅ ⋅ ⋅ < tí = 1 and

min

1<i<í(ti − ti−1) ≥ ä. (3.2)

Then for arbitrary x,

wx(ä) ≤ 3max

1≤i≤í ( sup

ti−1≤s≤ti |x(s) − x(ti−1)|) (3.3)

and for any P on C[0, 1]

P(x : wx(ä) ≥ 3å) ≤
í
∑
i=1 P(x : sup

ti−1≤s≤ti |x(s) − x(ti−1)| ≥ å). (3.4)
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Proof: Let m denote the maximum in (3.3), i.e.

m = max

1≤i≤í ( sup

ti−1≤s≤ti |x(s) − x(ti−1)|).
If s, t lie in Ii = [ti−1, ti]. Then

|x(s) − x(t)| ≤ |x(s) − x(ti−1)| + |x(t) − x(ti−1)|
≤ 2m.

Suppose s, t lie in adjoining intervals Ii−1 and Ii. Then,
|x(s) − x(t)| ≤ |x(s) − x(ti−1)| + |x(ti) − x(ti−1)| + |x(t) − x(ti)|

≤ 3m.

Since

min

1<i<í(ti − ti−1) ≥ ä.

for s and t to be such that |s − t| < ä, s and t should lie in the same interval or adjoining

intervals. Therefore,

wx(ä) = sup|s−t|≤ä |x(t) − x(s)|

≤ max{ sup

s,t∈same interval

|x(t) − x(s)|, sup

s,t∈adjoining interval |x(t) − x(s)|}

≤ 3m.

This proves (3.3). Note that if X ≥ Y, then

P(X > a) ≥ P(Y > a).

Therefore,

P(x : wx(ä) > 3å) ≤ P(3max

1≤i≤í ( sup

ti−1≤s≤ti |x(s) − x(ti−1)|) > 3å)

= P(x : max

1≤i≤í ( sup

ti−1≤s≤ti |x(s) − x(ti−1)|) > å)

=
í
∑
i=1 P(x : sup

ti−1≤s≤ti |x(s) − x(ti−1)| > å).

This proves the theorem.

Condition (ii) of the Arzela-Ascoli theorem holds if for each å, ç, there exists

ä ∈ (0, 1) and n
0
such that for all n ≥ n

0

1

ä
Pn(x : sup

t≤s≤t+ä !!!!x(s) − x(t)!!!! ≥ å) > ç.
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Now apply Theorem 3.4 with ti = iä for i < í = [1/ä]. Then by (3.4), condition (ii) of

Theorem 3.3 holds.

3.3 Invariance principle for sums of stationary sequences

Definition 3.2: {Xn} is stationary if for any m,

(Xii , . . . , Xik ) =
𝒟 (Xii+m , . . . , Xik+m).

Lemma 3.1: Suppose {Xn} is stationary andWn
is defined as above. If

limë→∞ lim sup

n→∞ ë2P(max

k≤n |Sk| > ëò√n) = 0

then,Wn
is tight.

Proof: Since Wn
0

= 0, the condition (i) of Theorem 3.3 is satisfied. Let Pn is induced
measure ofWn

, i.e. consider now Pn(w(ä) > å), we shall show that for all å > 0

limä→0

lim sup

n→∞ Pn(w
(ä) ≥ å) = 0.

If

min(tt − ti−1) ≥ ä,

then by Theorem 3.4,

P(w(Wn
, ä) ≥ 3å) ≤

í
∑
i=1 P( sup

ti−1≤s≤ti !!!!Wn
s − Wn

t
!!!! ≥ å).

Take ti =
mi
n , 0 = m

0
< m

1
< ⋅ ⋅ ⋅ < mí = n.Wn

t is polygonal and hence,

sup

ti−1≤s≤ti !!!!Wn
s − Wn

t
!!!! = max

mi−1≤k≤mi

|Sk − Smi−1 |
ò√n

.

Therefore,

P(w(Wn
, ä) ≥ 3å) ≤

í
∑
i=1 P( max

mi−1≤k≤mi

|Sk − Smi−1 |
ò√n

≥ å)

≤
í
∑
i=1 P( max

mi−1≤k≤mi
|Sk − Smi−1 | ≥ ò√nå)

=
í
∑
i=1 P( max

k≤mi−mi−1 |Sk| ≥ ò√nå) (by stationarity).

 EBSCOhost - printed on 2/10/2023 4:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



3.3 Invariance principle for sums of stationary sequences | 49

This inequality holds if

mi
n

−
mi−1
n

≥ ä for 1 < i < í.

Take mi = im for 0 ≤ i < í and mí = n. For i < í choose ä such that

mi − mi−1 = m ≥ nä.

Let m = [nä], í = [ n
m ]. Then,

mí − mí−1 ≤ m

and

í = [
n
m
] Ú→

1

ä
where

1

2ä
<
1

ä
<
2

ä
.

Therefore, for large n

P(w(Wn
, ä) ≥ 3å) ≤

í
∑
i=1 P( max

k≤mi−mi−1 |Sk| ≥ ò√nå)

≤ íP(max

k≤m |Sk| ≥ ò√nå)

≤
2

ä
P(max

k≤m |Sk| ≥ ò√nå).

Take ë = å√
2ä . Then,

P(w(Wn
, ä) ≥ 3å) ≤

4ë2

å2
P(max

k≤m |Sk| ≥ ëò√n).

By the condition of the Lemma, given å, ç > 0, there exists ë > 0 such that

4ë2

å2
lim sup

n→∞ P(max

k≤n |Sk| > ëò√n) < ç.

Now, for fixed ë, ä, let m → ∞ with n → ∞.

Look at Xk i.i.d. Then,

limë→∞ lim sup

n→∞ P(max

k≤n |Sk| > ëò√n) = 0.

We know that

P(max

u≤m |Su| > á) ≤ 3max

u≤m P(|Su| >
á
3

).
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To show

limë→∞ lim sup

n→∞ ë2P(max

k≤n |Sk| > ëò√n) = 0, (A),

we assume that Xi i.i.d. normal, and hence, Sk/√k is asymptotically normal, N. Since
we know

P(|N| > ë) ≤
EN4

ë4
=
3ò4

ë4
,

we have for k ≤ n, (√n√k > 1)

P(|Sk| > ëò√n) = P(√k|N| > ëò√n)

≤
3

ë4T4

.

kë is large and kë ≤ k ≤ n. Then,

P(|Sk| > ëò√n) ≤ P(|Sk| > ëò√k)

≤
3

ë4
.

Also,

P(|Sk| > ëò√n) ≤ E|Sk|2/ò2

ë2n

≤
kë
ë2n

.

and hence, we get the above convergence (A) is true.

3.4 Weak convergence on the Skorokhod space

3.4.1 The space D[0, 1]
Let

x : [0, 1] → R

be right-continuous with left limit such that

1. for 0 ≤ t < 1

lim

s↘t x(s) = x(t+) = x(t)
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2. for 0 < t ≤ 1

lim

s↗t x(s) = x(t−).

We say that x(t) has discontinuity of the first kind at t if left and right limit exist.

For x ∈ D and T ⊂ [0, 1],

wx(T) = w(x, T) = sup

s,t∈T |x(s) − x(t)|.

We define the modulus of continuity

wx(ä) = sup

0≤t≤1−äwx([t, t + ä))

Lemma 3.2 (D1): For each x ∈ D and å > 0, there exist points 0 = t
0
< t

1
< ⋅ ⋅ ⋅

< tí = 1 and wx([ti−1, ti)) < å.

Proof: Call ti’s above ä-sparse. If mini{(ti − ti−1)} ≥ ä, define for 0 < ä < 1

w�
x(ä) = w�(x, ä) = inf{ti} max

1≤i≤í wx([ti−1, ti)).
(If we prove the above lemma, we get x ∈ D, limä→0

w�
x(ä) = 0.)

If ä < 1

2

, we can split [0, 1) into subintervals [ti−1, ti) such that
ä < (ti − ti−1) ≤ 2ä

and hence,

w�
x(ä) ≤ wx(2ä).

Let us define jump function

j(x) = sup

0≤t≤1 |x(t) − x(t−)|.

We shall prove that

wx(ä) ≤ 2w�
x(ä) + j(x).

Choose ä-sparse sequence {ti} such that

wx([ti−1, ti)) < w�
x(ä) + å.
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We can do this from the definition

w�
x(ä) = w�(x, ä) = inf{ti} max

1≤i≤í wx([ti−1, ti)).
If |s − t| < ä, then s, t ∈ [ti−1, ti) or belongs to adjoining intervals. Then,

|x(s) − x(t)|{
w�
x(ä) + å, if s, t belong to the same interval;

2w�
x(ä) + å + j(x), if s, t belong to adjoining intervals.

If x is continuous, j(x) = 0 and hence,

wx(ä) ≤ 2w�
x(ä).

3.4.2 Skorokhod topology

LetΛbe the class of strictly increasing functions on [0, 1] andë(0) = 0, ë(1) = 1. Define

d(x, y) = inf{å : ∃ë ∈ Λ such that sup

t
|ë(t) − t| < å and sup

t
|x(ë(t)) − y(t)| < å}.

d(x, y) = 0 implies there exists ën ∈ Λ such that ën(t) → t uniformly and x(ën(t)) →
y(t) uniformly. Therefore, with

||ë − I|| = sup

t∈[0,1] |ë(t) − t|

||x − y ∘ ë|| = sup

t∈[0,1] |x(t) − y(ë(t))|

d(x, y) = infë (||ë − I|| ∨ ||x − y ∘ ë||).

If ë(t) = t, then
1. d(x, y) = sup |x(t) − y(t)| < ∞ since we showed |x(s) − x(t)| ≤ w�

x(ä) < ∞.

2. d(x, y) = d(y, x).
3. d(x, y) = 0 only if x(t) = y(t) or x(t) = y(t−).

If ë
1
, ë

2
∈ Λ and ë

1
∘ ë

2
∈ Λ

||ë
1
∘ ë

2
− I|| ≤ ||ë

1
− I|| + ||ë

2
− I||.

If ë
1
, ë

2
∈ Λ, then the following holds:

1. ë
1
∘ ë

2
∈ Λ.

2. ||ë
1
∘ ë

2
− I|| ≤ ||ë

1
− I|| + ||ë

2
− I||.
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3. ||x − z ∘ (ë
1
∘ ë

2
)|| ≤ ||x − y ∘ ë

2
|| + ||y − z ∘ ë

1
||.

4. d(x, z) ≤ d(x, y) + d(y, z).

Therefore, Skorokhod topology is given by d.
(D[0,1],d) is not complete. To see this, choose xn = 1[0, 1

2

n ](t) and ën be such that

ën(1/2
n) = 1/2n+1 and linear in [0, 1/2n] and [1/2n+1, 1] then || xn+10ën − xn || = 0 and ||

ën − I || = 1

2
n+1 . Meanwhile, ën(1/2

n) /= 1/2n+1, then || xn − xn+1 || = 1 and d(xn , xn+1) =
1/2n+1, i.e. xn is d-Cauchy and d(xn , 0) = 1.

Choose ë ∈ Λ near identity. Then for t, s close, ë(t)−ë(s)
t−s is close to 1. Therefore,

||ë||0 = sup

s<t !!!!!! log ë(t) − ë(s)
t − s

!!!!!! ∈ (0,∞).

3.5 Metric of D[0, 1] to make it complete
Let ë ∈ Λ (ë is non-decreasing, ë(0) = 0, and ë(1) = 1). Recall

||ë||0 = sup

s<t !!!!!! log ë(t) − ë(s)
t − s

!!!!!! ∈ (0,∞).

Consider d0

d0(x, y) = inf{å > 0 : ∃ë ∈ Λ with ||ë||0 < å and sup

t
|x(t) − y(ë(t))| < å}

= infë∈Λ{||ë||0 ∨ ||x − y ∘ ë||}.

since, for u > 0,

|u − 1| ≤ e| log u| − 1,

we have

sup

0≤t≤1 |ë(t) − t| = sup

0≤t≤1 t!!!!!!ë(t) − ë(0)
t − 0

− 1

!!!!!!

= e||ë||0 − 1.

For any í, í ≤ eí − 1, and hence

d(x, y) ≤ ed
0(x,y) − 1.

Thus, d0(xn , y) → 0 implies d(xn , y) → 0.

Lemma 3.3 (D2): If x, y ∈ D[0, 1] and d(x, y) < ä2, then d0(x, y) ≤ 4ä + w�
x(ä).
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Proof: Take å < ä and {ti} ä–sparse with

wx([ti−1, ti)) < w�
x(ä) + å ∀i.

We can do this from definition of w�
x(ä). Choose ì ∈ Λ such that

sup

t
|x(t) − y(ì(t))| = sup

t
|x(ì−1(t)) − y(t)| < ä2 (3.5)

and

sup

t
|ì(t) − t| < ä2. (3.6)

This follows from d(x, y) < ä2. Take ë to agree with ì at points ti and linear between.
ì−1 ∘ ë fixes ti and is increasing in t. Also, (ì−1 ∘ ë)(t) lies in the same interval [ti−1, ti).
Thus, from (3.5) and (3.6),

|x(t) − y(ë(t))| ≤ |x(t) − x((ì−1 ∘ ë)(t))| + |x((ì−1 ∘ ë)(t)) − y(ë(t))|

= w�
x(ä) + å + ä2.

ä < 1

2

< 4ä + w�
x(ä). ë agrees with ì at ti’s. Then by (3.5), (3.6), and (ti − ti−1) > ä

(ä–sparse),

|(ë(ti) − ë(ti−1)) − (ti − ti−1)| < 2ä2

< 2ä(ti − ti−1)
and

|(ë(t) − ë(s)) − (t − s)| ≤ 2ä|t − s|

for t, s ∈ [ti−1, ti) by polygonal property. Now, we take care of adjoining interval. For
u
1
, u

2
, u

3

|(ë(u
3
) − ë(u

1
)) − (u

3
− u

1
)| ≤ |(ë(u

3
) − ë(u

2
)) − (u

3
− u

2
)| + |(ë(u

2
) − ë(u

1
)) − (u

2
− u

1
)|.

If t and s are in adjoining intervals, we get the same bound. Since for u < 1

2

| log(1 ± u)| ≤ 2u,

we have

log(1 − 2ä) ≤ log

ë(t) − ë(s)
t − s

≤ log(1 + 2ä).
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Therefore,

||ë||0 = sup

s<t !!!!!! log ë(t) − ë(s)
t − s

!!!!!! < 4ä

and hence, d0 and d are equivalent. Now, we shall show that D0

is separable and is

complete.

Consider ò = {su} with 0 = s
0
< ⋅ ⋅ ⋅ < sk = 1 and define Aò : D → D by

(Aòx)(t) = x(su−1)
for t ∈ [su−1, su) with 1 ≤ u ≤ k with (Aòx)(sk) = x(1).

Lemma 3.4 (D3): If max(su − su−1) ≤ ä, then

d(Aòx, x) ≤ ä ∨ w�
x(ä).

Proof: Let Aòx ≡ x̂. Let æ(t) = su−1 if t ∈ [su−1, su) with æ(1) = sk = 1. Then, x̂(t) =
x(æ(t)). Given å > 0, find ä–sparse set {ti} such that

wx([ti−1, ti)) < w�
x(ä) + å

for all i. Let ë(ti) be defined by
1. ë(t

0
) = s

0
.

2. ë(ti) = sv if ti ∈ [sv−1, sv), where
ti − ti−1 > ä ≥ sv − sv−1.

Then, ë(ti) is increasing. Now, extend it to ë ∈ Λ by linear interpolation.

Claim:

||x̂(t) − x(ë−1(t)) = |x(æ(t)) − x(ë−1(t))|
< w�

x(ä) + å.

Clearly, if t = 0, or t = 1, it is true. Let us look at 0 < t < 1. First we observe that

æ(t), ë−1(t) lie in the same interval [ti−1, ti).(We will prove it.) This follows if we shows

tj ≤ æ(t) iff tj ≤ ë−1(t)
or equivalently,

tj > æ(t) iff tj > ë−1(t).
This is true for tj = 0. Suppose tj ∈ (sv−1, sv] and æ(t) = si for some i. By definition, æ(t)
t ≤ æ(t) is equivalent to sv ≤ t. Since tj ∈ (sv−1, sv], ë(tj) = sv. This completes the proof.
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3.6 Separability of the Skorokhod space

d0-convergence is stronger than d-convergence.

Theorem 3.5 (D1): The space (D, d) is separable, and hence, so is (D, d0).

Proof: Let Bk be the set of functions taking constant rational value on [ u−1k ,

u
k ] and

taking rational value at 1. Then, B = ∪ kBk is countable. Given x ∈ D, å > 0, choose k
such that

1

k < å and wx(
1

k). Apply Lemma D3 with ò = { u
k }. Note that Aòx has finite

many values and

d(x, Aòx) < å.

Since Aòx has finitely many real values, we can find y ∈ B such that given d(x, y) < å,

d(Aòx, y) < å.

Now, we shall prove the completeness.

Proof: We take d0-Cauchy sequence. Then it contains a d0-convergent subsequence.
If {xk} is Cauchy, then there exists {yn} = {xkn } such that

d0(yn , yn+1) < 1

2
n .

There exists ìn ∈ Λ such that

1. ||ìn||
0 < 1

2
n .

2.

sup

t
|yn(t) − yn+1(ìn(t))| = sup

t
|yn(ì

−1
n (t)) − yn+1(t)|

<
1

2
n .

We have to find y ∈ D and ën ∈ Λ such that

||ën||
0 → 0

and

yn(ë
−1
n (t)) → y(t)

uniformly.
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Heuristic (not a proof): Suppose yn(ë−1
n (t)) → y(t). Then, by (2), yn(ì−1

n (ë−1
n+1(t))) is

within

1

2
n of yn+1(ë−1

n+1(t)). Thus, yn(ë−1
n (t)) → y(t) uniformly.

Find ën such that

yn(ì
−1
n (ë−1

n+1(t))) = yn(ë
−1
n (t)),

i.e.

ì−1
n ∘ ë−1

n+1 = ë−1
n .

Thus,

ën = ën+1ìn
= ën+2ìn+1ìn
.

.

.

= ⋅ ⋅ ⋅ ìn+2ìn+1ìn .
Proof: Since

eu − 1 ≤ 2u,

for 0 ≤ u ≤ 1

2

, we have

sup

t
|ë(t) − t| ≤ e||ë||0 − 1.

Therefore,

sup

t
|(ìn+m+1ìn+m ⋅ ⋅ ⋅ ìn)(t) − (ìn+mìn+m−1 ⋅ ⋅ ⋅ ìn)(t)| ≤ sup

s
|ìn+m+1(s) − s|

≤ 2||ìn+m+1||0
=

1

2
n+m .

For fixed n,

(ìn+mìn+m−1 ⋅ ⋅ ⋅ ìn)(t)
converges uniformly in t as n goes to∞. Let

ën(t) = lim

m→∞(ìn+mìn+m−1 ⋅ ⋅ ⋅ ìn)(t).
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Then, ën is continuous and non-decreasing with ën(0) = 0 and ën(1) = 1. We have to

prove ||ën||
0

is finite. Then, ën is strictly increasing.

!!!!!!!!!
log

(ìn+mìn+m−1 ⋅ ⋅ ⋅ ìn)(t) − (ìn+mìn+m−1 ⋅ ⋅ ⋅ ìn)(s)
t − s

!!!!!!!!!

≤ ||ìn+mìn+m−1 ⋅ ⋅ ⋅ ìn||0
(since ën ∈ Λ, ||ën||

0 < ∞)

≤ ||ìn+m||0 + ⋅ ⋅ ⋅ + ||ìn||
0

(since ||ë
1
ë
2
||0 ≤ ||ë

1
||0 + ||ë

2
||0)

<
1

2
n−1 .

Let m → ∞. Then, ||ën||
0 < 1

2
n−1 is finite, and hence, ën is strictly increasing. Now,

by (2),

sup

t
|yn(ë

−1
n (t)) − yn(ë

−1
n+1(t))| ≤ sup

s
|yn(s) − yn+1(ìn(s))|

<
1

2
n .

Therefore, {yn(ë−1
n (t))} is Cauchy under supnorm and

yn(ë
−1
n (t)) → y(t) ∈ D

and hence converges in d0.

3.7 Tightness in the Skorokhod space

We turn now to the problem of characterizing compact sets in D. We will prove an

analogue of the Arzelà-Ascoli theorem.

Theorem 3.6: A necessary and sufficient condition for a set A to be relatively compact

in the Skorohod topology is that

sup

x∈A ||x|| < ∞ (3.7)

and

limä→0

supx∈Aw�
x(ä) = 0. (3.8)

 EBSCOhost - printed on 2/10/2023 4:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



3.7 Tightness in the Skorokhod space | 59

Proof of suflciency: Let

á = sup

x∈A ||x||.

Given å > 0, choose a finite å-net H in [−á, á] and choose ä so that ä < å and w�
x(ä) < å

for all x in A. Apply Lemma 3.4 for any ò = {su} satisfying max(su − su−1) < ä: x ∈ A
implies d(x, Aòx) < 2å. Take B to be the finite set of y that assume on each [su−1, su) a
constant value from H and satisfy y(1) ∈ H. Since B contains a y for which d(x, Aòx),
it is a finite 2å-net for A in the sense of d. Thus, A is totally bounded in the sense of d.
However, we must show that A is totally bounded in the sense of d0, since this is the
metric under which D is complete. Given (a new) å, choose a new ä so that 0 < ä ≤ 1/2
and so that 4ä + w�

x(ä) < å holds for all x in A. We have already seen that A is d-totally
bounded, and thus, there exists a finite set B�

that is a ä2-net for A in the sense of d.
However, by Lemma 2, B�

is an å-net for A in the sense of d0.
The proof of necessity requires a Lemma 3.3 and a definition.

Definition 3.3: In any metric space, f is upper semi-continuous at x, if for all å > 0,

there exists ä > 0 such that

ñ(x, y) < ä ⇒ f (y) < f (x) + å.

Lemma 3.5: For fixed ä, w�(x, ä) is upper-semicontinuous in x.

Proof: Let x, ä, and å be given. Let {ti} be a ä-spars set such that wx[ti−1, ti) < w�
x(ä)+ å

for each i. Now choose ç small enough that ä + 2ç < min(ti − ti−1) and ç < å. Suppose
that d(x, y) < ç. Then, for some ë in Λ, we have

sup

t
|y(t) − x(ët)| < ç,

sup

t
|ë−1t − t| < ç

Let si = ë−1ti. Then si − si−1 > ti − ti−1 − 2ç > ä. Moreover, if s and t both lies in [si−1, si),
then ës and ët both lie in [ti−1, ti), and hence |y(s) − y(t)| < |x(ës) − x(ët)| + 2ç ≤
w�
x(ä) + å + 2ç. Thus, d(x, y) < ç implies w�

y(ä) < w�
x(ä) + 3å.

Definition 3.4 (d-bounded): A is d-bounded if diameter is bounded, i.e.

diameter(A) = sup

x,y∈A d(x, y) < ∞.

Proof of necessity in Theorem 3.6: If A−
is compact, then it is d-bounded, and since

supt |x(t)| is the d-distance from x to the 0-function, (3.7) follows. By Lemma 3.1,

w�(x, ä) goes to 0 with ä for each x. However, since w�(⋅, ä) is upper-semicontinuous

the convergence is uniform on compact sets.
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Theorem 3.6, which characterizes compactness in D, gives the following result. Let

{Pn} be a sequence of probability measure on (D,𝒟).

Theorem 3.7: The sequence {Pn} is tight if and only if these two conditions hold:
We have

lim

a→∞ lim sup

n
Pn({x : ||x|| ≥ a}) = 0 (3.9)

(ii) for each å,

limä→∞ lim sup

n
Pn({x : w�

x(ä) ≥ å}) = 0. (3.10)

Proof: Conditions (i) and (ii) here are exactly conditions (i) and (ii) of Azela-Ascoli

theorem with ||x|| in place of |x(0)| and w�
in place of w. Since D is separable and

complete, a single probability measure on D is tight, and so the previous proof goes

through.

3.8 The space D[0,∞)

Here we extend the Skorohod theory to the space D∞ = D[0,∞) of cadlag functions
on [0,∞), a space more natural than D = D[0, 1] for certain problems.

In addition to D∞, consider for each t > 0 the space Dt = D[0, t] of cadlag functi-
ons on [0, t]. All the definitions for D

1
have obvious analogues for Dt : sups≤t |x(s)|,

Λ t, ||ë||
0

t , d
0

t , dt. All the theorems carry over from D
1
to Dt in an obvious way. If

x is an element of D∞, or if x is an element of Du and t < u, then x can also be

regarded as an element of Dt by restricting its domain of definition. This new cadlag

function will be denoted by the same symbol; it will always be clear what domain is

intended.

Onemight try to define the Skorohod convergence xn → x in D∞ by requiring that

d0t (xn , x) → 0 for each finite, positive t. However, in a natural theory, xn = I[0,1−1/n]
will converge to x = I[0,1] in D∞, while d0

1

(xn , x) = 1. The problem here is that x is

discontinuous at 1, and the definition must accommodate discontinuities.

Lemma 3.6: Let xn and x be elements of Du. If d0u(xn , x) → 0 and m < u, and if x is
continuous at m, then d0m(xn , x) → 0.

Proof:We can work with the metrics du and dm. By hypothesis, there are elements ën
of Λ u such that

||ën − I||u → 0

 EBSCOhost - printed on 2/10/2023 4:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



3.8 The space D[0,∞) | 61

and

||xn − xën||u → 0.

Given å, choose ä so that |t − m| ≤ 2ä implies |x(t) − x(m)| < å/2. Now choose n
0
so

that, if n ≥ n
0
and t ≤ u, then |ën t − t| < ä and |xn(t) − x(ën t)| < å/2. Then, if n ≥ n

0

and |t − m| ≤ ä, we have |ën t − m| ≤ |ën t − t| + |t − m| < 2ä and hence |xn(t) − x(m)| ≤
|xn(t) − x(ën t)| + |x(ën t) − x(m)| < å. Thus

sup|t−m|≤ä |x(t) − x(m)| < å, sup|t−m|≤ä |xn(t) − x(m)| < å, for n ≥ n
0
. (3.11)

If

(i) ënm < m, let pn = m − 1

n ;

(ii) ënm > m, let pn = ë−1(m − 1

n);
(iii) ënm = m, let pn = m.

Then,

(i) |pn − m| = 1

n ;

(ii) |pn − m| =≤ |ë−1
n (m − n−1) − (m − n−1)| + 1

n ;

(iii) |pn − m| = m.

Therefore, pn → m. Since

|ënpn − m| ≤ |ënpn − pn| + |pn − m|,

we also have ënpn → m. Define ìn ∈ Λ n so that ìn t = ën t on [0, pn] and ìnm = m,
and interpolate linearly on [pn ,m]. Since ìnm = m and ìn is linear over [pn ,m],
we have |ìn t − t| ≤ |ënpn − pm| there, and therefore, ìn t → t uniformly on [0,m].
Increase the n

0
of (3.11) so that pn > m − ä and ënpn > m − ä for n ≥ n

0
. If t ≤ pn,

then |xn(t) − x(ìn t)| = |xn(t) − x(ën t)| ≤ ||xn − xën||u. Meanwhile, if pn ≤ t ≤ m and

n ≥ n
0
, then m ≥ t ≥ pn > m − ä and m ≥ ìn t ≥ ìnpn = ënpn > m − ä, and therefore,

by (3.11), |xn(t)−x(ìn t)| ≤ |xn(t)−x(m)|+ |x(m)−x(ìn t)| < 2å. Thus, |xn(t)−x(ìn t)| → 0

uniformly on [0,m].
The metric on D∞ will be defined in terms of the metrics d0m(x, y)for integral m,

but before restricting x and y to [0,m], we transform them in such a way that they are

continuous at m. Define

gn(t) =
{
{
{

1, if t ≤ m − 1;

m − t, if m − 1 ≤ t ≤ m;
0, t ≥ m.

(3.12)

For x ∈ D∞, let xm be the element of D∞ defined by

xm(t) = gm(t)x(t), t ≥ 0 (3.13)
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Now take

d0∞(x, y) =
∞
∑
m=1 2−m(1 ∧ d0m(x

m
, ym)). (3.14)

If d0∞(x, y) = 0, then d0m(x, y) = 0 and xm = ym for all m, and this implies x = y. The
other properties being easy to establish, d0∞ is ametric on D∞; it defines the Skorohod

topology there. If we replace d0m by dm in (3.14), we have a metric d∞ equivalent

to d0∞.

Let Λ∞ be the set of continuous, increasing maps of [0,∞) onto itself.

Theorem 3.8: There is convergence d0∞(xn , x) → 0 in D∞ if and only if there exist

elements ën of Λ∞ such that

sup

t<∞ |ën t − t| → 0 (3.15)

and for each m,

sup

t≤m |xn(ën t) − x(t)| → 0. (3.16)

Proof: Suppose that d0∞(xn , x) and d∞(xn , x), go to 0. Then there exist elements ëmn of

Λm such that

åmn = ||I − ëmn ||m ∨ ||xmn ë
m
n − xm||m → 0

for each m. Choose lm so that n ≥ lm implies åmn < 1/m. Arrange that lm < lm+1, and
for lm ≤ n < lm+1, let mn = m. Since lm ≤ n < lm+1, we have mn → n and åmn

n < 1/mn.

Define

ën t = {
ëmn
n t, if t ≤ mn;

t + ëmn
n (mn) − mn , if t ≥ mn.

Then, |ën t − t| < 1/mn for t ≥ mn as well as for t ≤ mn, and therefore,

sup

t
|ën t − t| ≤ 1

mn
→ 0.

Hence, (24). Fix c. If n is large enough, then c < mn − 1, and so

||xnën − x||c = ||xmn
n ëmn

n − xmn ||c ≤
1

mn
→ 0,

which is equivalent to (3.16).
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Now suppose that (3.15) and (3.16) hold. Fix m. First,

xmn (ën t) = gm(ën t)xn(ën t) → gm(t)x(t) = xm(t) (3.17)

holds uniformly on [0,m]. Define pn and ìn as in the proof of Lemma 1. As before,

ìn t → t uniformly on [0,m]. For t ≤ pn, |xm(t) − xmn (ìn t)| = |xm(t) − xmn (ën t)|, and
this goes to 0 uniformly by (3.17). For the case pn ≤ t ≤ m, first note that |xm(u)| ≤
gm(u)||x||m for all u ≥ 0 and hence,

|xm(t) − xmn (ìn t)| ≤ gm(t)||x||m + gm(ìn t)||xn||m . (3.18)

By (3.15), for large n, we have ën(2m) > m and hence ||xn||m ≤ ||xnën||2m; and

||xnën||2m → ||xn||2m by (3.16). This means that ||xn||m is bounded(m is fixed). Given

å, choose n
0
so that n ≥ n

0
implies that pn and ìnpn both lies in (m− å,m], an interval

on which gm is bounded by å. If n ≥ n
0
and pn ≤ t ≤ m, then t and ìn t both lie in

(m − å,m], and it follows by (3.18) that |xm(t) − xmn (ìn t)| ≤ å(||x||m + ||xn||m). Since
||xn||m is bounded, this implies that |xm(t) − xmn (ìn t)| → 0 holds uniformly on [pn ,m]
as well as on [0, pn]. Therefore, d0m(x

m
n , x

m) → 0 for each m and hence d0∞(xn , x) and
d∞(xn , x) go to 0. This completes the proof.

Theorem 3.9: There is convergence d0∞(xn , x) → 0 in D∞ if and only if d0t (xn , x) → 0

for each continuity point t of x.

Proof: If d0∞(xn , x) → 0, then d0∞(xmn , x
m) → 0 for each m. Given a continuity point t

of x, fix an integer m for which t < m − 1. By Lemma 1 (with t and m in the roles of m
and u) and the fact that y and ym agree on [0, t], d0t (xn , x) = d0t (x

m
n , x

m) → 0.

To prove the reverse implication, choose continuity points tm of x in such a way

that tm ↑ ∞. The argument now follows the first part of the proof of (3.8). Choose

elements ëmn of Λ tm in such a way that

åmn = ||ëmn − I||tm ∨ ||xnë
m
n − x||tm → 0

for eachm. As before, define integersmn in such a way thatmn → ∞ and åmn
n < 1/mn,

and this time define ën ∈ Λ∞ by

ën t = {
ëmn
n t, if t ≤ tmn

;

t, if t ≥ tmn
.

The |ën t − t| ≤ 1/mn for all t, and if c < tmn
, then ||xnën − x||c = ||xnëmn

n − x||c ≤
1/mn → 0. This implies that (3.15) and (3.16) hold, which in turn implies that

d0∞(xn , x) → 0. This completes the proof.
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3.8.1 Separability and completeness

For x ∈ D∞, define ÷mx as xm restricted to [0,m]. Then, since d0m(÷mxn , ÷mx) =
d0m(x

m
n , x

m), ÷m is a continuous map of D∞ into Dm. In the product space Π = D
1
×

D
2
× ⋅ ⋅ ⋅ , the metric

ñ(á, â) =
∞
∑
m=1 2−m(1 ∧ d0m(ám , âm))

defines the product topology, that of coordinatewise convergence. Now define ÷ :
D∞ → Π by ÷x = (÷

1
x, ÷

2
x, . . .):

÷m : D∞ → Dm , ÷ : D∞ → Π.

Then d0∞(x, y) = ñ(÷x, ÷y) : ÷ is an isometry of D∞ into Π.

Lemma 3.7: The image ÷D∞ is closed in Π.

Proof: Suppose that xn ∈ D∞ and á ∈ Π and ñ(÷xn , á) → 0; then d0m(x
m
n , ám) → 0 for

each m. We must find an x in D∞ such that á = ÷x-that is, ám = ÷mx for each m.
Let T be the dense set of t such that for every m ≥ t, ám is continuous at t. Since
d0m(x

m
n , ám) → 0, t ∈ T∩ [0,m] implies xmn (t) = gn(t)xn(t) → ám(t). Thismeans that for

every t in T, the limit x(t) = lim xn(t) exists (consider an m > t + 1, so that gn(t) = 1).

Now gm(t)x(t) = ám(t)on T∩[0,m]. It follows that x(t) = ám(t)on T∩[0,m−1], so that x
can be extended to a cadlag function on each [0,m − 1] and then to a cadlag function
on [0,∞]. Now, by right continuity, gm(t)x(t) = ám(t) on [0,m], or ÷mx = xm = ám.
This completes the proof.

Theorem 3.10: The space D∞ is separable and complete.

Proof: Since Π is separable and complete, so are the closed subspace ÷D∞ and its

isometric copy D∞. This completes the proof.

3.8.2 Compactness

Theorem 3.11: Set A is relatively compact in D∞ if and only if, for each m, ÷mA is

relatively compact in Dm.

Proof: If A is relatively compact, then Ā is compact and hence the continuous image

÷m Ā is also compact. But then, ÷mA, as a subset of ÷m Ā, is relatively compact.

Conversely, if each ÷mA is relatively compact, then each ÷mA is compact, and

therefore, B = ÷
1
A × ÷

2
A × ⋅ ⋅ ⋅ and E = ÷D∞ ∩ B are both compact in Π. But x ∈ A
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implies ÷x ∈ ÷mA for eachm, so that ÷x ∈ B. Hence ÷A ⊂ E, which implies that ÷A is

totally bounded and so is its isometric image A. This completes the proof.

For an explicit analytical characterization of relative compactness, analogous

to the Arzela-Ascoli theorem, we need to adapt the w�(x, ä) to D∞. For an x ∈ Dm,

define

w�
m(x, ä) = infmax

1≤i≤v w(x, [ti−1, ti)), (3.19)

where the infimum extends over all decompositions [ti−1, ti), 1 ≤ i ≤ v, of [0,m) such
that tt − ti−1 > ä for 1 ≤ i ≤ v. Note that the definition does not require tv − tv−1 > ä;
Although 1plays a special role in the theory ofD

1
, the integersm shouldplayno special

role in the theory of D∞.
The exact analogue of w�(x, ä) is (3.19), but with the infimum extending only

over the decompositions satisfying tt − ti−1 > ä for i = v as well as for i < v. Call this
w̄m(x, ä). By an obvious extension, a set B in Dm is relatively compact if and only if

supx ||x||m < ∞ and limä supx w̄(x, ä) = 0. Suppose that A ⊂ D∞ and transform the

two conditions by giving ÷mA the role of B. By (Theorem 3.11), A is relatively compact

if and only if, for every m

sup

x∈A ||xm||m < ∞ (3.20)

and

limä→0

sup

x∈A w̄m(x
m
, ä) = 0. (3.21)

The next step is to show that (3.20) and (3.21) are together equivalent to the condition

that, for every m,

sup

x∈A ||x||m < ∞ (3.22)

and

limä→0

sup

x∈A w�
m(x, ä) = 0. (3.23)

The equivalence of (3.20) and (3.22) follows easily because ||xm||m ≤ ||x||m ≤
||xm+1||m+1. Suppose (3.22) and (3.23) both hold, and let Km be the supremum in (3.22).

If x ∈ A and ä < 1, then we have |xm(t)| ≤ Kmä for m − ä ≤ t < m. Given å, choose ä so
that Kmä < å/4 and the supremum in (3.23) is less than å/2. If x ∈ A and m − ä lies in
the interval [tj−1, tj) of the corresponding partition, replace the intervals [ti−1, ti) for
i ≥ j by the single interval [tj−1,m). This new partition shows that w̄m(x, ä). Hence,
(3.21).
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That (3.21) implies (3.23) is clear because w�
m(x, ä) ≤ w̄m(x, ä): An infimum incre-

ases if its range is reduced. This gives us the following criterion.

Theorem 3.12: A set A ∈ D∞ is relatively compact if and only if (3.22) and (3.23) hold

for all m.

3.8.3 Tightness

Theorem 3.13: The sequence {Pn} is tight if and only if there two conditions hold:
(i) For each m

lim

a→∞ lim sup

n
Pn({x : ||x||m ≥ a}) = 0. (3.24)

(ii) For each m and å,

limä lim sup

n
Pn({x : w�

m(x, ä) ≥ å}) = 0. (3.25)

There is the corresponding corollary. Let

jm(x) = sup

t≤m |x(t) − x(t−)|. (3.26)

Corollary 3.1: Either of the following two conditions can be substituted for (i) in

Theorem 3.13:

(i’) For each t in a set T that is dense in [0,∞),

lim

a→∞ lim sup

n
Pn({x : |x(t)| ≥ a}) = 0. (3.27)

(ii’) The relation (3.27) holds for t = 0, and for each m,

lim

a→∞ lim sup

n
Pn({x : jm(x) ≥ a}) = 0. (3.28)

Proof: The proof is almost the same as that for the corollary to Theorem 3.7.

Assume (ii) and (i’). Choose points ti such that 0 = t
0
< t

1
< ⋅ ⋅ ⋅ < tv = m, ti −

ti−1 > ä for 1 ≤ i ≤ v − 1, and wx[ti−1, ti) < w�
m(x, ä) + 1 for 1 ≤ i ≤ v. Choose from T

points sj such that 0 = s
0
< s

1
< ⋅ ⋅ ⋅ < sk = m and sj − sj−1 < ä for 1 ≤ j ≤ k. Letm(x) =

max
0≤j≤k |x(sj)|. If tv − tv−1 > ä, then ||x||m ≤ m(x) + w�

m(x, ä) + 1, just as before. If

tv − tv−1 ≤ ä(and ä < 1, so that tv−1 > m−1), then ||x||m−1 ≤ m(x)+w�
m(x, ä)+1. The old

argument now gives (3.24), but with ||x||m replaced by ||x||m−1, which is just as good.
In the proof that (ii) and (i’) imply (i), we have (v − 1)ä ≤ m instead of vä <!.

However, v ≤ mä−1 + 1, and the old argument goes through. This completes the proof.
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3.8.4 Aldous’s tightness criterion

Consider two conditions, assuming (3.24).

Condition 10. For each å, ç,m, there exist a ä
0
and an n

0
such that, if ä ≤ ä

0
and

n ≥ n
0
, and if ó is a discrete Xn

–stopping time satisfying ó ≤ m, then

P(!!!!X
nó+ä − Xnó !!!! ≥ å) ≤ ç. (3.29)

Condition 20. For each å, ç,m, there exist a ä and an n
0
such that, if n ≥ n

0
, and if ó

1

and ó
2
are a discrete Xn

–stopping time satisfying 0 ≤ ó
1
≤ ó

2
≤ m, then

P(!!!!X
nó
2

− Xnó
1

!!!! ≥ å, ó
2
− ó

1
≤ ä) ≤ ç. (3.30)

Theorem 3.14: Conditions 10 and 20 are equivalent.

Proof: Note that ó + ä is a stopping time since

{ó + ä ≤ t} = {ó ≤ t − ä} ∈ ℱXn
t .

In Condition 2

0

, put ó
2
= ó, ó

1
= ó. Then it gives Condition 10. For the converse, suppose

that ó ≤ m and choose ä
0
so that ä ≤ 2ä

0
and n ≥ n

0
together imply (3.29). Fix an

n ≥ n
0
and a ä ≤ ä

0
, and let (enlarge the probability space for Xn

) è be a random

variable independent ofℱ n = ò(Xs
n : s ≥ 0) and uniformly distributed over J = [0, 2ä].

For the moment, fix an x in D∞ and points t
1
and t

2
satisfying 0 ≤ t

1
≤ t

2
. Let ì be the

uniform distribution over J, and let I = [0, ä], Mi = {s ∈ J : |x(ti + s) − x(ti)| < å}, and
d = t

2
− t

1
.

Suppose that

t
2
− t

1
≤ ä (3.31)

and

ì(Mi) = P(è ∈ Mi) >
3

4

, for i = 1, 2 (3.32)

If ì(M
2
∩ I) ≤ 1

4

, then ì(M
2
) ≤ 3

4

, which is a contradiction. Hence, ì(M
2
∩ I) > 1

4

, and for

d(0 ≤ d ≤ ä),ì((M
2
+d)∩ J) ≤ ì((M

2
∩ I)+d) = ì((M

2
∩ I)) 1

4

. Thusì(M
1
)+ì((M

2
+d)∩ J) >

1, which implies ì(M
1
∩ (M

2
+ d)) > 0. There is therefore an s such that s ∈ M

1
and

s − d ∈ M
2
, from which follows

|x(t
1
) − x(t

2
)| < 2å. (3.33)
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Thus, (3.31) and (3.32) together implies (3.33). To put it another way, if (3.31) holds but

(3.33) does not, then either P(è ∈ Mc
1

) ≥ 1

4

or P(è ∈ Mc
2

) ≥ 1

4

. Therefore,

P(!!!!X
nó
2

− Xnó
1

!!!! ≥ 2å, ó
2
− ó

1
≤ ä) ≤

2

∑
i=1 P[P(!!!!Xnói+è − Xnói !!!! ≥ å|ℱ n) ≥

1

4

]

≤ 4

2

∑
i=1 P(!!!!Xnói+è − Xnói !!!! ≥ å).

Since 0 ≤ è ≤ 2ä ≤ 2ä
0
, and since è and ℱ n

are independent, it follows by (3.29) that

the final term here is at most 8ç. Therefore, Condition 10 implies Condition 2

0

.

This is Aldous’s theorem:

Theorem 3.15 (Aldous): If (3.24) and Condition 1° hold, then {Xn} is tight.

Proof: By Theorem 3.13, it is enough to prove that

lim

a→∞ lim sup

n
P(w�

m(X
n
, ä) ≥ å) = 0. (3.34)

Let Δ k be the set of nonnegative dyadic rationals¹ j/2k of order k. Define random

variables ón
0

, ón
1

, . . . by ón
0

= 0 and

óni = min{t ∈ Δ k : óni−1 < t ≤ m, |Xn
t − Xnóni−1 | ≥ å},

with óni = m if there is no such t. The óni depend on å,m, and k as well as on i and n,
although the notation does not show this. It is easy to prove by induction that the óni
are all stopping times.

Because of Theorem 3.14, we can assume that condition 2 holds. For given å, ç,m,
choose ä� and n

0
so that

P(!!!!X
nói − Xnói−1 !!!! ≥ å, óni − óni−1 ≤ ä�) ≤ ç

for i ≥ 1 and n ≥ n
0
. Since óni < m implies that

!!!!X
nói − Xnói−1 !!!! ≥ å, we have

P(óni < m, óni − óni−1 ≤ ä�) ≤ ç, i ≥ 1, n ≥ n
0
. (3.35)

Now choose an integer q such that qä ≥ 2m. There is also a ä such that

P(óni < m, óni − óni−1 ≤ ä) ≤
ç
q
, i ≥ 1, n ≥ n

0
. (3.36)

1 Dyadic rational is a rational number whose denominator is a power of 2, i.e. a number of the form

a/2b, where a is an integer and b is a natural number; for example, 1/2 or 3/8, but not 1/3. These are

precisely the numbers whose binary expansion is finite.
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However,

P(
q
⋃
i−1 {óni < m, óni − óni−1 ≤ ä}) ≤ ç, n ≥ n

0
. (3.37)

Although óni depends on k, (3.35) and (3.37) hold for all k simultaneously. By (3.35),

E(óni − óni−1|ónq < m) ≥ ä�P(óni − óni−1 ≥ ä�|ónq < m)

≥ ä�(1 − ç
P(ónq < m)

),

and therefore,

m ≥ E(ónq |ó
n
q < m)

=
q
∑
i=1 E(óni − óni−1|ónq < m)

≥ qä�(1 − ç
P(ónq < m)

).

Since qä� ≥ 2m by the choice of q, this leads to P(ónq < m) ≥ 2ç. By this and (3.37),

P({ónq < m} ∪
q
⋃
i−1 {óni < m, óni − óni−1 ≤ ä}) ≤ 3ç, k ≥ 1, n ≥ n

0
(3.38)

Let Ank be the complement of the set in (3.38). On this set, let v be the first index
for which ónv = m. Fix an n beyond n

0
. There are points tki (ó

n
i ) such that 0 = tk

0

< ⋅ ⋅ ⋅
< tkv = m and tki − tki−1 > ä for 1 ≤ i < v. |Xn

t − Xn
s | < å if s, t lie in the same [tki−1, tki ) as

well as in Δ k. If An = lim supk Ank , then P(An) ≥ 1 − 3ç, and on An there is a sequence

of values of k along which v is constant (v ≤ q), and for each i ≤ v, tki converges to
some ti. However, 0 = t

0
< ⋅ ⋅ ⋅ < tv = m, ti − ti−1 ≥ ä for i < v, and by right continuity,

|Xn
t − Xn

s | ≤ å if s, t lie in the same [ti−1, ti). It follows that w�(Xn
, ä) ≤ å on a set of

probability at least 1 − 3ç and hence (3.34).
As a corollary to the theorem we get.

Corollary 3.2: If for each m, the sequences {Xn
0

} and {jm(Xn)} are tight on the line, and
if Condition 1° holds, then {Xn} is tight.

Skorokhod introduced the topology on D[0, ∞) to study the weak convergence of

processeswith independent increment. Semi-martingales are generalizations of these

processes. In the next chapter, we shall discuss the weak convergence of semi-

martingales.

 EBSCOhost - printed on 2/10/2023 4:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



4 Central limit theorem for semi-martingales
and applications

As stated at the endof chapter 3, Skorokhoddeveloped the theory ofweak convergence

of stochastic processes with values in D[0, T] to consider the limit theorems (or

invarianceprinciple)with convergence toprocesswith independent increments. Since

these are special classes of semi-martingales that have sample paths in D[0,∞),
we now study the work of Liptser and Shiryaev [17] (see [15]) on weak convergence

of a sequence of semi-martingales to a limit. We begin with the definition of semi-

martingales and their structure, including semi-martingale characteristics [15]. Based

on this, we obtain conditions for the weak convergence of semi-martingale sequence

to a limit.Webeginwith somepreliminary lemmas,whichwill beneeded in theproofs.

We end the chapter by giving applications to statistics of censored data that arises in

survival analysis in clinical trials.

4.1 Local characteristics of semi-martingale

In this chapter, we study the central limit theorem by Lipster and Shiryayev. We

begin by giving some preliminaries. We consider (Ω, {ℱt},ℱ, P) a filtered proba-

bility space, where F = {ℱt , t ≥ 0} is a non-decreasing family of sub ò-field of ℱ ,

satisfying⋂t≥s ℱt = ℱs. We say that {X, F} is a martingale if for each t, Xt ∈ X = {Xt} ⊂
L
1
(Ω,ℱt , P) and E(X(t)|ℱs) = Xs a.e. P.WLOG,weassume {Xt , t ≥ 0} isD[0,∞) valued

(or a.s. it is cadlag) as we can always find a version. A martingale X is said to be

square-integrable if supt EX2

t < ∞. We say that {Xt , t ≥ 0} is locally square integrable
martingale if there exists an increasing sequence òn of (ℱt)-stopping times such that

0 ≤ òn < ∞ a.e. limn òn = ∞, and {X(t ∧ òn)1{òn>0}} is a square integrable martingale.

A process (X, F) is called a semi-martingale if it has the decomposition

Xt = X
0
+ Mt + At ,

where {Mt} is local martingale,M
0
= 0, A is right continuous process with A

0
, At ,ℱt-

measurable and has sample paths of finite variation. We now state condition of A to

make this decomposition unique (called canonical decomposition). For this we need

the following. We say that a sub ò-field of [0,∞) × Ω generated by sets of the form

{(s, t] × A, 0 < s ≤ t < ∞ and A ∈ ℱs} and {0} × B(B ∈ ℱ
0
) is the ò-field of predictable

sets from now on called predictable ò-algebra 𝒫 . In the above decomposition, A is

𝒫-measurable then it is canonical.

We remark that if the jumps of the semi-martingale are bounded, then the

decomposition is canonical.

We now introduce the concept of local characteristics.
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Let (X, F) be a semi-martingale. Set with ΔX(s) as jump at s,

X̃(t) = ∑
s≤t ΔX(s)1(|ΔX(s)| ≥ å).

The X(t) = X(t) − X̃(t) is a semi-martingale with unique canonical decomposition

X(t) = X(0) + M(t) + A(t),

where (M, F) is a local martingale and A is predictable process of finite variation.

Thus,

X(t) = X(0) + M(t) + A(t) + X̃(t).

Let

ì((0, t]; A ∩ {|x| ≥ å}) = ∑ 1(ΔX(s) ∈ A, |ΔX(s)| > å)

and v((0, t]; ⋅ ∩ {|x| ≥ å}) its predictable projection. Then for each å > 0, we can write

with v as a mesaure generated on v(∗x0)

X(t) = X(0) + M�(t) + A(t) + ∫
1

0

∫|x|>å xv(ds, dx),
where (M�

, F) is a local martingale. Now the last two terms are predictable. Thus, the

semi-martingale is described by M�
, A, and v. We thus have the following.

Definition 4.1: The local characteristic of a semi-martingale X is defined by the triplet

(A, C, v), where
1. A is the predictable process of finite variation appearing in the above decomposi-

tion of X(t).
2. C is a continuous process defined by Ct

Ct = [X, X]ct = ⟨Mc⟩t .

3. v is the predictable randommeasure on R+ × R, the dual predictable projection of
the measure ì associated to the jumps of X given on ({0}c) by

ì(w, dt, dx) = ∑
s>0 1(ΔX(s, w) ̸= 0)ä(s,ΔX(s,w))(dt, dx)

with ä being the dirac delta measure.
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4.2 Lenglart inequality

Lemma 4.1 Mcleish lemma: Let Fn(t), n = 1, 2, . . . and F(t) be in D[0,∞) such that

Fn(t) is increasing in t for each n, and F(t) is a.s. continuous and for each t > 0, there

exists tn → t such that Fn(tn) → F(t). Then,

sup

t
|Fn(t) − F(t)| → 0,

where sup is taken over a compact set of [0,∞).

Proof:WLOG, choose compact set [0, 1] : For å > 0 choose {tni , i = 0, 1, . . . , k} for fixed
k ≥ 1/å such that tni → iå and Fn(tni ) →p F(iå) as n → ∞. Then

sup

t
|Fn(t) − F(t)| ≤ sup

i
|Fn(tni+1 ) − Fn(tni )| + sup

i
|Fn(tni ) − F(tni )|

+ sup
i

|Fn(tni+1 ) − F(tni )| + å.

As n → ∞, choose å such that |F((i + 1)å) − F(iå)| is small.

We assume that At is an increasing process for each t and is ℱt-measurable.

Definition 4.2: An adapted positive right continuous process Xt is said to be

dominated by an increasing predictable process A if for all finite stopping times T
we have

EXT ≤ EAT

Example: Let M2

t is square martingale. Consider Xt = M2

t . Then, we know Xt− < M >t
is a martingale, and hence, XT− < M >T is a martingale. Thus,

E(XT− < M >T) = EX
0
= 0

⇒ EXT = E < M >T

Let

X∗
t = sup

s≤t |Xs|

Lemma 4.2: Let T be a stopping time and X be dominated by increasing process A (as

above). Then,

P(X∗
T ≥ c) ≤ E(AT)

c

for any positive c.

 EBSCOhost - printed on 2/10/2023 4:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



4.2 Lenglart inequality | 73

Proof: Let S = inf{s ≤ T ∧ n : Xs ≥ c}, clearly S ≤ T ∧ n. Thus,

EAT ≥ EAS ( since A is an increasing process)

≥ EXS ( since X is dominated by A)

≥ ∫{X∗
T∧n>c} XSdP ( since XS > 0 on {X∗

T∧n > c})

≥ c ⋅ P(X∗
T∧n > c)

Therefore, we let n go to∞, then we get

EAT ≥ c ⋅ P(X∗
T > c).

Theorem 4.1 (Lenglart Inequality): If X is dominated by a predictable increasing

process, then for every positive c and d

P(X∗
T > c) ≤ E(AT ∧ d)

c
+ P(AT > d).

Proof: It is enough to prove for predictable stopping time T > 0,

P(X∗
T− ≥ c) ≤ 1

c
E(AT− ∧ d) + P(AT− ≥ d). (4.1)

We choose T� = ∞. Then T�
is predictable, òn = n and apply to XT

t = Xt∧T for T finite

stopping time XT∗
T− = X∗

T .

To prove (4.1)

P(X∗
T− ≥ c) = P(X∗

T− ≥ c, AT− < d) + P(X∗
T− ≥ c, AT− ≥ d)

≤ P(X∗
T− ≥ c) + P(AT− ≥ d) (4.2)

Let S = inf{t : At ≥ d}. It is easy to show that S is a stopping time. Also, S is predictable.
On {ø : AT− < d}, S(ø) ≥ T(ø), and hence

1(At− < d)X∗
T− ≤ X∗(T∧S)−.

By (4.2), we have

P(X∗
T− ≥ c) ≤ P(X∗

T− ≥ c) + P(AT− ≥ d)

≤ P(X∗
T∧S ≥ c) + P(AT− ≥ d)
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Let å > 0, å < c and Sn ↗ S ∧ T. Then,

P(X∗(T∧S)− ≥ c) ≤ lim inf

n
P(X∗

Sn ≥ c − å) ( by Fatou’s lemma)

≤
1

c − å
lim

n→∞ EASn ( by Lemma 4.2)

=
1

c − å
EA(S∧T) ( by Monotone convergence theorem)

Since å is arbitrary,

P(X∗(T∧S)− ≥ c) ≤ 1

c
EASn ≤

1

c
E(A(S∧T)−)

≤
1

c
E(A(T−∧d))

This completes the proof.

Corollary 4.1: Let M ∈ ℳ2

LOC((ℱt), P) (class of locally square integrable martingale).

Then,

P(sup
t≤T |Mt| > a) ≤ 1

a2
E(< M >T ∧b) + P(< M >T≥ b)

Proof: Use Xt = |Mt|
2

, c = a2, b = d, At =< M >t.

Lemma 4.3: Consider {ℱ n
t , P}. Let {M

n} be locally square martingale. Assume that

< Mn >tÚ→p f (t),

where f is continuous and deterministic function (hence, f will be an increasing

function). Then, {P ∘ (Mn)−1} on D[0,∞) is relatively compact on D[0,∞).

Proof: It suffices to show for constant T < ∞, and for any ç > 0 there exists a > 0

such that

sup

n
P( sup

t≤T |Mn
t | > a) < ç. (4.3)

For each T < ∞ and ç, å > 0, there exist n
0
, ä such that for any stopping time ón(w.r.t

(ℱ n
t ), ó

n ≤ T, ón + ä < T).

sup

n≥n
0

P( sup
0≤t≤ä |Mnón+t − Mnón | ≥ å) < ç. (4.4)
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Observe that by corollary to Lenglart inequality,

P(sup
t≤T |Mn

t | > a) ≤ 1

a2
E(< Mn >T ∧b) + P(< Mn >T≥ b)

Let b = f (T) + 1, then under the hypothesis, there exists n
1
such that for all n ≥ n

1

P(< Mn >T≥ b) <
ç
2

.

Thus, for n ≥ n
1

sup

n
P(sup

t≤T |Mn
t | > a) ≤ b

a2
+
ç
2

+
n
1

∑
k=1 P(supt≤T |Mk

t | > a).

Choose a large to obtain (4.3).
We again note thatMnó+t −Mnó is a locally square integrable martingale. Hence, by

Corollary 4.1 and triangle inequality

P( sup
0≤t≤ä |Mnó+t − Mn

t | ≥ å) ≤
1

å2
E(( < Mn >ó+ä − < Mn >ó ) ∧ b)

+ P( < Mn >ó+ä − < Mn >ó≥ b)

≤
1

å2
E( sup

t≤T ( < Mn >t+ä − < Mn >t ) ∧ b)

+ P( sup
t≤T !!!! < Mn >t+ä − < Mn >t

!!!! ≥ b)

≤
1

å2
E( sup

t≤T !!!!!!M
n
t+ä − f (t + ä)

!!!!!! ∧ b)

+
1

å2
E( sup

t≤T !!!!!!M
n
t − f (t + ä)

!!!!!! ∧ b)

+
1

å2
sup

t≤T |f (t + ä) − f (t)|

+ P( sup
t≤T !!!! < Mn >t+ä − f (t + ä)!!!! ≥

b
3

≥ b)

+ P( sup
t≤T !!!! < Mn >t − f (t)!!!! ≥

b
3

≥ b)

+ 1( sup
t≤T |f (t + ä) − f (t)| ≥ b

3

)

+ P( sup
t≤T !!!! < Mn >t+ä − < Mn >t

!!!! ≥ b).

Using the McLeish lemma, each term goes to 0. This completes the proof.
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If our conditions guarantee that for a locally square integrable martingale the

associated increasing process converges, then the problem reduces to the convergence

of finite-dimensional distributions for weak convergence of {Mn
t } to the convergence

of finite-dimensional distributions.

4.3 Central limit theorem for semi-martingale

Theorem 4.2: Let {Xn} be a sequence of semi-martingale with characteristics

(Bn[Xn
, Xn], ín) and M be a continuous Gaussian martingale with increasing process

< M >.
(i) For any t > 0 and å ∈ (0, 1), let the following conditions be satisfied:

(A)

∫
t

0

∫|x|>å ín(ds, dx) →p 0

(B)

Bnc
t + ∑

0≤s≤t∫|x|≤å xín({s}, dx) →p 0

(C)

< Xnc >t +∫
t

0

∫|x|≤å x2ín(ds, dx) − ∑
0≤s≤t(∫|x|≤å xín({s}, dx))2

→P< M >t

Then Xn ⇒ M for finite dimension.

(ii) If (A) and (C) are satisfied as well as the condition

sup

0<s≤t !!!!!!!!!Bnc
s + ∑

0≤u≤s∫|x|≤å xín({u}, dx)
!!!!!!!!!
→P 0 (4.5)

for any t and å ∈ (0, 1], then X ⇒ M in D[0, T].

Proof: Let ìn be as defined in Section 4.1 and ôn be associated predictable projection.
For å ∈ (0, 1],

Xn
t = ( ∑

0≤s≤t∫å<|x|≤1 xín({s}, dx)) + (Bnc
t + ∑

0≤s≤t∫|x|≤å xín({s}, dx))
+(∫

t

0

∫|x|>1 xìn(ds, dx) + ∫
t

0

∫å<|x|≤1(ìn − ín)(ds, dx))

+(Xnc
t + ∫

t

0

∫|x|≤å(ìn − ín)(ds, dx))

= ánt (å) + ân
t (å) + ãnt (å) + Δn

t(å).
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where

ánt (å) = ∑
0≤s≤t∫å<|x|≤1 xín({s}, dx)

ân
t (å) = Bnc

t + ∑
0≤s≤t∫|x|≤å xín({s}, dx)

ãnt (å) = ∫
t

0

∫|x|>1 xìn(ds, dx) + ∫
t

0

∫å<|x|≤1(ìn − ín)(ds, dx)

Δn
t(å) = Xnc

t + ∫
t

0

∫|x|≤å(ìn − ín)(ds, dx).

By (A) we have

sup

s≤t áns (å) →p 0.

By (B) we have

ân
t (å) →p 0.

By (4.3) we have

sup

s≤t ân
s (å) →p 0.

Let

Yn
t = ãnt (å) + Δn

t(å).

It suffices to prove Yn → M on D[0, T] for each T(by the decomposition Yn
does not

depend on å). Next, we have

sup

0<t≤T |ãnt (å)| ≤ ∫
T

0

∫|x|>1 |x|ìn(ds, dx) + ∫
T

0

∫|x|>å ìn(ds, dx) + ∫
T

0

∫|x|>åín(ds, dx). (4.6)

Note that the second term on RHS→ 0 by Lenglart inequality and the third by (A).

Therefore, if we can show that the first term of RHS goes to 0, then sup
0<t≤T

|ãnt (å)| → 0. We have

∫
T

0

∫|x|>1 |x|ìn(ds, dx) = ∑
0<s≤T |ΔXn

s |1(|ΔXn
s |>1).

For ä ∈ (0, 1),

{ ∑
0<s≤T |ΔXn

s |1(|ΔXn
s |>1) > ä} ⊂ { ∑

0<s≤T 1(|ΔXn
s |>1) > ä}.
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and

∑
0<s≤T 1(|ΔXn

s |>1) = ∫
T

0

∫|x|>1 ìn(ds, dx) →p 0.

by Lenglart inequality. Therefore, by (4.6), we have

sup

0<t≤T |ãnt (å)| → 0.

Now, only thing left is to show that

Δn
t(å) → 0

Δn
t(å) = Xnc

t + ∫
T

0

∫|x|≤å x(ìn − ín)(ds, dx).

Since (ìn − ín) is martingale and Xnc
is martingale, Δn

is martingale. Since Δn(å) ∈
ℳLOC ((ℱ n)t , P),

< Δn(å) >t = < Xnc >t +∫
t

0

∫|x|≤å xnín(ds, dx)
− ∑
0<s≤t (∫|x|≤å xín({s}, dx))2

Ú→< M >t

by condition (C).

By McLeish lemma,

sup

t≤T | < Δn(å) >t − < M >t | →p 0. (4.7)

We showed supt≤T |ãnt (å)| → 0. Combining this with (4.7), we have

max( sup

t≤T | < Δn(å) >t − < M >t |, sup
t≤T |ãnt (å)|) → 0

Then, there exists {ån} such that

sup

t≤T | < Δn(ån) >t − < M >t | → 0, sup

t≤T |ãnt (ån)| → 0 (4.8)

Mn
t = Δn

t(ån), Yn
t = Δn

t(ån) + ãnt (ån).
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It suffices to prove that Mn ⇒ M. {Mn
t = Δn

t(ån)} is compact by Lemma 4.3 and (4.7). It

suffices to prove finite-dimensional convergence.

Let H(t), 0 ≤ t ≤ T be a piecewise constant left-continuous function assuming

finitely many values. Let

Nn
t = ∫

t

0

H(s)dMn
s , Nt = ∫

t

0

H(s)dMs .

Since M is Gaussian, N is also Gaussian.

Remark: Cramer-Wold criterion for finite-dimensional convergence

EeiN
n
T → EeiNT = e− 1

2

∫T
0

H2(s)d<M>s
.

Let A be predictable, A ∈ 𝒜LOC(ℱ, P)

e(A)t = eAt ∏
0≤s≤t(1 + ΔAs)e

−As
.

Then eAt
will be a solution of dZt = Zt−dAt byDolean-Dade’s work. Ifm ∈ ℳLOC, then

At = −
1

2

< mc >t +∫
t

0

∫
R−{0}(eisx − 1 − ix)ím(ds, dx).

Lemma 4.4: For some a > 0 and c ∈ (0, 1), let < m >∞≤ a, supt |Δmt| ≤ c. Then
(e(At),ℱt) is such that

|e(A)t| ≥ exp ( −
2a

1 − c2
),

and the process (Zt ,ℱt) with Zt = eimt(e(A)t)
−1
is a uniformly integrable martingale.

We will use the lemma to prove

EeiN
n
T → EeiNT = e− 1

2

∫T
0

H2(s)d<M>s
.

Case 1: Let us first assume < Mn >T≤ a and a > 1+ < M >T . Observe that

1. By (4.7), < Nn >t→< N >t.

2. |Δn
t | ≤ 2ån.

3. |ΔNn
t | ≤ 2ëån = dn, where ë = maxt≤T |H(s)|.

We want to prove

E exp (iNn
T +

1

2

< N >T ) → 1. (4.9)
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Let An
t be increasing process associated with Nn

t . Let Zt = eiN
n
t (e(An)t)

−1
. Choose n

0

such that dn
0

= 2ëån
0

≤ 1/2. By Lemma 4.4, Zn is a martingale with EZnT = 1. To prove

(57) is equivalent to proving

lim

n→∞(E exp (iNn
T+

1

2

<N>T)−Ee
iNn

T(e(An)T)
−1
) = 0E exp (iNn

T+
1

2

<N>T) → 1. (4.10)

Thus, it is sufficient to prove

e(An)T → e− 1

2

<N>T
.

Recall

An
t = −

1

2

< N >t +∫
t

0

∫|x|≤dn (eix − 1 − ix) ̃ín(ds, dx).

Let

ánt = ∫|x|≤dn (eix − 1 − ix) ̃ín({t}, dx).

Since (eix − 1 − ix) ≤ x2/2, we have ánt ≤ d2n/2. Therefore,

∑
0≤t≤T |ánt | = 1

2

∫
T

0

∫|x|≤dn x2 ̃ín(dt, dx)

=
1

2

< Nn >T

=
1

2

ë2a
2

.

Then,

∏
0<t≤T(1 + ánt )e

−ánt → 1.

By definition of e(A)t, it remains to prove

1

2

< Nnc >T −∫
T

0

∫|x|≤dn (eisx − 1 − isx) ̃ín(ds, dx) →p
1

2

< N >T .

By observation (a) and the form of < Nn >T , it suffices to prove

∫
T

0

∫|x|≤dn (eisx − 1 − isx) ̃ín(ds, dx) →p 0.
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We have, since |(eisx − 1 − isx + x2/2)| ≤ cs
x3
3

,

∫
T

0

∫|x|≤dn ((eisx − 1 − isx) + x2

2

)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟≤ |x|3
6

̃ín(ds, dx) ≤ dn
6

∫
T

0

∫|x|≤dn x2 ̃ín(ds, dx)

≤
dn
6

< Nn >T

≤
dn
6

ë2a

Ú→ 0.

To dispose of assumption, define

ón = min{t ≤ T :< Mn >t≥< M >T +1}.

Then ón is stopping time. We have ón = T if < Mn >t<< M >T +1. Let M̃n = Mn
t∧ón . Then

< M̃n >T≤ 1+ < M >T +å2n ≤ 1+ < M >T +å2
1

and

lim

n
P(| < M̃n >t − < M̃ >t | > å) ≤ lim

n
P(ón > T) = 0.

Next,

lim

n→∞ EeiN
n
T = lim

n→∞ E(eiN
n
t − eiN

n
t∧ón ) + lim

n→∞ EeiN
n
t∧ón

= lim

n→∞ E(eiN
n
T − eiN

n
T∧ón ) + EeiNT

= EeiNT
.

The last equality follows from

lim

n→∞ !!!!!!!!!
E(eiN

n
T − eiN

n
T∧ón )!!!!!!!!! ≤ 2 lim

n→∞ P(ón > T) = 0.

This completes the proof.

4.4 Application to survival analysis

Let X be a positive random variable. Let F and f be cumulative distribution function

and probability density function of X. Then, survival function F̄ is defined as

F̄(t) = P(X > t) = 1 − F(t)
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Then, we have

P(t < X ≤ t + △t|X > t) =
P(t < X ≤ t + △t)

F̄(t)

=
∫
t+△t
t dF(s)

F̄(t)
.

Since we know

1

△t
∫
t+△t

t
f (x)ds Ú→ f (t).

as△t → 0, hazard rate, is defined as

h(t) = f (t)
F̄(t)

= −
d
dt

log F̄(t).

Therefore, survival function can be written as

F̄(t) = exp ( − ∫
t

0

h(s)ds).

If the integrated hazard rate is given, then it determines uniquely life distribution. For

example, think about the following:

óF = sup{s : F(s) < 1}.

Consider now the following problem arising in clinical trials.

Let

1. X
1
, ...., Xn be i.i.d F (life time distribution)

2. U
1
, ...., Un be i.i.d measurable function with distribution function G with

G(∞) < 1, which means Ui are not random variable in some sense.

Now, consider

1. indicator for “alive or not at time s”: 1(Xi ≤ Ui , Xi ∧ Ui ≤ s).
2. indicator for “alive and leave or not at time s”: Ui1(Xi ∧ Ui ≤ s).
3. indicator for “leave or not at time s”: 1(Xi ∧ Ui ≥ s).

and ò-field

ℱ n
t = ò({1(Xi ≤ Ui , Xi ∧Ui ≤ s), Ui1(Xi ∧Ui ≤ s), 1(Xi ∧Ui ≥ s), s ≤ t, i = 1, 2, . . . , n}).

ℱ n
t is called information contained in censored data.
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Let

â(t) = ∫
t

0

h(s)ds.

If
̂â(t) is an estimate of â(t), then we can estimate survival function. The estimator of

survival function will be

̂F̄(t) = e− ̂â(t)
,

which will be approximately be

∏
s≤t (1 − d( ̂â(s))).

This is alternate estimate of survival function, which is called, Nelson estimate.

Let

Nn(t) =
n
∑
i=1 1(Xi ≤ Ui , Xi ∧ Ui ≤ t)

Yn(t) =
n
∑
i=1 1(Xi ∧ Ui ≥ t).

Then,
̂â(t), which is called Breslow estimator, will be

̂â(t) = ∫
t

0

dNn(s)
Yn(s)

≈
∫
t+△t
t dF(s)

F̄(t)
.

Now, we consider another estimator of survival function, which is called the Kaplan-

Meier estimator. It will be

∏
s≤t (1 − △Nn(s)

Yn(s)
)

Gill [12] showed the asymptomatic properties of the Kaplan-Meier estimator.

We can show that

!!!!!!!!!
e− ̂â(t) −∏

s≤t (1 − △Nn(s)
Yn(s)

)
!!!!!!!!!
= O( 1

n
) (4.11)

using following lemma.

Lemma 4.5: Let {án(s), 0 ≤ s ≤ T, n ≥ 1} be real-valued function such that
1. {s ∈ (0, u] : án(s) /= 0} is P-a.e. at most countable for each n.
2. ∑

0<s≤u |án(s)| ≤ C with C constant.

3. sups≤u{|án(s)|} = O(an), where an ↘ 0 as n goes∞.
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Then,

sup

t≤u !!!!!!!!!
∏
0<s≤t(1 − án(s)) − ∏

0<s≤t e−án(s)
!!!!!!!!!
= O(an).

Proof:We choose n
0
large such that for n ≥ n

0
O(an) <

1

2

. Since

∏
0<s≤t(1 − án(s))eán(s) = exp ( ∑

0<s≤t log(1 − án(s)) + án(s))

= exp ( ∑
0<s≤t ∞

∑
j=2 (−1)j+2j

(án(s))j) (by Taylor expansion.),

for n ≥ n
0
, we have

!!!!!!!!!
∏
0<s≤t(1 − án(s))eán(s) − 1

!!!!!!!!!
≤
!!!!!!!!!
exp ( ∑

0<s≤t ∞
∑
j=2 (−1)j+2j

(án(s)j − 1))
!!!!!!!!!

≤ eç!!!!!!!!! ∑
0<s≤t ∞

∑
j=2 (−1)j+2j

(án(s))j
!!!!!!!!!
.

where

0 ∧ ∑
0<s≤t ∞

∑
j=2 (−1)j+2j

(án(s))j < ç < 0 ∨ ∑
0<s≤t ∞

∑
j=2 (−1)j+2j

(án(s))j .

For large n,

!!!!!!!!!
∑

0<s≤t ∞
∑
j=2 (−1)j+2j

(án(s))j
!!!!!!!!!
≤ ∑

0<s≤t ∞
∑
j=2

!!!!á
n(s)!!!!

j

j

≤ sup

s≤u !!!!á
n(s)!!!!⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟=O(an) ∑

0<s≤t !!!!án(s)!!!!⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟≤t⋅M
∞
∑
j=1 ( 12)j−2 1j⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟<∞

Ú→ 0.

∑
0<s≤t !!!!án(s)!!!! ≤ t ⋅ M holds since

!!!!á
n(s)!!!! will be bounded by M.

To prove (4.11), we let

án(s) = 1

Yn(s)
, s ≤ T

and

△N(s) = 0, s > T .

We get an = 1/n using the Glivenko-Cantelli theorem.
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4.5 Asymptotic distribution of ̂â(t) and Kaplan-Meier estimate
Xi and Ui are defined as previously. Again, define Nn(t), Yn(t) as

Nn(t) =
n
∑
i=1 1(Xi ≤ Ui , Xi ∧ Ui ≤ t)

Yn(t) =
n
∑
i=1 1(Xi ∧ Ui ≥ t).

Then,

â(t) = ∫
t

0

h(s)ds

= ∫
t

0

f (s)
F̄(s)

ds

= ∫
t

0

dF(s)
1 − F(s)

̂â(t) = ∫
t

0

dNn(s)
Yn(s)

.

Using the above lemma, we can show that the difference between Kaplan-Meier and

Nelson estimates is asymptotically of order

1

n .

sup

t≤u !!!!!!!!!
∏
s≤t (1 − △Nn(s)

Yn(s)
) − e− ̂â(t)!!!!!!!!!

= sup

t≤u !!!!!!!!!
∏
s≤t (1 − △Nn(s)

Yn(s)
) − exp ( − ∫

t

0

dNn(s)
Yn(s)

)
!!!!!!!!!

= OP(
1

n
).

Let

Q
1
(s) = P(X

1
∧ U

1
≤ s, X

1
≤ U

1
)

H(s) = P(X
1
∧ U

1
≤ s)

â
1
(t) = ∫

t

0

dQ
1
(s)

(1 − H(s−))
.

Assume that X (with F) and U (with G) are independent. Then,

△Q
1
(s) = P(s ≤ X

1
∧ U

1
≤ s + △s, X

1
≤ U

1
)

= P(s ≤ X
1
≤ s + △s, X

1
≤ U

1
)

= P(s ≤ X
1
≤ s + △s, U

1
≥ s + △s)

= P(s ≤ X
1
≤ s + △s) ⋅ P(U

1
≥ s + △s)

dQ
1
(s) = (1 − G(s−))dF(s).
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Similarly,

(1 − H(s−)) = (1 − G(s−))(1 − F(s)). (4.12)

Then,

â
1
(t) = ∫

t

0

dQ
1
(s)

(1 − H(s−))

= ∫
t

0

(1 − G(s−))dF(s)
(1 − G(s−))(1 − F(s))

= ∫
t

0

dF(s)
(1 − F(s))

.

Lemma 4.6 (PL 1): Let

ℱ n
t = ò({1(Xi ≤ Ui , Xi ∧ Ui ≤ s), Ui1(Xi ∧ Ui ≤ s), 1(Xi ∧ Ui ≥ s), s ≤ t, i = 1, 2, . . . , n}).

Suppose we have

1. (Nn(t),ℱ n
t ) is a point process and

{Nn(t) − ∫
t

0

Yn(s)
dQ

1
(s)

(1 − H(s−))
}

is martingale.

and

2.
̂ân(t) = ∫

t
0

dNn(t)
Yn(t) .

Then, mn(t) = ̂ân(t) − â
1
(t) is a locally square integrable martingale, and increasing

process < mn >t will be

< mn >t = ∫
t

0

1

Yn(s)
dQ

1
(s)

(1 − H(s−))

Remark: If X and U are independent, from (4.12), we have

dQ
1
(s)

(1 − H(s−))
=

dF(s)
1 − F(s)

Let us assume that {Xi} and {Ui} are independent and

An(t) = ∫
t

0

Yn(s)
dQ

1
(s)

(1 − H(s−))
.
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From the previous theorem we know that mn(t) = ( ̂ân(t) − â
1
(t)) is a locally square

integtrable martingale with

< mn >t = ∫
t

0

1

Yn(s)
dQ

1
(s)

(1 − H(s−))
.

Hence

√n( ̂ân(t) − â
1
(t)) ⇒a.s. ãt

where Yt is a Gaussian martingale

⟨√nmn⟩t = ∫
t

0

n
Yn(s)

dQ
1
(s)

(1 − H(s−))
→ C

1
(t)

C
1
(t) = ∫

t

0

dQ
1
(s)

(1 − H(s−))2
rt = C

1
(t).

Also ⟨mn⟩t = An(t) which gives by Glivenko-Cantelli Lemma ⟨mn⟩t = 0p (
1

n ). Using
Lenglart inequality we get

sup

s≤t !!!!! ̂ân(s) − â
1
(s)!!!!! →P 0. (4.13)

Hence
̂ân(s) is consistent estimate of integrated hazard rate under the independence

assumption above. We note that under the assumption

â
1
(t) = ∫

t

0

dF(s)
(1 − F(s))

and

C
1
(t) = ∫

1

0

dF(s)
(1 − F(s))2(1 − G(s−))

.

With óH = inf{s : H(s−) < 1}, the above results hold for all t < óH only.

Lemma 4.7: 1. For t < óH

sup

s≤t !!!!!!!!!exp(−∫
t

0

dF(s)
(1 − F(s))

) − exp(−∫
t

0

dNn(s)
Yn(s)

)
!!!!!!!!!
→p 0.

2.

√n [exp(−∫
⋅
0

dF(s)
(1 − F(s))

) − exp(−∫
⋅
0

dNn(s)
Yn(s)

)] →∞ r ⋅ exp(−∫
⋅
0

dF(s)
(1 − F(s))

)

in D(0, t] for t < óH with ã as above.
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Proof: Using Taylor expansion we get

exp(−∫
t

0

dF(s)
(1 − F(s))

) − exp(− ̂ân(t))

= exp(−∫
t

0

dF(s)
(1 − F(s))

){(â
1
(t) − ̂ân(t)) +

(â
1
(t) − ̂ân(t))2

2

exp(−hn)}

with hn is a random variable satisfying â
1
(t) ∧ ̂ân(t) ≤ hn ≤ â

1
(t) ∨ ̂ân(t). Since for

t < óH , exp(−hn) is bounded by convergence of sups≤t( ̂ân(s) − â
1
(s)) →p 0, the result

follows. To prove the second part, note that

√n(â
1
(⋅) − ̂ân(⋅))

2 = √n(â
1
(⋅) − ̂ân(⋅))(â1(⋅) − ̂ân(⋅)) ⇒𝒟 ã ⋅ 0 = 0

by Slutsky theorem and the first term converges in distribution to ã.

Theorem 4.3 (R. Gill): Let F̂n(t) = ∏s≤t (1 − ΔNn(s)
Yn(s) ). Then under independence of

{Xi}, {Ui}, we get that

n(F̂n(⋅) − F(⋅))
1 − F(⋅)

⇒ ão

in D[0, t] for t < óH .

Proof:We have exp(−â
1
(t)) = 1 − F(t) for t < óH . Hence by previous Lemma

√n
(1 − F(⋅))

(exp(− ̂ân(⋅)) − (1 − F(⋅))) ⇒𝒟 ã.

Althoughwedonot present it here, similar techniqueswork to study so-called Linden-

Bell estimator which arises in the study of truncated data (e.g. in randomly starting

clinical trials). The latter has applications in astronomy. Interested readers are referred

to ([26], [21]).
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5 Central limit theorems for dependent
random variables

When one collects data, the observed sample could produce dependent random

variables. A simplest example of this could be

Sn,m =
m
∑
1

Xn,m ,

which could be a martingale for each n. These kind of theorems were first considered

by Billingsley [3]. A major breakthrough for convergence of interpolated Sn,[n,t] was
obtained by Dvoretsky [10]. Gordin [13] showed that for second-order stationary

processes with “mixing” condition, the central limit problem can be reduced to that

for martingales. We show, following Durrett and Resnick [9], that one can derive the

convergence of the interpolated sequence associated with themartingale central limit

theorem,which can be obtained by their extension of the Skorokhod embedding theo-

remandusing thework in [8] to obtain convergence in the of the interpolated sequence

associatedwith the stationary sequence central limit problemof theBrownianmotion.

This proves weak convergence of such sequence in C[0, 1].
In this chapter, we study the central limit theorems for dependent random

variables using the Skorokhod embedding theorem.

Theorem 5.1 (Martingale central limit theorem (discrete): Let {Sn} be a martingale.

Let S
0
= 0 and {W(t), 0 ≤ t < ∞} be Brownian motion. Then there exists a sequence

of stopping time, 0 = T
0
≤ T

1
≤ T

2
⋅ ⋅ ⋅ ≤ Tn, with respect to ℱW

t such that

(S
0
, . . . , Sn) =d (W(T

0
), . . . ,W(Tn)).

Proof:We use induction.

T
0
= 0.

Assume there exists (T
0
, . . . , Tk−1) such that
(S

0
, . . . , Sk−1) =d (W(T

0
), . . . ,W(Tk−1)).

Note that the strong Markov property implies that {W(Tk−1 + t) − W(Tk−1), t ≥ 0} is a
Brownian motion, independent ofℱW

t . Look at the regular conditional distribution of

Sk − Sk−1 given S
0
= s

0
, . . . , Sk−1 = sk−1. Denote it by

ì(S
0
, . . . , Sk−1; B) = P(Sk − Sk−1 ∈ B!!!!S0 = S

0
, . . . , Sk−1 = Sk−1) for B ∈ (B(IR)).

So ì(S
0
, S

1
, . . . , Sk−1; B) = P(Sk − Sk−1 ∈ B!!!!S0 . . . , Sk−1).
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Since Sk is a martingale, we have

0 = E(Sk − Sk−1!!!!S0, . . . , Sk−1) = ∫ xìk(S0, . . . , Sk−1; dx).
By Skorokhod’s representation theorem, we see that for a.e. S ≡ (S

0
, . . . , Sk−1), there

exists a stopping time ̃óS(exist time from (Uk , Vk)) such that

W(Tk−1 + ̃óS) − W(Tk−1) = W̃(ók) =d ìk(S0, . . . , Sk−1; ⋅).
We let Tk = Tk−1 + ̃óS, then

(S
0
, S

1
, . . . , Sk) =d (W(T

0
), . . . ,W(Tk)),

and the result follows by induction.

Remark: If E(Sk − Sk−1)2 < ∞, then

E( ̃óS
!!!!S0, . . . , Sk−1) = ∫ x2ìk(S0, . . . , Sk−1; dx)

since W2

t − t is a martingale and ̃óS is the exit time from a randomly chosen interval

(Sk−1 + Uk , Sk−1 + Vk).

Definition 5.1: We say that Xn,m ,ℱn,m , 1 ≤ m ≤ n, is a martingale difference array if

Xn,m is ℱn,m measurable and E(Xn,m|ℱn,m−1) = 0 for 1 ≤ m ≤ n, where ℱn,0 = {0,Ω}.

Notation: Let

S(u) = {
Sk , if u = k ∈ N;
linear on u, if u ∈ [k, k + 1] for k ∈ N.

and

Sn,(u) = {
Sn,k , if u = k ∈ N;
linear on u, if u ∈ [k, k + 1].

Consider Xn,m(1 ≤ m ≤ n) be triangular arrays of random variables with

EXn,m = 0

Sn,m = Xn,1 + ⋅ ⋅ ⋅ + Xn,m .

We shall use the following fact:

Sn,m = W(ónm)
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and

ón[ns] →P s for s ∈ [0, 1],

then ||Sn,(n⋅) − W(⋅)||∞ →P 0.

Theorem 5.2: Let {Xn,m ,ℱn,m} be a martingale difference array and Sn,m = Xn,1 + ⋅ ⋅ ⋅ +
Xn,m. Assume that

1. |Xn,m| ≤ ån for all m, and ån → 0 as n → ∞

2. with Vn,m = ∑m
k=1 E(X2

n,k
!!!!ℱn,k−1), Vn,[nt] → t for all t.

Then Sn,(n⋅) ⇒ W(⋅).

Proof: We stop Vn,k first time if it exceeds 2 (call it k
0
) and set Xn,m = 0,m > k

0
. We

can assume without loss of generality

Vn,n ≤ 2 + å2n

for all n. Using Theorem 5.1, we can find stopping times Tn,1, . . . , Tn,n so that

(0, Sn,1, . . . , Sn,n) =D (W(0),W(Tn,1), . . . ,W(Tn,n)).

Using Lemma 5.1 and the above equality, it suffices to show that Tn,[nt] →P t for each
t. Let

tn,m = Tn,m − Tn,m−1 with (Tn,0 = 0).

Using the Skohorod embedding theorem, we have

E(tn,m
!!!!ℱn,m−1) = E(X2

n,m
!!!!ℱn,m−1).

The last observation with Hypothesis 2 implies

[nt]
∑
m=0 E(tn,m!!!!ℱn,m−1) →P t.

Observe that

E(Tn,[nt] − Vn,[nt])2

= E(
[nt]
∑
m=1 ( tn,m − E(tn,m

!!!!ℱn,m−1)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
any two terms are orthogonal

))
2

=
[nt]
∑
m=1 E(tn,m − E(tn,m

!!!!ℱn,m−1))2
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≤
[nt]
∑
m=1 E(t2n,m!!!!ℱn,m−1)

≤
[nt]
∑
m=1 C ⋅ E(X4

n,m
!!!!ℱn,m−1) ( we will show

that C = 4.)

≤
[nt]
∑
m=1 Cå2nE(X2

n,m
!!!!ℱn,m−1) (by Assumption 1)

= Cå2nVn,n

≤ Cå2n(2 + å2n) → 0. (5.1)

Since L2 convergence implies convergence in probability,

E(Tn,[nt] − Vn,[nt])2

Ú→ 0

and

Vn,[nt] Ú→ P t

together implies

Tn,[nt] Ú→ P t.

Proof of (5.1): If è is real, then

E( exp (è(W(t) − W(s)) − 1

2

è2(t − s))
!!!!!!ℱ

W
S ) = 1.

Since

E( exp (èW(t) − 1

2

è2t)
!!!!!!ℱ

W
s ) = exp (èW(s) − 1

2

è2s),

we know that { exp (èW(t) − 1

2

è2t),ℱW
t } is a martingale. Then, for all A ∈ ℱW

s ,

E1A( exp (èW(s) − 1

2

è2s)) = ∫
A
( exp (èW(s) − 1

2

è2s))dP

= ∫
A
exp (èW(t) − 1

2

è2t)dP

(by definition of conditional expectation)

= E1A( exp (èW(t) − 1

2

è2t)).
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Take a derivative in è and find a value at è = 0.

Number of derivative

1 W(t) is MG
2 W2(t) − t is MG (5.2)
3 W3(t) − 3tW(t) is MG
4 W4(t) − 6tW2(t) + 3t2 is MG

For any stopping time ó,

E(W4(ó) − 6óW2(ó) + 3ó2) = 0.

Therefore,

EW4ó − 6E(óW2ó) = −3EW2ó
⇒ EW2ó ≤ 2E(óW2ó).

Since

E(óW2ó) ≤ (Eó2)
1/2

⋅ (EW4ó)1/2
by Schwartz Inequality, we have

(Eó2)
1/2

≤ 2(EW4ó)1/2.
Therefore,

E(t2n,m
!!!!ℱn,m−1) ≤ 4E(X4

n,m
!!!!ℱn,m−1).

Theorem 5.3 Generalization of the Lindberg-Feller theorem: Let {Xn,m ,ℱn,m} be a

martingale difference array and Sn,m = Xn,1 + ⋅ ⋅ ⋅ + Xn,m. Assume that

1. Vn,[nt] = ∑[nt]
k=1 E(X2

n,k
!!!!ℱn,k−1) →P t.

2. V̂(å) = ∑m≤n E(X2

n,m1(|Xn,m| > å)!!!!ℱn,m−1) →P 0, for all å > 0.

Then Sn,(n⋅) ⇒ W(⋅).
For i.i.d. Xn,m and t = 1, we get the Lindberg-Feller theorem.

Lemma 5.2: There exists ån → 0 such that å2n V̂(ån) →P 0.

Proof: Since V̂(å) →P 0, we choose large Nm such that

P(V̂( 1

m
) >

1

m3

) <
1

m
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for m ≥ Nm. Here we choose ån = 1

m with n ∈ [Nm , Nm+1). For ä > 1

m , we have

P(å−2n V̂(ån) > ä) ≤ P(m2V̂( 1

m
) >

1

m
) <

1

m
.

This completes the proof of lemma.

Let

Xn,m = Xn,m1(|Xn,m| ≤ ån)

X̂n,m = Xn,m1(|Xn,m| > ån)

X̃n,m = Xn,m − E(Xn,m
!!!!ℱn,m−1).

Lemma 5.3: S̃n,[n⋅] ⇒ W(⋅)

Proof:We will show that X̃n,m satisfies Theorem 5.2.

|X̃n,m| =
!!!!!!Xn,m − E(Xn,m

!!!!ℱn,m−1)!!!!!!
≤
!!!!!!Xn,m

!!!!!! +
!!!!!!E(Xn,m

!!!!ℱn,m−1)!!!!!!
≤ 2ån → 0.

and hence, the first condition is satisfied. Since

Xn,m = Xn,m + X̃n,m ,

we have

E(X
2

n,m
!!!!ℱn,m−1) = E((Xn,m − X̂n,m)

2!!!!ℱn,m−1)
= E(X2

n,m − 2Xn,m X̂n,m + X̂n,m)
2!!!!ℱn,m−1)

= E(X2

n,m
!!!!ℱn,m−1) − E(X̂2

n,m
!!!!ℱn,m−1). (5.3)

The last equality follows from E(Xn,m X̂n,m
!!!!ℱn,m−1) = E(X̂2

n,m
!!!!ℱn,m−1). Since Xn,m is

a martingale difference array, and hence, E(Xn,m|ℱn,m−1) = 0. The last observation

implies E(Xn,m
!!!!ℱn,m−1) = −E(X̂n,m

!!!!ℱn,m−1), and hence,
[E(Xn,m

!!!!ℱn,m−1)]2 = [E(X̂n,m
!!!!ℱn,m−1)]2

≤ E(X̂2

n,m
!!!!ℱn,m−1) (by Jensen’s inequality).
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Therefore,

n
∑
m=1 [E(Xn,m

!!!!ℱn,m−1)]2 ≤
n
∑
m=1 E(X̂2

n,m
!!!!ℱn,m−1)

= V̂(ån)

→P 0

by given condition. Finally,

n
∑
m=1 E(X̃2

n,m
!!!!ℱn,m−1) =

n
∑
m=1 E(X2

n,m
!!!!ℱn,m−1)

−
n
∑
m=1 E(Xn,m

!!!!ℱn,m−1)2
(by the conditional variance formula)

=
n
∑
m=1(E(X2

n,m
!!!!ℱn,m−1) − E(X̂2

n,m
!!!!ℱn,m−1))

−
n
∑
m=1 E(Xn,m

!!!!ℱn,m−1)2
(from equation (5.3))

=
n
∑
m=1 E(X2

n,m
!!!!ℱn,m−1) −

n
∑
m=1 E(X̂2

n,m
!!!!ℱn,m−1)

−
n
∑
m=1 [E(Xn,m

!!!!ℱn,m−1)]2.
As V̂(ån)

p
→ 0 and the last term converges to zero in probability, we get

lim

n→∞ n
∑
m=1 E(X̃2

n,m
!!!!ℱn,m−1) = lim

n→∞ n
∑
m=1 E(X2

n,m
!!!!ℱn,m−1).

Since

Vn,[nt] = [nt]
∑
m=1 E(X2

n,m
!!!!ℱn,m−1) →P t,

we conclude that [nt]
∑
m=1 E(X̃2

n,m
!!!!ℱn,m−1) →P t,

This show that the second condition is satisfied, and this completes the proof.

 EBSCOhost - printed on 2/10/2023 4:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



96 | 5 Central limit theorems for dependent random variables

Lemma 5.4:

||Sn,(n⋅) − S̃n,(n⋅)||∞ ≤
n
∑
m=1 !!!!!!E(Xn,m

!!!!ℱn,m−1)!!!!!!.
Proof: Note that if we prove this lemma, then, since ∑n

m=1 !!!!!!E(Xn,m
!!!!ℱn,m−1)!!!!!! →P 0(we

will show this), and we construct a Brownian motion with ||S̃n,(n⋅) − W(⋅)||∞ → 0, the

desired result follows from the triangle inequality.

Since Xn,m is martingale difference array, we know that E (Xn,m|ℱn,m−1) =
−E(X̂n,m|ℱn,m−1), and hence,

n
∑
m=1

!!!!!!!!!
E(Xn,m

!!!!ℱn,m−1)!!!!!!!!! = n
∑
m=1

!!!!!!!!!
E(X̂n,m

!!!!ℱn,m−1)!!!!!!!!!
≤

n
∑
m=1 E(!!!!X̂n,m

!!!!
!!!!ℱn,m−1) by Jensen

≤
1

ån

n
∑
m=1 E(X̂2

n,m
!!!!ℱn,m−1)

(if |Xn,m| > ån, X̂n,m ≤
X2

n,m

ån
=
X̂2

n,m

ån
)

=
V̂(ån)
ån

→p 0 (by Lemma 5.2).

On {|Xn,m| ≤ ån , 1 ≤ m ≤ n}, we have Xn,m = Xn,m, and hence, Sn,(n⋅) = Sn,(n⋅). Thus,
||Sn,(n⋅) − S̃n,(n⋅)||∞ = ||Sn,(n⋅) − Sn,(n⋅) + [n⋅]

∑
m=1 E(Xn,m

!!!!ℱn,m−1)||∞
≤

[n⋅]
∑
m=1 !!!!!!E(Xn,m

!!!!ℱn,m−1)!!!!!! →P 0.

Now, to complete the proof, we have to show that Lemma 5.3 holds on {|Xn,m| > ån , 1 ≤
m ≤ n}. It suffices to show that

Lemma 5.5:

P(|Xn,m| > ån , for some m, 1 ≤ m ≤ n) → 0.

To prove Lemma 5.5, we use Dvoretsky’s proposition.

Proposition 5.1 (Dvoretsky): Let {𝒢n} be a sequence of ò-fields with 𝒢n ⊂ 𝒢n+1. If
An ∈ 𝒢n for each n, then for each ä ≥ 0, measurable with respect to 𝒢

0
,

P(
n
⋃
m=1 Am

!!!!𝒢0
) ≤ ä + P(

n
∑
m=1 P(Am|𝒢m−1) > ä|𝒢

0
) (5.4)
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Proof:We use induction.

(i) n = 1

We want to show

P(A
1

!!!!𝒢0
) ≤ ä + P(P(A

1
|𝒢

0
) > ä|𝒢

0
). (5.5)

Consider Ω⊖ = {ø : P(A
1
|𝒢

0
) ≤ ä}. Then (5.5) holds. Also, consider Ω⊕ = {ø :

P(A
1
|𝒢

0
) > ä}. Then

P(P(A
1
|𝒢

0
) > ä|𝒢

0
) = E(1(P(A

1
|𝒢

0
) > ä)|𝒢

0
)

= 1(P(A
1
|𝒢

0
) > ä)

= 1,

and hence (5.5) also holds.

(ii) n > 1

Consider ø ∈ Ω⊕. Then
P(

n
∑
m=1 P(Am|𝒢m−1) > ä|𝒢

0
) ≥ P(P(A

1
|𝒢

0
) > ä|𝒢

0
)

= 1Ω⊕ (ø)
= 1.

Then, (5.4) holds. Consider ø ∈ Ω⊖. Let Bm = Am ∩ Ω⊖. Then, for m ≥ 1,

P(Bm|𝒢m−1) = P(Am ∩ Ω⊖|𝒢m−1)
= P(Am|𝒢m−1) ⋅ P(Ω⊖|𝒢m−1)
= P(Am|𝒢m−1) ⋅ 1Ω⊖ (ø)
= P(Am|𝒢m−1).

Now suppose ã = ä − P(B
1
|𝒢

0
) ≥ 0 and apply the last result for n − 1 sets (induction

hypothesis).

P(
n
⋃
m=2 Bm

!!!!𝒢1
) ≤ ã + P(

n
∑
m=2 P(Bm|𝒢m−1) > ã|𝒢

1
).

Recall E(E(X|𝒢
0
)!!!!𝒢1

) = E(X|𝒢
0
) if 𝒢

0
⊂ 𝒢

1
. Taking conditional expectation w.r.t. 𝒢

0

and noting ã ∈ 𝒢
0
,

P(
n
⋃
m=2 Bm

!!!!𝒢0
) ≤ P(ã + P(

n
∑
m=2 P(Bm|𝒢m−1) > ã|𝒢

1
)!!!!𝒢0

)
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= ã + P(
n
∑
m=2 P(Bm|𝒢m−1) > ã|𝒢

0
)

= ã + P(
n
∑
m=1 P(Bm|𝒢m−1) > ä|𝒢

0
).

Since ∪Bm = (∪Am) ∩ Ω⊖, onΩ⊖ we have
n
∑
m=1 P(Bm|𝒢m−1) = n

∑
m=1 P(Am|𝒢m−1).

Thus, onΩ⊖,
P(

n
⋃
m=2 Am

!!!!𝒢0
) ≤ ä − P(A

1
|𝒢

0
) + P(

n
∑
m=1 P(Am|𝒢m−1) > ä|𝒢

0
).

The result follows from

P(
n
⋃
m=1 Am

!!!!𝒢0
) ≤ P(A

1
|𝒢

0
) + P(

n
⋃
m=2 Am

!!!!𝒢0
)

using monotonicity of conditional expectation and 1A∪B ≤ 1A + 1B.

Proof of Lemma 5.5: Let Am = {|Xn,m| > ån}, 𝒢m = ℱn,m, and let ä be a positive number.

Then, Proposition 5.1 implies

P(|Xn,m| > ån for some m ≤ n) ≤ ä + P(
n
∑
m=1 P(|Xn,m| > ån|ℱn,m−1) > ä).

To estimate the right-hand side, we observe that “Chebyshev’s inequality” implies

n
∑
m=1 P(|Xn,m| > ån|ℱn,m−1) ≤ å−2n n

∑
m=1 E(X̂2

n,m|ℱn,m−1) → 0

so lim sup P(|Xn,m| > ån for some m ≤ n) ≤ ä. Since ä is arbitrary, the proof of lemma

and theorem is complete.

Theorem5.4 (Martingale cental limit theorem):Let {Xn ,ℱn}be amartingale difference

sequence, Xn,m = Xm/√n, and Vk = ∑k
n=1 E(X2

n
!!!!!!ℱn−1). Assume that

1. Vk/k →P ò2 ,
2. n−1 ∑m≤n E(X2

m1(|Xm| > å√n)) → 0.

Then,

S(n⋅)
√n

⇒ òW(⋅).
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Definition 5.2: A process {Xn , n ≥ 0} is called stationary if

{Xm , Xm+1, . . . , Xm+k} =D {X
0
, . . . , Xk}

for any m, k.

Definition 5.3: Let (Ω,ℱ , P) be a probability space. A measurable map ÿ : Ω → Ω is

said to be measure preserving if P(ÿ−1A) = P(A) for all A ∈ ℱ .

Theorem5.5: If X
0
, X

1
, . . . is a stationary sequence and g : RN → R ismeasurable, then

Yk = g(Xk , Xk+1, . . .) is a stationary sequence.
Proof: If x ∈ RN

, let gk(x) = g(xk , xk+1, . . .), and if B ∈ ℛN
let

A = {x : (g
0
(x), g

1
(x), . . .) ∈ B}.

To check stationarity now, we observe:

P({ø : (Y
0
, Y

1
, . . .) ∈ B}) = P({ø : (g(X

0
, X

1
, . . .), g(X

1
, X

2
, . . .), . . .) ∈ B})

= P({ø : (g
0
(X), g

1
(X), . . .) ∈ B})

= P({ø : (X
0
, X

1
, . . .) ∈ A})

= P({ø : (Xk , Xk+1, . . .) ∈ A})

( since X
0
, X

1
, . . . is a stationary sequence)

= P({ø : (Yk , Yk+1, . . .) ∈ B}).

Exercise: Show the above equality.

Definition 5.4:Assume that è is measure preserving. A set A ∈ ℱ is said to be invariant

if è−1A = A. Denote by ℐ = {A in ℱ , A = è−1A} in measure.

Definition 5.5: Ameasure preserving transformation on (Ω,ℱ , P) is said to be ergodic
if ℐ is trivial, i.e., for every A ∈ ℐ, P(A) ∈ {0, 1}.

Example: Let X
0
, X

1
, . . . be the i.i.d. sequence. If Ω = RN

and è is the shift operator,
then an invariant set A has {ø : ø ∈ A} = {ø : èø ∈ A} ∈ ò(X

1
, X

2
, . . .). Iterating gives

A ∈
∞
⋂
n=1 ò(Xn , Xn+1, . . .) = 𝒯 , the tail ò-field
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soℐ ⊂ 𝒯 . For an i.i.d. sequence, Kolmogorov’s 0-1 law implies𝒯 is trivial, soℐ is trivial

and the sequence is ergodic. We call è the ergodic transformation.

Theorem 5.6: Let g : RN → R be measurable. If X
0
, X

1
, . . . is an ergodic stationary

sequence, then Yk = g(Xk , Xk+1, . . .) is ergodic.
Proof: Suppose X

0
, X

1
, . . . is defined on sequence space with Xn(ø) = øn. If B has

{ø : (Y
0
, Y

1
, . . .) ∈ B} = {ø : (Y

1
, Y

2
, . . .) ∈ B}, then A = {ø : (Y

0
, Y

1
, . . .) ∈ B} is shift

invariant.

Theorem 5.7 (Birkhoff’s ergodic theorem): For any f ∈ L
1
(P),

1

n

n−1
∑
m=0 f (èmø) → E(f |𝒢) a.s. and in L

1
(P),

where è is measure preserving transformation on (Ω,ℱ , P) and 𝒢 = {A ∈ ℱ : è−1
A = A}.

For the proof, see [8].

Theorem 5.8: Suppose {Xn , n ∈ Z} is an ergodic stationary sequence of martingale

differences, i.e., ò2 = EX2

n < ∞ and E(Xn|ℱn−1) = 0 with respect to ℱn = ò(Xm ,

m ≤ n). Let Sn = X
1
+ ⋅ ⋅ ⋅ + Xn. Then,

S(n⋅)
√n

⇒ òW(⋅).

Proof: Let un = E(X2

n|ℱn−1). Then un can be written as è(Xn−1, Xn−2, . . .), and hence, by
Theorem 5.6 un is stationary and ergodic. By Birkhoff’s ergodic theorem (𝒢 = {0,Ω}),

1

n

n
∑
m=1 um → Eu

0
= EX2

0

= ò2 a.s.

The last conclusion shows that (i) of Theorem 5.4 holds. To show (ii), we observe

1

n

n
∑
m=1 E(X2

m1(|Xm| > å√n)) =
1

n

n
∑
m=1 E(X2

0

1(|X
0
| > å√n))

(because of stationarity)

= E(X2

0

1(|X
0
| > å√n)) → 0

by the dominated convergence theorem. This completes the proof.

Let’s consider stationary process, (with îi i.i.d., Eîi = 0 and Eî2i < ∞)

Xn =
∞
∑
k=0 ckîn−k
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with ∞
∑
k=0 c2k < ∞.

If îi are i.i.d., Xn is definitely stationary, but it is notmartingale difference process. This

is called moving average process. What we will do is we start with stationary ergodic

process, and then we will show that limit of this process is the limit of martingale

difference sequence. Then this satisfies the conditions of martingale central limit

theorem. Note that in our example, EX2

n < ∞ for all n.
If Xn is stationary second-order, then r(n) = EXnXo is positive definite.

We can separate phenomenon into two parts: new information(non-

deterministic) and non-new information (deterministic).

EXnX0
= ∫

2ð
0

einëdF(ë),
where F is the spectral measure. In case Xn = ∑∞

k=0 ckîn−k, then F ≪ Lebesgue

measure.

In fact, we have the following theorem:

Theorem 5.9: There exist c̄k and õ such that

– f (eië) = !!!!!!õ(e
ië)!!!!!!2

– õ(eië) = ∑∞
k=0 c̄keikë

if and only if

∫
2ð
0

log f (ë)dF(ë) > −∞.

Now we start with {Xn : n ∈ Z} ergodic stationary sequence such that
– EXn = 0, EX2

n < ∞.

– ∑∞
n=1 ||E(X0

|ℱ−n)||2 < ∞.

The idea is if we go back, then Xn will be independent of X0
.

Let

Hn = {Y ∈ ℱn with EY2 < ∞} = L2(Ω,ℱn , P)
Kn = {Y ∈ Hn with EYZ = 0 for all Z ∈ Hn−1} = Hn ⊖ Hn−1.

Geometrically, H
0
⊃ H−1 ⊃ H−2 . . . is a sequence of subspaces of L2 and Kn is the

orthogonal complement of Hn−1. If Y is a random variable, let

(ènY)(ø) = Y(ènø),
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i.e., è is isometry(measure-preserving) on L2. Generalizing from the example

Y = f (X−j , . . . , Xk), which has ènY = f (Xn−j , . . . , Xn+k), it is easy to see that if Y ∈ Hk,

then ènY ∈ Hk+n, and hence Y ∈ Kj then ènY ∈ Kn+j.
Lemma 5.6: Let P be a projection such that Xj ∈ H−j implies PH−jXj = Xj. Then,

èPH−1Xj = PH
0

Xj+1
= PH

0

èXj .

Proof: For j ≤ −1,

è PH−jXj⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
Xj

= èXj = Xj+1.
We will use this property. For Y ∈ H−1,

Xj − PH−1Xj⊥Y

⇒ (Xj − PH−1Xj , Y)2 = 0

⇒ (è(Xj − PH−1Xj), èY)
2

= 0 ( since è is isometry on L2)

Since Y ∈ H−1, èY generates H
0
. Therefore, for all Z ∈ H

0
, we have

((èXj − èPH−1Xj), Z)
2

= 0

⇒ (èXj − èPH−1Xj)⊥Z

⇒ èPH−1Xj = PH
0

èXj = PH
0

Xj+1.
We come now to the central limit theorem for stationary sequences.

Theorem 5.10: Suppose {Xn , n ∈ Z}is an ergodic stationary sequencewith EXn = 0 and

EX2

n < ∞. Assume ∞
∑
n=1 ||E(X0

|ℱ−n)||2 < ∞

Let Sn = X
1
+ . . . + Xn. Then

S(n⋅)
√n

⇒ òW(⋅)

where we do not know what ò is.
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Proof: If X
0
happened to be in K

0
since Xn = ènX

0
∈ Kn for all n, and taking Z = 1A ∈

Hn−1, we would have E(Xn1A) = 0 for all A ∈ ℱn−1 and hence E(Xn|ℱn−1) = 0. The next

best thing to having Xn ∈ K
0
is to have

X
0
= Y

0
+ Z

0
− èZ

0
(∗)

with Y
0
∈ K

0
and Z

0
∈ L2. Let

Z
0
=

∞
∑
j=0 E(Xj|ℱ−1)

èZ
0
=

∞
∑
j=0 E(Xj+1|ℱ0

)

Y
0
=

∞
∑
j=0 (E(Xj|ℱ0

) − E(Xj|ℱ−1)).
Then we can solve (∗) formally

Y
0
+ Z

0
− èZ

0
= E(X

0
|ℱ

0
) = X

0
. (5.6)

We let

Sn =
n
∑
m=1 Xm =

n
∑
m=1 èmX0

and Tn =
n
∑
m=1 èmY0.

We want to show that Tn is martingale difference sequence. We have Sn = Tn + èZ
0
−

èn+1Z
0
. The èmY

0
are a stationary ergodic martingale difference sequence (ergodicity

follows from Theorem 5.6), so Theorem 5.8 implies

T(n⋅)
√n

⇒ òW(⋅), where ò2 = EY2

0

.

To get rid of the other term, we observe

èZ
0

√n
→ 0 a.s.

and

P( max

0≤m≤n−1 !!!!èm+1Z
0

!!!! > å√n) ≤
n−1
∑
m=0 P(!!!!èm+1Z

0

!!!! > å√n)

= nP(!!!!Z0
!!!! > å√n)

≤ å−2E(Z2
0

1{|Z
0
|>å√n}) → 0.
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The last inequality follows from the stronger form of Chevyshev,

E(Z2
0

1{|Z
0
|>å√n}) ≥ å2nP(!!!!Z0

!!!! > å√n).

Therefore, in view of the above comments,

Sn
√n

=
Tn
√n

+
èZ

0

√n
−
èn+1Z

0

√n

⇒
Sn
√n

−
Tn
√n

p
→ 0

⇒ lim

n→∞ S(n⋅)
√n

= lim

n→∞ T(n⋅)
√n

= òW(⋅).

Theorem5.11: Suppose {Xn , n ∈ Z} is an ergodic stationary sequencewith EXn = 0 and

EX2

n < ∞. Assume ∞
∑
n=1 ||E(X0

|ℱ−n)||2 < ∞.

Let Sn = X
1
+ . . . + Xn. Then

S(n⋅)
√n

⇒ òW(⋅),

where

ò2 = EX2

0

+ 2

∞
∑
n=1 EX0

Xn .

If∑∞
n=1 EX0

Xn diverges, theoremwill not be true. Wewill show that∑∞
n=1 !!!!EX0

Xn
!!!! < ∞.

This theorem is different from previous theorem since we now specify ò2.

Proof: First,

!!!!!!EX0
Xm

!!!!!! =
!!!!!!E(E(X0

Xm|ℱ0
))
!!!!!!

≤ E
!!!!!!X0

E(Xm|ℱ0
)
!!!!!!

≤ ||X
0
||
2
⋅ !!!!
!!!!E(Xm|ℱ0

)!!!!
!!!!2 ( by Cauchy Schwarz inequality )

= ||X
0
||
2
⋅ !!!!
!!!!E(X0

|ℱ−m)!!!!!!!!2 ( by shift invariance ).
Therefore, by assumption,∞

∑
n=1 !!!!EX0

Xn
!!!! ≤ ||X

0
||
2

∞
∑
n=1 !!!!!!!!E(X0

|ℱ−m)!!!!!!!!2 < ∞.
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Next,

ES2n =
n
∑
j=1

n
∑
k=1 EXjXk

= nEX2

0

+ 2

n−1
∑
m=1(n − m)EX

0
Xm .

From this, it follows easily that

ES2n
n

→ EX2

0

+ 2

∞
∑
m=1 EX0

Xm .

To finish the proof, let Tn = ∑n
m=1 èmY0, observe ò2 = EY2

0

, and

n−1E(Sn − Tn)
2 = n−1E(èZ

0
− èn+1Z

0
)2

≤
3EZ2

0

n
→ 0

since (a − b)2 ≤ (2a)2 + (2b)2.
We proved central limit theorem of ergodic stationary process. We will discuss

examples: M-dependence and moving average.

Example 1. M-dependent sequences: Let Xn, n ∈ Z be a stationary sequence

with EXn = 0, EX2

n < ∞. Assume that ò({Xj , j ≤ 0}) and ò({Xj , j ≥ M}) are inde-

pendent. In this case, E(X
0
|ℱ−n) = 0 for n > M, and ∑∞

n=0 ||E(X0
|ℱ−n)||2 < ∞. Let

ℱ−∞ = ∩mò({Xj , j ≥ M}) and ℱk = ò({Xj , j ≤ k}). If m − k > M, then ℱ−∞⊥ℱk. Recall

Kolmogorov 0-1 law. If A ∈ ℱk and B ∈ ℱ−∞, then P(A ∩ B) = P(A) ⋅ P(B). For all A ∈
∪ kℱk,A ∈ ò(∪ kℱk). Also,A ∈ ℱ−∞, whereℱ−∞ ⊂ ∪ kℱ−k. Therefore, byKolmogorov0-1

law, P(A ∩ A) = P(A) ⋅ P(A), and hence, {Xn} is stationary and ergodic. Thus, Theorem
5.8 implies

Sn,(n⋅)
√n

⇒ òW(⋅),

where

ò2 = E2
0

+ 2

M
∑
m=1 EX0

Xm .

Example 2. Moving average: Suppose

Xm = ∑
k≥0 ckîm−k, where ∑

k≥0 c2k < ∞,
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and îi, i ∈ Z are i.i.d. with Eîi = 0 and Eî2i = 1. Clearly, {Xn} is a stationary sequence
since series converges. Check whether {Xn} is ergodic. We have

⋂
n
ò({Xm ,m ≤ n}) ⊂ ⋂

n
ò({îk , k ≤ n});

therefore, by Kolmogorov 0-1 law, {Xn} is ergodic. Next, ifℱ−n = ò({îm ,m ≤ −n}), then

||E(X
0
|ℱ−n)||2 = || ∑

k≥n ckîk||2
= ( ∑

k≥n c2k)1/2.
If, for example, ck = (1 + k)−p, ||E(X

0
|ℱ−n)||2 ∼ n(1/2−p)

, and Theorem 5.11 applies if

p > 3/2.

Let 𝒢,ℋ ⊂ ℱ , and

á(𝒢,ℋ) = sup

A∈𝒢,B∈ℋ
{!!!!P(A ∩ B) − P(A)P(B)!!!!}.

If á = 0, 𝒢, and ℋ are independent, ámeasures the dependence of two ò-algebras.

Lemma 5.7: Let p, q, r ∈ (1,∞]with 1/p+1/q+1/r = 1, and suppose X ∈ 𝒢, Y ∈ ℋ have

E|X|p , E|Y|q < ∞. Then

|EXY − EXEY| ≤ 8||X||p||Y||q(á(𝒢,ℋ))
1/r
.

Here, we interpret x0 = 1 for x > 0 and 0

0 = 0.

Proof: If á = 0, X and Y are independent and the result is true, so we can suppose

á > 0. We build up to the result in three steps, starting with the case r = ∞.

(a). r = ∞

|EXY − EXEY| ≤ 2||X||p||Y||q .

Proof of (a): Hölder’s inequality implies |EXY| ≤ ||X||p||Y||q, and Jensen’s inequality

implies

||X||p||Y||q ≥ !!!!E|X|E|Y|
!!!! ≥ |EXEY|;

thus, the result follows from the triangle inequality.
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(b) X, Y ∈ L∞
|EXY − EXEY| ≤ 4||X||∞||Y||∞á(𝒢,ℋ).

Proof of (b): Let ç = sgn(E(Y|𝒢) − EY) ∈ 𝒢. EXY = E(XE(Y|𝒢)), so

|EXY − EXEY| = |E(X(E(Y|𝒢) − EY))|

≤ ||X||∞E|E(Y|𝒢) − EY|

= ||X||∞E(çE(Y|𝒢) − EY)

= ||X||∞(E(çY) − EçEY).

Applying the last result with X = Y and Y = ç gives

|E(Yç) − EYEç| ≤ ||Y||∞|E(æç) − EæEç|,

where æ = sgn(E(ç|ℋ) − Eç). Now ç = 1A − 1B and æ = 1C − 1D, so

|E(æç) − EæEç| = |P(A ∩ C) − P(B ∩ C) − P(A ∩ D) + P(B ∩ D)
−P(A)P(C) + P(B)P(C) + P(A)P(D) − P(B)P(D)|

≤ 4á(𝒢,ℋ).

Combining the last three displays gives the desired result.

(c) q = ∞, 1/p + 1/r = 1

|EXY − EXEY| ≤ 6||X||p||Y||∞(á(𝒢,ℋ))
1−1/p

.

Proof of (c): Let C = á−1/p||X||p, X1
= X1(|X|≤C), and X2

= X − X
1
.

|EXY − EXEY| ≤ |EX
1
Y − EX

1
EY| + |EX

2
Y − EX

2
EY|

≤ 4áC||Y||∞ + 2||Y||∞E|X
2
|

by (a) and (b). Now

E|X
2
| ≤ C−(p−1)E(|X|p1(|X|≤C)) ≤ C−p+1E|X|p .

Combining the last two inequalities and using the definition of C gives

|EXY − EXEY| ≤ 4á1−1/p||X||p||Y||∞ + 2||Y||∞á1−1/p||X||−p+1+pp ,

which is the desired result.
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Finally, to prove Lemma 5.7, let C = á−1/q||Y||q, Y1 = Y1(|Y|≤C), and Y2 = Y − Y
1
.

|EXY − EXEY| ≤ |EXY
1
− EXEY

1
| + |EXY

2
− EXEY

2
|

≤ 6C||X||pá
1−1/p + 2||X||p||Y2||è,

where è = (1 − 1/p)−1 by (c) and (a). Now
E|Y|è ≤ C−q+èE(|Y|q1(|Y|≤C)) ≤ C−1+èE|Y|q .

Taking the 1/è root of each side and recalling the definition of C

||Y
2
||è ≤ C−(q−è)||Y||q/èq ≤ á(q−è)/qè||Y||q ,

so we have

|EXY − EXEY| ≤ 6á−1/q||Y||q||X||pá1−1/p + 2||X||pá
1/è−1/q||Y||1/è+1/qq ,

proving Lemma 5.7.

Combining Theorem 5.11 and Lemma 5.7 gives:

Theorem 5.12: Suppose Xn, n ∈ Z is an ergodic stationary sequence with EXn = 0,

E|X
0
|2+ä < ∞. Let á(n) = á(ℱ−n , ò(X0

)), where ℱ−n = ò({Xm ,m ≤ −n}), and suppose∞
∑
n=1 á(n)ä/2(2+ä) < ∞.

If Sn = X
1
+ ⋅ ⋅ ⋅ Xn, then

S(n⋅)
√n

⇒ òW(⋅),

where

ò2 = EX2

0

+ 2

∞
∑
n=1 EX0

Xn .

Proof: To use Lemma 5.7 to estimate the quantity in Theorem 5.11 we begin with

||E(X|ℱ)||
2
= sup{E(XY) : Y ∈ ℱ , ||Y||

2
= 1} (∗).

Proof of (*): If Y ∈ ℱ with ||Y||
2
= 1, then using a by now familiar property of

conditional expectation and the Cauchy-Schwarz inequality

EXY = E(E(XY|ℱ)) = E(YE(X|ℱ)) ≤ ||E(X|ℱ)||
2
||Y||

2

Equality holds when Y = E(X|ℱ)/||E(X|ℱ)||
2
.
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Letting p = 2 + ä and q = 2 in Lemma 5.7, noticing

1

r
= 1 −

1

p
−
1

q
=

ä
2(2 + ä)

and recalling EX
0
= 0, showing that if Y ∈ ℱ−n

|EX
0
Y| ≤ 8||X

0
||
2+ä||Y||2á(n)ä/2(2+ä).

Combining this with (*) gives

||E(X
0
|ℱ−n)||2 ≤ 8||X

0
||
2+äá(n)ä/2(2+ä),

and it follows that the hypotheses of Theorem 5.11 are satisfied.
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6 Empirical process

We have so far considered the weak convergence of stochastic processes with values

in complete separable metric spaces. The main assumption needed to study such

convergence in termsof bounded continuous functions is that themeasures bedefined

on Borel subsets of the space. This influences theorems like the Prokhorov theorem.

In other words, the random variables with values in separable metric spaces. If we

consider the space D[0, 1] with sup norm, we get non-separability. We note that if we

consider the case of empirical processes

Xn(t) = √n(F̂n(t) − t),

where F̂n(t) is the empirical distribution function of i.i.d. uniform random variable,

then the above Xn is not a Borel measureable function in D[0, 1] with sup norm

if we consider the domain of Xn(., w) with wå[0, 1]? Thus, the weak convergence

definition above cannot be used in this case. Dudley [6] developed an alternativeweak

convergence theory. Even this cannot handle the general empirical processes, hence

some statistical applications. One therefore has to introduce outer expectations of

Xn of possibly non-measureable maps as far as limit of Xn is Borel measureable. We

shall also consider convergence in probability and almost sure convergence for such

functions. We therefore follow this idea as in [25]. A similar idea was exploited in the

basic paper on invariance principle in non-separable Banach spaces by Dudley and

Phillips ([7], see also [18]).

Let (Ω,𝒜, P) be an arbitrary probability space and T : Ω → R̄ an arbitrary map.

The outer integral of T with respect to P is defined as

E∗T = inf{EU : U ≥ T, U : Ω → R̄measurable and EU exists}.

Here, as usual, EU is understood to exist if at least one of EU+
or EU−

is finite. The

outer probability of an arbitrary subset B ofΩ is

P∗(B) = inf{P(A) : A ⊃ B, A ∈ 𝒜}.

Note that the functions U in the definition of outer integral are allowed to take the

value∞, so that the infimum exists.

The inner integral and inner probability can be defined in a similar fashion.

Equivalently, they can be defined by E∗T = −E∗(−T) and P∗(B) = 1 − P∗(B),
respectively.

In this section, D is metric space with a metric d. The set of all continuous,

bounded functions f : D → R is denoted by Cb(D).
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Definition 6.1: Let (Ωá,𝒜á, Pá), á ∈ I be a net of probability spaces, Xá : Ωá → D, and
Pá = P ∘ X−1á . Then we say that the net Xá converges weakly to a Borel measure L, i.e.,
Pá ⇒ L if

E∗f (Xá) → ∫ fdL, for every f ∈ Cb(D).
Theorem 6.1 (Portmanteau): The following statements are equivalent:

(i) Pá ⇒ L;
(ii) lim inf P∗(Xá ∈ G) ≥ L(G) for every open G;
(iii) lim sup P∗(Xá ∈ F) ≤ L(F) for every closed set F;
(iv) lim inf E∗f (Xá) ≥ ∫ fdL for every lower semicontinuous f that is bounded

below;

(v) lim sup E∗f (Xá) ≤ ∫ fdL for every upper semicontinuous f that is bounded

above;

(vi) lim P∗(Xá ∈ B) = lim P∗(Xá ∈ B) = L(B) for every Borel set B with L(àB) = 0.

(vii) lim inf E∗f (Xá) ≥ ∫ fdL for every bounded, Lipschitz continuous, non-

negative f .

Proof: (ii) and (iii) are equivalent by taking complements. Similarly, (ii) and (v) are

equivalent by using f by −f . The (i)⇒ (vii) is trivial.

(vii)⇒ (ii) Suppose (vii) holds. For every open G, consider a sequence of Lipchitz
continuous functions fm ≥ 0 and fm ↑ 1G (fm(x) = md(x, D − G) > 1, then

lim inf P∗(Xá ∈ G) ≥ lim inf E∗(f (Xá)) ≥ ∫ fmdL.

Letting m → ∞, we get the result.

(ii)⇒ (iv) Let f be lower semicontinuous with f ≥ 0. Define

fm =
m2

∑
i=1(1/m)1Gi

, Gi = {x : f (x) > i/m}.

Then fm ≤ f and |fm(x)− f (x)| ≤ 1/mwhen x ≤ m. Fixm, use the fact Gi is open for all i,

lim inf E∗f (Xá) ≥ lim inf E∗fm(Xá) ≥ m2

∑
i=1 1

m
P(X ∈ Gi) = ∫ fmdL.

Let n → ∞, we get (iv) for non-negative lower semi continuous f . The conclusion

follows.

Since a continuous function is both upper and lower continuous (iv) and (v) imply

(i). We now prove (vi) is equivalent to others. Consider (ii)⇒ (vi). If (ii) and (iii) hold,

then

L(int B) ≤ lim inf P∗(Xá ∈ int B) ≤ lim sup P∗(Xá ∈ B) ≤ L(B).

If L(äB) = 0, we get equalities giving (vi).
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(vi)⇒ (iii) Suppose (vi) holds and let F be closed. Write Få = {x : d(X, F) < å}. The
sets àFå

are disjoint for different å > 0, giving at most countably many have non-zero

L-measure. Choose åm ↓ 0 with L(àFåm ) = 0. For fixed m,

lim sup P∗(Xá ∈ F) ≤ lim sup P∗(Xá ∈ F
åm ) = L(Fåm ).

Let m → ∞ to complete the proof.

Definition 6.2: The net of maps Xá is asymptotically measurable if and only if

E∗f (Xá) − E∗f (Xá) → 0, for every f ∈ Cb(D).
The net Xá is asymptotically tight if for every å > 0 there exists a compact set K, such
that

lim inf P∗(Xá ∈ Kä) ≥ 1 − å, for every ä > 0.

Here Kä = {y ∈ D : d(y, K) < ä} is the “ä-enlargement” around K. A collection of Borel

measurable maps Xá is called uniformly tight if, for every å > 0, there is a compact K
with P(Xá ∈ K) ≥ 1 − å for every á.

The ä in the definition of tightness may seem a bit overdone. Its non-asymptotic

tightness as defined is essentially weaker than the same condition but with K
instead of Kä

. This is caused by a second difference with the classical concept of

uniform tightness: the enlarged compacts need to contain mass 1 − å only in the

limit.

Meanwhile, nothing is gained in simple cases: for Borel measurable maps in a

Polish space, asymptotic tightness and uniform tightness are the same. It may also

be noted that, although Kä
is dependent on the metric, the property of asymptotic

tightness depends on the topology only. One nice consequence of the present tight-

ness concept is that weak convergence usually implies asymptotic measurability and

tightness.

Lemma 6.1: (i) Xá ⇒ X, then Xá is asymptotically measurable.

(ii) If Xá ⇒ X, then Xá is asymptotically tight if and only if X is tight.

Proof: (i) This follows upon applying the definition of weak convergence to both f
and −f .

(ii) Fix å > 0. If X is tight, then there is a compact K with P(X ∈ K) > 1 − å. By the
Portmanteau theorem, lim inf P∗(Xá ∈ Kä) ≥ P(X ∈ Kä), which is larger than 1 − å for
every ä > 0. Conversely, if Xá is tight, then there is a compact K with lim inf P∗(Xá ∈
Kä) ≥ 1 − å. By the Portmanteau theorem, P(X ∈ Kä) ≥ 1 − å. Let ä ↓ 0.
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The next version of Prohorov’s theorem may be considered a converse of the

previous lemma. It comes in two parts, one for nets and one for sequences, neither

one of which implies the other. The sequence case is the deepest of the two.

Theorem 6.2 (Prohorov’s theorem): (i) If the net Xá is asymptotically tight and asym-

ptotically measurable, then it has a subnet Xá(â) that converges in law to a tight Borel

law.

(ii) If the sequence Xn is asymptotically tight and asymptoticallymeasurable, then

it has a subsequence Xnj that converges weakly to a tight Borel law.

Proof: (i) Consider (E∗f (Xá))f∈Cb(D) as a net in product space
∏

f∈Cb(D)[−‖f ‖∞, ‖f ‖∞],

which is compact in product topology. Hence, the net has convergent subnet. This

implies there exist constants L(f ) ∈ [−‖f ‖∞, ‖f ‖∞] such that

E∗f (Xá(â)) → L(f ) for f ∈ Cb(D).

In view of the asymptotic measurability, the numbers are the limits of corresponding

E∗f (Xá). Now,
L(f

1
+ f

2
) ≤ lim(E∗f

1
(Xá(â)) + E∗f

2
(Xá(â)))

= L(f
1
) + L(f

2
)

= lim(E∗f1(Xá(â)) + E∗f2(Xá(â)))
≤ L(f

1
+ f

2
).

Thus, L : Cb(D) → ℝ is a additive, and similarly L(ëf ) = ëL(f ) for á ∈ ℝ and L is

positive. L(f ) ≥ 0 for f ≥ 0. If fm ↓ 0, L(fm) ↓ 0. To see this, fix å > 0. There is a compact

set K such that lim inf P∗(Xá ∈ Kä) > 1 − å for all ä > 0. Using the Dini theorem, for

sufficiently large m, |fm(x)| ≤ å for all x ∈ K. Using compactness of K, there exists

ä > 0, such that |fm(x)| ≤ 2å for every x ∈ Kä
. One gets Aá ⊆ {Xá ∈ Kä} measurable

(1{Xá∈Kä})∗ = 1Aá . Hence,
L(fm) = limEfm(Xá)∗((1{Xá∈Kä})∗

+(1{Xá ̸∈Kä})∗ ≤ 2å + ‖f
1
‖∞å.

Thus, L is a measure.

(ii) For m ∈ ℕ, Km is a compact set with lim inf P∗(Xn ∈ Kä
m) ≥ 1 − 1

m for ä > 0.

Since Km is compact, the space Cb(Km) and {f : f ∈ Cb(Km), ‖f (x)‖ ≤ 1, for x ∈ Km} are
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separable. Using Tietze’s theorem, every f in the unit ball of Cb(Km) can be extended
to an f in the unit ball of Cb(D). Hence, ball of Cb(D) the restrictions of which to Km
are dense in the unit ball of Cb(Km). Pick such a countable set for every m, and let ℑ
be countablymany functions obtained. For a fixed, bounded f , there is a subsequence
Xnj such that E

∗f (Xnj ) converges to some number. Using diagonalization, one obtains

a subsequence such that

E
∗
f (Xnj ) → L(f ) for f ∈ ℑ.

with L(f ) ∈ [−1, 1].
Let f ∈ Cb(D) taking values in [−1, 1]. Fix å > 0, and m. There exists fm ∈ ℑ with

|f (x) − fm(x)| < å for x ∈ Km. Then as before there exists ä > 0 such that |f (x) −
fm(x)| ≤ å for every x ∈ Kä

m. Then,

|E∗f (Xn) − E∗fm(Xn)| ≤ E|f (Xn) − fm(Xn)|
∗(1{Xn∈Kä

m})∗
+2P∗(Xn ̸∈ Kä

m) ≤ 2å +
2

m

for n sufficiently large. Then E∗f (Xnj ) has the property that, for ç > 0, there is a

converging subsequence of numbers that is eventually with distance ç. This gives
convergence E∗f (Xnj ) to a limit following as in the proof of (i) we can get the result.

Remark: Let D
0
⊆ D and X and Xá take values in D

0
. Then Xá → X as maps in D

0
iff

Xá → X as maps in D if D and D
0
are equipped with the same metric. This is easy

from Portmaneteau theorem (ii) as each G
0
⊆ D

0
open is of the form G ∩ D

0
with G

open in D.

6.1 Spaces of bounded functions

A vector lattice ℱ ⊂ Cb(D) is a vector space that is closed under taking positive parts:
if f ∈ ℱ , then f = f ∨ 0 ∈ ℱ . Then automatically f ∨ g ∈ ℱ and f ∧ g ∈ ℱ for every

f , g ∈ ℱ . A set of functions on D separates points of D if, for every pair x /= y ∈ D,
there is f ∈ ℱ with f (x) /= f (y).

Lemma 6.2: Let L
1
and L

2
be finite Borel measures onD.

(i) If ∫ fdL
1
= ∫ fdL

2
for every f ∈ Cb(D), then L

1
= L

2
.

Let L
1
and L

2
be tight Borel probability measures onD.

(ii) If∫ fdL
1
= ∫ fdL

2
for every f in a vector latticeℱ ⊂ Cb(D) that contains the constant

functions and separates points ofD, then L
1
= L

2
.

Proof: (i) For every open set G, there exists a sequence of continuous functions with
0 ≤ fm ↑ 1G. Using the monotone convergence theorem, L

1
(G) = L

2
(G) for every open

set G. Since L
1
(D) = L

2
(D), the class of sets {A : L

1
(A) = L

2
(A)} is a ò-field ⊇ open sets.
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(ii) Fix å >, take K compact so that L
1
(K)L

2
(K) ≥ 1 − å. Note that by the Stone

Weirstvass theorem, ℑ (containing constant and separating points of K) lattice ⊆
Cb(K) is uniformly dense in Cb(k). Given g ∈ Cb(D) with 0 ≤ g ≤ 1, take f ∈ ℑ, with
|g(x) − f (x)| ≤ å for x ∈ K. Then

|∫ gdL
1
− ∫ gdL

2
| ≤ |∫(f ∧ 1)+dL

1
− inf(f ∧ 1)+dL

2
+ å.

This equals 4å as (f ∧ 1)+ ∈ ℑ. Hence, one can equals 4å as (f ∧ 1)+ ∈ ℑ. Hence, one can
prove ∫ gdL

1
= ∫ gdL

2
for all g ∈ Cb(D).

Lemma6.3: Let the net Xá be asymptotically tight, and suppose E∗f (Xá)−E∗f (Xá) → 0

for every f in a subalgebra ℱ of Cb(D) that separates points of D. Then the net Xá is
asymptotically measurable.

Proof: Fix å > 0 and K compact such that lim sup P∗(Xá ̸∈ Kä) ≤ å for all ä > 0. Assume

without loss of generality that ℑ contains constant functions. Then restrictions of the

functionℑ intoK areuniformlydense in Cb(K) as before.Hence, given f ∈ Cb(D), there
exists g ∈ ℑwith |f (x)− g(x)| < å

4

for x ∈ K. As K is compact one can show there exists

a ä > 0 such that |f (x) − g(x)| < å
3

for x ∈ Kä
. Let {Xá ∈ kä}∗ be a measurable set. Then

P(Ωá \ {Xá ∈ Kä}∗) = P∗{Xá ̸∈ Kä) and for á large
P(|f (Xá)∗ − f (Xá))∗| > å}.

Let T be an arbitrary set. The space l∞(T) is defined as the set of all uniformly

bounded, real functions on T: all functions z : T → R such that
||z||T := sup

t∈T |z(t)| < ∞

It is a metric space with respect to the uniform distance d(z
1
, z

2
) = ||z

1
− z

2
||T .

The space l∞(T), or a suitable subspace of it, is a natural space for stochastic

processes with bounded sample paths. A stochastic process is simply an indexed

collection {X(t) : t ∈ T} of random variables defined on the same probability space:

every X(t) : Ω → R is a measurable map. If every sample path t Ü→ X(t, ø) is bounded,
then a stochastic process yields a map X : Ω → l∞(T). Sometimes, the sample paths

have additional properties, such as measurability or continuity, and it may be fruitful

to consider X as a map into a subspace of l∞(T). If in either case the uniform metric

is used, this does not make a difference for weak convergence of a net, but for

measurability it can.

In most cases, a map X : Ω → l∞(T) is a stochastic process. The small amount

of measurability this gives may already be enough for asymptotic measurability. The

special role played by the marginals (X(t
1
), ..., X(tk)), which are considered as maps
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into Rk, is underlined by the following three results. Weak convergence in l∞(T) can
be characterized as asymptotic tightness plus convergence of marginals.

Lemma 6.4: Let Xá : Ωá → l∞(T) be asymptotically tight. Then it is asymptotically

measurable if and only if Xá(t) is asymptotically measurable for every t ∈ T.

Lemma 6.5: Let X and Y be tight Borel measurable maps into l∞(T). Then X and Y
are equal in Borel law if and only if all corresponding marginals of X and Y are equal

in law.

Theorem 6.3: Let Xá : Ωá → l∞(T) be arbitrary. Then Xá converges weakly to a tight
limit if and only if Xá is asymptotically tight and the marginals (X(t

1
), ..., X(tk)) con-

verge weakly to a limit for every finite subset t
1
, ..., tk of T. If Xá is asymptotically tight

and its marginals converge weakly to the marginals (X(t
1
), ..., X(tk)) of a stochastic

process X, then there is a version of X with uniformly bounded sample paths and

Xá ⇒ X.

Proof: For the proof of both lemmas, consider the collection ℱ of all functions f :
l∞(T) → R of the form

f (z) = g(z(t
1
), ..., z(tk)), g ∈ Cb(Rk), t1, ..., tk ∈ T, k ∈ N.

This forms an algebra and a vector lattice, contains the constant functions, and

separates points of l∞(T). Therefore, the lemmas are corollaries of Lemmas 6.2 and

6.3, respectively. If Xá is asymptotically tight and marginals converge, then Xá is

asymptotically measurable by the first lemma. By Prohorov’s theorem, Xá is relatively
compact ||z||T = sup

tåT |ℤ(t)| < ∞. To prove weak convergence, it suffices to show that

all limit points are the same. This follows from marginal convergence and the second

lemma.

Marginal convergence can be established by any of the well-known methods

for proving weak convergence on Euclidean space. Tightness can be given a more

concrete form, either through finite approximation or with the help of the Arzelà-

Ascoli theorem. Finite approximation leads to the simpler of the two characterizations,

but the second approach is perhaps of more interest, because it connects tightness to

continuity of the sample paths t Ü→ Xá(t).
The idea of finite approximation is that for any å > 0, the index set T can be

partitioned into finitely many subsets Ti such that the variation of the sample paths

t Ü→ Xá(t) is less than å on every one of the sets Ti. More precisely, it is assumed that

for every å, ç > 0, there exists a partition T = ∪ k
i=1Ti such that

lim supá P∗( sup
i

sup

s,t∈Ti !!!!Xá(s) − Xá(t)!!!! > å) < ç. (6.1)
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Clearly, under this condition, the asymptotic behavior of the process can be described

within error margin å, ç by the behavior of the marginal (Xá(t1), ..., Xá(tk)) for

arbitrary fixed points ti ∈ Ti. If the process can thus be reduced to a finite set of

coordinates for any å, ç > 0 and the nets or marginal distributions are tight, then the

net Xá is asymptotically tight.

Theorem 6.4: A net Xá : Ωá → l∞(T) is asymptotically tight if and only if Xá(t) is
asymptotically tight in R for every t and, for all å, ç > 0, there exists a finite partition

T = ∪ k
i=1Ti such that (6.1) holds.

Proof: The necessity of the conditions follows easily from the next theorem. For

instance, take the partition equal to disjointified balls of radius ä for a semi-metric

on T as in the next theorem. We prove sufficiency.

For any partition, as in the condition of the theorem, the norm ||Xá||T is bounded
by maxi|Xá(ti)| + å, with inner probability at least 1 − ç, if ti ∈ Ti for each i. Since a
maximum of finitely many tight nets of real variables is tight, it follows that the net

||Xá||T is asymptotically tight in R.
Fix æ > 0 and a sequence åm ↓ 0. Take a constantM such that lim sup P∗(||Xá||T >

M) < æ, and for each å = åm and ç = 2

−mæ, take a partition T = ∪ k
i=1Ti as in (61). For the

moment, m is fixed and we do not let it appear in the notation. Let z
1
, ..., zp be the

set of all functions in l∞(T) that are constant on each Ti and take on only the values

0, ±åm , ..., ±[M/åm]åm. Let Km be the union of the p closed balls of radius åm around

the zi. Then, by construction, the two conditions

||Xá||T ≤ M and sup

i
sup

s,t∈Ti !!!!Xá(s) − Xá(t)!!!! ≤ åm

imply that Xá ∈ Km. This is true for each fixed m.
Let K = ∩∞

m=1Km. Then K is closed and totally bounded (by construction of the

Km and because å ↓ 0) and hence compact. Furthermore, for every ä > 0, there is an

m with Kä ⊃ ∩m
m=1Ki. If not, then there would be a sequence zm not in Kä

, but with

zm ∈ ∩m
m=1Ki for everym. This would have a subsequence contained in one of the balls

making up K
1
, a further subsequence eventually contained in one of the balls making

up K
2
, and so on. The “diagonal” sequence, formed by taking the first of the first

subsequence, the second of the second subsequence, and so on would eventually be

contained in a ball of radius åm for every m, hence Cauchy. Its limit would be in K,
contradicting the fact that d(zm , K) ≥ ä for every m.

Conclude that if Xá is not in Kä
, then it is not in ∩m

m=1Ki for some fixed m. Then

lim sup P∗(Xá ∉ Kä) ≤ lim sup P∗(Xá ∉ ∩m
m=1Ki) ≤ æ +

m
∑
i=1 æ2−m < 2æ.

This concludes the proof of the theorem.
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The second type of characterization of asymptotic tightness is deeper and relates

the concept to asymptotic continuity of the sample paths. Suppose ñ is a semi-

metric on T A net Xá : Ωá → l∞(T) is asymptotically uniformly ñ-equicontinuous in
probability if for every å, ç > 0 there exists a ä > 0 such that

lim supá P∗( supñ(s,t)<ä !!!!Xá(s) − Xá(t)!!!! > å) < ç.

Theorem 6.5: A net Xá : Ωá → l∞(T) is asymptotically tight if and only if Xá(t) is
asymptotically tight in R for every t and there exists a semi-metric ñ on T such that

(T, ñ) is totally bounded and Xá is asymptotically uniformly ñ-equicontinuous in

probability. If, moreover, Xá ⇒ X, then almost all paths t Ü→ X(t, ø) are uniformly ñ-
continuous; and the semi-metric ñ canwithout loss of generality be taken equal to any
semi-metric ñ for which this is true and (T, ñ) is totally bounded.

Proof: (⇐). The sufficiency follows from the previous theorem. First, take ä > 0 suffi-

ciently small so that the last displayed inequality is valid. Since T is totally bounded,

it can be covered with finitely many balls of radius ä. Construct a partition of T by

disjointifying these balls.

(⇒). If Xá is asymptotically tight, then g(Xá) is asymptotically tight for every

continuous map g; in particular, for each coordinate projection. Let K
1
⊂ K

2
⊂ ... be

compacts with lim inf P∗(Xá ∈ Kå
m)1 − 1/m for every å > 0. For every fixed m, define a

semi-metric ñm on T by

ñm(s, t) = sup

z∈Km

|z(s) − z(t)|, s, t ∈ T .

Then (T, ñm) is totally bounded. Indeed, cover Km by finitely many balls of radius ç,
centered at z

1
, ..., zk. Partition Rk

into cubes of edge ç, and for every cube pick at

most one t ∈ T such that (z
1
(t), ..., zk(t)) is in the cube. Since z1, ..., zk are uniformly

bounded, this gives finitelymany points t
1
, ..., tp. Now the balls {t : ñ(t, ti) < 3ç} cover

T: t is in the ball around ti for which (z
1
(t), ..., zk(t)) and (z

1
(ti), ..., zk(ti)) fall in the

same cube. This follows because ñm(t, ti) can be bounded by 2 supz∈Km
infi ||z − zi||T +

supj |zj(ti) − zj(t)|. Next set

ñ(s, t) =
∞
∑
m=1 2−m(ñm(s, t) ∧ 1).

Fix ç > 0. Take a natural number m with 2

−m < ç. Cover T with finitely many ñm-
balls of radius ç. Let t

1
, ..., tp be their centers. Since ñ

1
≤ ñ

2
≤ ..., there is for every

t a ti with ñ(t, ti) ≤ ∑m
k=1 2−kñk(t, ti) + 2

−m < 2ç. Thus, (T, ñ) is totally bounded for ñ,
too. It is clear from the definitions that |z(s) − z(t)| ≤ ñm(s, t) for every z ∈ Km and
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that ñm(s, t) ∧ 1 ≤ 2

mñ(s, t). Also, if ||z
0
− z||T < å for z ∈ Km then |z

0
(s) − z

0
(t)| <

2å + |z(s) − z(t)| for any pair s, t. Deduce that

Kå
m ⊂ {z : supñ(s,t)<2−må |z(s) − z(t)| ≤ 3å}.

Thus, for given å and m, and for ä < 2

−må,
lim infá P∗( supñ(s,t)<ä !!!!Xá(s) − Xá(t)!!!! ≤ 3å) ≥ 1 −

1

m
.

Finally, if Xá ⇒ X, then with notation as in the second part of the proof, P(X ∈ Km) ≥
1 − 1/m; hence, X concentrates on ∪∞

m=1Km. The elements of Km are uniformly ñm-
equicontinuous and hence also uniformly ñ-continuous. This yields the first state-
ment. The set of uniformly continuous functions on a totally bounded, semi-metric

space is complete and separable, so a map X that takes its values in this set is tight.

Next if Xá ⇒ X and X is tight, the Xá is asymptotically tight and the compacts for

asymptotical tightness can be chosen equal to the compacts for tightness of X. If X has
uniformly continuous paths, then the latter compacts can be chosen within the space

of uniformly continuous functions. Since a compact is totally bounded, every one of

the compacts is necessarily uniformly equicontinuous. The combination of these facts

proves the second statement.

6.2 Maximal inequalities and covering numbers

We derive a class of maximal inequalities that can be used to establish the asymptotic

equicontinuity of the empirical process. Since the inequalities have much wider

applicability, we temporarily leave the empirical framework.

Let÷be anondecreasing, convex functionwith÷(0) = 0and X a randomvariable.

Then the Orlicz norm ||X||÷ is defined as
||X||÷ = inf{C > 0 : E÷( |X|

C
) ≤ 1}.

Here the infimum over the empty set is∞. Using Jensen’s inequality, it is not difficult

to check that this indeed defines a norm. The best-known examples of Orlicz norms

are those corresponding to the functions x Ü→ xp for p ≥ 1: the corresponding Orlicz

norm is simply the Lp-norm

||X||p = (E|X|p)
1/p
.

 EBSCOhost - printed on 2/10/2023 4:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



120 | 6 Empirical process

For our purpose, Orlicz norms of more interest are the ones given by ÷p(x) = ex
p
− 1

for p ≥ 1, which give much more weight to the tails of X. The bound xp ≤ ÷p(x) for all
nonnegative x implies that ||X||p ≤ ||X||÷p

for each p. It is not true that the exponential
Orlicz norms are all bigger than all Lp-norms. However, we have the inequalities

||X||÷p
≤ ||X||÷p

(log 2)1/q−1/p , p ≤ q

||X||p ≤ p!||X||÷
1

Since for the present purposes fixed constants in inequalities are irrelevant, this

means that a bound on an exponential Orlicz norm always gives a better result than a

bound on an Lp-norm.

Any Orlicz norm can be used to obtain an estimate of the tail of a distribution. By

Markov’s inequality,

P(|X| > x) ≤ P(÷(|X|/||X||÷) ≥ ÷(x/||X||÷)) ≤
1

÷(x/||X||÷)
For÷p(x) = ex

p
− 1, this leads to tail estimates exp(−Cxp) for any random variable with

a finite ÷p-norm. Conversely, an exponential tail bound of this type shows that ||X||÷p

is finite.

Lemma 6.6: Let X be a random variable with P(|X| > x) ≤ Ke−Cxp for every x, for
constants K and C, and for p ≥ 1. Then its Orlicz norm satisfies ||X||÷p

≤ ((1+K)/C)
1/p
.

Proof: By Fubini’s theorem,

E(eD|X|p − 1) = E
|X|p
∫
0

DeDsds =
∞
∫
0

P(|X| > s1/p)DeDsds
Now insert the inequality on the tails of |X| and obtain the explicit upper bound

KD/(C−D). This is less thanor equal to 1 forD−1/p
greater thanor equal to ((1+K)/C)

1/p
.

This completes the proof.

Next consider the÷-norm of amaximumof finitelymany random variables. Using

the fact that max |Xi|
p ≤ ∑ |Xi|

p
, one easily obtains for the Lp-norms

!!!!!!
!!!!!!max

1≤i≤m Xi
!!!!!!
!!!!!!p = (Emax

1≤i≤m Xp
i )

1/p
≤ m1/p

max

1≤i≤m ||Xi||p .

A similar inequality is valid formanyOrlicz norms, in particular the exponential ones.

Here, in the general case, the factor m1/p
becomes ÷−1(m).
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Lemma 6.7: Let ÷ be a convex, nondecreasing, nonzero function with ÷(0) = 0

and lim supx,y→∞ ÷(x)÷(y)/÷(cxy) < ∞ for some constant c. Then for any random

variables X
1
, ..., Xn,

!!!!!!
!!!!!!max

1≤i≤m Xi
!!!!!!
!!!!!!÷ =≤ K÷−1(m)max

1≤i≤m ||Xi||p

for a constant K depending only on ÷.

Proof: For simplicity of notation, assume first that ÷(x)÷(y) ≤ ÷(cxy) for all x, y ≥ 1.

In that case, ÷(x/y) ≤ ÷(cx)/÷(y) for all x ≥ y ≥ 1. Thus, for y ≥ 1 and any C,

max÷(
|Xi|
Cy

) ≤ max [
÷(c|Xi|/C)

÷(y)
+ ÷(

|Xi|
Cy

)1{ |Xi|
Cy

< 1}]

≤ ∑
÷(c|Xi|/C)

÷(y)
+ ÷(1).

Set C = cmax ||Xi||÷, and take expectations to get
E÷(max |Xi|

Cy
) ≤

m
÷(y)

+ ÷(1).

When ÷(1) ≤ 1/2, this is less than or equal to 1 for y = ÷−1(2m), which is greater than 1
under the same condition. Thus,

!!!!!!
!!!!!!max

1≤i≤m Xi
!!!!!!
!!!!!!÷ ≤ ÷−1(2m)cmax ||Xi||÷.

By the convexity of ÷ and the fact that ÷(0) = 0, it follows that ÷−1(2m) ≤ 2÷−1(m).
The proof is complete for every special ÷ that meets the conditions made previously.

For a general ÷, there are constants ò ≤ 1 and ó > 0 such that õ(x) = ò÷(óx) satisfies
the conditions of the previous paragraph. Apply the inequality to õ, and observe that
||X||÷ ≤ ||X||õ/(òó) ≤ ||X||÷/ò.

For the present purposes, the value of the constant in the previous lemma is

irrelevant. The important conclusion is that the inverse of the ÷-function determines

the size of the ÷-norm of a maximum in comparison to the ÷-norms of the individual

terms. The ÷-norms grows slowest for rapidly increasing ÷. For ÷(x) = ex
p
− 1, the

growth is at most logarithmic because

÷−1
p (m) = (log(1 + m))1/p

The previous lemma is useless in the case of a maximum over infinitely many varia-

bles. However, such a case can be handled via repeated application of the lemma via
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a method known as chaining. Every random variable in the supremum is written as

a sum of “little links,” and the bound depends on the number and size of the little

links needed. For a stochastic process {Xt : t ∈ T}, the number of links depends on the

entropy of the index set for the semi-metric

d(s, t) = ||Xs − Xt||÷.
The general definition of “metric entropy” is as follows.

Definition 6.3 (Covering numbers): Let (T, d) be an arbitrary semi-metric space. Then

the covering number N(å, d) is the minimal number of balls of radius å needed to

cover T. Call a collection of points å-separated if the distance between each pair of

points is strictly larger than å. The packing number D(å, d) is the maximum number

of å-separated points in T.
The corresponding entropy numbers are the logarithms of the covering and

packing numbers, respectively.

For the present purposes, both covering and packing numbers can be used. In all

arguments one can be replaced by the other through the inequalities

N(å, d) ≤ D(å, d) ≤ N( å
2

, d).

Clearly, covering andpackingnumbers becomebigger as å ↓ 0. Bydefinition, the semi-

metric space T is totally bounded if and only if the covering and packing numbers are

finite for every å > 0. The upper bound in the following maximal inequality depends

on the rate at which D(å, d) grows as å ↓ 0, as measured through an integral criterion.

Theorem 6.6: Let ÷ be a convex, nondecreasing, nonzero function with ÷(0) = 0

and lim supx,y→∞ ÷(x)÷(y)/÷(cxy) < ∞, for some constant c. Let {Xt : t ∈ T} be a

separable stochastic process with

||Xs − Xt||÷ ≤ Cd(s, t), for every s, t

for some semi-metric d on T and a constant C. Then, for any ç, ä > 0,

!!!!!!
!!!!!! sup

d(s,t)≤ä |Xs − Xt|
!!!!!!
!!!!!!÷ ≤ K[

ç
∫
0

÷−1(D(å, d))då + ä÷−1(D2(ç, d))],

for a constant K depending on ÷ and C only.
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Corollary 6.1: The constant K can be chosen such that

!!!!!!
!!!!!! sups,t

|Xs − Xt|
!!!!!!
!!!!!!÷ ≤ K

diamT

∫
0

÷−1(D(å, d))då,
where diamT is the diameter of T.

Proof: Assume without loss of generality that the packing numbers and the associa-

ted “covering integral” are finite. Construct nested sets T
0
⊂ T

1
⊂ ⋅ ⋅ ⋅ ⊂ T such that

every Tj is a maximal set of points such that d(s, t) > ç2−j for every s, t ∈ Tj, where
“maximal” means that no point can be added without destroying the validity of the

inequality. By the definition of packing numbers, the number of points in Tj is less
than or equal to D(ç2−j , d).

“Link” every point tj+1 ∈ Tj+1 to a unique tj ∈ Tj such that d(tj , tj+1) ≤ ç2−j. Thus,
obtain for every tk+1 a chain tk+1, tk , ..., t0 that connects it to a point in T

0
. For

arbitrary points sk+1, tk+1 in Tk+1, the difference in increments along their chains can

be bounded by

|(Xsk+1 − Xs
0

) − (Xtk+1 − Xt
0

)| =
!!!!!!

k
∑
j=0(Xsj+1 − Xsj ) −

k
∑
j=0(Xtj+1 − Xtj )

!!!!!!

≤ 2

k
∑
j=0max |Xu − Xv|

where for fixed j themaximum is taken over all links (u, v) from Tj+1 to Tj. Thus, the jth
maximum is taken over atmost #Tj+1 links, with each link having a÷-norm ||Xu −Xv||÷
bounded by Cd(u, v) ≤ Cç2−j. It followswith the help of Lemma 6.7 that, for a constant

depending only on ÷ and C,

!!!!!!
!!!!!! max

s,t∈Tk+1 |(Xs − Xs
0

) − (Xt − Xt
0

)|
!!!!!!
!!!!!!÷ ≤ K

k
∑
j=0÷−1(D(ç2−j−1, d))ç2−j

≤ 4K
ç
∫
0

÷−1(D(å, d))då. (6.2)

In this bound, s
0
and t

0
are the endpoints of the chains starting at s and t,

respectively.

The maximum of the increments |Xsk+1 − Xtk+1 | can be bounded by the maximum

on the left side of (6.2) plus the maximum of the discrepancies |Xs
0

− Xt
0

| at the end of
the chains. The maximum of the latter discrepancies will be analyzed by a seemingly

circular argument. For every pair of endpoints s
0
, t

0
of chains starting at two points in
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Tk+1 within distance ä of each other, choose exactly one pair sk+1, tk+1 in Tk+1, with
d(sk+1, tk+1) < ä, whose chains end at s

0
, t

0
. By definition of T

0
, this gives at most

D2(ç, d) pairs. By the triangle inequality,

|Xs
0

− Xt
0

| ≤ |(Xs
0

− Xsk+1 ) − (Xt
0

− Xtk+1 )| + |Xsk+1 − Xtk+1 |.
Take themaximumover all pairs of endpoints s

0
, t

0
as above. Then the corresponding

maximum over the first term on the right in the last display is bounded by the

maximum in the left side of (6.2). It ÷-norm can be bounded by the right side of this

equation. Combine this with (6.2) to find that

!!!!!!
!!!!!! max

s,t∈Tk+1 ,d(s,t)<ä |(Xs − Xs
0

) − (Xt − Xt
0

)|
!!!!!!
!!!!!!÷

≤ 8K
ç
∫
0

÷−1(D(å, d))då + !!!!
!!!!max |Xsk+1 − Xtk+1 |!!!!!!!!÷.

Here the maximum on the right is taken over the pairs sk+1, tk+1 in Tk+1 uni-

quely attached to the pairs s
0
, t

0
as above. Thus the maximum is over at most

D2(ç, d) terms, each of whose ÷-norm is bounded by ä. Its ÷-norm is bounded by

K÷−1(D2(ç, d))ä.
Thus, the upper bound given by the theorem is a bound for the maximum of

increments over Tk+1. Let k tend to infinity to conclude the proof. The corollary follows
immediately from the previous proof, after noting that, for ç equal to the diameter of

T, the set T
0
consists of exactly one point. In that case s

0
= t

0
for every pair s, t, and

the increments at the end of the chains are zero. The corollary also follows from the

theorem upon taking ç = ä = diamT and noting that D(ç, d) = 1, so that the second

term in the maximal inequality can also be written ä÷−1(D(ç, d)). Since the function
å Ü→ ÷−1(D(å, d)) is decreasing, this term can be absorbed into the integral, perhaps at

the cost of increasing the constant K.
Although the theorem gives a bound on the continuity modulus of the process, a

bound on the maximum of the process will be needed. Of course, for any t
0
,

!!!!!!
!!!!!! supt

|Xt|
!!!!!!
!!!!!!÷ ≤ ||Xt

0

||÷ + K
diamT

∫
0

÷−1(D(å, d))då.
Nevertheless, to state the maximal inequality in terms of the increments appears

natural. The increment bound shows that the process X is continuous in ÷-norm,

whenever the covering integral∫
ç
0

÷−1(D(å, d))då converges for some ç > 0. It is a small

step to deduce the continuity of almost all sample paths from this inequality, but this

is not needed at this point.
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6.3 Sub-Gaussian inequalities

A standard normal variable has tails of the order x−1 exp (− x2
2

) and satisfies P(|X| > x)

≤ 2 exp (− x2
2

) for every x. In this section, we study random variables satisfying similar

tail bounds.

Hoeffding’s inequality asserts a “sub-Gaussian” tail bound for random variables

of the form X = ∑ Xi with X
1
, ..., Xn i.i.d. with zero means and bounded range. The

following special case of Hoeffding’s inequality will be needed.

Theorem 6.7 (Hoeffding’s inequality): Let a
1
, ..., an be constants and å

1
, ..., ån be

independent Rademacher random variables, i.e., with P(åi = 1) = P(åi = −1) = 1/2.
Then

P(|∑ åiai| > x) ≤ 2e− x2

2||a||2
,

for the Euclidean norm ||a||. Consequently, ||∑ åiai||÷
2

≤ √6||a||.

Proof: For any ë and Rademacher variable å, one has Eeëå = (eë + e−ë) ≤ eë2/2, where
the last inequality follows after writing out the power series. Thus by Markov’s

inequality, for any ë > 0,

P(∑ åiai > x) ≤ e−ëxEeë∑ni=1 aiåi ≤ e( ë22 ||a||2−ëx)
.

The best upper bound is obtained for ë = x/||a||2 and is the exponential in the

probability bound of the lemma. Combination with a similar bound for the lower

tail yields the probability bound. The bound on the ÷-norm is a consequence of the

probability bound in view of Lemma 6.6.

A stochastic process is called sub-Gaussian with respect to the semi-metric d on

its index set if

P(|Xs − Xt| > x) ≤ 2e− x2

2d2(s,t)
, for every s, t ∈ T, x > 0

any Gaussian process is sub-Gaussian for the standard deviation semi-metric d(s, t) =
ò(Xs − Xt). Another example is Rademacher process

Xa =
n
∑
i=1 aiåi , a ∈ Rn

for Rademacher variables å
1
, ..., ån. By Hoeffding’s inequality, this is sub-Gaussian for

the Euclidean distance d(a, b) = ||a − b||.
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Sub-Gaussian processes satisfy the increment bound ||Xs − Xt||÷
2

≤ √
6d(s, t).

Since the inverse of the ÷
2
-function is essentially the square root of the logarithm, the

general maximal inequality leads for sub-Gaussian processes to a bound in terms of

an entropy integral. Furthermore, because of the special properties of the logarithm,

the statement can be slightly simplified.

Corollary 6.2: Let {Xt : t ∈ T} be a separable sub-Gaussian process. Then for every

ä > 0,

E sup

d(s,t)≤ä |Xs − Xt| ≤ K
ä
∫
0

√log D(å, d)då,

for a universal constant K. In particular, for any t
0
,

E sup
t

|Xt| ≤ E|Xt
0

| + K
∞
∫
0

√log D(å, d)då.

Proof: Apply the general maximal inequality with ÷
2
(x) = ex

2

− 1 and ç = ä. Since
÷−1
2

(m) = √log(1 + m), we have ÷−1
2

(D2(ä, d)) ≤ √
2÷−1

2

(D(ä, d)). Thus, the second term
in the maximal inequality can first be replaced by

√
2ä÷−1(D(ç, d)) and next be

incorporated in the first at the cost of increasing the constant. We obtain

!!!!!!
!!!!!! sup

d(s,t)≤ä |Xs − Xt|
!!!!!!
!!!!!!÷

2

≤ K
ä
∫
0

√log(1 + D(å, d))då.

HereD(å, d) ≥ 2 for every å that is strictly less than the diameter of T. Since log(1+m) ≤
2 logm form ≥ 2, the 1 inside the logarithm can be removed at the cost of increasing K.

6.4 Symmetrization

Let å
1
, ..., ån be i.i.d. Rademacher random variables. Instead of the empirical process

f Ü→ (Pn − P)f = 1

n

n
∑
i=1(f (Xi) − Pf ),

consider the symmetrized process

f Ü→ Pon f =
1

n

n
∑
i=1 åi f (Xi),

where å
1
, ..., ån are independent of (X1

, ..., Xn). Both processes have mean function

zero. It turns out that the law of large numbers or the central limit theorem for one

of these processes holds if and only if the corresponding result is true for the other
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process. Onemain approach to proving empirical limit theorems is to pass from Pn −P
to Pon and next apply arguments conditionally on the original X’s. The idea is that, for
fixed X

1
, ..., Xn, the symmetrized empirical measure is a Rademacher process, hence

a sub-Gaussian process, to which Corollary 6.2 can be applied.

Thus, we need to bound maxima and moduli of the process Pn − P by those

of the symmetrized process. To formulate such bounds, we must be careful about

the possible nonmeasurability of suprema of the type ||Pn − P||ℱ . The result will be
formulated in terms of outer expectation, but it does not hold for every choice of an

underlying probability space on which X
1
, ..., Xn are defined. Throughout this part,

if outer expectations are involved, it is assumed that X
1
, ..., Xn are the coordinate

projections on theproduct space (𝒳 n
,𝒜n

, Pn), and the outer expectations of functions
(X

1
, ..., Xn) Ü→ h(X

1
, ..., Xn) are computed for Pn. thus “independent” is understood in

terms of a product probability space. If auxiliary variables, independent of the X’s,
are involved, as in the next lemma, we use a similar convention. In that case, the

underlying probability space is assumed to be of the form (𝒳 n
,𝒜n

, Pn) × (𝒵 , 𝒞, Q)
with X

1
, ..., Xn equal to the coordinate projections on the first n coordinates and the

additional variables depending only on the (n + 1)st coordinate.
The following lemma will be used mostly with the choiceΦ(x) = x.

Lemma 6.8 (symmetrization): For every nondecreasing, convex Φ : R → R and class

of measurable functions ℱ ,

E∗Φ(||Pn − P||ℱ) ≤ E∗Φ(2||P0n||ℱ),

where the outer expectations are computed as indicated in the preceding paragraph.

Proof: Let Y
1
, ..., Yn be independent copies of X

1
, ..., Xn, defined formally as the

coordinate projections on the last n coordinates in the product space (𝒳 n
,𝒜n

, Pn) ×
(𝒵 , 𝒞, Q) × (𝒳 n

,𝒜n
, Pn). The outer expectations in the statement of the lemma

are unaffected by this enlargement of the underlying probability space, because

coordinate projections are perfect maps. For fixed values X
1
, ..., Xn,

||Pn − P||ℱ = sup

f∈ℱ

1

n
!!!!!!

n
∑
i=1 (f (Xi) − Ef (Yi))

!!!!!!

≤ E∗
Y sup

f∈ℱ

1

n
!!!!!!

n
∑
i=1 (f (Xi) − f (Yi))

!!!!!!,

where E∗
Y is the outer expectation with respect to Y1, ..., Yn computed for Pn for given,

fixed values of X
1
, ..., Xn. Combination with Jensen’s inequality yields

Φ(||Pn − P||ℱ) ≤ EYΦ(
!!!!!!
!!!!!!
1

n

n
∑
i=1 (f (Xi) − f (Yi))

!!!!!!
!!!!!!
∗Y
ℱ
),
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where ∗Y denotes theminimal measurable majorant of the supremumwith respect to

Y
1
, ..., Yn, still with X1

, ..., Xn fixed. BecauseΦ is nondecreasing and continuous, the

∗Y inside Φ can be moved to E∗
Y . Next take the expectation with respect to X1

, ..., Xn
to get

E∗Φ(||Pn − P||ℱ) ≤ E∗
XE

∗
YΦ(

!!!!!!
!!!!!!
1

n

n
∑
i=1 (f (Xi) − f (Yi))

!!!!!!
!!!!!!ℱ).

Here the repeated outer expectation can be bounded above by the joint outer expec-

tation E∗
by Fubini’s theorem.

Adding a minus sign in front of a term (f (Xi) − f (Yi)) has the effect of exchanging
Xi and Yi. By construction of the underlying probability space as a product space, the

outer expectation of any function f (X
1
, ..., Xn , Y1, ..., Yn) remains unchanged under

permutations of its 2n arguments, hence the expression

E∗Φ(
!!!!!!
!!!!!!
1

n

n
∑
i=1 ei(f (Xi) − f (Yi))

!!!!!!
!!!!!!ℱ)

is the same for any n-tuple (e
1
, ..., en) ∈ {−1, 1}n. Deduce that

E∗Φ(||Pn − P||ℱ) ≤ EåE∗
X,YΦ(

!!!!!!
!!!!!!
1

n

n
∑
i=1 åi(f (Xi) − f (Yi))

!!!!!!
!!!!!!ℱ).

Use the triangle inequality to separate the contributions of the X’s and the Y’s
and next use the convexity of Φ and triangle inequality to bound the previous

expression by

1

2

EåE∗
X,YΦ(2

!!!!!!
!!!!!!
1

n

n
∑
i=1 åi f (Xi)

!!!!!!
!!!!!!ℱ) +

1

2

EåE∗
X,YΦ(2

!!!!!!
!!!!!!
1

n

n
∑
i=1 åi f (Yi)

!!!!!!
!!!!!!ℱ).

By perfectness of coordinate projections, the expectation E∗
X,Y is the same as E∗

X and

E∗
Y in the two terms, respectively. Finally, replace the repeated outer expectations by

a joint outer expectation. This completes the proof.

The symmetrization lemma is valid for any class ℱ . In the proofs of Glivenko-

Cantelli and Donsker theorems, it will be applied not only to the original set of

functions of interest, but also to several classes constructed from such a set ℱ . The

next step in theseproofs is to apply amaximal inequality to the right side of the lemma,

conditionally on X
1
, ..., Xn. At that point, we need to write the joint outer expectation

as the repeated expectation E∗
XEå, where the indices X and å mean expectation over

X and å conditionally on remaining variables. Unfortunately, Fubini’s theorem is

not valid for outer expectations. To overcome this problem, it is assumed that the

integrand in the right side of the lemma is jointlymeasurable in (X
1
, ..., Xn , å1, ..., ån).
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Since the Rademacher variables are discrete, this is the case if and only if

the maps

(X
1
, ..., Xn) Ü→

!!!!!!
!!!!!!

n
∑
i=1 ei f (Xi)

!!!!!!
!!!!!!ℱ (6.3)

aremeasurable for every n-tuple (e
1
, ..., en) ∈ {−1, 1}n. For the intended application of

Fubini’s theorem, it suffices that this is the case for the completion of (𝒳 n
,𝒜n

, Pn).

Definition 6.4 (measurable class): A class ℱ of measurable functions f : 𝒳 → R
on a probability space (𝒳 ,𝒜, P) is called a P-measurable class if the function

(6.3) is measurable on the completion of (𝒳 n
,𝒜n

, Pn) for every n and every vector

(e
1
, ..., en) ∈ Rn

.

6.4.1 Glivenko-Cantelli theorems

In this section, we prove two types of Glivenko-Cantelli theorems. The first theorem

is the simplest and is based on entropy with bracketing. Its proof relies on finite

approximation and the law of large numbers for real variables. The second theorem

uses random L
1
-entropy numbers and is proved through symmetrization followed by

a maximal inequality.

Definition 6.5 (Covering numbers): The covering number N(å,ℱ , || ⋅ ||) is the minimal

number of balls {g : ||g−f || < å} of radius åneeded to cover the setℱ . The centers of the

balls need not belong to ℱ , but they should have finite norms. The entropy (without

bracketing) is the logarithm of the covering number.

Definition 6.6 (bracketing numbers): Given two functions l and u, the bracket [l, u] is
the set of all functions f with l ≤ f ≤ u. An å-bracket is a bracket [l, u]with ||u− l|| < å.
The bracketing number N[](å,ℱ , || ⋅ ||) is the minimum number of å-brackets needed
to cover ℱ . The entropy with bracketing is the logarithm of the bracketing number. In

the definition of the bracketing number, the upper and lower bounds u and l of the
brackets need not belong to ℱ themselves but are assumed to have finite norms.

Theorem 6.8: Letℱ be a class of measurable functions such that N[](å,ℱ , L
1
(P)) < ∞

for every å > 0. Then ℱ is Glivenko-Cantelli.

Proof: Fix å > 0. Choose finitely many å-brackets [li , ui] whose union contains ℱ and

such that P(ui − li) < å for every i. Then for every f ∈ ℱ , there is a bracket such that

(Pn − P)f ≤ (Pn − P)ui + P(ui − f ) ≤ (Pn − P)ui + å
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Consequently,

sup

f∈ℱ
(Pn − P)f ≤ max

i
(Pn − P)ui + å.

The right side converges almost surely to å by the strong law of large numbers

for real variables. Combination with a similar argument for inff∈ℱ (Pn − P)f yields
that lim sup ||Pn − P||∗ℱ ≤ å almost surely, for every å > 0. Take a sequence åm ↓
0 to see that the limsup must actually be zero almost surely. This completes the

proof.

An envelope function of a classℱ is any function x Ü→ F(x) such that |f (x)| ≤ F(x),
for every x and f . The minimal envelope function is x Ü→ supf |f (x)|. It will usually be
assumed that this function is finite for every x.

Theorem 6.9: Letℱ be a P-measurable class of measurable functions with envelope F
such that P∗F < ∞. Let ℱM be the class of functions f1{F ≤ M}when f ranges over ℱ .

If log N(å,ℱM , L1(Pn)) = o∗P(n) for every å andM > 0, then ||Pn−P||∗ℱ → 0 both almost

surely and in mean. In particular, ℱ is Glivenko-Cantelli.

Proof: By the symmetrization lemma, measurability of the class ℱ , and Fubini’s

theorem,

E∗||Pn − P||ℱ ≤ 2EXEå!!!!!!!!!!!! 1n n
∑
i=1 åi f (Xi)

!!!!!!
!!!!!!ℱ

≤ 2EXEå!!!!!!!!!!!! 1n n
∑
i=1 åi f (Xi)

!!!!!!
!!!!!!ℱM

+ 2P∗F{F > M}

by the triangle inequality, for every M > 0. For sufficiently large M, the last term

is arbitrarily small. To prove convergence in mean, it suffices to show that the first

term converges to zero for fixed M. Fix X
1
, ..., Xn. If 𝒢 is an å-net in L

1
(Pn) over ℱM,

then

Eå!!!!!!!!!!!! 1n n
∑
i=1 åi f (Xi)

!!!!!!
!!!!!!ℱM

≤ Eå!!!!!!!!!!!! 1n n
∑
i=1 åi f (Xi)

!!!!!!
!!!!!!𝒢 + å.

The cardinality of 𝒢 can be chosen equal to N(å,ℱM , L1(Pn)). Bound the L1-norm on

the right by the Orlicz-norm for ÷
2
(x) = exp(x2) − 1, and use the maximal inequality

Lemma 6.7 to find that the last expression does not exceed a multiple of

√1 + log N(å,ℱM , L1(Pn)) sup
f∈𝒢

!!!!!!
!!!!!!
1

n

n
∑
i=1 åi f (Xi)

!!!!!!
!!!!!!÷

2
|X + å, (6.4)
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where the Orlicz norms || ⋅ ||÷
2
|X are taken over å

1
, ..., ån with X

1
, ..., Xn fixed. By

Hoeffding’s inequality, they can be bounded by √6/n(Pn f 2)1/2, which is less than

√6/nM. Thus, the last displayed expression is bounded by

√1 + log N(å,ℱM , L1(Pn))√
6

n
M + å →P∗ å

It has been shown that the left side of (6.4) converges to zero in probability. Since it

is bounded by M, its expectation with respect to X
1
, ..., Xn converges to zero by the

dominated convergence theorem. This concludes the proof that ||Pn − P||∗ℱ in mean.

That it also converges almost surely follows from the fact that the sequence ||Pn −P||∗ℱ
is a reverse martingale with respect to a suitable filtration.

Fact: Let ℱ be class of measurable functions with envelope F such that P∗F < ∞.

Define ∑n be the ò-field generated by measurable functions h : X∞ → IR that are
permutation symmetric in first arguments. Then

E(||Pn − P||∗ℱ |Òn+1) ≥ ||Pn+1 − P||∗ℱ a.s.

6.4.2 Donsker theorems

Uniform entropy: In this section, the weak convergence of the empirical process will

be established under the condition that the envelope function F be square integrable,
combined with the uniform entropy bound∞

∫
0

sup

Q
√log N(å||F||Q,2,ℱ , L

2
(Q))då < ∞. (6.5)

Here the supremum is taken over all finitely discrete probabilitymeasuresQ on (𝒳 ,𝒜)
with ||F||2Q,2 = ∫ F2dQ > 0. These conditions are by no means necessary, but they

suffice for many examples. The finiteness of the previous integral will be referred to

as the uniform entropy condition.

Theorem 6.10: Let ℱ be a class of measurable functions that satisfies the uniform

entropy bound (6.5). Let the class ℱä = {f − g : f , g ∈ ℱ , ||f − g||P,2 < ä} and ℱ 2∞ be

P-measurable for every ä > 0. If P∗F2 < ∞, then ℱ is P-Donsker.

Proof: Let än ↓ 0 be arbitrary. By Markov’s inequality and the symmetrization lemma,

P∗(||Gn||ℱän > x) ≤ 2

x
E∗!!!!!!!!!!!! 1

√n

n
∑
i=1 åi f (Xi)

!!!!!!
!!!!!!ℱän .
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Since the supremum in the right-hand side is measurable by assumption, Fubini’s

theoremapplies and theouter expectation canbe calculated as EXEå. FixX1
, ..., Xn. By

Hoeffding’s inequality, the stochastic process f Ü→ {n−1/2 ∑n
i=1 åi f (Xi)} is sub-Gaussian

for the L
2
(Pn)-seminorm

||f ||n = √ 1

n

n
∑
i=1 f 2(Xi).

Use the second part of the maximal inequality Corollary 6.2 to find that

Eå!!!!!!!!!!!! 1

√n

n
∑
i=1 åi f (Xi)

!!!!!!
!!!!!!ℱän ≤

∞
∫
0

√log N(å,ℱän , L2(Pn))då.
For large values of å, the set ℱän fits in a single ball of radius å around the origin, in

which case the integrand is zero. This is certainly the case for values of å larger than
èn, where

è2n = sup

f∈ℱän ||f ||2n =
!!!!!!
!!!!!!
1

n

n
∑
i=1 f 2(Xi)

!!!!!!
!!!!!!ℱän .

Furthermore, covering numbers of the class ℱä are bounded by covering numbers of

ℱ∞ = {f −g : f , g ∈ ℱ}. The latter satisfy N(å,ℱ∞, L
2
(Q)) ≤ N2(å/2,ℱ , L

2
(Q)) for every

measure Q.
Limit the integral in (6.5) to the interval (0, èn), make a change of variables, and

bound the integrand to obtain the boundèn/||F||n
∫
0

sup

Q
√log N(å||F||Q,2,ℱ , L

2
(Q))då||F||n .

Here the supremum is taken over all discrete probability measures. The integrand

is integrable by assumption. Furthermore, ||F||n is bounded below by ||F∗||n, which
converges almost surely to its expectation, which may be assumed positive. Use the

Cauch-Schwarz inequality and the dominated convergence theorem to see that the

expectation of this integral converges to zero provided èn →P∗ 0. This would conclude
the proof of asymptotic equicontinuity.

Since sup{Pf 2 : f ∈ ℱän } → 0 and ℱän ⊂ ℱ∞, it is certainly enough to prove that
||Pn f

2 − Pf 2||ℱ∞ →P∗ 0.
This is a uniform law of large numbers for the class ℱ 2∞. This class has integrable
envelope (2F)2 and is measurable by assumption. For any pair f , g of functions inℱ∞,

Pn|f
2 − g2| ≤ Pn|f − g|4F ≤ ||f − g||n||4F||n .
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It follows that the covering number N(å||2F||2n ,ℱ 2∞, L
1
(Pn)) is bounded by the covering

number N(å||F||n ,ℱ∞, L
2
(Pn)). By assumption, the latter number is bounded by a

fixed number, so its logarithm is certainly o∗P(n), as required for the uniform law of

large numbers, Theorem 6.8. This concludes the proof of asymptotic equicontinuity.

Finally, we show that ℱ is totally bounded in L
2
(P). By the result of the last

paragraph, there exists a sequence of discrete measures Pn with ||(Pn − P)f 2||ℱ∞
converging to zero. Take n sufficiently large so that the supremum is bounded by å2.
by assumption, N(å,ℱ , L

2
(Pn)) is finite. Any å-net forℱ in L

2
(Pn) is a√2å-net in L2(P).

This completes the proof.

6.5 Lindberg-type theorem and its applications

In this section,wewant to showhow themethods developed earlier of symmetrization

and entropy bounds can be used to prove a limit theorem for sums of independent

stochastic processes Zni , f ∈ ℱ with bounded sample paths indexed by an arbitrary

set ℱ . We need some preliminarily results for this purpose.

Lemma 6.5.1: Let Z
1
, Z

2
, ...Zn be independent stochastic processes with mean 0. With

|| ||ℱ denoting the sup norm on ℱ , we get

E∗Φ(
1

2

||
n
∑
i=1 åiZi||ℱ ) ≤ E∗Φ(||

n
∑
i=1 Zi||ℱ ) ≤ E∗Φ(2||

n
∑
i=1 åi(Zi − ìi)||ℱ )

for every non-decreasing, convexΦ : IR → IR and arbitrary functions ìi : ℱ → IR.

Proof: The inequality on the right can be proved using techniques as in the

proof of symmetrization Lemma and is left to the reader. For the inequality

on the left, let Y
1
, Y

2
, ...Yn be independent copy of Z

1
, ...Zn defined on

(
n
∏
i=1(𝒳i , ai , Pi)x(𝒵 , 𝒢,𝒬)x

n
∏
1

(𝒳i , ai , Pi) (the åi’s are defined on (𝒵 , 𝒢,𝒬)) and depend

on the last n co-ordinates exactly as Z
1
, ...Zn depend on the first n coordinates. Since

EYi(f ) = 0, the LHS of the above expression is the average of

E∗Φ(||
1

2

n
∑
i=1 åi[Zi(f ) − EYi(f )||ℱ ),

where (e
1
...en) range over {−1, 1}n

By Jenssen’s inequality

E∗
Z,YΦ(|| 1

2

∑n
i=1 ei[Zi(f ) − Yi(f )||ℱ )

≤ E∗
Z,YΦ(|| 1

2

∑n
i=1[Zi(f ) − Yi(f )]||ℱ ).

Apply triangle inequality and convexity ofΦ to complete the proof.
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Lemma 6.5.2: For arbitrary stochastic processes Z
1
, ...Zn, arbitrary functions ì1, ...ìn:

ℱ → IR, and x > 0

ân(x)P
∗(|| n

∑
i=1 Zi||ℱ > x)

≤ 2P∗(4|| n
∑
i=1 åi(Zi − ìi)||ℱ > x)

andân(x) ≤ inffP(1
n
∑
i=1 Zi(f )| < x/2). In particular, this is true for i.i.d.mean0processes

and ân(x) = 1 − 4

n
x2 supf var(Z1(f )).

Proof: Let Y
1
, ...Yn be independent copy of Z1, Z2, ...Zn as defined above. If ||

n
∑
1

Zi||ℱ >

x, then there is some f for which

|
n
∑
1

Zi(f )| > x.

Fix a realization of Z
1
, ...Zn and corresponding f . For this realization,

â ≤ P∗
Y (1

n
∑
i=1 Yi(f )| < x/2)

≤ P∗
Y (1

n
∑
i=1 Yi(f ) −

1

∑
i=1 Zi(f )| > x/2)

≤ P∗
Y (||

n
∑
i=1(Yi − Zi)||ℱ > x/2).

The far left and far right sides do not depend on a particular f , and the inequality

between them is valid on the set

{||
n
∑
1

Zi||ℱ > x}.

Integrate both sides with respect to Z
1
, ...Zn over the set to obtain

âP∗(|| n
∑
i=1 Zi|| > x) ≤ P∗

ZP
∗
Y (||

n
∑
i=1(Yi − Zi)| > x/2).

By symmetry, the RHS equals

EåP∗
ZP

∗
Y (||

n
∑
i=1 åi(Yi − Zi)||ℱ > x/2).
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In view of triangle inequality, this is less than or equal to

2P∗(|| n
∑
1

åi(Yi − ìi)||ℱ > x/4).

Assuming i.i.d. Z
1
, ...Zn, one can derive the inequality from Chebyshev inequality.

Proposition 6.5.3: Let 0 < p < ∞ and X
1
, ...Xn be independent stochastic processes

indexed by T. Then there exist constants Cp and 0 < ìp < 1 such that

E∗
max

k≤n ||Sk||
p ≤ Cp(E

∗
max

k≤n ||Xk||
p + F−1(ìp)P),

where F −1
is quantile function of maxk≤n ||Sk||∗. If X1

, ...Xn are symmetric, then there

exist Kp and (0 < ôp < 1) such that

E∗||Sn||p ≤ Kp(E
∗
max

k≤n ||xk||
p + G−1(ôp)p)

where G−1
is quantile function of ||Sn||∗. For each p ≤ 1, the last inequality has a

version for mean zero processes.

Proof: This is based on the following fact due to Höffman-Jørgensen.

Fact: Let X
1
, ...Xn be independent stochastic processes indexed by an arbitrary set.

Then for ë, ç > 0

(1) P∗(max

k≤n ||Sk|| > 3ë + ç) ≤ P∗(max

isK≤n ||Sk|| > ë)2 + P∗(max

k≤n ||xk|| > ç).

If X
1
, ...Xn are independent symmetric, then

(2) P∗(||Sn|| > 2ë + ç) ≤ 4P∗(||Sn|| > ë)2 + P∗(max

k≤n ||xk|| > ç).

Proof of Proposition:
Take ë = ç = t in the above inequality (1) to find that for t > 0

E∗
max

k≤n ||Sk||
p ≤ 4

p ∫ P∗(max

k≤n ||Sk|| > 4t)d(tp)

≤ (4t)p + 4

p
∞
∫
t

P∗(||Sk|| > t)2d(tp) + 4

p
∞
∫
t

P∗(max

k≤n ||Xk||
∗ > td(tp)

≤ (4t)p+ 4

pP∗(max

k≤n ||Sk|| > t)E∗
max

k≤n ||Sn||
p + 4

pE∗
max

k≤n ||Xk||
p
. (6.6)
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Choose t such that 4

pP∗(maxk≤n ||Sk|| > t) < 1/2 we get the inequality. Similar argu-

ments using inequality (2) gives the second inequality.

The inequality for mean-zero processes follows using symmetrization using the

inequality above. Then one can using desymmetrization as by Jensen inequality

E∗||Sn||p is boundedby E∗(||Sn−Tn||p) if Tn is sumof n independent copies of X
1
, ...Xn.

For each n, let Z
1
, ...Zn, mn be independent stochastic processes indexed by

a common semi-metric space (ℱ ,𝒫). These processes are defined on a product

probability space of dimension mn. Define random semi-metric

d2n(f , g) =
mn

∑
i=1(Zni(f ) − Zni(g))

2

.

The condition below in Theorem 6.5.1 is random entropy condition.

Theorem 6.5.1 (Lindberg): For each n, let Z
1
, ...Zn, mn be independent stochastic

processes indexed by (ℱ ,𝒫) (a totally bounded semi-metric space).

Assume

(a)

mn

∑
1

E∗(||Zni||2ℱ {||Zni||ℱ > ç) → 0 for each ç > 0

(b) For each (f , g)å,ℱ ⊗ ℱ
mn

∑
1

E(Zni(f ), Zni(g)) → C(f , g) finite

(c) sup

p(f ,g)<än n
∑
1

E(Zni(f ) − Zni(g))
2 → for än ↓ 0

(d)

än
∫
0

√log N(å, f , dn)då P∗
→ 0 for än ↓ 0

Then the sequence

n
∑
i=1(Zni − EZni) is asymptotically p-equicontinuous. It converges in

distrubtion in l∞(ℱ).

Proof:The condition (a) implies Lindberg condition for {Zni(f ), i = 1, 2...mn}andusing
(b) we get marginal distributions of sum converge to a Gaussian process.

Set Z0ni = Zni − EZni and let än ↓ 0 arbitrary. For fixed t and n large, Chebychev

inequality and (c) give the bound

P(|
n
∑
i=1(Z0ni(f ) − Z0ni(g))| > t/2) < 1/2

for f , g with P(f , g) < än. By Lemma 6.8, for sufficiently large n,

P∗( sup

p(f ,g)<än |
mn

∑
1

(Z0ni(f ) − Z0ni(g))| > t)
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≤ 4P( sup

p(f ,g)<än |
mn

∑
1

åi(Zni(f ) − Zni(g))| > t/4).

For fixed values of processes Z
1
, ...Zn, mn define A ≤ IRmn

as a set of all vectors.

(Zni(f ) − Zni(g), ...Znmn
(f ) − Znmn

(g))

when f , g are in the set {(f , g)åℱxℱ , P(f , g) < än}. By Höffding inequality (Theorem
6.7), the stochastic process {∑ åiai , aåA} is Gaussian for Euclidean metric on An.

By Corollary 6.9

Eå sup

p(f ,g)<än |
mn

∑
i=1 åi(Zni(f ) − Zni(g))|

≤
∞
∫
0

√log N(å, An , || ||)då,

where || || is the Euclidean norm. The integrand can be bounded using N(å, An , || ||) ≤
N2(å/2,ℱ , dn). If, in addition,

Θ2

n = sup

aåAn

n
∑
i=1 a2i = ||

mn

∑
i=1 a2i ||An

,

then for å > Θn, the set An fits in the ball of radius å around the origin and the

integrand vanishes. Fromentropy condition (d) and this,we conclude that the integral

converges to zero inouter probability ifΘn → 0 inprobability.Under themeasurability

assumption, this gives equicontinuity of

mn
∑
1

Z0ni.

By the Lindberg condition, there exist a sequence çn ↓ 0 such that

E∗||∑ a2i {||Zni|| > çn}||An
→ 0.

Thus, without loss of generality, we can assume ||Zni||ℱ ≤ çn to show Θn
P∗
→ 0.

Fix Zn1, ...Znmn
and take å-net bn for An with Euclidean norm. For every aåAn,

there is a båBn with

|
n
∑
i
åia

2

i | = |∑ åi(ai − bi)
2 + 2∑(ai − bi)åbi +∑ åib

2

i | ≤ å2 + 2å||b|| + |∑ åib
2

i |.

By Höffding inequality, ∑ åib2i has orlicz norm for ×
2
bounded by a multiple of

(∑, b4i )
1/2 ≤ çn(

n
∑
i
b2i )

1/2
. Apply Lemma 6.7 to the third term on the right and substitute

sup An for sup over Bn.

Eå||∑ åia
2

i || ≤ å2 + 2å||∑ a2i ||
y
2

An
+ √1 + log |Bn|çn||∑ a2i ||

y
2

An
.
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The size of the å-net can be chosen

|Bn| ≤ N2(å/2,ℱ , dn)

by entropy condition d, this variable is bounded in probability.
Conclude for some constant, K

P(||∑ åia
2

i ||An
> t) ≤ P∗(Bn| > M) + K/t[å2 + (å + çn√logM)xE||∑ a2i ||

1/2
An
].

For M, t sufficiently large, the RHS is smaller than 1 − ô, for the constant ô, in
Proposition 6.5.3. More precisely, this can be achieved for M such that

P∗(Bn| > M) ≤ (1 − ô
1
)/2

and t = (1 − ô
1
)/2 and t is equal to (1 − v

1
) times the numerator of second term. Then t

is bigger than ô-quantile of ||∑ åia2i ||An
. Thus, Proposition 6.5.3 gives

E||∑ åia
2

i ||An
≲ E||max a2i ||An

+ t ≲ ç2n + å2 + (å + çn√logM)(E||∑ a2i ||An
)(1/2).

Now (c) gives ||∑ Ea2i ||An → 0. Combining this with Lemma 6.5.1, we get

E||∑ a2i ||An
≤ E||∑ åia

2

i ||An
+ 0(1) ≤ ä + ä(E||∑ a2i ||An

)

for ä > max(å2, å) and sufficiently large n.
Now for c ≥ 0, c ≤ ä + ä√c implies

c ≤ (ä + √ä2 + 4ä)2.

Applying this to c = E||∑ a2i ||An
to conclude E||∑ a2i ||An

→ 0 as n → ∞.

Example 1: One can look for X
1
...Xn i.i.d. random variables

Zni(f ) = n(−1/2)f (Xi)

with f measurable functions on the sample space. From the above theorem, we get

that ℱ is Donsker if it is measurable and totally bounded in L
2
(P), possesses a square

integrable envelop and satisfies with Pn equal to distribution of X1
...Xnän

∫
0

√N(å,ℱ , L
2
(Pn))då

P
Ú→ 0.
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If ℱ satisfies the uniform entropy condition in section 6.5, then it satisfies the above

condition. Thus, Theorem 6.10 is the consequence of the above theorem.

Example 2: The Lindberg condition on norms is not necessary for the CLT. In combina-

tionwith truncation the preceding theorem applies tomore general processes. Choose

stochastic processes Z
1
...Zn, mn with

mn

∑
1

P(||Zni||ℱ > ç) → 0 for ç > 0.

Then truncated processes Zni , ç(f ) = Zni(f )1{||Zni|| ≤ ç} satisfy

mn

∑
1

Zni −
mn

∑
1

Zni , ç
P
Ú→ 0 in l∞(ℱ).

Since this is true for every ç > 0, it is also true for çn ↓ 0 sufficiently slowly. The

processes Zn,i,çn satisfy Lindberg condition. If they or their centered version satisfy

other conditions of Theorem 6.5.1, then the sequence

mn

∑
1

(Zni − EZni,çn )
converges weakly in l∞(ℱ). The random semi-metrics dn decrease by truncation.

Thus, one can get the result for truncated processes under weaker conditions.

We now define measure-like processes. In the previous theorem, consider index

setℱ as a set of measurable functions f : x → IR on a measurable space (x, a) and the
distance be in L

2
(Q). Q finite measure: assume

(1)
∞
∫
0

sup

Q
√log N(å||F||Q,2ℱL

2
(Q))då < ∞.

Then the preceding theorem yields a central limit theorem for processes with incre-

ments that are bounded by random L
2
-metric on ℱ . We call Zni measure-like with

respect to randommeasures ìni : f

(Zni(f ) − Zni(g)) ≤
2 ∫(f − g)2dìni f , g, åℱ .

For measure-like processes dn is bounded by L
2
(∑ ìni)-semi-metric and entropy

condition there can be related to uniform entropy condition.

Lemma 6.5.3: Letℱ be a class of measurable function F. Let Z
1
, ...Zn,mn bemeasura-

ble processes indexed byℱ . Ifℱ satisfies uniform entropy condition (1) for a set Q that
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contain measures ìni and
mn
∑
1

∫ F2dìni = 0

∗
p(1) then entropy condition d) of Theorem

6.5.1 is satisfied.

Proof: Let ìn =
mn
∑
i=1 ìni. Since dn is bounded by L2(ìn)-semi-metric we get

(∗)
än
∫
0

√log N(å,ℱ , dn)då ≤
ä/||F||ìn
∫
0

√log N(å||F||ìn ,ℱ , L
2
(ìn))då.||F||ìn

on the set where ||F||2ìn < ∞. Denote by

J(ä) =
ä
∫
0

sup

Q
√log N(å||F||Q,2,ℱ , L

2
(Q)då

on the set where ||F||ìn > ç the RHS of the equation (∗) is bounded by J(än/ç)0P(1)
which converges to zero for ç > 0. On the set where ||F||ìn ≤ ç, we have the bound
J(∞)ç as ç is arbitrary we get the result.

Example 1: Suppose we have independent processes Z
1
, ...Zn, mn are measure line.

Let ℱ satisfy uniform entropy condition. Assume for some probability measure

P with ∫ F2dP∗ < ∞

E∗ mn

∑
1

∫ F2ni1{∫ F2dìni > ç} → 0 for n → 0

and

sup||f−g||p,2<än E∗ mn

∑
1

∫(f − g)2dìni → 0 as än ↓ 0

and

∫ F2dìni = 0

∗
p(1).

then we get that condition of Theorem 6.5.1 (d) is satisfied and other conditions imply

the other conditions as

||Zni||ℱ ≤ Zni(f )1 + 4∫ Fndìni for any f .
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This gives

mn
∑
1

(Zni−EZni) converges in l∞(F) if covariance functions converge point-wise

and measureability conditions as satisfied.

Example2:Consider in the above example Zni = cniäxni where for each n, (cni constant)
X
1
, ...Xn, mn are independent random variables is a measurable space (x, a) with

induced measures Pni with ∫ fdPni exist for each element f of a class of measurable

functions f : x → IR. We can consider weighted empirical process

Gn(f ) =
mn

∑
i=1 cni(f (Xni) − ∫ fdPni).

Suppose max
1≤i≤mn

|cni| → 0

mn

∑
1

cniPni ≤ P

for P a probability measure P with E∗
pF

2 < ∞. Note that Zii are measure-like with

ìni = c2niäxni . Then we get under measurability condition Gn converges weakly to a

Gaussian process on l∞(ℱ). In addition, we can prove that the limiting process has

uniformly continuous sample paths with respect to L
2
(P)-semi-metric.
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