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1
Introduction: Problems of 
Explanation in Economic Sociology

1.1 Scope of the Enterprise

In this book I present arguments about economic action and institutions that 
emphasize social, cultural and historical considerations in addition to purely 
economic ones. This may therefore be considered a contribution to “eco-
nomic sociology,” a subfield that has grown vigorously in the past thirty 
years.1 But more fundamentally, I hope to contribute to an understanding of 
the economy in a way that transcends disciplinary boundaries and thus have 
little concern about the intellectual origins of useful ideas.

In this introductory chapter, I set out general arguments on the nature of 
social science; the meaning of explanation for economic action, outcomes, 
and institutions; and the relation between social structure and the economy. 
Subsequent chapters deal with important theoretical elements of my argu-
ment: the role of norms and other mental constructs in the economy, trust 
and cooperation, power and compliance, and the interplay between institu-
tions and human purposive action. A sequel volume will treat a series of 
empirical cases analyzed within the proposed framework.

I distinguish three levels of economic phenomena to be explained. The 
first is individual economic action. Max Weber defines such action as occur-
ring when “the satisfaction of a need depends, in the actor’s judgment, upon 
some relatively scarce resources and a limited number of possible actions, 
and if this state of affairs evokes specific reactions. Decisive for such ratio- 
nal action is, of course, the fact that this scarcity is subjectively presumed 
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2 S O C I E T Y  A N D  E C O N O M Y

and that action is oriented to it.” ([1921] 1968: 339). These needs, Weber con-
tinues, “may be of any conceivable kind, ranging from food to religious edifi-
cation, if there is a scarcity of goods and services in relation to demand” 
(339). This closely parallels economist Lionel Robbins’s classic definition of 
economics, reprised in most current elementary textbooks, as “the science 
which studies human behavior as a relationship between ends and scarce 
means which have alternative uses” (1932: 15). These differ only in Weber’s 
insistence on the importance of the actor’s subjective orientation to the 
means-end situation.2

Having adopted this broad definition of economic action, I could then 
logically discuss a wide range of subjects, including marriage, divorce, crime, 
and the allocation of time, as in the program of “economic imperialists” such 
as Gary Becker (cf. Hirshleifer 1985). Instead I confine attention to examples 
that are “economic” in the usual sense of having to do with the production, 
distribution, and consumption of goods and services—what we might call the 
“hard core” of economic activity. But my goal is not the parallel one of “socio-
logical imperialism” but rather of understanding the economy with whatever 
means and ideas are required, from whatever source.

A second level of economic analysis concerns patterns of action beyond 
the realm of single individuals—what I call “economic outcomes.” Examples 
of “outcomes” would be the formation of stable prices for a commodity or of 
wage differentials between certain classes of workers. So these “outcomes” are 
regular patterns of individual action.

A third level refers to economic “institutions.” These differ from “out-
comes” in two ways: (1) they typically involve larger complexes of action, and 
(2) individuals come to see them as the way that things should be done. Insti-
tutions convey, as is well captured in the sociology of knowledge, a deceptive 
impression of solidity, they become reified, experienced as external and 
objective aspects of the world rather than as the products of social construc-
tion, which they are (see, e.g., Berger and Luckmann 1966). This social- 

constructionist perspective is highly relevant for economic institutions. 
Examples are entire systems of economic organization, such as capitalism 
or, at lower levels, the way particular organizations, industries, or profes-
sions are constituted. Chapters 5 and 6 discuss the nature of institutions 
more fully.
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Introduction: Problems of Explanation in Economic Sociology 3

These three correspond closely to what are usually called micro, meso 
and macro levels of analysis. While each requires some principles that apply 
exclusively to its own level, it is important to attempt a synthesis that brings 
all these levels into a common framework and illuminates the way influ-
ences at one level affect results in others without giving one level causal 
 priority over the others. Roughly speaking, the substantive chapters, begin-
ning with Chapter 2, begin at the micro level of individuals, progress 
through meso-level issues, and end with more macro-level or institutional 
concerns.

1.2 “Human Nature,” Null Hypotheses, and Levels of  
Analysis: Beyond Reductionism

Null hypotheses, typically unspoken, lurk beneath most social science 
accounts of the economy. I refer to underlying baseline assumptions about 
how humans behave and how society is organized—the conceptual starting 
point for scholars who try to understand a set of phenomena. These baselines 
underlie much of the rhetoric of the social sciences and have a strong psycho-
logical effect on who is persuaded by which arguments (as eloquently argued 
by McCloskey 1983).

Null hypotheses typically contain assumptions about “human nature,” 
and because “nurture” trumped “nature” in most twentieth-century social 
science, it looks old-fashioned to make such assumptions explicit; yet they are 
pervasive, even when barely whispered. The null hypotheses of economists 
and sociologists differ markedly. Most economists explain by assuming that 
individuals pursue their interests, guided by quantifiable incentives. While 
few endorse the stereotypical rational calculator, homo economicus, models 
based on individual interests and explicit or implicit calculations still take 
priority over those that invoke more “complicated” social factors not amenable 
to simple and elegant models. As Elster points out, a typical practice in 
“applied rational choice theory” is to construct a model in which “the 
observed behavior of the agents maximizes their interests as suitably defined, 
and one assumes that the fit between behavior and interest explains the 
behavior.” But, he notes, without explicit evidence for a causal relation, the 
“coincidence of behavior and interest may be only that—a coincidence” 
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4 S O C I E T Y  A N D  E C O N O M Y

(Elster 2000: 693). The null hypothesis in play here is so strong that the coin-
cidence is automatically assumed to reflect causality.

Sociologists are even less likely to make explicit their ideas about human 
nature, but more than a century of social theory has disposed many to assume 
that individuals are constituted by their social environment and cannot even 
imagine what they are like or who they are without having absorbed impres-
sions of themselves from significant others as well as a more general sense of 
where they fit into society, provided by socialization into a particular milieu. 
Thus, sociologists portray individuals as guided by social influences, including 
their own social circle and beyond, social norms or ideologies, social class, or 
social institutions based on such social complexes as religion, economy, or 
politics.

All scholars endorse parsimony in explanation, but criteria for what is 
parsimonious are not objectively given. They follow from which null hypoth-
esis you favor, as this determines what levels of analysis you think critical, and 
whether you consider reductionist projects in the social sciences feasible or 
feckless. In the history of science, attempts to link disciplines frequently entail 
such projects, which aim to show how one conceptual framework is more 
fundamental than the other and can therefore subsume it. The successful 
reduction of much classical biology to a molecular basis has encouraged 
many other such attempts.

Though most sociologists still subscribe to Emile Durkheim’s turn-of-
the-twentieth-century insistence on society as a reality sui generis, sociolog-
ical arguments and theories are sufficiently diffuse to make the discipline a 
popular takeover target. B. F. Skinner was perhaps the first psychologist to 
argue that social life could be fully explained in terms of behavioral regulari-
ties induced by reinforcement contingencies, but this view has attracted 
only a few sociological adherents (e.g., Homans 1971). Reduction of social 
behavior to biology is one of the main projects of sociobiologist E. O. Wilson 
and his followers (Wilson 1975), where the mechanism assumed to generate 
social relations is natural selection at the individual genetic level and less fre-
quently (and more controversially) at that of groups. As I have noted, some 
economists have framed their reductionist project as “economic imperialism,” 
beginning with Gary Becker’s incursions into such sociological subjects as 
love, marriage, crime, and the allocation of time (e.g., Becker 1976) and 
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Introduction: Problems of Explanation in Economic Sociology 5

reflected in claims like that of Jack Hirshleifer that “economics really does 
constitute the universal grammar of social science” (1985: 53).

Because of their alleged parsimony, reductionist projects attract more 
adherents than their epistemological opposite, the projects of (w)holism, 
which in various contexts have claimed that individual units in their disci-
pline are quite uninterpretable without an understanding of the larger con-
text in which they are found, including proponents of various flavors of sys-
tems theory and functionalism.3

Kontopoulos (1993) shows that in many scientific fields, reductionism 
and wholism have given way to far more complex and nuanced projects that 
seek to understand how various levels of analysis in the phenomena under 
study fit together and that argue that none should be privileged in explana-
tion. The reader should understand my book as such a project. At every point 
in my argument, I will try to understand how micro and macro levels of anal-
ysis are connected and how what some have called a “meso” level of analysis 
is critical in understanding the dynamics of such relationships. It is only 
because of the criticality of this middle level of analysis that “social networks” 
occupy at times a pivotal role in my argument. I want to emphasize that they 
are not a privileged causal concept and by themselves have only modest 
explanatory value in most situations.4

1.3 Functionalism, Culturalism, and History

Because reductionism to the level of individuals is often unsatisfactory in its 
explanatory power, its proponents typically supplement it with other argu-
ments. In the social sciences, two of the most prominent are functional and 
cultural explanations. This is ironic since these might be imagined to belong 
most appropriately to the toolkit of wholists.

“Functional” explanations account for a behavior, practice, or institution 
by reference to the “problem” it solves. Thus, one might propose that the insti-
tution of limited liability in the corporate world can be explained by the fact 
that few will undertake substantial entrepreneurship if their own private 
resources can be entirely wiped out by a company’s failure. Separation of indi-
vidual from corporate resources “solves” this problem and makes entrepre-
neurship more likely. But any inference that this explains the origins of 
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6 S O C I E T Y  A N D  E C O N O M Y

limited liability cannot be sustained without a careful investigation of its 
actual history and its consequences as well as comparison of entrepreneur-
ship between countries that did and did not develop such a legal pattern. In 
this case, there is much more to the story, and some would argue that this 
practice developed not as a way to improve entrepreneurship in general but 
rather to serve a particular set of interests.5 In Chapter 6, I offer the more 
complex example of the medieval Florentine partnership system. More gen-
erally, it is hazardous to assume that every economic institution can be 
explained as the solution to some problem. Thus, Schotter suggests as a task 
for economists to develop an “economic theory of social institutions,” in 
which understanding any institution requires that we “infer the evolutionary 
problem that must have existed for the institution as we see it to have devel-
oped. Every evolutionary economic problem requires a social institution to 
solve it” (1981: 2).

This proposal resembles the practice of sociobiologists, who explain any 
feature of a species as having evolved to solve some problem in its environment. 
Here, the creative scientific enterprise is to imagine what that problem might 
have been. In their wide-ranging critique, Gould and Lewontin call such expla-
nations “adaptive stories” and comment that “the rejection of one adaptive 
story usually leads to its replacement by another, rather than to a suspicion that 
a different kind of explanation might be required. Since the range of adaptive 
stories is as wide as our minds are fertile, new stories can always be postulated. 
And if a story is not immediately available, one can always plead temporary 
ignorance and trust that it will be forthcoming. . . . Often evolutionists . . .  
consider their work done when they concoct a plausible story. But plausible 
stories can always be told. The key to historical research lies in devising criteria 
to identify proper explanations among the substantial set of plausible pathways 
to any modern result” (1979: 153–154).

As Gould and Lewontin suggest for biology, one problematic element of 
“adaptive stories” is that while in principle appealing to an historical account, 
they actually skip over historical research by appealing to a speculative idea 
about what “must” have happened. Similarly, when you explain an economic 
institution in terms of the problem it “must” have evolved to address, you 
implicitly choose to remain within the comparative statics of equilibrium 
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Introduction: Problems of Explanation in Economic Sociology 7

states rather than studying the dynamics of how the institution was actually 
created over time. The argument assumes, moreover, that the system is now 
in equilibrium because a still-evolving institution could not reveal by inspec-
tion what problem it had evolved in order to solve.

This explanatory strategy is usually supported by explicit or implicit ref-
erence to a selection mechanism, such that units unable to solve the environ-
mental problem fall by the wayside, and only those with the observed institu-
tional solution remain. The classic exposition of this argument is in Milton 
Friedman’s influential 1953 essay “The Methodology of Positive Economics” 
(1953: 16–22). The argument has evolved in economics into the idea that 
unsolved problems present the possibility of profit, and such opportunities 
will always be taken by rational individuals. Inefficiencies are arbitraged away, 
and part of the rhetoric of modern economics is that “you won’t find dollar 
bills lying in the street.”6 The assumption that one should explain an institu-
tion by showing in what way it creates efficiencies has entered the economic 
lexicon especially in the New Institutional Economics, where “efficiency anal-
ysis” means telling an adaptive story about some institution. In part, this is a 
reaction against the “old institutional economics,” which often gave legal, 
sociological, or historical accounts of institutions’ origins.7

Even in biology, where the genetic mechanism of Darwinian selection is 
clear, Gould and Lewontin (1979) note that any particular adaptive story is 
merely speculation and may in fact be quite inconsistent with what actually 
occurred. They nicely catalogue the errors that result. In the economy, the 
mechanism of selection would most plausibly be the discipline of competitive 
markets; yet few markets entail competition so stringent that all inefficiencies 
are rooted out and all problems solved.8 Instead, I argue here that economic 
action and institutions typically result from a variety of goals implemented by 
complex networks of actors and that without an understanding of the histor-
ical sequence and networks of relevant actors, these outcomes can easily be 
misinterpreted.

Cavalier invocation of Darwinian rhetoric careens toward a Panglossian 
view of behavioral patterns or institutions. The pitfalls of functionalist expla-
nations have been catalogued many times (e.g., Merton 1947; Nagel 1961; 
Hempel 1965; Stinchcombe 1968; Elster 1983), and rigorous accounts have 
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8 S O C I E T Y  A N D  E C O N O M Y

been given of the requirements that must be met for an explanandum9 to be 
properly explained by reference to problems it is claimed to solve. Rather 
than recapitulating these accounts, I simply suggest a sequence of four prac-
tical questions one must be able to answer about a functionalist explanation 
before it can be accepted. (1) In what sense was the “problem” really a 
problem? If the problem a pattern is alleged to have solved was in fact no 
problem at all, the explanation fails immediately. (2) Was the “solution” a 
solution? Even if the problem is admitted to be genuine, the institution under 
scrutiny had better really solve it; otherwise the functionalist account is not 
persuasive. (3) Do we understand the process by which this solution has 
arisen? To avoid this question is to assume that all problems that arise are 
automatically solved, a proposition that, once stated, hardly anyone would 
endorse.

Part of a functional explanation should thus be to account for why and 
how the stipulated problem was indeed solved. But once we know how this 
solution can arise, we also understand under what circumstances it cannot. 
In practice, this means that the solution will not arise in all instances where 
the problem does, but only in some. The explanation of the pattern then will 
require us to know more than just the problem it solves but also the condi-
tions that are required for this solution to emerge. This leads then to (4) Why 
this particular solution? What is the range of possible solutions for this 
problem, and under what circumstances might others arise? Like the answers 
to (3), a response to this question distances us from crude functionalist 
accounts and reduces the gap between a static functionalist explanation and 
one based on historical sequences.

Functionalist accounts often seem plausible because an economic insti-
tution appears well matched to its economic environment. But this may occur 
because institutions have modified their environment so as to create greater 
compatibility. Comparative statics will not reveal such a process and may 
instead persuade the suggestible that environmental exigencies created the 
institution. While economic environments certainly limit institutional con-
figurations, these limits may be wider than we typically imagine and encom-
pass multiple stable institutional equilibria. The historical trajectory of the 
system may determine which of these occurs, making the study of dynamics 
indispensable.
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Introduction: Problems of Explanation in Economic Sociology 9

Related arguments have been made for technology by students of eco-
nomic history under the heading of “path dependence.” Paul David, for 
example, has argued that because of some specific initial conditions, the 
highly inefficient QWERTY typewriter keyboard became the standard of the 
industry by the 1890s, despite the existence of more efficient designs. 
QWERTY became established as the technical standard and was “locked in” 
by the large base of existing machines and users (1986). More generally, Brian 
Arthur has proposed a stochastic model of how random events in the early 
stage of a process can fix an outcome independent of its overall efficiency. In 
these “path-dependent” processes, one sees increasing returns to scale since 
once one of several competing technologies has a temporary lead in the 
number of users, this lead makes it profitable for various actors to improve it 
and to modify the environment in ways that facilitate further use. This fur-
ther use then again spurs improvements and reduces the profitability of 
improving competing but less-adopted technologies. Eventually, technolo-
gies that were originally less efficient may be locked in by this train of events 
(Arthur 1989).

To the extent this is so, only historical analysis can explain outcomes. If, 
by contrast, we could assume diminishing returns to adoption of a tech-
nology, then static analysis would be sufficient; the outcome is unique and 
does not depend on small events in market formation or the order in which 
choices are made. “Under increasing returns, by contrast, many outcomes are 
possible. Insignificant circumstances are magnified by positive feedbacks to 
‘tip’ the system into the actual outcome ‘selected.’ The small events of history 
become important. Where we observe the predominance of one technology 
or one economic outcome over its competitors we should thus be cautious of 
any exercise that seeks the means by which the winner’s ‘innate’ superiority 
became translated into adoption” (Arthur 1989: 127)

These arguments mainly concern technology, but I argue in subsequent 
chapters that many other economic outcomes and institutions are also 
“locked in” by processes that need not be confined to random “small events” 
but rather can be analyzed as evolving from purposive networks of action 
mounted by interested actors rather than as solutions to problems. And what 
appear to be “random” events from an economic frame of reference can often 
be systematically treated in a sociological account. The technical concept of 
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10 S O C I E T Y  A N D  E C O N O M Y

“lock-in” is in fact analogous to the sociological idea of “institutionalization.” 
Just as the technical developments that never took hold are forgotten or dis-
missed as technically inferior, institutional alternatives that did not occur are 
forgotten, and adaptive stories are told about how the existing form was inev-
itable given the environment. A central question for a sociology of economic 
institutions is under what circumstances such stories might be correct. In the 
sequel volume, my account of the electricity industry in the United States fits 
this description well.

It is notable that scholars who endorse methodological individualism in 
general nevertheless often endorse functionalist explanations that rely on 
homeostatic system properties only tenuously linked to individual action. 
The attraction may be that by doing so, one avoids the need for detailed his-
torical accounts of how action and institutions evolve. A closely related 
explanatory strategy, which may appeal for similar reasons, is the reliance on 
cultural differences to explain outcomes and institutions.

The “culturalist” position does not derive from economic logic but rather 
explains some outcome or institution by arguing that the group that pro-
duced it has cultural beliefs, values, or traits that predispose it to the observed 
behavior. Building on recent theory, such beliefs are often characterized as 
“social capital.” Groups characterized by a “Protestant ethic” will work harder 
and produce more successful firms or other outcomes; those with a culture 
oriented to cooperation in a hierarchical setting, where individuals are subor-
dinated to the society, will develop smoothly functioning industrial enter-
prises (as is often claimed for Japan, e.g., Ouchi 1981), and societies where 
culture confines trust to a small circle of friends and relatives will have diffi-
culty managing economic enterprises of any substantial size (Fukuyama 
1995).10 At a sub-societal level of analysis, different organizations are said to 
have distinct cultures that resist merger or at least raise its cost.

If groups really did behave in ways so closely determined by their cul-
tures, we could safely neglect the detailed historical evolution of institutions; 
indeed, there would be little such evolution so long as the culture remained 
stable. As with many functionalist arguments, however, this one hovers 
uncomfortably close to circularity, since the causal tie between cultural beliefs 
and observed patterns is usually inferred from behavior rather than shown 
explicitly.
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Introduction: Problems of Explanation in Economic Sociology 11

Moreover, this treatment of culture as an influence on individual behavior 
is static and mechanical: once we know the well-socialized individual’s social 
location, everything else in behavior is automatic. Individual actors are 
stripped of agency, which is odd for methodological individualists for whom 
agency should be of prime importance. Culture is an external force that, like 
the Deists’ God, sets things in motion and has no further effects. Once we 
know in just what way one has been affected, purposive action and ongoing 
social relations and structures are irrelevant. Social influence is all contained 
inside an individual’s head, so in actual decision situations, he or she can be 
as atomized as any homo economicus, but with different rules for decisions. 
Yet more sophisticated analyses of cultural influences (e.g., Fine and Kleinman 
1979; Cole 1979, Ch. 1; Swidler 1986; DiMaggio 1997) make it clear that cul-
ture is not a once-for-all influence but an ongoing process, continuously con-
structed and reconstructed during interaction. It not only shapes its members 
but also is shaped by them, in part for their own strategic reasons. Thus, I do 
not mean here to denigrate the importance of culture as a force in human 
affairs, only to object to its misuse as a near-tautological and merely residual 
explanation. I delve into these questions further in Chapter 2, on the influ-
ence of culture, norms, and other mental constructs on economic action, and 
again in Chapters 5 and 6, which consider the relation between culture and 
institutions.

1.4 Under- and Oversocialized Conceptions of Human Action

Null hypotheses and their associated conceptions of human nature lead to 
unstated but consequential ideas about the nature of human action. When 
pushed too far, such conceptions distort. The sociological conception of 
actors as highly responsive to their social setting, for example, was famously 
criticized by sociologist Dennis Wrong as the “oversocialized conception of 
man in modern sociology” (1961)—a conception of people as so overwhelm-
ingly sensitive to the opinions of others, and hence obedient to the dictates of 
consensually developed norms and values, internalized through socializa-
tion, that obedience is not burdensome but unthinking and automatic.

Wrong noted that it is “frequently the task of the sociologist to call atten-
tion to the intensity with which men desire and strive for the good opinion of 
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their immediate associates in a variety of situations, particularly those where 
received theories or ideologies have unduly emphasized other motives. . . .  
Thus sociologists have shown that factory workers are more sensitive to the 
attitudes of their fellow workers than to purely economic incentives. . . . It is 
certainly not my intention to criticize the findings of such studies. My objec-
tion is that . . . though sociologists have criticized past efforts to single out 
one fundamental motive in human conduct, the desire to achieve a favorable 
self-image by winning approval from others frequently occupies such a posi-
tion in their own thinking” (1961: 188–189).

To the extent such a conception was prominent in 1961, it resulted in 
part from Talcott Parsons’s attempt, in his landmark book The Structure of 
Social Action, to transcend the problem of order as posed by Thomas Hobbes 
by emphasizing commonly held societal values (1937: 89–94). Parsons classi-
fied Hobbes in what he called the “utilitarian” tradition, which he attacked for 
treating individual action as atomized, isolated from the influence of others 
or from any broad cultural or social traditions. Yet a close reading of such 
utilitarians as Hume, Bentham, and John Stuart Mill does not support such 
a depiction. Rather, they do show considerable interest in how social insti-
tutions, norms, and interaction modify and shape individual action (see 
Camic 1979).

Most of what Parsons alleged to be the case for the “utilitarian” and “pos-
itivistic” tradition does, however, describe classical and twentieth-century 
neoclassical economics.11 The orthodox theoretical arguments are reduc-
tionist and one might say “undersocialized,” disallowing by hypothesis any 
impact of social structure or relations on production, distribution, or con-
sumption. In competitive markets, no producer or consumer noticeably 
influences aggregate supply or demand or, therefore, prices or other terms of 
trade. As Albert Hirschman has noted, such idealized markets, involving as 
they do “large numbers of price-taking anonymous buyers and sellers sup-
plied with perfect information . . . function without any prolonged human or 
social contact between the parties. Under perfect competition there is no 
room for bargaining, negotiation, remonstration or mutual adjustment and 
the various operators that contract together need not enter into recurrent or 
continuing relationships as a result of which they would get to know each 
other well” (1982: 1473).
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Classical economists mentioned social relations mainly as a drag on 
competitive markets. Thus, Adam Smith complained that “people of the same 
trade seldom meet together, even for merriment and diversion, but the con-
versation ends in a conspiracy against the public or in some contrivance to 
raise prices.” His laissez-faire politics did not allow him to recommend anti-
trust measures, but he did urge repeal of regulations requiring all those in the 
same trade to sign a public register, since “the public existence of such infor-
mation connects individuals who might never otherwise be known to one 
another and gives every man of the trade a direction where to find every 
other man of it” ([1776] 1976: 145). This lame policy proposal is less inter-
esting than Smith’s tacit assumption that truly competitive markets require 
social atomization. This position survived into the twentieth century in stan-
dard texts like George Stigler’s The Theory of Price, which observes that “eco-
nomic relationships are never perfectly competitive if they involve any per-
sonal relationships between economic units” (1946, 24).

Though some classical economists like John Stuart Mill and others out-
side the main line, such as Marx and the German historical school, were inter-
ested in the general social conditions of economic action, a more rigorous and 
quantitative tradition, beginning with David Ricardo, increasingly narrowed 
the focus in a way that excluded noneconomic matters.12 This exclusion was 
extended by the triumph of the neoclassical “marginalists” over the German 
historical school in the Methodenstreit of the late nineteenth and early twen-
tieth centuries. The marginalist approach, especially as codified by Alfred 
Marshall, “solved” the classical problem of value by reducing it to the determi-
nation of market prices by supply and demand, which was to be understood by 
the mathematics of maximization (see, e.g., Deane 1978, Ch. 7).

But the apparent contrast between oversocialized views and what one 
might call the undersocialized account of classical and neoclassical eco-
nomics masks a critical theoretical irony: both share a conception of action 
by atomized actors. In the undersocialized account, atomization results from 
narrow pursuit of self-interest; in the oversocialized one, from behavioral 
patterns having been internalized and thus little affected by ongoing social 
relations. The social origin of internalized patterns does not differentiate 
this argument decisively from an economic one, in which the source of 
utility functions is left open, leaving room for behavior guided, as in the 
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oversocialized conception, entirely by consensually determined norms and 
values.13 Under- and oversocialized conceptions thus merge in their atomiza-
tion of actors from immediate social context. This ironic merger is already 
visible in Hobbes’s Leviathan, where the beleaguered residents of the state of 
nature, overwhelmed by disorder, surrender all their rights to an authori-
tarian power and then become docile and honorable; by the artifice of a social 
contract, they lurch directly from an undersocialized to an oversocialized 
state.

This convergence of under- and oversocialized views helps explain why 
modern economists can so readily accept oversocialized arguments about the 
causal force of culture, which are surprisingly consistent with a reductionist 
view of human action in that once having absorbed the cultural prescriptions, 
individuals can still be analyzed without further attention to their social loca-
tion or networks of interaction. Even economic models that take social rela-
tionships seriously (e.g., Becker 1976) typically abstract away from the his-
tory of relations and their position with respect to other relations. The 
interpersonal ties they describe are stylized, average, “typical”—devoid of 
specific content, history, or structural location. Actors are representative 
agents, whose behavior results from their named role positions and role sets; 
thus we have arguments about how workers and supervisors, husbands and 
wives, criminals and law enforcers will interact with one another, but these 
relations are not assumed to have individualized content beyond that given 
by the obligations and interests inherent in the named roles. This procedure 
is exactly what structural sociologists have criticized in the sociology of Tal-
cott Parsons—the relegation of the specifics of individual relations to a minor 
role in the overall conceptual scheme, epiphenomenal in comparison with 
enduring structures of normative role prescriptions deriving from ultimate 
value orientations.

A fruitful analysis of any human action, including economic action, 
requires us to avoid the atomization implicit in the theoretical extremes of 
under- and oversocialized views. Actors do not behave or decide as atoms 
outside a social context, nor do they adhere slavishly to a script written for 
them by the particular intersection of sociocultural categories they happen to 
occupy. Their attempts at purposive action are instead embedded in concrete, 
ongoing systems of social relations. These networks of relations constitute a 
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crucial meso level lying conceptually between individual action and social 
institutions and cultures, and the way these micro and macro levels are linked 
through this meso level is a central focus of interest here.

1.5 Social Networks and “Embeddedness”

The “meso” level of social networks is important because it helps avoid the 
theoretical extremes of under- and over-socialization. More concretely, social 
networks matter because people’s pursuit of both social and economic goals 
invariably involve known others as a significant element. This argument that 
networks of known others matter and should be analyzed has come to be 
identified as the “embeddedness” perspective, in part because of the stream of 
work that followed my 1985 article on this subject. Much of this work has 
come to be identified as the “New Economic Sociology” (Granovetter 1985; 
Swedberg and Granovetter 2011). But while many have identified ideas about 
“embeddedness” with social network analysis of the economy, an identifica-
tion that my 1985 paper on “embeddedness” may have furthered, I use the 
term more broadly here to mean the intersection of economic with noneco-
nomic aspects of society, including not only social networks and their conse-
quences but also cultural, political, religious, and broadly institutional influ-
ences. Social networks play a central mediating role between micro and 
macro levels, and part of my work here is to develop further some of the ways 
that networks relate to larger themes in the analysis of societies, such as trust, 
power, norms, and values and the institutional level of analysis. It is precisely 
because social networks are important in explaining such concepts that they 
play an important conceptual role.

This book is not the place to spell out technical arguments or details 
about social network analysis. Numerous excellent guides do so.14 I assume as 
general background that the reader has some elementary acquaintance with 
ideas about social networks. It is helpful, however, to spell out several theoret-
ical arguments or principles about the interaction of social networks with 
other social outcomes. Here I suggest three, which are not meant to be 
exhaustive but are useful ideas that I draw on in what follows:

1. Networks and Norms. As I discuss in more detail in Chapter 2, norms—
shared ideas about normal or proper behavior in specified situations—are 
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clearer, more firmly held, and easier to enforce the more dense the social 
network.15 The classic argument for this proposition, from social psychology 
(see, e.g., Festinger, Schachter, and Back 1948), relies on the larger number of 
unique paths in denser networks along which ideas, information, and influ-
ence can travel among nodes. This makes norms more likely to be repeatedly 
encountered and discussed and also makes it harder to hide deviance, which 
is thus more likely to be discouraged. A corollary is that, other things equal, 
larger groups will find it harder to crystallize and enforce norms because their 
network density is lower. This is because people have cognitive, emotional, 
spatial, and temporal constraints on the number of social ties they can 
manage, so that larger networks must fragment into cliques (e.g., Nelson 
1966).

2. The Strength of Weak Ties. New information is more likely to reach 
individuals through their weak than their strong ties. Our close friends move 
in the same circles that we do and thereby learn mostly what we already know. 
Weak ties, or “acquaintances” as we usually call them, are more likely to know 
people that we do not and thus receive more novel information. This is partly 
because close friends are more similar to us than are acquaintances and partly 
because they spend more time with us. By moving in different circles from 
our own, acquaintances are our windows on a wider world than our closest 
friends could reveal. Thus, when we need a new job, a scarce service, or some 
vital bit of information for an investment or project, they may be a better bet, 
even though our closer friends have more motivation to help. Social structure 
may dominate motivation. This is what I have called “the strength of weak 
ties” (Granovetter 1973, 1983).

At a more macro level of analysis, note that if each person’s close friends 
know one another, they form a clique, and cliques are connected to one 
another, if at all, through weak rather than strong ties. The configuration and 
social location of weak ties therefore may be a central determinant of how 
information diffuses in large social structures. This may be one reason, for 
example, why high-tech regions with substantial job mobility diffuse cut-
ting-edge technical information more effectively than those with more 
self-contained, vertically integrated firms (cf. Saxenian 1994; Castilla et al. 
2000; Ferrary and Granovetter 2009).

3. Structural holes. Individuals with ties into multiple networks that are 
largely separated from one another may enjoy strategic advantage. When 
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such individuals are the only route by which resources or information can 
flow from one part of a network to another, they have the potential to exploit 
the “structural hole” in the networks that they sit astride (Burt 1992). Individ-
uals in this situation can be effective brokers and thereby enjoy substantial 
“social capital” (cf. Burt 2005). I discuss in more detail the advantages of bro-
kers as part of a larger treatment of the relation between social networks and 
power in Chapter 4.

These and other network principles are useful tools in talking about “net-
work embeddedness.” Economic action and outcomes, like all social action 
and outcomes, are affected by actors’ social relations to others and also by the 
structure of the overall network of those relations. As a shorthand, I will refer 
to these respectively as the relational and the structural aspects of network 
embeddedness.

By relational embeddedness I mean the nature of relations that individ-
uals have with specific other individuals. This concept is about pairs or, as 
sociologists like to say, “dyads.” Relational embeddedness has typically quite 
direct effects on individual economic action. How a worker and supervisor 
interact is determined not only by the meaning of these categories in a tech-
nical division of labor but also by their particular personal relationship, which 
is determined largely by a history of interactions. This is partially captured by 
economists’ use of interdependent utility functions, where the utility of 
another becomes an argument of your own utility function; in plainer lan-
guage, their welfare becomes part of your own. But this does not really cap-
ture the fact that our behavior toward others depends on a structure of mutual 
expectations that has become a constitutive part of the relationship and, for 
strong ties, of the actors’ own identity.

Not only particular dyadic relations may affect your behavior but also the 
aggregated impact of all such relations. The mere fact of attachment to others 
may modify economic action. Thus, you may want to stay in a certain firm 
despite economic advantages available elsewhere because you are attached to so 
many fellow workers. And the noneconomic value of such attachments partly 
explains the tendency of employers to recruit from among those employees 
know, even in the absence of purely economic advantages to doing so.

Some economists have emphasized certain elements of relational embed-
dedness, as when Harvey Leibenstein (1976) or Gary Becker (1976) empha-
sizes the norms and interests entailed in the roles that pairs of individuals 
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may enact, such as husband and wife or employee and supervisor. This 
emphasis appears to soften the focus of economics on methodological indi-
vidualism. But because the behavior of such pairs is abstracted away from 
their particular personal history and the way that history is embedded in 
larger networks, I suggest that atomization has not been avoided but merely 
transferred to a slightly higher level of analysis, the dyad, which is still seen as 
unaffected by influences broader than that of internalized, prescribed roles. 
Here we see again the use of an oversocialized conception—people behaving 
entirely in accord with role prescriptions—to implement what is in effect an 
atomized and undersocialized view of action.

By structural embeddedness I mean the impact of the overall structure of 
the network that individuals are embedded in. Compared to relational 
embeddedness, structural embeddedness has typically more subtle and less 
direct effects on economic action. So, a worker can more easily maintain a 
good relationship with a supervisor who has good relations with most other 
workers as well. If the supervisor is at odds with the others, and especially if 
those others are friendly with one another, they will make life very difficult 
for the one worker who is close to the supervisor; pressures will be strong to 
edge away from this closeness. If the other workers do not form a cohesive 
group, such pressures can be mounted only with difficulty.

In saying this I draw on the principle that to the extent that a pair’s 
mutual contacts are connected to one another, there is more efficient infor-
mation spread about what members of the pair are doing and thus better 
ability to shape that behavior. Thus, in this situation of high network density, 
a worker absorbs norms from the group that would make a close relationship 
with the supervisor literally unthinkable.

Structural embeddedness also affects the behavior of individuals by its 
impact on what information is available when decisions are made. Thus, 
whether you leave your job depends not only on your social attachments but 
also whether information on alternative opportunities comes to you. Whether 
you buy a certain brand of soap can be determined in part by the structure of 
your social network and the information and influences that reach you 
through it (Katz and Lazarsfeld 1955). Whether workers believe that their 
wages are fair depends on how they construct their comparison group, a 
matter that depends not only on their position in a technical division of labor 
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but also in noneconomically determined social networks that cut across work-
places (see Gartrell 1982), such as those of kinship or residential proximity. 
This is a good example of how economic and noneconomic institutions inter-
sect, with consequences for both, which is the subject of Chapter 6.

At a different level of analysis from relational and structural embedded-
ness but also exceptionally important is temporal embeddedness. This is the 
opposite of temporal reductionism, which treats relations and structures of 
relations as if they had no history that shapes the present situation. In ongoing 
relations, human beings do not start fresh each day but carry the baggage of 
previous interactions into each new one. Built into human cognitive equip-
ment is a remarkable capacity, depressingly little studied, to file away the 
details and the emotional tone of past relations for long periods of time, so 
that even when one has not had dealings with a certain person for years, a 
reactivation of the relationship does not start from scratch but from some set 
of previously attained common understandings and feelings. This refers back 
to the previous discussion of path dependence and extends its purview to the 
history of social networks.

Structures of relations typically result from processes over time and can 
rarely be understood otherwise. Thus, talking about strikes in factories with 
large numbers of rural and “guest workers,” such as German automobile plants, 
Sabel notes that “strikes by peasant workers . . . usually remain episodes, iso-
lated from the rest of the life of the factory and further isolating the peasant 
workers themselves from other workers. Still, . . . they bring some few peasant 
workers into contact with the outside society in the person of a union militant, 
a sympathetic native worker, or a representative of management. . . . To the 
extent that some of these contacts endure, they can shape the course of later 
conflict” (1982: 136). By tracing out such relations, Sabel is able to make a new 
interpretation of the turbulent industrial relations in 1970s Italy (1982, Ch. 4). 
A good cross-sectional account might notice the importance of these contacts 
as liaisons between the two groups but would be unable to contribute to any 
general argument about the circumstances under which such a structure 
arose. Without such an account, analysts slip into cultural or functionalist 
explanations, both of which usually make their appearance when historical 
dynamics have been neglected. This particular case also sheds light on some of 
the debates on trust that I analyze in Chapter 3, since it displays trust as 
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emerging from a sequence of events rather than as a fixed trait inculcated by 
families or culture, as in some recent economic arguments.

1.6 A Vocabulary of Individual Motives

To find a viable path between an account based entirely on individual inter-
ests and one that presumes those interests always subordinated to some larger 
social entity requires further discussion of individual motives. I suggest three 
important distinctions regarding such motives: Behavior may be instrumen-
tally rational or not, it may be ego-oriented or not, and it may be economi-
cally or socially oriented.

The first of these distinctions involves whether behavior can be well 
described as a use of means to achieve specified ends. The issue is sometimes 
framed as instrumental versus consummatory behavior, the latter being action 
pursued for its own sake rather than in order to accomplish something else. 
Such pursuit may range from simple hedonism to the purest of value commit-
ments but is distinctive in not entailing explicit or implicit calculation of conse-
quences of an action. Social theory gives short shrift to this kind of action, 
which is often headlong and thoughtless. One case is what Max Weber calls 
“value-rational” action: “Examples . . . would be the actions of persons who, 
regardless of possible cost to themselves, act to put into practice their convic-
tions of what seems to them to be required by duty, honor, the pursuit of beauty, 
a religious call, personal loyalty, or the importance of some ‘cause’ no matter 
in what it consists . . . value-rational action always involves ‘commands’ or 
‘demands’ which, in the actor’s opinion, are binding on him.” Such action is not 
rational in the usual instrumental sense because “the more unconditionally the 
actor devotes himself to this value for its own sake, to pure sentiment or beauty, 
to absolute goodness or devotion to duty, the less is he influenced by consider-
ations of the consequences of his action” (Weber [1921] 1968: 25–26). Weber 
also distinguishes between this and another type of action not oriented to means 
and ends, namely “affectual” action, driven by the emotions. Some examples he 
offers are behavior that satisfies a “need for revenge, sensual gratification, devo-
tion, contemplative bliss, or for working off emotional tensions” (25).

In the history of economic thought, the distinction between instrumental 
and noninstrumental action has sometimes been confused with whether 
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behavior was oriented to economic or other aspects of action—a strange 
proposition once examined, since rational action for noneconomic goals and 
nonrational approaches to the economy seem common enough. Albert 
Hirschman (1977) has traced, for example, over several centuries, the distinc-
tion between the “passions” and the “interests,” in which the latter, referring 
to economic motivations, came to be assumed the province of calm, rational, 
and benevolent behavior. Noneconomic motives were gradually subsumed to 
the category of “passions” with the accompanying assumption that their pur-
suit was not a matter of rational action and therefore not suitable for eco-
nomic analysis. By the time of Adam Smith, this distinction was firmly fixed; 
it is so clear in the writing of Pareto that his economics and his sociology are 
separate, so that one could read one without paying attention to the other.16 
Influenced by Pareto, Paul Samuelson thus commented in his Foundations of 
Economic Analysis that “many economists would separate economics from 
sociology upon the basis of rational or irrational behavior” (1947: 90).17 One 
kind of trouble that the equation of economic action with rational and gentle-
manly behavior caused for economic argument is that it deflected attention 
away from the analysis of deception and fraud in the economy.

A second line of demarcation is whether action is “selfish” (“egocentric”) 
or not. Some versions of rational choice theory discount the possibility of 
altruistic behavior by asserting that any action can be theorized as achieving 
some personal goal for the actor, whether or not she would agree. Sen (1977 
refers to this circular argument as “definitional egoism.” The issue for social 
theory, and in particular for economic theory, which Sen’s well-known article 
addresses, is whether the circularity that forbids altruism is useful. Sen sug-
gests it is not, since there are many important examples where people act 
contrary to their own interests in order to honor “commitments” that they 
have to some principle or value or the welfare of some social entity beyond 
themselves. To make behavior egoistic by definition forecloses the possibility 
of understanding these important cases. Sen’s examples of “commitment,” 
however, remain within an instrumental, means-end framework, as when he 
distinguishes between the egoistic motive of someone who acts to stop 
someone from being tortured because it makes him sick and another who 
stops the torture because he thinks it is wrong, even though such action may 
be dangerous and reduce his own utility. In both cases, however, there is an 

 EBSCOhost - printed on 2/14/2023 4:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



22 S O C I E T Y  A N D  E C O N O M Y

end in view (stopping the torture), and the actor is not depicted as pursuing 
a purely consummatory agenda.

A third distinction is less fundamental from the point of view of human 
motivation but very important for the discussion of this book, and that is 
whether an action pursues an economic purpose only, a social (i.e., noneco-
nomic) purpose only, or a mixture of these. For the remainder of this chapter, 
I home in on this third distinction and its consequences. In Chapter 2, I will 
assess the second question of how action in the economy is affected by com-
mitments—shared conceptions of what is proper, just, and fair, that transcend 
the pure pursuit of individual interests. The first question, about whether 
behavior is best conceived in a means-ends framework or not, is in a way the 
hardest of all to address and will come up from time to time in specific con-
texts, especially as I spell out some implications of a pragmatist epistemology.

In addition to economic motives, by which I mean the quest for wanted 
goods and services, people in all cultures seek, in varying degrees, the non-
economic goals of sociability, approval, status, and power, which are available 
only in a social context through networks of others. Given the importance of 
these social motives, people could hardly be expected to seek their economic 
goals in an arena utterly cut off from the chance to achieve social goals, as 
would be the case were economic life impersonal and atomized. It is thus 
common, as we will see in later chapters, for economic relations that begin in 
a neutral, impersonal way to develop noneconomic content as people try 
actively to prevent economic and noneconomic aspects of their lives from 
being separated. This progression was already clear to Emile Durkheim and is 
a central theme in his Division of Labor in Society: “Even where society rests 
wholly upon the division of labor, it does not resolve itself into a myriad of 
atoms juxtaposed together, between which only external and transitory con-
tact can be established. The members are linked by ties that extend well 
beyond the very brief moment when the act of exchange is being accom-
plished” ([1893] 1984: 173).

I argue in subsequent chapters that many even purely economic goals are 
most efficiently achieved through contact with known others. But since many 
people seek economic goals at the same time as sociability, approval, status, 
and power, it is likely that they will prefer to channel their economic activity 
through networks of friends and acquaintances, where all the goals can be 
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simultaneously pursued. Separating these goals would be not only inefficient 
but alienating. Especially for those who devote much of their life to economic 
pursuits, we could hardly expect them to segregate these from the noneco-
nomic needs that so strongly shape human identity. Conversely, the fact that 
so much economic activity occurs in social networks of known others makes 
it more difficult for individuals to separate their economic from their noneco-
nomic goals.

That people pursue economic and noneconomic goals simultaneously 
presents a daunting challenge for economic analysis that focuses only on one 
and for sociological analysis that focuses only on the other. Current social 
science theories of action offer little insight as to how individuals mix these 
goals. It is insufficient to characterize the challenge as one of calculating how 
individuals trade off the noneconomic for the economic outcomes. This may 
sometimes be apt, but it is highly misleading to presume that the rational 
economizing mode can be applied to all sets of motives, since some goals are 
experienced as incommensurable with others (see Ch. 5) and action is not 
always instrumentally oriented.

A simple case that illustrates some of these issues is the impact of labor 
market information flow through social networks. Some sociologists analyze 
this case by making instrumental arguments about how best to manage one’s 
networks for economic advantage (cf. Boorman 1975 on investment in weak 
versus strong ties and Burt 1992 on the use of “structural holes”). But despite 
the value of such arguments, it is difficult to stay within a simple framework 
of instrumental rationality even in this apparently straightforward case. My 
empirical study (Granovetter 1995) shows that to imagine job information as 
always being the result of “investment” in contacts is profoundly misleading. 
One reason for this is that, as Peter Blau argues in discussing the limits of the 
concept of “social exchange,” positive responses from other people (who are 
perhaps “investing” in you) are only experienced as rewarding insofar as the 
recipient does not think that they were intended as “rewards” (Blau 1964: 
62–63). People want to be liked and admired. Insincere approval is better 
than none (as sycophants well know) but pales in comparison to approval 
without ulterior motive. As I have argued elsewhere, “though some ‘investors’ 
in social relations may achieve great skill in simulating sincerity, as shown by 
the success of ‘confidence rackets,’ the desire of recipients for true approval, 
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and the vigilance of most in ferreting out its opposite, sharply bound the role 
of calculated instrumentality in social life” (Granovetter 2002: 37).

In the normal course of events, as opposed to the world of social theory, 
mixtures of motives between economic and social or between instrumental 
and consummatory activity are routine. For example, people often go to par-
ties with nothing more in mind than having a good time, and yet information 
about jobs can and does pass among partygoers (Granovetter 1995). Labor 
markets and weekend socializing are separate institutions whose intersection  
does not depend only on the action of individuals. The dynamics of such 
intersections are an important topic to be considered in Chapter 6. How dif-
ferent institutions interpenetrate one another has a big impact on when 
people carry mixed and multiple motives into their social situations.

As this theme of institutional interpenetration suggests, that economic 
and noneconomic activity occur together and may be inextricable is of 
interest not only because it complexifies the explanation of individual 
behavior but also because it has consequences beyond the level of individuals. 
In particular, noneconomic activity affects the costs and the techniques avail-
able for economic activity. Economists have typically seen only the negative 
side of this equation. For example, a culture in which corrupt practices are 
common may impose high economic costs on the normal production of 
goods and services. Such a case is usually characterized pejoratively as “rent-
seeking” (see esp. Krueger 1974). But the other side of the story is that eco-
nomic costs are often reduced when actors pursue economic goals through 
noneconomic institutions and practices to whose costs they made little or no 
contribution. Thus, when employers recruit through social networks, they 
need not—and probably could not—pay to create the trust and obligations 
that motivate friends and relatives to help one another find the most suitable 
employment. This trust and obligation result from how a society patterns its 
institutions of kinship and friendship, and any economic efficiency gains that 
result are a typically unintended by-product of action pursued by individuals 
seeking sociability, approval, and status. By recruiting through networks, 
employers use their superior position of power to create a situation in which 
people’s economic action and social action are intertwined. So it is misleading 
to suppose that such mixing of activities is purely the result of individuals’ 
isolated and personal situations (cf. Granovetter and Tilly 1988).
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I will revisit these themes in Chapter 2, 5, and 6 and in my sequel volume 
in my discussion of “corruption.”

In the next chapters, I lay out some general principles and arguments 
about some of the most important conceptual tools, issues, and debates rele-
vant to understanding the economy in its social setting. Chapter 2 develops 
some arguments about norms, moral economy and culture, and what the vig-
orous disputes about the role of these in the economy may tell us about ana-
lytic strategies. Chapter 3 builds on this discussion and reviews and com-
ments on the voluminous literature on trust in the economy. Chapter 4 
considers what place power plays in economic processes, and Chapters 5 and 
6 put all these concepts into motion for the important cases where social 
institutions impinge upon and help to shape economic action. These chapters 
set the stage for the more detailed empirical chapters in my sequel volume, 
which try to show how the toolkit of ideas developed here can illuminate a 
wide range of actual cases.
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2
The Impact of Mental Constructs  
on Economic Action: Norms, Values, 
and Moral Economy

2.1 Introduction

The following three chapters concern the significance for the economy, 
respectively, of mental concepts such as norms, of trust, and of power. These 
are deeply interdependent, and there is no obvious order in which they should 
be treated. Two common interpretations of all these is that they reflect 
rational action on the part of individuals or are rational in some larger and 
vaguer sense of resulting from a selective evolutionary process that has pro-
duced outcomes more favorable than others to economic efficiency. One 
thread that runs through these chapters is my profound skepticism that such 
accounts adequately explain norms, trust, or power and my attempt to 
develop more nuanced arguments. And I do believe that any understanding 
of the economy must come to grips with these important social forces, so that 
a more adequate account is sorely needed.

One thing that sets the discussion of social norms apart from the usual 
discourse about economic action is that they are difficult to describe fully in 
terms of people rationally choosing the best course of action from among 
those available so as to maximize underlying preferences. Instead, an ade-
quate discussion of norms requires us to take seriously that people may have 
some conception of how things are, ought to be, or must be that supplants, 
overrides, or at least modifies action that would otherwise follow from self- 
interest alone. A fierce debate rages about the extent to which mental states 
matter as a cause of behavior and, if they do, whether these genies can be 
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stuffed back into the rational choice bottle. While I will comment on this 
latter debate, it is less interesting to me than the more substantive question of 
what role norms play in economic action and outcomes. I also note that the 
usual concept of “self-interest” entails the assumption that individuals’ goals 
or ends are well defined, so that “rational” action entails finding means that 
most efficiently realize them. The epistemology of pragmatism (and its intel-
lectual descendants such as “constructivism”) casts doubt on this simple 
means-ends schema, and I will explore the implications of the coevolution of 
means and ends in the course of action and problem-solving that these per-
spectives propose, which is not consistent with the usual paradigms of 
“rational action” (cf. Dewey 1939; Whitford 2002).

Since norms and values are quintessentially mental concepts that involve 
individuals’ subjective understanding of the meaning and significance of eco-
nomic situations, to the extent they really matter in the economy, purely 
behaviorist methods and assumptions become more difficult to defend. Even 
if we agreed that norms evolved in the service of economic efficiency, we 
could still not imagine that they would have much effect except insofar as 
people subjectively believed in their importance and therefore were disposed 
to follow and enforce them against violation.

I use typical rough distinctions among the concepts. “Norms” are princi-
ples people acknowledge, and sometimes follow, about the proper, appro-
priate, or “moral” way to conduct themselves, and these are socially shared 
and enforced informally by others. “Values” are broader concepts about what 
the good life and good society consist of, from which the more specific and 
situationally oriented norms may, in principle, be inferred. The term “moral 
economy” was coined by the historian E. P. Thompson (1971) and has since 
been widely used to mean the set of norms that specifically concern the econ-
omy—i.e., conceptions of what is morally appropriate economic behavior. 
The term “culture” signals, in part, that norms and values are not random 
across individuals but that groups may develop agreement about what these 
are as part of a broader consensus about how to view the world. Much of what 
is usually called “culture” is not necessarily about “norms” in the sense I have 
used it: a preference to eat with chopsticks is “cultural” but is not the “moral” 
thing to do. A variant use of “norm” to mean the typical practice in a popula-
tion would include the use of chopsticks, but most such practices might better 
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be described as “habits,” which the pragmatists believed govern much of 
everyday behavior in a way that strikes actors as unproblematic and not ori-
ented to well-defined goals (see, e.g., Dewey 1939: 33–39).

I explore here broad questions about norms in the economy: What are 
they? Why do people follow them? How do they interact with other causes of 
behavior? Where do they come from? What is their content, and is it predict-
able? How typically are norms economically efficient? How useful is the 
 concept of “moral economy”? In Chapters 5 and 6, I explore the aggrega-
tion of norms into higher-level conceptions of action such as cultures, “sche-
mata,” “institutional logics,” “modes of justification,” “varieties of capitalism,” 
and others.

2.2 What Are Economic Norms, and Why Do They Influence 
Economic Actors?

No one doubts that people have ideas of what is appropriate behavior in eco-
nomic as well as other contexts. At issue is the extent to which we need to 
invoke such ideas in order to help explain economic action and outcomes 
and, secondarily, whether such invocation is consistent or not with rational 
choice and methodological individualism.

At one time in sociology and, to a lesser extent, anthropology, the dis-
tinction between values and norms occupied a prominent place in general 
theory. Graeber (2001: 4–5) notes that prominent Harvard anthropologist 
Clyde Kluckhohn strove in the 1940s and 1950s to make variation in values 
or value “orientations” among societies on central questions of human exis-
tence the core of anthropological theory. But he was not able to generate con-
sensus on definitions or dimensions of value and consequently had few fol-
lowers. In sociology, on the other hand, the immense influence of Talcott 
Parsons, at least in the United States, from the 1930s to the 1960s gave values 
and norms a privileged position in sociological theory.

Trying to establish a clear division of labor among economics, political 
science, and sociology, Parsons argued that political science concerned itself 
with the use of coercion in society, economics with the rational adaptation of 
means to ends, and sociology with the study of the ultimate values around 
which societies cohered. For Parsons, the key to understanding social 
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systems was how a society’s most general values were “articulated at succes-
sively lower levels, so that norms governing specific actions at the lowest level 
may be spelled out. Furthermore, all social action is regulated in terms of 
normative patterns . . .” (1959: 8).

By contrast, economists historically resisted norms and values as causal 
forces. Although this has changed dramatically in the past twenty-five years 
(for examples, see Chapter 3 on trust), many would likely still take the posi-
tion of federal judge and law-and-economics scholar Richard Posner, who 
doubts that “many people do things because they think they are the right 
thing to do unless they have first used the plasticity of moral reasoning to 
align the ‘right’ with their self interest. I do not think that knowledge of what 
is morally right is motivational in any serious sense for anyone except a 
handful of saints” (1998: 560).

When norms are important in economic life, why do they influence 
people who conform to them? A spare rational choice account would be that 
people conform to norms when and only when the benefits of doing so out-
weigh the costs. The case against an argument this simple is well stated by 
Gerald Lynch with regard to formal law: “What society wants from its mem-
bers . . . is not an intelligent calculation of the costs and benefits of abiding by 
its basic norms, but more or less unthinking obedience to them. To the extent 
people are specifically comparing the costs and benefits of breaking criminal 
laws, the battle is already lost; many . . . must conclude in particular situa-
tions that the calculus favors law-breaking” (1997: 46). Or, as Jon Elster more 
acidly notes, many people “would assent to the proposition that self-interest 
is the cement of society, until they reflect more closely on the implications. 
Acting according to self-interest means never telling the truth or keeping 
one’s promise unless it pays to do so; stealing and cheating if one can get away 
with it . . . ; treating punishment merely as the price of crime, and other 
people merely as means to one’s own satisfaction” (1989a: 263).

But if people conform to norms for reasons beyond cost and benefit, what 
are these reasons? At the most proximate level, it has been argued, especially 
by Elster (1989a, 1989b, 1990, 1999), that norms bind mainly through their 
effect on emotions: they are “sustained by the feelings of embarrassment, anx-
iety, guilt and shame that a person suffers at the prospect of violating them. A 
person obeying a norm may also be propelled by positive emotions, like 
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anger and indignation” (1989b: 99–100). Social norms, Elster continues, 
“have a grip on the mind that is due to the strong emotions they can trigger” 
(100).1 In later work, Elster shifts emphasis, to say that one emotion, shame, is 
a much more important determinant of conformity than the others: “the 
emotion of shame is not only a support of social norms, but the support” 
(1999: 145). Shame is so powerful because it is “triggered by the contemp-
tuous or disgusted disapproval by others of something one has done” (149). It 
is an “internal, interaction-based emotion” (149).

While rational choice accounts of norm enforcement view sanctions 
upholding norms as rationally applied by “enforcers,” Elster points out an 
intrinsic fallacy in this view when shame is the sanction: behavior of another 
that appears intended to induce shame is far less effective than the display of 
recoil that is spontaneous and involuntary. Shame is so devastating because it 
reflects disapproval of the person rather than the act: “In shame, one thinks 
of oneself as a bad person, not simply as someone who did a bad thing” (151), 
whereas guilt attaches to specific actions. The response to guilt is to “make 
repairs, to undo the bad one has caused. In addition there is often a strong 
urge to confess, preferably to the person one has harmed” (153), but in 
response to shame, you want to hide, run away, avoid being seen, and if one 
cannot run away, “suicide may be the only solution” (153). Elster thinks it is 
“generally agreed that the burning feeling of shame is more intensely painful 
than the pang of guilt. . . . Hence we often do everything we can to avoid the 
feeing of shame. . . . In contrast to guilt, we cannot easily avoid shame by 
self-deceptive maneuvers” (154), and this is why guilt is less important than 
shame in the regulation of behavior.

But whether shame or guilt is more significant in conformity is surely 
arguable. Elster’s view that guilt is more easily assuaged than shame may not 
be shared by members of religions and cultures that make an industry of 
guilt, and one can imagine Catholics and Jews the world over raising eye-
brows in unison at his downplaying of its pain. In the mid-twentieth century, 
the “culture and personality” school of anthropology was strongly influenced 
by Ruth Benedict’s distinction between societies mainly regulated by shame 
and those by guilt, developed in her wartime account of Japan, The Chrysan-
themum and the Sword (1946). And while her sweeping characterization of 
entire cultures would rarely be endorsed by twenty-first-century scholars (see 
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the interesting account in Hendry 1996 of how Benedict’s work on Japan was 
received), it is hard to imagine that cultures do not vary systematically, in 
ways that have yet to be well charted, in the relationships between social con-
trol and human emotion.

I note also that Elster’s focus on the importance of emotions as supports 
for norms maps onto more recent work in “moral psychology” that docu-
ments, in part with brain scans (such as fMRIs), that two separate processes 
seem to be activated in the course of moral decision-making: one is auto-
matic, unconscious, and emotion-based and the other slower, more con-
scious, and based on consideration of alternate outcomes. These can be asso-
ciated with what moral philosophers denote as “deontological” (i.e., absolute, 
unconditional) moral principles as opposed to “consequentialist” behavior 
(i.e., moral decisions based on expected outcomes). (For a nuanced account, 
see Cushman, Young, and Greene 2010; a less balanced account arguing that 
the fast, emotional process is overwhelmingly dominant is Haidt and Kesebir 
2010. Kahneman 2011 provides a popularized narrative, and Vaisey 2009 
attempts a translation of these concepts into sociological language and argu-
ment. The distinction in moral philosophy between deontological and conse-
quentialist views is summarized by Pettit 2001.

Adherence to norms so as to avoid shame or guilt is a negative motiva-
tion. Elster suggests, as noted above, that some are also motivated by “posi-
tive” emotions like anger and indignation. But these do not strike me as tip-
ping the positive side of the emotional scale very far, if at all. It seems likely 
that some norms are pursued because of even more positive commitments to 
principles deeply and passionately held, as is visible during mass protests 
against the alleged affects of globalization on the conditions of labor and the 
distribution of income and in many other historical circumstances, as I dis-
cuss further below in considering “moral economy.”

One reason emotions are important in explaining the force of norms is 
that people often do not experience norms as external injunctions but rather 
have “internalized” and follow them more or less automatically, without calcu-
lation of costs and benefits. In this case, social norms are “non-outcome ori-
ented” (Elster 1989b: 100); they are simply injunctions to act a certain way that 
are to some extent followed unreflectively, as in the “fast” responses noted by 
moral psychology experiments, where norms appear deontological.
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One might think this would remove norms from the circuit of rational 
choice argument, but some law and economics theorists such as Cooter 
(2000) argue that people internalize certain economic norms, such as those 
disposing them to be trustworthy, in order to create more opportunities to 
engage cooperatively with others in the future. Since a conscious effort to 
internalize norms would seem a contradiction in terms, a crucial question 
has to be by what mechanism this could be accomplished. Cooter acknowl-
edges that changing ourselves, in the way that following a new norm would 
require, “is a difficult technical problem, and I will not offer a theory to solve 
it. . . . Instead, I assume the existence of a technology for preference change 
without explaining it. In other words, I assume that people can change their 
preferences at some cost” (2000: 1593). As if to underline the wishful-thinking 
aspect of this proposal, Cooter continues: “The dependence of opportunities 
on preferences gives a person an incentive to change his preferences. If a dis-
honest youth wants more opportunities for employment, for example, he 
might become honest” (1594). I would suggest that a more persuasive argu-
ment than this will be needed before internalized norms, driven by emotion, 
can be thought to have been subsumed to a rational choice argument.

If we accept the importance of emotions in the understanding of norms, 
we have only come part of the way. For while the psychology of emotions is 
an important part of fuller explanation of norms at the level of individuals, we 
need to move up in a more macro direction to understand better why some 
social situations elicit the strong emotional responses that they do. Experi-
ments in moral psychology pose moral dilemmas to subjects that are designed 
to elicit responses indicating either automatic or conscious processes in 
making a decision, but there is no social component or background to these 
experiments (see, e.g., Cushman et al. 2010). In many natural situations, how-
ever, it is less the nature of a moral dilemma than the reactions of others who 
observe what we have done that causes us embarrassment, regret, shame, or 
guilt. For this to matter, we have to care what those particular people think. 
The disapproval or contempt of strangers is sometimes worrisome and upset-
ting but likely has far less impact than that of people who know us personally 
and to whom we have some social tie.

This means that to understand the force of norms requires us to consider 
what sets of people provide feedback or examples that one is sensitive to. In 
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mid-twentieth-century sociology, this question came under the heading of 
“reference group” theory (see esp. Merton 1957, Chs. 8, 9), one of whose main 
conclusions was that it was far from straightforward which sets of people 
constituted such groups and that this depended on a variety of sometimes 
complex circumstances. One of Robert K. Merton’s main points was that 
individuals were responsive not only to the norms articulated in their own 
primary, small, close-knit group but also to those in groups of which they 
were not members but aspired to join.

This is one of several reasons to be skeptical about the reduction of refer-
ence groups to close-knit groups in local communities. For example, Cook 
and Hardin argue that “norms work best for smaller groups or communities 
with long-standing relationships” (2001: 327) and go on to say that the small 
community “commonly works through norms that are quasi-universal for the 
community and that cover virtually all aspects of potential cooperativeness. 
The urban society works through networks of ongoing relationships . . . so 
that we are each involved in many quite different networks” (334). Law-and-
economics scholar Robert Ellickson similarly proposes that increasing urban-
ization, among other forces, weakens the informal control system (by which 
he means the force of norms) and expands the domain of law (1991: 284).

But while it is reasonable to argue, as I do also in Chapter 1 (and in 
 Granovetter 2005), that the enforcement of norms is more effective the more 
cohesive or close-knit the network, it does not follow that such networks in a 
complex society must be locally defined. Studies of the spatial aspect of peo-
ple’s social lives have long noted that the social networks that provide guid-
ance and support are increasingly spatially dispersed (see, e.g., Wellman 
1979). In economic life, as Durkheim (1893) pointed out, there are what we 
might now call “communities of practice” in societies with substantial divi-
sion of labor that are defined not by spatial proximity but by common activi-
ties. Of these, he argued that occupations were the most important and that 
they played a vital role in ensuring societal solidarity in the face of the centrif-
ugal tendencies inherent in a highly differentiated economy. Recent studies 
(e.g., Grusky and Sorensen 1998) provide modern statistical power for the 
claim that occupations have some coherence as communities.

Modern studies of the professions correspondingly note the universality 
of codes of ethics created by professional societies (see esp. Abbott 1983). 
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While these are more formal than social norms, they do not have the binding 
force of legislation. Yet they do establish general understandings within a 
professional community as to what standards of behavior should be met, and 
while these standards may sometimes be violated with impunity, their clear 
statement still impacts daily practice. (For a more general treatment of the 
history of “business ethics” in the United States, see Abend 2014). Geographic 
dispersion of business executives with common identities and loyalties may, 
as with professions, be mediated by organizational arrangements. In Japanese 
keiretsu, for example, geographically scattered affiliated companies in a group 
such as Mitsubishi feel bound by norms of reciprocity that are energized peri-
odically by meetings of company presidents and various rituals and symbols 
that reinforce group identity, despite its lack of legal standing (cf. Gerlach 
1992; Lincoln and Gerlach 2004). The general argument would be that to 
understand the force of norms requires us to chart the contours of social sol-
idarities and networks within which such force operates, often a nontrivial 
effort that cannot be confined to small, local settings and certainly not 
reduced to value questions on national surveys.

If norms do impact economic behavior, a natural question is how they 
interact with non-normative forces like self-interest. Perhaps the central issue 
is whether norms and their force are somehow reducible to some other deter-
minant of behavior or, instead, operate independently. Elster suggests that 
actions “typically are influenced both by rationality and by norms. Some-
times the outcome is a compromise between what the norm prescribes and 
what rationality dictates” (1989b: 102). Or, in his geometric metaphor, “Often, 
norms and rationality coexist in a parallelogram of forces that jointly deter-
mine behavior” (1990: 866).

The mechanism by which norms and rationality interact is a major theo-
retical issue. The simplest resolution is to grant the independent force of 
norms but reduce that force to a “shift parameter” as Williamson calls it, 
changing the cost of alternatives (1991). Similar proposals appear in the bur-
geoning law and economics literature on norms. Thus, Cooter proposes to 
measure the strength of an internalized norm by how much someone will pay 
in order to conform to it (2000: 1586), and Sunstein suggests that norms are 
“taxes on or subsidies to action” (1996: 912). This assumes that norms enter 
the chain of causation in a linear, additive way. Aside from the complexities of 
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understanding the determinants of such cost parameters, there are reasons to 
question whether simple additive models capture the influence of norms. 
Insofar as they reflect the impact of emotions, this reduction of their force to 
cost-benefit analysis may be worrisomely oversimplified and unlikely to be 
consistent with recently dominant dual-process models of moral action in 
psychology. Elster comments (in his mild-mannered way) that the idea of 
“modeling emotions as psychic costs and benefits is jejune and superficial. 
The fact that emotion can cloud thinking to the detriment of an agent’s inter-
ests is enough to refute this idea” (2000: 692).

The role of emotions in underpinning values that are deontological 
rather than based on consequences is a major theme in recent experimental 
and neural moral psychology, and this is precisely the point also of scholars 
of conflicts involving “sacred values.” So Atran and Axelrod (2008), focusing 
on conflict in the Middle East, make a strong case that negotiators who con-
ceive such values in terms of cost-benefit trade-offs badly misunderstand 
combatants and are highly unlikely to succeed in their negotiations. They 
observe that “sacred values” “differ from material or instrumental values in 
that they incorporate moral beliefs that drive action in ways that seem disso-
ciated from prospects for success” (2008: 222) and that “offering to provide 
material benefits in exchange for giving up a sacred value actually makes set-
tlement more difficult because people see the offering as an insult rather than 
a compromise” (2008: 223). See also Gladwell (2014), who attributes the 
Waco, Texas, Branch Davidian disaster to a similar misunderstanding on the 
part of FBI negotiators.

2.3 The Origin, Content, and Efficiency of Norms

If we agree that norms affect economic action, we would like to know where 
they come from and whether they improve “economic efficiency.” How eco-
nomic or other norms arise is a question that has not always been asked. Most 
discourse on the economy takes norms as a cultural given and a starting point 
for further analysis. There has long, however, been discussion of the origins 
of certain noneconomic norms, such as the “incest taboo,” which appears to 
be universal.2 Much of that discussion, which prefigures that of economic 
norms, concerns whether there is a functional explanation for this norm, 
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some way it makes human society more stable or successful than it would be 
in its absence. A subsidiary question is whether, if functional, this norm 
results from biological, cultural, or social evolution in the usual sense of 
emerging from variation, selection, and retention.

Because few if any economic norms are as universal as the incest taboo, 
long-term macro-social evolutionary discussion of norms is less common. A 
recent exception emerges from an experimental study of fifteen small-scale 
societies in which several game protocols were administered in order to 
determine whether results would vary from those obtained in industrialized 
settings.3 All the experiments concern instances of cooperation beyond that 
dictated by rational self-interest—a typical experimental finding as I will dis-
cuss in Chapter 3 on trust. Following Henrich et al. (2005), I discuss mainly 
results from the “Ultimatum Game,” or UG. In this two-person game, the first 
player, A, is given some endowment and instructed to offer some of it to 
player B, who may then accept or reject the offer; if he accepts, the allocation 
is final, but if he rejects, then neither player gets anything. A rational player A 
should offer some very small amount, which a rational B should accept, as it 
is better than nothing. But, in fact, most experimental evidence shows that A’s 
typically offer considerably more than a minimum and B’s often reject offers 
less than 50 percent. Among student populations in various industrialized 
countries, modal offers have hovered around 50 percent (Henrich et al. 2005: 
799). I find it hard to escape the conclusion that players B hold some norma-
tive conception of a proper or fair division, with sufficient strength that they 
would rather forego any resources than allow its violation, and that A’s either 
share this norm or are at least sufficiently aware of it to know better than to 
make a low offer.4

These results have been highly consistent across the industrialized soci-
eties where the UG has been played, but the authors found much more vari-
ation across their fifteen societies, with mean offers from A ranging from 26 
to 58 percent, though the “selfishness axiom was violated in some way in 
every society we studied” (802). This variation suggested taking the societies 
themselves as units of analysis, using multivariate statistics, where societal 
characteristics are the independent and offer and rejection percentages the 
dependent variables. It turns out that about half the variance in outcomes is 
explained by the extent of market exchange, settlement size, “socio-political 
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complexity” (a measure of how much decision-making occurs beyond the 
household), and the extent to which the society’s economic system rewards 
cooperation (measured by the presence of extrafamilial cooperative institu-
tions). The authors interpret this result with “culture-gene coevolutionary 
theory”—which “predicts that humans should be equipped with learning 
mechanisms designed to accurately and efficiently acquire the motivations 
and preferences applicable to the local set of culturally evolved social equi-
libria (institutions)” (812). This assumes that individuals in experiments 
“bring the preferences and beliefs that they have acquired in the real world 
into the decision-making situation” (813) and that these result from experi-
ence over time in the society. For example, extensive “market interactions 
may accustom individuals to the idea that strangers can be trusted (i.e., 
expected to cooperate). This idea is consistent with the fact that UG offers 
and the degree of market integration are strongly correlated across our 
groups” (813).

How should we evaluate these claims? Certainly, the impressive correla-
tions between some independent measures of economic organization and 
game responses are of interest. But taken at face value, the authors’ interpre-
tation of these results implies that societies always and necessarily get the 
economic norms and institutions they need. The idea that market interac-
tions accustom individuals to cooperate with strangers sweeps blithely past 
centuries of debate on interpersonal and group conflict and sometime tur-
moil resulting from the introduction of market processes. It is strongly remi-
niscent of the seventeenth-century idea that the market is invariably a civi-
lizing force, represented as “doux commerce” in Montesquieu, and chronicled 
by Albert Hirschman in The Passions and the Interests (1977). Logically pur-
sued, this leads to the dubious claim that there have been no failed or failing 
economies, or at least none where inappropriate norms or institutions were 
implicated. This claim can hardly be defended once stated, so where do the 
problems lie?

First, the experiments all concern the norms of distribution and the 
cooperative tendencies of individuals. And while it is interesting to get hard 
evidence that these vary among societies (there was already substantial eth-
nographic evidence of such variation—for some details, see Granovetter 
1992), in most cases we have little clear way of connecting the norms apparent 
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in experiments to actual economic practice. As critics note, “the intuitive and 
experimental simplicity of the UG, which is probably responsible in part for 
its popularity among experimental economists, may make it difficult to relate 
to real-world phenomena” (Grace and Kemp 2005: 825). The actual guidance 
actors require in real economic situations is far more complex and detailed 
than what can be inferred from the norms that operate in games like the UG.

Moreover, and perhaps even more critically, no single economic norm is 
isolated from other norms, and each evolves in a larger cultural and economic 
context as part of a complex of norms that only taken together can be seen as 
exerting a significant influence. Norms about fairness of distribution, for 
example, may be important in many contexts, but what their actual role in a 
real economic system is depends heavily on what other institutions and 
norms provide their context. Thus, norms of reciprocity, as I will discuss in 
my sequel volume in a chapter on corruption (and see also Granovetter 2007), 
may specify a fair return to another that is, however, widely condemned as 
“corrupt” in groups outside that which a pair of actors refers itself to. Evi-
dence on a single norm, in the absence of reference group detail about how 
groups are defined and intersect, may be suggestive but hardly conclusive.

Finally, the evolutionary or coevolutionary argument offered here is his-
torical speculation, derived from suggestive cross-sectional contemporary 
data. As such, it suffers from all the difficulties identified by Gould and 
Lewontin (1979) in their strictures against Panglossian theorizing. Evolu-
tionary game theory has at times also been used as a framework to investigate 
the emergence of norms. One example is Bendor and Swistak 2001, whose 
model suggests that that in the long run, dynamics tend toward more efficient 
norms but that some non-Pareto-efficient norms are evolutionarily stable 
(1497–1498). This model, however, depends on small groups or even dyads 
being the primary locus of interaction, and so the authors concede that such 
a model works best for small communities.

Empirical and theoretical work in law and economics has focused on 
more specific contexts and norms. Much of the recent wave of interest in 
norms was sparked by Ellickson’s 1991 study of how disputes are resolved in 
Shasta County, California, between cattle ranchers and other residents. 
Ellickson chose his setting in part because a famous contribution to the law 
and economics literature by Ronald Coase (1960) used such a conflict as its 
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main example. Coase’s argument concerned the implications of a shift in legal 
liability between parties, but he assumed in either case that the parties would 
settle a dispute through litigation. Ellickson was thus surprised to find that 
Shasta County residents “apply informal norms, rather than formal legal 
rules, to resolve most of the issues that arise among them” (1991: 1). Though 
this finding exactly paralleled Macaulay’s earlier study of business disputes 
(1963), Ellickson’s discussion was more influential because unlike Macaulay, 
he provided an interpretation congenial to those whose study of law is rooted 
in neoclassical economic theory.

His central hypothesis is that “members of a close-knit group develop 
and maintain norms whose content serves to maximize the aggregate welfare 
that members obtain in their workaday affairs with one another” (Ellickson 
1991: 167). To be more (but perhaps still not sufficiently) exact, this means 
that they want to minimize the sum of “deadweight losses” (those losses that 
arise from failure to cooperate) and transaction costs. “Workaday affairs” are 
defined as “ordinary matters conducted on the stage that the ground rules 
have set” (176). A group is “close-knit” when “informal power is broadly dis-
tributed among group members and the information pertinent to informal 
control circulates easily among them” (177–178).5 In effect, Ellickson treats 
close-knit groups as the locus of repeated games, and such a group is a “social 
network whose members have credible and reciprocal prospects for the appli-
cation of power against one another and a good supply of information on past 
and present internal events” (181). To the extent any of these conditions is not 
met, this is a “social imperfection” analogous to market imperfections.

Ellickson ties the efficiency of norms to their origins because he sees 
norms as emerging in order to solve problems. But this conclusion follows 
too easily from the selection bias that begins with problems and inquires 
what, if any, norms arise to solve them. The efficiency conclusion is reinforced 
because in his main case, disputes over cattle in Shasta County are known to 
have been resolved. Had he begun with a case of internecine warfare over the 
intrusions of cattle into farmland, a different conclusion might have emerged.

Moreover, Elster notes a number of norms, some of which are clearly 
about “workaday matters,” that are inefficient not only in some weak sense of 
Pareto optimality but in the stronger sense that they make everyone worse 
off—e.g., norms of etiquette (which require substantial expenditures of time 
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and energy to get things “right”)—and, in the economic sphere, norms against 
the use of money in situations where it would create Pareto improve-
ments—e.g., buying a better place in a bus queue or charging a neighbor 
money to mow his lawn (Elster 1989b: 109–110). Codes of honor and norms 
of revenge, commonly invoked in some societies upon provocations little 
more serious than animal trespass, typically lead to escalation rather than the 
amicable settling of disputes (see, e.g., Elster 1990).

Among the serious difficulties with the idea that functional norms gener-
ally emerge in close-knit groups is the absence of a mechanism. In work sub-
sequent to the Shasta County study, Ellickson tries to fill this gap and make the 
emergence of norms endogenous to a rational, economic process by proposing 
the importance of a “market for norms,” where the supply side consists of 
“change agents” who are “norm entrepreneurs” and the demand side is the 
social group in need of new norms, the “audience,” which can “compensate 
worthy suppliers of new norms by conferring esteem or trading opportunities 
upon them” (Ellickson 2001: 37) If there are such entrepreneurs, why would 
they be successful? To complete the mechanism proposed requires that we 
understand why people comply with old or new norms and why anyone is 
willing to impose the social sanctions necessary for norms to have any force. 
In the law and economics literature, a number of answers have been offered to 
these questions. The argument of McAdams (1997) depends on people’s need 
for “esteem”: norms arise “because people seek the esteem of others”—i.e., 
their ‘good opinion or respect’” (355) and conform to norms in order to receive 
it. McAdams addresses the problem of why anyone would go to the trouble of 
enforcing a norm by assuming that a “key feature of esteem is that individuals 
do not always bear a cost by granting different levels of esteem to others,” as 
this means that esteem sanctions are “not necessarily subject to the second-
order collective action problem [i.e., free riding among potential norm 
enforcers] that makes the explanation of norms difficult” (365).

But it is implausible that it can be costless to express approval or disap-
proval of others, and I find prima facie validity in Elster’s contrary argument 
that “expressing disapproval is always costly. . . . At the very least it requires 
energy and attention that might be used for other purposes. One may alienate 
or provoke the target individual, at some cost or risk to oneself ” (Elster 1989a: 
133).6 A different view of what rewards those who obey or enforce norms is 
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suggested by E. Posner, who proposes that people do so because of their 
interest in signaling to all who observe their action that they are “desirable 
partners in cooperative endeavors. . . . People who care about future payoffs 
not only resist the temptation to cheat in a relationship; they signal their 
ability to resist the temptation to cheat by conforming to styles of dress, 
speech, conduct and discrimination. The resulting behavioral regulari-
ties . . . I describe as ‘social norms’ . . .” (2000: 5). In effect, Posner reduces all 
adherence and enforcement of social norms to a desire to enhance one’s rep-
utation in order to secure future cooperative interaction. This rather spartan 
view of norms and their force seems too austere for the real world we inhabit, 
and indeed, Posner notes the “recurrent objection” to this theory that norma-
tive behavior also entails the impact of “instincts, passions, and deeply 
ingrained cultural attitudes,” but he responds that while cognition and emo-
tion are not irrelevant, they are “just not well enough understood by psychol-
ogists to support a theory of social norms, and repeated but puzzled acknowl-
edgements of their importance would muddy the exposition . . . without 
providing any offsetting benefits” (2000: 46).

This pragmatic view of theory might be reasonable if we were setting 
aside minor causal factors, but insofar as cognition, emotion, and other social 
factors are central determinants of norms, as suggested by Elster and by most 
recent literature in “moral psychology,” it is an invitation to settle for a dra-
matically inadequate explanation because it is so hard to do better. This does 
not seem a good recipe for scientific progress. To give just one example, 
Posner comments on the important (but neglected) topic of when consumers 
judge a merchant to be “price gouging”: “sometimes prices do reflect confor-
mity to social norms. A business might keep prices for kerosene down after a 
hurricane, even though this would result in a shortage, because it fears that 
customers would infer from a high price that the business is an opportunist, 
a bad type, which cannot be trusted even under ordinary circumstances, 
when it makes representations about the quality of its products” (2000: 26).

Now this signaling argument (cf. Spence 1974) is reasonable up to a 
point but gives a highly misleading view of the state of mind of those reeling 
from a hurricane, who desperately need fuel for light and heat. Such individ-
uals will object to a rise in prices to accommodate the new equilibrium 
resulting from huge demand increases in the face of fixed supply, not only 
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because of their cool judgment that this reflects badly on the likely ordinary 
behavior and credibility of the merchant but more importantly because of 
anger ignited by principles they hold about the moral responsibilities of eco-
nomic actors. A typical such principle is that in times of natural calamity, the 
community should pull together, and no member should profit from the 
misery of others. Merchants who hold the line on prices may well be moti-
vated by fear of consumer anger, but they may also subscribe to the norm 
cited. I will say more about this below under the heading of “moral economy” 
and suggest some systematic theoretical arguments on the subject.

The weakness of arguments about mechanisms that lead to following or 
enforcing norms also weakens the case that norms result from a market pro-
cess. Further assumptions in Ellickson’s argument may also give pause, espe-
cially the idea that participants in the “market for norms” have a “utilitarian 
bias”—i.e., they will support a norm change if it meets the Kaldor-Hicks effi-
ciency criterion, even weaker than Pareto superiority. (A change is Kaldor-
Hicks efficient if it is better for the group in aggregate, even though detri-
mental to some, provided that those who gain become sufficiently better off 
that they could compensate losers in such a way that all would gain. Because 
of the obvious objection that gainers may feel no incentive to provide such 
compensation, this has been at best a controversial criterion in welfare 
economics.)

Ellickson does qualify in significant ways his proposal that norms emerge 
efficiently. He notes that it is costly to displace norms already internalized 
(2001: 56) and that high transaction costs may slow the process or result in 
“inefficient” norms (2001: 54). In fact, most analysts who study norms stipu-
late that harmful or inefficient norms are possible. Elster, as noted above, 
mentions a variety of such norms. E. Posner (1996) notes a number of dif-
ferent reasons why norms that are inefficient may develop. One is that norms 
often have a strong emotional valence, so that, as in the case of dueling norms, 
they might last long after they cease to be efficient (1738).

McAdams, whose argument is that norms are supported by the need for 
esteem by others, suggests that this implies some norms will be inefficient. 
This is because the reasons people give or get esteem do not necessarily relate 
to economic efficiency or the solution to collective action problems. So norms 
may arise that reward conspicuous consumption, and these may lead to 
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wasteful escalation of consumption so that people can keep their relative status 
(McAdams 1997: 413; this argument was first made by Thorstein Veblen in his 
1899 The Theory of the Leisure Class and greatly elaborated by Frank 1985). 
Esteem may be more scarce for minority members of a group, leading to situ-
ations in which majorities impose exclusionary norms against them. McAdams 
uses the example of interracial dating (415), but the same logic would apply to 
racially integrated workplaces or service establishments.

In an observation similar to that I made in discussing explanations of 
cross-societal variation in Ultimatum Game outcomes, E. Posner notes that 
whether a norm is inefficient “cannot be determined in isolation; the norm 
must be analyzed in connection with related norms.” Suppose, for example, 
that there is a norm of honor. It may well be related to other norms, such as 
one that favors self-help over cooperation and another against government 
interference. So there may be a network of norms, and it may be hard to iden-
tify “the” inefficient norm or the best entry point to such a discussion (1996: 
1727). Eggertsson offers an interesting example, noting that over many gen-
erations in Iceland, strongly held norms of cooperation and sharing discour-
aged farmers from storing hay; instead, any surplus was shared with other 
farmers, leading to livestock starving in lean years. Yet farmers resisted many 
attempts over the centuries by government to impose storage (2001: 89–92). 
Eggertsson explains this inefficiency by noting that the norm of sharing hay 
was part of a more general norm of sharing. This norm, he suggests, “which 
supported the country’s system of social security and made possible the 
sharing of food and housing for the human population, could not be trun-
cated to exclude the sharing of animal fodder. Sharing of hay may have been 
inefficient, but human psychology excludes segmentation of closely related 
values” (90).

Insofar as evolutionary reasoning applies at all to norms, this example 
points to the danger of isolating a single element from a complex that has 
evolved over a long period. Evolutionary biologists speak of pleiotropy, situa-
tions where a single gene affects the phenotype of an organism in a variety of 
different ways. In such a case, the reason the gene has been selected may not 
be easily inferred from some of the visible outcomes, leading to incorrect 
“adaptive stories.” Gould and Lewontin comment that when the “form of the 
part is a correlated consequence of selection directed elsewhere,” we come 
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“face to face with organisms as integrated wholes, fundamentally not decom-
posable into independent and separately optimized parts” (1979: 591; and see 
related comments by Elster 1989a: 149).

In complex social structures, the most important observation on the 
“efficiency” of norms has to do with where in social networks norms originate 
and for whom they are beneficial. It is a general theme in the literature on 
norms that they are most easily created in small, cohesive networks. Ellickson, 
who in general believes that norms are adaptive, notes that even he worries 
that “the norm-making process may go wrong when the members of a group 
are not closely knit” (1998: 550). But he and others also note that there are 
certain ways norm-making can go wrong even when, or perhaps especially 
when, they are generated within a cohesive network, and the most important 
of these is that of “externalities”—i.e., producing good results for the group 
that has generated the norm at the expense of others outside the group. So for 
example, Ellickson describes norms among whalers and argues for the effi-
ciency of these norms but then concedes that perhaps they were so efficient 
that they encouraged overfishing—which harmed the community in general, 
countries not yet active in whaling, and also future whalers from currently 
active locations. Though a quota system would have reduced this problem, he 
notes that this would unlikely be adopted through informal social control but 
only through centralized authority (Ellickson 1991: 206). E. Posner points to 
a variety of norms that support activities harmful to outside groups, such 
as criminal activity, aristocratic exclusion, and cartels, and comments that 
groups “have a stronger incentive to adopt or develop norms that exter-
nalize costs than those that merely maximize joint welfare without pro-
ducing negative externalities. Therefore, one should be wary about assuming 
that group norms are efficient” (1996: 1723). And as I will note in my 
sequel volume, many groups develop internal norms of loyalty that dis-
advantage other groups, which refer to this situation as “corruption” (see also 
 Granovetter 2007).

But I also note that the opposite may occur—that group norms may have 
positive externalities while harming the group itself. An example is Burawoy’s 
observation, in Manufacturing Consent (1979), that machine tool workers in 
the shop where he did his research had a culture where the masculine virtue 
of high skill on the machines was the main status currency, which led to 
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competition along this skill dimension; but this ultimately was of more help 
to the company than to the workers themselves, who, in his account, were in 
effect helping the company to exploit themselves.

Thus, to the extent relatively cohesive networks produce norms whose 
enactment entails externalities, we will not understand the consequences of 
these norms until we know how the connections of these networks to other 
groups determines the nature and direction of those externalities—which is a 
matter of structural, not only relational, embeddedness. When professional 
groups enact norms that limit entry, externalities affect their clientele (see, 
e.g., Collins 1980). Whalers’ norms, like those of any cartel, affect the welfare 
of consumers as well as potential competitors. How norms affect overall wel-
fare then depends on the contours of social networks and the distribution of 
conflicts of interest in a population. This is a far cry from the assumption that 
a straightforward dimension of economic efficiency controls the evolution of 
norms.

2.4 How Do We Know That Norms Matter?: The Problem of 
“Moral Economy”

Skeptics often ask how we can actually know that norms significantly impact 
economic action and pose self-interested behavior as a more parsimonious 
account of why people acted as they did. This critique becomes more plau-
sible when proponents of the causal significance of norms offer as evidence 
situations in which actors behave in ways that self-interest would also have 
prescribed. Because their null hypothesis is that humans are social and thus 
oriented to social norms, these proponents consider this situation to support 
their argument. But those for whom rational action is the null hypothesis 
consider it more “parsimonious” and thus supported in this same case. If we 
distance ourselves from both of these null hypotheses and also have indepen-
dent confirmation that individuals indeed subscribed to values and norms 
that would predict the behavior we have seen, then such a case does not really 
offer persuasive evidence for either argument. For this we need cases where 
predictions differ.

Experimental methods may help with this impasse. Consider the finding 
of Fehr and Gaechter (2000) that experimental subjects are more positive in 
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response to friendly reciprocal actions, and more negative in response to 
unfriendly ones, than self-interest alone would prescribe. This appears to be 
evidence for a norm of reciprocity, but while Fehr and Gaechter do indeed 
cite the “normative power of reciprocity” (2000: 161) and argue in general 
that “the large majority of interactions in peoples’ lives . . . are not regulated 
by explicit contracts but by informal social norms” (166–167), they do not 
actually ask experimental subjects what they believe about reciprocity; 
instead, they take a behaviorist view, referring to people who reciprocate in 
kind as “reciprocal types.” Conversely, interesting survey data that tease out 
the principles people hold about what behavior is or is not morally appro-
priate in the economy (e.g., Kahneman, Knetsch, and Thaler, 1986a, 1986b) 
do not go on to investigate whether the individuals who hold these ideas 
actually put them into practice.

We can see the importance of these issues in the literature that has arisen 
in economic history and political science under the rubric of “moral 
economy,” a phrase coined, as I note above, by English historian E.  P. 
Thompson in his 1971 article on collective action among poor eighteenth-cen-
tury villagers. By moral economy Thompson meant collective, shared under-
standings as to what minimum moral standards economic action must meet 
to avoid being condemned and opposed, sometimes by force. We might call 
this “ethno-political-philosophy,” the folk version of principles that political 
philosophers debate, as to what constitutes the good society and what is the 
duty of citizens.

Economics textbooks sometimes convey the impression that such judg-
ments have disappeared in the modern economy, because supply and demand 
have supplanted such medieval ideas as “just price,” but there is ample evi-
dence to the contrary. Behavioral economics has produced survey data on 
what kinds of price changes people consider fair. Kahneman et al. (1986a) 
suggest from their data that a key concept is the “reference transaction”—a 
price that market participants have come to consider typical. Thus, survey 
respondents express resistance on fairness grounds to changing the prevailing 
price or wage. They consider it unfair to reduce someone’s wage because of 
slack demand in the labor market but not to hire a new person at a lower 
wage. People think firms are entitled to their “reference profit”—thus you can 
pass on increases in costs. But they consider it unfair to take advantage of an 
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increase in monopoly power or to price discriminate when possible, and con-
sumers may punish firms they consider unfair, whether or not it is in their 
interest to do so. Kahneman et al. note that the “absence of considerations of 
fairness and loyalty from standard economic theory is one of the most striking 
contrasts between this body of theory and other social sciences. . . . Actions 
in many domains commonly conform to standards of decency that are more 
restricting than the legal ones” (1986b: 285). They also note that retailers “will 
have a substantial incentive to behave fairly if a large number of customers are 
prepared to drive an extra five minutes to avoid doing business with an unfair 
firm” (1986a: 736), but it is also the case that “unenforced compliance to the 
rules of fairness is common” (1986a: 737).

Survey respondents’ emphasis on reference transactions finds many 
echoes in empirical studies. For example, economist Truman Bewley’s study 
of why employers rarely cut wages during a recession, as economic theory 
prescribes (and which would greatly mitigate the rise in unemployment that 
recessions typically cause), found that employers explain their inaction by 
arguing that it would be inappropriate to reduce their workers’ living stan-
dard. One said that everybody “gets used to a standard of living. If you cut pay 
by 5% everyone would feel they had worked last year for nothing” (Bewley 
1999: 176). They also stressed that resentment at a wage cut would show itself 
in reduced effort: “If morale is low, they get so that all they want to do is beat 
the system. In this case, they need lots of supervision. People would not rec-
ognize that the market for their services was down” (178); another told 
Bewley that pay cuts “would be regarded as unfair and would affect morale 
for a long time. Employees would never forget it” (180). A car dealer, citing 
possibly special circumstances, believed that this resentment would lead to 
emotional and perhaps irrational responses: “If I cut pay, people would leave 
out of rage, even though they have no place to go. They would feel they had 
to. . . . The body shop people would certainly leave. They are crazy. They 
smell too many fumes” (179).

The idea of “reference transactions” finds resonance in E. P. Thompson’s 
analysis of eighteenth-century crowd actions that forced sellers to reduce 
prices. He notes that “riots were triggered off by soaring prices, by malprac-
tices among dealers, or by hunger. But these grievances operated within a 
popular consensus as to what were legitimate and what were illegitimate 

 EBSCOhost - printed on 2/14/2023 4:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



48 S O C I E T Y  A N D  E C O N O M Y

practices in marketing, milling, baking, etc.” (1971: 78). He goes on to say that 
this consensus was “grounded upon a consistent traditional view of social 
norms and obligations” (79) and explains the idea of “legitimation” by saying 
that the “men and women in the crowd were informed by the belief that they 
were defending traditional rights and customs” (78). They looked to a “pater-
nalist model” in which the authorities were supposed to enforce traditional 
concepts of what was fair, including reasonable prices, kinds of bread sup-
plied, and many other market details (1971: 88).

But it would be a mistake to assume that concepts of fairness and moral 
economy are merely inertial, resting solely on reference transactions to which 
people have become accustomed. Such judgments are also infused with emo-
tional reactions that result from judgments about what is right and wrong. 
The pure reference-transaction model is expressed by Kahneman et al. 
(1986a) when they suggest that people object to stores’ raising the price of 
snow shovels after a blizzard because “such an action would violate the 
 customer’s entitlement to the reference price” (734). But surely this under-
states the case, as part of the resentment must come from a moral principle 
forbidding economic actors to take undue advantage of the troubles of others 
that are no fault of their own, as in natural disasters (as I argued above in 
response to E. Posner’s analysis of price increases for kerosene after hurri-
canes). That is to say there are general moral principles, not merely inertia, 
that operate in conceptions of what is appropriate in the economy. When 
these principles are violated, people respond in emotional and not necessarily 
self-interested ways.

In this connection, Bewley notes that workers “have so many opportuni-
ties to take advantage of employers that it is not wise to depend on coercion 
and financial incentives alone as motivators. Employers want workers to 
operate autonomously, show initiative, use their imagination, and take on 
extra tasks not required by management; workers who are scared or dejected 
do not do these things” (1999: 431). Perhaps surprisingly, a “theme recurring 
frequently in interviews was that businesspeople and labor leaders were pre-
occupied with the defense of civilized values, which they depend on to hold 
their organizations together. . . . the majority believe that success required 
decency and trust, a belief that contrasts sharply with the standard model of 
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man in economics” (436). What is missing from the neoclassical theory of the 
firm, Bewley suggests, is

an appropriate theory of the firm as a community. . . . Leaders strive 
to inspire enthusiasm and trust, so that subordinates do the right 
thing of their own volition. . . . Many businesspeople believe that 
moral commitment is all that stands between them and chaos. The 
society within a firm is brittle and constantly threatened by waves of 
suspicion, many caused by individual managers’ abuse of authority. 
This fragility is one reason employers are sensitive to morale, and the 
main drawback of pay cuts is that they fill the air with disappoint-
ment and an impression of breached promise, which dissolves the 
glue holding the organization together. (436–437)

E.  P. Thompson also notes that the eighteenth century English “tradi-
tional” view of proper behavior was not merely inertial but was deeply infused 
with moral judgments. Millers and bakers were “considered as servants of the 
community, working not for a profit but for a fair allowance” (1971: 83). There 
was a “deeply-felt conviction that prices ought in times of dearth, to be regu-
lated, and that the profiteer put himself outside of society” (1971: 112). Inno-
cent of supply and demand curves, villagers were nonetheless well aware that 
shortages might result from holding prices below the market level. Yet 
Thompson notes that it appeared to them “unnatural” that “any man should 
profit from the necessities of others,” and “it was assumed that, in time of 
dearth, prices of ‘necessities’ should remain at a customary level, even though 
there might be less all round” (131–132). The anger that greeted violations of 
these moral precepts led to retaliation often contrary to the crowd’s own inter-
ests, as when “men and women near to starvation nevertheless attacked mills 
and granaries, not to steal the food, but to punish the proprietors,” dumping 
flour or grain into the river and damaging machinery (1971: 114), and this 
behavior recalls the subjects of Fehr and Gaechter, whose punishment of those 
violating norms of reciprocity exceeded what rational actors would impose.

But it is not enough to show that moral principles sometimes animate 
emotional economic action contrary to self-interest. For this to be a usable 
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theoretical insight requires systematic theoretical purchase on the circum-
stances under which this occurs. To move toward such insight I find it useful 
to analyze and comment upon a debate in the 1970s between two political 
scientists on the existence and significance of “moral economy” among 
Southeast Asian peasants.

In his 1976 book The Moral Economy of the Peasant: Rebellion and Subsis-
tence in Southeast Asia, James Scott argued that in pre-market peasant soci-
eties, there was a moral economy in the form of a subsistence ethic—that 
everyone had the right to a minimum standard of living. It was

above all within the village—in the patterns of social control and 
reciprocity that structure daily conduct—where the subsistence 
ethic finds social expression. The principle which appears to unify a 
wide array of behavior is this: ‘All village families will be guaranteed 
a minimal subsistence niche insofar as the resources controlled by 
villagers make this possible’. . . . Few village studies of Southeast 
Asia fail to remark on the informal social controls which act to pro-
vide for the minimal needs of the village poor. The position of the 
better-off appears to be legitimized only to the extent that their 
resources are employed in ways which meet the broadly defined wel-
fare needs of villagers. Most studies repeatedly emphasize the 
informal social controls which tend either to redistribute the wealth 
or to impose specific obligations on its owners. (40–41)

An important part of Scott’s argument is that the norms composing the 
“moral economy” were binding on local elites as well as poor villagers, and 
they violated these at their peril: “. . . many of the assassinations and pillages 
seemed directly motivated by the belief that the wealthy and those in 
authority had an obligation to share their resources with the poor in times of 
dearth—and failing that the poor then had the right to take what they needed 
by force. Thus, a good many assassinations [in early 1930s Vietnam] were 
traceable directly to the failure of the local official / notable to respect the 
redistributive norms of village life” (1976: 145). The bottom line is that the 
“moral principle of reciprocity permeates peasant life, and perhaps social life 
in general” (167), and there is “strong evidence that along with reciprocity, 
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the right to subsistence is an active moral principle in the little tradition of the 
village” (176).

Samuel Popkin’s 1979 book The Rational Peasant opposed this argument 
from a rational choice perspective, asserting that peasants are “continuously 
striving not merely to protect but to raise their subsistence level through 
long- and short-term investments, both public and private. Their investment 
logic applies not only to market exchanges but to nonmarket exchanges as 
well” (4). The village institutions stressed by moral economy theorists “work 
less well than they maintain, in large part because of conflicts between indi-
vidual and group interests, and . . . far more attention must be paid to moti-
vations for personal gain among the peasantry” (17). While Popkin does not 
deny the existence of norms, he prefigures later law and economics scholars 
in using “the concepts of individual choice and decision making” to “discuss 
how and why groups of individuals decide [emphasis supplied] to adopt some 
sets of norms while rejecting others” (18). Norms, he suggests, are not inde-
pendent forces but are “malleable, renegotiated, and shifting in accord with 
considerations of power and strategic interaction among individuals” (22).

He views investment logic as ubiquitous: “That children (in addition to 
everything else) are an investment is clear. . . . As a family firm . . . peasant 
couples will make tradeoffs between children and property that have a 
long-run focus. . . . In an earlier age, European peasant couples not infre-
quently practiced infanticide rather than sell property, because children were 
easier to replace than oxen, tools or land” (Popkin 1979: 19–20). Contribu-
tions to “the village, participation in insurance and welfare schemes, and 
exchanges between patron and client are all guided by investment logic.” It 
follows that in hard times, villages will function worse rather than better as 
“individuals become more cautious about contributing to insurance and wel-
fare schemes . . . and use the money for themselves. . . . I predict that peas-
ants will rely on private, family investments for their long-run security and 
that they will be interested in short-term gain vis-à-vis the village” (23). Free-
rider problems make communal village institutions fragile, so that “whenever 
there is coordinated action to produce collective goods, individuals may cal-
culate they are better off not contributing” (24). And thus Popkin expects to 
find “few insurance schemes that require peasants to contribute money to a 
common fund—since someone can always abscond with the money—and 
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more schemes that are . . . based on strict reciprocity and require labor (not 
so easily stolen), such as a plan whereby everyone helps victims to rebuild 
after a fire” (47).

As Talcott Parsons observed in his 1937 discussion of Thomas Hobbes, a 
“purely utilitarian society is chaotic and unstable” (93–94), which led Hobbes 
to propose that only a strong central power could overcome this chaos. Pop-
kin’s conception of village life is neo-Hobbesian, and it is then not surprising 
that he explains the rise of powerful leaders by their ability to control the 
excesses of individual selfish motives. Hence the success of “political and reli-
gious movements that reorganized villages even in precapitalist society. These 
movements could improve peasant life and bring profit to the leaders by 
offering better local leadership and therefore less risky and more profitable 
collective goods” (Popkin 1979: 27). In this regard, Popkin’s view of the origins 
of political leadership and Oliver Williamson’s on the conditions for superi-
ority of authoritative hierarchies over chaotic market relations (to be discussed 
in my sequel volume) are similar proposals from a similar perspective.

I highlight Scott’s and Popkin’s baldest statements, but more detailed tex-
tual analysis shows that neither actually adheres strictly to such views. Scott 
repeatedly notes self-interested motives for behavior that he means to 
describe as mainly driven by moral economy, and Popkin lapses into 
explaining behavior in terms of normative commitment. These inconsisten-
cies are less interesting in themselves than as demonstrations of how difficult 
it is to sustain either extreme position.

What we need is a more nuanced and detailed account of the circum-
stances under which moral economy norms are, in fact, felt and practiced by 
peasants and landlords alike. Because Scott and Popkin are preoccupied with 
showing that they always or never are, they do not notice that in both their 
accounts lie the beginnings of an argument about such variation. Such an 
argument lies at a meso level.

Thus, Scott notes that the strength of the moral economy ethic “varied 
from village to village and from region to region. It was . . . strongest in areas 
where traditional village forms were well developed and not shattered by 
colonialism—Tonkin, Annam, Java, Upper Burma—and weakest in more 
recently settled pioneer areas like Lower Burma and Cochinchina” (1976: 
40–41). This variation is instructive, however, for it is in precisely those areas 
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where the village is most autonomous and cohesive that subsistence guaran-
tees, part of the moral economy, are strongest. To cohesion and autonomy, 
Scott adds the matter of social distance: “a man cannot count with as much 
certainty or for as much help from fellow villagers as he can from near rela-
tives and close neighbors. Patron-client ties, a ubiquitous form of social 
insurance among Southeast Asian peasants, represents yet another large step 
in social and often moral distance, particularly if the patron is not a villager” 
(27), and tenants “could count more on such protection where landlord and 
cultivator were linked by kinship or lived in the same village . . .” (48). To this, 
Popkin adds that many precapitalist villages, however cohesive, had a stratum 
of residents without full citizenship rights—outsiders not included in the 
“rights and benefits of insiders” (1979: 43).

The picture that emerges is that cohesive villages with few outsiders, 
whose poorer members are tied to personally known patrons and elite mem-
bers who depend on local support and are oriented to local prestige, are the 
settings most likely to display shared standards of moral behavior, especially 
a sense of moral obligation between landlords and peasants. Like all cohesive 
groups, cohesive peasant villages are more able to generate and enforce a 
clear-cut set of norms. Thus, Popkin comments on the older sharecropping 
system in Tonkin that “landlord and tenant shared production expenses and 
risks. In a bad year, the landlord would take a share of the crop smaller than 
his usual 50 percent. . . . Sharecropping required trust and a long-standing 
relationship between landlord and tenant; it was only for relatives, friends, or 
people to whom the landlord felt personally obligated” (1979: 156)

But when economic and demographic circumstances reduced the pro-
portion of individuals with personal ties to landlords, moral economy fell 
away. Thus, in Tonkin (Vietnam), by the early part of the twentieth century, 
population increases, the blockage of migration by the French, and the con-
solidation of landholdings by landlords led to the introduction of interme-
diary agents between owners and tenants, which ended many traditional 
paternalistic practices. “These agents, remembered to this day with hatred 
throughout Vietnam, became an additional source of hardship to the tenants 
as they used their position to profit at the expense of both tenant and land-
lord” (Popkin 1979: 157). Similar developments occurred in Cochinchina, as 
large landowners began moving to Saigon or provincial cities and acting 
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through agents (Scott 1976: 80). Although we need more information about 
who these agents were, it seems clear from both accounts that they were out-
side the social networks that previously sustained a clear sense of moral obli-
gation across social classes and had no moral scruples against milking their 
position for all it was worth.

This dramatic shift in the geography and ultimately the prevalence of 
moral standards shared across social classes was a by-product of a series of 
economic and demographic changes resulting from macropolitical and macro- 
economic forces that were not primarily or even incidentally motivated by a 
“market for norms” or an attempt to modify peoples’ sense of how one ought 
to behave. These macro-level forces operated on norms through an inter-
vening mechanism of social structural impacts on local behavior. If the large-
scale changes were some kind of evolutionary adaptation to global political 
economy, we would point to pleiotropy, as do Gould and Lewontin (see dis-
cussion above), and note that such macro-level changes have many conse-
quences, some of which are not part of the selection regime. But the same 
point remains even if we are skeptical that the larger patterns result from 
adaptation and suspect that they have more to do with struggles for political 
and economic dominance. Yet the forces that disrupt moral economy, even 
though they are far removed from any intention to change the normative 
framework of peasant society, still do contribute in a serious way to political 
instability by creating moral resentment on the part of those disadvantaged 
by the failure of the old understandings. Such resentment is only a necessary 
condition for peasant rebellions and revolutions, which require other causes 
to operate before they ignite. This does not make them any the less important: 
we would discount a theory of forest fires that did not implicate tinder.

2.5 A Preface to the Study of Culture and Institutions

Two critical points I have argued thus far are that it is misleading (1) to ana-
lyze the origin or functioning of single norms in isolation, since they are typ-
ically closely related to other norms, as I explore in detail in Chapters 5 and 6; 
and (2) to suppose that norms operate effectively only in small, localized 
social networks. These points lead us to analyzing norms as elements in larger 
conceptual constructions that occur in a larger social framework. How to 
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understand the way these constructions influence behavioral patterns in the 
macroeconomy may be the most difficult analytical problem we face, and I 
note here and in the chapters on trust and on power the hazards of simple 
extrapolation of small-scale regularities to large-scale patterns without a 
careful analysis of mediating mechanisms.

A purely logical flow of argument would lead me now to discuss the 
aggregation of norms into larger conceptual and mental structures, which go 
by such names as culture, institutional logic, and institutions, including such 
special cases as “varieties of capitalism” and which may entail more than 
simply a collection of norms, including distinctive ways of thinking and per-
ceiving, different aesthetic standards and conceptions, specific ways of orga-
nizing activity, and different conceptions of man’s place in the world. But 
before I can offer a reasonable account of these meso or macro-level phe-
nomena, there are two sets of issues that I would like to discuss that have a 
serious impact on what kinds of institutional phenomena emerge in the 
economy or other social realms. One is the sources and contours of trust 
between individuals or between individuals and larger, collective social enti-
ties; and the other is the meaning, origins, and consequences of power that 
individuals and collectivities wield over one another in the economy. These 
are the subject of the next two chapters, after which I once more pick up the 
thread of institutions to round out the arguments of this book.
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3
Trust in the Economy

3.1 Introduction: The Concept of Trust

The concept of trust, mentioned briefly in the previous chapter on norms, is 
important enough to deserve its own separate treatment. Trust and trust-
worthy behavior are critical assets for any economy, principally because they 
lead people to cooperate and otherwise act more benignly toward one another 
than the pure logic of self-interest would predict. This is one reason why I 
consider purely self-interest-based explanations for trust perverse. Trust mat-
ters because, as economists have often noted, the resulting cooperation saves 
substantial costs of precaution and monitoring that would be expended in its 
absence. Kenneth Arrow observed that trust “is an important lubricant of a 
social system. It is extremely efficient; it saves a lot of trouble to have a fair 
degree of reliance on other people’s word” (1974: 23), and Arthur Okun sug-
gested that “enormous resource costs could be saved in a perfectly honest and 
open world that would permit do-it-yourself cash registers and communal 
lawn mowers” (1980: 86).

But historically, economists paid trust little attention, perhaps because, as 
Albert Hirschman noted in his remarkable book The Passions and the Interests 
(1977), from the seventeenth century on, philosophers argued that economic 
action was a species of calm, rational, and benevolent behavior and thus eco-
nomic interests were pursued only by gentlemanly means (Hirschman 1977; 
and see Fourcade and Healy 2007). This assumption came to be widely accepted 
by classical and neoclassical economists (though not by those of socialist and 
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other heterodox persuasions—see Hirschman 1982), and the Hobbesian ques-
tion of how society contained the perils of force and fraud—which highlights 
the problem of trust—thus faded from the analysis of economic life.

Two related mid-twentieth-century developments stimulated a resurgence 
of economists’ interest in trust. One was the advent of an economics of infor-
mation, which noted the difficulties that asymmetric information causes. This 
was first of special interest in insurance markets, which face the dual problems 
of “moral hazard” (insurance reduces the motivation to avoid dangers insured 
against, but insurers cannot know, without large search costs, which claims 
result from such negligence) and “adverse selection” (those at higher risk are 
more likely to buy insurance but do not fully disclose this risk to insurers).

The interest in asymmetric information and uncertainty accompanied 
and was compatible with increasing attention to the limitations of human 
rationality. One manifestation of this attention was closer analysis of the 
micro-level details of imperfectly competitive markets, peopled by small 
numbers of traders with sunk costs and “specific human capital” investments. 
In his 1975 book Markets and Hierarchies, Oliver Williamson noted that any 
complex contingent contract that specifies that obligations of each party 
depend on what has occurred faces difficulties when the parties differ, as they 
often do, in knowledge of relevant occurrences (31–37). This led Williamson 
to search for organizational devices that mitigate the tendency for actors to 
pursue their interests with “guile,” and in general, he and other “new institu-
tional” economists have stressed organizational and institutional solutions 
and downplayed the significance of “trust” as being confined mainly to fami-
lies and close personal relationships in “noncalculative” situations of minor 
economic significance (see esp. Williamson 1993). Williamson here implic-
itly makes the Hobbesian assumption that one can normally expect others to 
deceive and betray unless restrained by organizations and institutions and 
thus interprets “trust” to mean belief that this will not happen even in the 
absence of such restraint, which he thinks justified only in close relations 
unlikely in most economic transactions.

Yet many social scientists have focused heavily on the role of trust in 
social and economic life, largely because there are so many real-life situations 
in which individuals do cooperate more readily and to a greater extent than 
pure instrumental rationality predicts. Even those whom real-world evidence 
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does not persuade have been impressed that experimental results on “deci-
sion dilemmas” consistently lead to outcomes that are perplexing if we try to 
avoid the concept of trust.1 As Elinor Ostrom pointed out, the some-
times-technical discussions of these outcomes, when broadly considered, 
really raise the Hobbesian question: “How do communities of individuals 
sustain agreements that counteract individual temptations to select short-
term, hedonistic actions when all parties would be better off if each party 
selected actions leading to higher group and individual returns? In other 
words, how do groups of individuals gain trust?” (2003:19). The issue in the 
large experimental literature on social dilemmas is that for a Pareto optimal 
outcome,2 players must cooperate by selecting “strategies other than those 
prescribed by a subgame-perfect equilibrium solution” (23). Most relevant 
experimental studies have found levels of cooperation well above the pre-
dicted level of zero, and while these levels sometimes decline when experi-
ments are repeated, face-to-face communication substantially increases these 
levels again, even without changes in incentives. This Ostrom links to the 
building of trust (34). I have reviewed some of this experimental literature in 
Chapter 2 with reference to the norm of reciprocity.

What then should we mean by “trust”? There are many explicit and 
implicit disagreements in the voluminous literature on trust, but most stu-
dents of the subject agree broadly that trust is the belief that another person 
with whom you might interact will not cause you harm even though he or she 
is in a position to do so. Such a belief on the part of a “trustor” may lead to 
“trusting behavior”—predicated on the assumption that the “trustee” (a term 
that I will use in what follows to refer to the person who is trusted) will act in 
a “trustworthy” way. So a trustor puts herself at some risk because of her 
trusting belief and action, and the existence of such risk is a central element 
in nearly all definitions (cf. Gambetta 1988: 219), of which the following three 
are typical: (1) in the literature on trust in organizations, a widely cited defi-
nition is that trust is a “psychological state comprising the intention to accept 
vulnerability based upon positive expectations of the intentions or behaviors 
of another” (Rousseau et al. 1998: 395); (2) Foddy and Yamagishi (2009: 17) 
propose that trust is “an expectation of beneficent reciprocity from others in 
uncertain or risky situations”; and (3) Walker and Ostrom (2003: 382) simi-
larly define trust as the “willingness to take some risk in relation to other 
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individuals on the expectation that the others will reciprocate.” Despite the 
convergence in definitions, there is little agreement on measurement (see, 
e.g., McEvily and Tortoriello 2011).3

One reason for the lack of consensus on measures is that the broad defi-
nition is compatible with many different reasons one may trust another, but 
most scholars focus narrowly on some single such reason, which leads to a 
single corresponding measure. It is therefore useful in setting out a systematic 
account of trust in the economy to talk about the main such reasons, the 
implications of each, and how they relate to one another. A major theme of 
this chapter is my resistance to the argument of many scholars that only trust 
caused by their favorite reason should be called “trust” at all.

3.2 The Sources of Trust

1. Trust based on knowledge or calculation of interests of the other (rational 
choice accounts). Perhaps the simplest possible argument about trust and 
trustworthy behavior is that a potential trustor assesses whether the interests 
of the trustee would lead her to be trustworthy, considers the benefits and risks 
to herself of the other’s possible actions, and then acts in a trusting way only if 
it is to her benefit to do so. Thus, James Coleman presents an expected utility 
maximization model in which a rational actor engages in trusting behavior 
towards another if the “ratio of the chance of gain [from trusting behavior] to 
the chance of loss is greater than the ratio of the amount of the potential loss 
to the amount of the potential gain (1990: 99). Note that this is equivalent to 
assuming that the expected gain to the trustor if the trustee acts in a trust-
worthy way is greater than the expected loss if the trustee betrays her.

There is an obvious danger of circularity in such an assumption if we 
observe trust only after the fact. To avoid this requires us to assume that indi-
viduals are able to make calculations of this kind—which involves questions 
of cognitive capacity and information acquisition—and also that the gain or 
loss from possible behaviors of the other can be clearly quantified. But even 
when all these conditions are met, as they may often not be, the trustor’s 
assessment of costs and benefits and the likelihood of betrayal need not 
assume that the behavior of the other is based on rational choice. If, for 
example, one knows that one’s friend will not betray because of her group 
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membership, her normative commitments, her emotional attachments, or 
other nonrational causes, then only one of the two actors involved in this 
trust decision is in fact a rational actor, and this is troubling for any claim that 
this is a “rational choice” theory of trust.

While it might appear that trusting another because of their attachment 
to you would transcend rational choice, Russell Hardin’s account of trust 
attempts to re-position such an argument squarely into a rational choice 
framework (e.g., Hardin 2001, 2002). In order to do so, Hardin argues that 
the concept of trust should mainly be confined to others you know, since you 
can trust them if and only if you know that they have an interest in con-
tinuing your relationship. This he refers to as the idea of “encapsulated 
interest,” where the interests of another include (or “encapsulate”) your own. 
He justifies this argument by noting that if in fact trust always required more 
than the

rational expectations grounded in the likely interests of the 
trusted . . . then we are at a very early stage in the development of 
any theory to account for trust or even to characterize it in many 
contexts. If an account from interests is largely correct for a large and 
important fraction of our trusting relationships, however, we already 
have the elements of a theory of trust that merely wants careful artic-
ulation and application. . . . The sense that trust inherently requires 
more than reliance on the self-interest of the trusted may depend on 
particular kinds of interaction that, while interesting and even 
important, are not always of greatest import in social theory or 
social life—although some of them are, as is the trust a child can 
have in a parent. (Hardin 2002: 6–7; cf. Williamson 1993)

This account relies on a claim of parsimony but also displays an element of 
wishful thinking. Closer examination suggests complexities that muddy the 
alleged parsimony. In particular, if trust is based on the assumed interest of 
another in continuing our relationship, then a savvy actor would need to 
know more about the nature of that interest. This varies in ways that Hardin 
places along a dimension that he calls “richness” but does not define:
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At a minimum, you may want our relationship to continue because 
it is economically beneficial to you. . . . In richer cases, you may 
want our relationship to continue and not be damaged by your 
failure to fulfill my trust because you value the relationship for many 
reasons, including nonmaterial reasons. For example, you may enjoy 
doing various things with me, or you might value my friendship or 
my love, and your desire to keep my friendship or love will motivate 
you to be careful of my trust. (2002: 4)

I would describe this dimension as ranging from instrumental to consumma-
tory, as I discussed above in Chapter 1, referring to whether a goal (here, 
maintaining a relationship) is desired as a means to another end or only for 
its own sake. Which is the case makes a big difference in talking about trust. 
This is because when deciding whether to trust another, one would like to 
know whether she will be unconditionally trustworthy (as in the purely con-
summatory case) or whether she may perhaps look for subtle and undetect-
able ways to betray the trust placed in her (as in the purely instrumental case). 
If the latter, trust must be very guarded indeed, as the human mind and 
 complex economic institutions present a multitude of opportunities to the 
devious.

The problem is that only in the purely consummatory case do another’s 
interests truly encapsulate yours. Here, no trustee will betray because if she 
harms the trustor’s interests, even undetectably, then she harms her own as 
well—as follows from how Hardin defines “encapsulation.” But in the many 
cases that Hardin discusses, where the trustee wants a continuing relation-
ship because of benefits derived from it—such as money, prestige, position, 
reputation, resources, or contacts—there is no true encapsulation, and in fact 
a rational other should want to extract the maximum benefit from the rela-
tionship regardless of harm to the trustor, provided only that she not be dis-
covered doing so and that this extraction not reduce the trustor’s ability to 
benefit her.

In deciding whether to trust another, one must then assess whether the 
other seeks continuation of the relationship for its own sake—as in love or 
close friendship—or for something to be gained outside the relationship. In 
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the latter case, where instrumentality blocks a true encapsulation of interests, 
one must be appropriately wary. The rational choice account is muddied 
because in real life, these ideal types are hard to distinguish and there is typi-
cally a mixture of motives. The decision on how much to trust must depend 
on understanding the relationship sufficiently to know the balance of motives 
and how this affects the other’s behavior.

When true encapsulation of interests results from love or deep friend-
ship, there is a certain irony in construing this to ratify some rational choice 
model, based, as it ultimately is, on the least understood and most subtle 
emotions and passions of humankind. Whether we really want to understand 
this situation by referring to “interests” depends in part on what that means. 
With a sufficiently broad concept of “interests” we might feel more comfort-
able. Swedberg defines “interests,” for example, as anything that “drive[s] the 
actions of individuals at some fundamental level” (2003: 293–295). In this 
conception, “interests” seem equivalent to “motivation,” and if “rational 
choice” then means acting in accord with “interests” so defined, then all moti-
vated behavior is rational choice by definition. Hardin, on the other hand, 
construes “interests” more narrowly but notes that interests are typically not 
the “whole story of a person’s motivations” because one may have “an interest 
in having more resources, such as money, only because they enable me to 
consume or experience various things. . . . The whole story is one of well 
being through the use of resources. Interests are merely a proxy for this whole 
story” (2002: 23). But this synecdoche misleads, since that piece of the story 
beyond “interests” requires a different theoretical argument.

2. Trust based on personal relationships. Hardin’s “encapsulated interest” 
argument is a special case of trust based on one’s personal relationship to 
another, in that it tries to assimilate such trust to a matter of interests and 
rational choice. A different argument about trust and personal relations is 
made by Zucker (1986), who proposes that industrial society has gradually 
shifted the grounds for trust from more personal to more institutionalized 
ones. For Zucker, in the early period (which she identifies for the United 
States as occurring before the late nineteenth century), she refers to personal 
sources of trust as being “process-based,” by which she means that trust is 
“tied to past or expected exchange such as in reputation or gift-exchange” 
(1986: 60). So this kind of trust depends on having exchanged previously with 
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the potential trustee or at least knowing the reputation of that person or firm 
for making satisfactory exchanges. Here one might think of the way that 
physical markets, such as bazaars, sometimes produce stable relationships 
among particular buyers and sellers, of the kind that anthropologist Clifford 
Geertz referred to as “clientelization” (1978) because exchange partners have 
built up trust in one another in situations where quality of goods is very hard 
to assess before purchase. As anthropologists and social exchange theorists 
have often noted, potential exchange partners typically work their way up 
from minor to more major exchanges in order to test the other’s reliability in 
reciprocating properly (see, e.g., Blau 1964: 94 ff.).

Although this exchange-based trust and that based on “encapsulated 
interest” are compatible with a rational choice argument, that argument is 
neither a necessary nor a sufficient condition for supposing that trust depends 
on personal relations. Whether based on instrumental or consummatory 
motives, that trustworthy behavior may be a regular part of a relationship 
reflects one of the typically direct effects of relational embeddedness (see Ch. 
1) and explains the widespread preference of many economic actors to deal 
repeatedly with the same others. Our information about such partners is 
cheap, richly detailed, and typically accurate. But assessing the balance of 
instrumental and consummatory motives in others is not always easy, and the 
trust engendered by personal relations presents, by its very existence, 
enhanced opportunity for malfeasance, which we must note to avoid a sim-
plistic functionalism. In personal relations an old song reminds us that “you 
always hurt the one you love”4—which is possible because someone who 
loves you is far more vulnerable than a stranger. In the Prisoners’ Dilemma, 
knowledge that one’s co-conspirator is certain to deny the crime (because, 
e.g., she loves you) presents all the more rational motive to gain by confessing, 
and personal relations that abrogate this dilemma may be less intense and 
symmetrical than imagined by the party to be deceived. This elementary fact 
of social life is the bread and butter of “confidence” rackets that simulate 
close personal relationships, sometimes for long periods. The greater the 
trust, the more to be gained from malfeasance. That this occurs infrequently 
is a tribute to the force of personal relations and their capacity to transcend 
simple rational choice; that betrayals do occur shows the limits of this 
capacity.

 EBSCOhost - printed on 2/14/2023 4:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



64 S O C I E T Y  A N D  E C O N O M Y

Correspondingly, in her random sample of files from the Securities and 
Exchange Commission over the period 1948–1972, Shapiro “found the degree 
of intimacy of prior victim-offender relationships surprising. There are 
indeed more cases in the sample in which at least some of the victims and 
offenders were acquainted . . . than those in which they were strangers. . . .  
This . . . conflicts with stereotypes of white-collar crime in which a chasm of 
interpersonal distance, disembodied transactions, cover-up techniques, mid-
dlemen, records, papers, documents and computerization are thought to 
 permanently separate victim and offender” (1984: 35). So individuals have 
reason to continuously scan relationships to determine the balance of motives 
behind them. One reason this is difficult, aside from instances of clever decep-
tion, is that even relationships that begin for obviously instrumental purposes 
may develop an overlay of social content of the kind I call consummatory—
where part of the reason for maintaining the relationship becomes the value 
of the interaction itself.5

When personal relationships do lead to trust and trustworthy behavior, 
one may ask what kind of argument might best explain this outcome. In 
instrumental cases, it seems reasonable to suppose that the trustee is indeed 
protecting his interests by acting in a trustworthy way, though, as I noted 
above, this case calls for wariness on the part of the trustor, since, by hypoth-
esis, there is incentive for the trustee to deceive. As I also noted, the consum-
matory case, where the relationship is valued for its own sake, is an uncom-
fortable fit for the usual rational choice paradigm. But then what does drive 
it? One argument might be that in this case trustworthy behavior is driven by 
emotions that lead to love or other varieties of attachment to another. 
Behavior driven by affect is one of Max Weber’s four fundamental types of 
social action (Weber [1921] 1968: 24–25; cf. Elster 1999).

A different way to think about how trust and personal connections are 
related is to consider the idea that people act in certain ways because of their 
conceptions of who they are, what kind of person they want to be, and what 
kind of obligations they have to other individuals and groups; such argu-
ments usually fall under the heading of “identity.” A core element of philo-
sophical and sociological arguments about identity and the constitution of 
the self is that these emerge out of the interactions we have with others. As 
argued by classic figures such as Charles Cooley and George Herbert Mead in 
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the early twentieth century, we have little way of judging what we are like and 
what our characteristics are except insofar as we learn what others think of us 
and how they view us (cf. Blumer 1969). A natural extension of this is to say 
that the specific relationships we have with others, and their contents, are 
building blocks of our identity or conception of self. Individuals in close rela-
tionships with others arrive at clear expectations of their behavior toward one 
another, that are on each person’s side, to the extent the relationship is serious 
and long-lasting, part of their sense of self. So, for example, I may deal fairly 
with you not only because it is in my interest or because I have assimilated 
your interest to my own but because we have been close for so long that we 
expect this of one another, and I would be mortified and distressed to have 
cheated you even if you did not find out—it would be inconsistent with how 
I think about myself. This would explain the severe sense of becoming par-
tially unmoored and losing part of one’s self when one loses a loved one as the 
result of death, the ending of a relationship, and perhaps worst of all by unex-
pected betrayal.

This way of thinking is different from saying that I will be trustworthy 
because I encapsulate your interests in my own, although that may be true as 
well. But to act in a way that is consistent with your personal identity is action 
caused by something about yourself rather than something about the rela-
tionship between your interests and those of another. And it is also different 
from acting according to a moral code, though that may also be involved. It is 
more about acting in a way that reflects the person, or kind of person, you 
have decided you are or want to be.

3. Trust based on membership in groups and networks. The discussion of 
how trust and trustworthiness are impacted by personal relationships is at a 
rather micro level and depends, as I have suggested, on a concept of relational 
embeddedness. But pairwise relationships are nested in more complex struc-
tures of social relations, which correspond to what I have called (Ch. 1) “struc-
tural embeddedness.” The simplest argument associated with social structures 
beyond dyads is that trust is more likely among those who consider them-
selves members of the same group, however “groupness” may be defined.

Cook, Levi, and Hardin comment that in the research on trust that they 
coordinated, funded by the Russell Sage Foundation, a major emphasis is on 
“situations in which ethnic, racial or other markers facilitate certain kinds of 
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trust relationships while inhibiting others and when they do not” (2009: 2). 
Foddy and Yamagishi suggest that shared group membership is particularly 
critical in understanding how the previously unacquainted may trust one 
another. They suggest two possible reasons to trust a fellow group member: 
(1) stereotype-based trust, where you think that your own group members 
are more generous, trustworthy, and fair; and (2) the “group heuristic hypoth-
esis,” where we expect altruistic behavior from ingroup members toward one 
another (2009: 19). Their experiments suggest that the second mechanism is 
the critical one. Other experimental work confirms that strangers of the same 
race and nationality are more trustworthy toward one another (e.g., Glaeser 
et al. 2000: 814). But this empirical finding does not provide an argument for 
why this should be so. The dictator experiments of Habyarimana et al. (Cook 
et al. 2009) suggest that the ingroup effect comes from ingroup norms of rec-
iprocity. Walker and Ostrom (2009: 105) note abundant evidence that “indi-
viduals sanction those who engage in selfish activities at the expense of other 
group members,” and that, moreover, norms of “fairness and reciprocity 
appear to shape the expectations of . . . group members beyond purely stra-
tegic responses” (2009: 107).

Here I note that although I write separate sections on particular causes 
for trusting and trustworthy behavior, most real situations where someone 
has to decide whether to trust another entail more than one of these causes, 
so the separation is artificial. In this particular case, part of the impact of 
common group membership on trust derives from commonly held norms 
about what group members owe to one another. The most seriously mis-
leading arguments about trust arise from the attempt of scholars to limit 
explanations of trust to their own single, favorite factor, which typically leads 
to simplistic and irreproducible conclusions.

Zucker (1986) refers to “characteristic based trust,” which depends on 
characteristics such as family and ethnicity (60), which is ascriptive and 
cannot be invested in or purchased. She proposes that in the United States, 
this became more critical with economic development because the labor 
force became more culturally heterogeneous, and you had to interact with 
strangers, but you could at least assume that people with similar characteris-
tics to your own would provide satisfactory outcomes, as in ethnic enclaves. 
Zucker’s take on why this works is not based on norms but on cultural 
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familiarity with co-group members: “Many background understandings will 
be held in common, smoothing or eliminating the negotiation over terms of 
exchange and making it more likely that the outcome of the exchange will be 
satisfactory to both parties” (61). Broadly speaking, this is an argument about 
commonly held “cultures.”

Another argument about how common group membership leads to trust 
that is distinct from rational choice, norms, or culture is provided by “social 
identity” theory. Tyler (2001) notes that social exchange theory is based on 
the assumption that “people want resources from others and engage in orga-
nized life in order to exchange resources” and that they are “motivated by the 
desire to maximize their gain of resources and minimize their losses. . . . To 
do so they need to have an estimate of what others will do in response to their 
own behavior” (287). Though this is obviously sometimes the case, Tyler 
argues that it is “not a complete model of the psychology of trust” because 
people may also have feelings of obligation to a group that are “distinct from 
calculations about anticipated personal gain or loss owing to the actions of 
others” (288). He cites experimental evidence that “identification with the 
group to which one belongs decreases one’s propensity to engage in noncoop-
erative behavior that removes resources from a common pool,” and this is so 
even without expectation of future reciprocity or current rewards or punish-
ments or reputational consequences. Instead, people “feel an obligation to the 
group that develops out of identification with the group and group values. 
That identification shapes their behavior, leading to cooperation that is dis-
tinct from that based on expectations about the behavior of others” (288). 
This Tyler calls “social trust,” and he proposes that in groups where people 
have social connections, their trust judgments “become more strongly linked 
to identity concerns, and less strongly linked to resource exchange” (289).

These varying accounts show mainly that common group membership 
engenders trust and trustworthy behavior. Institutional economists have 
made similarly positive arguments. So, Ben-Porath, for example, in discussing 
the importance of trust in the exchange of valuable commodities, noted that 
“continuity of relationships can generate behavior on the part of shrewd, self-
seeking, or even unscrupulous individuals that could otherwise be inter-
preted as foolish or purely altruistic. Valuable diamonds change hands on the 
diamond exchange, and the deals are sealed by a handshake” (1980: 6). His 
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emphasis is mainly on personal relations between traders, but it seems clear 
as well that such transactions are possible also because they are not atomized 
from other transactions but embedded in a close-knit community of dia-
mond merchants who monitor one another’s behavior closely and generate 
clearly defined standards of behavior easily policed by the quick spread of 
information about instances of malfeasance. The temptations posed by this 
level of trust are considerable, however, and the emergence of separate cohe-
sive groups may bound the reach of trust, identity, and moral action.6

Frauds as well as legitimate business enterprises attempt to tap into 
existing membership networks in the hope of wide diffusion, more difficult if 
attempted through impersonal channels. In Shapiro’s study of SEC fraud 
investigations, she found, as I reported earlier, that victims and perpetrators 
typically knew one another. But the fraud usually was not just a dyadic matter 
but was structurally embedded: “Offenses touch victim populations con-
taining groups of associates or portions of various social networks. The 
sample contains cases with victim pools composed of members of particular 
church congregations or ethnic associations, officers at several military bases, 
members of political or social clubs or recreational associations, members of 
a professional athletic team, a textbook editor and a network of social science 
professors, members of investment clubs, and networks of political conserva-
tives” (1984: 36). Some such networks are brought into the fraud by “bird 
dogs”—enthusiastic investors aware of the fraud who convince others to 
invest; the use of celebrities or community leaders, usually innocent of the 
fraudulent nature of the scheme, is common as an incentive for others to 
participate (1984: 36–37). And, indeed, the vast Ponzi scheme of Bernard 
Madoff, uncovered in 2008, depended almost entirely on recruitment of 
investors through networks of trust, especially among wealthy members of 
the Jewish community.

4. Institutional sources of trust. A common theme in the literature on trust 
is that there are cases where one trusts another because of institutional 
arrangements that make deception or betrayal less likely. One of the main 
reasons people are at risk in such situations is that the other with whom they 
might deal is a stranger or at least not well known to them. To be sure, there 
are theorists who want to reserve the term “trust” for only those who know 
one another well, e.g., Hardin, who considers trust to depend upon 
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“encapsulated interest.” In a later section, where I discuss the most reasonable 
scope for the concept of “trust,” I will reject this as well as other arguments for 
a narrow application of the term.

Arguments about the importance of institutional sources of trust some-
times make the evolutionary assumption that trust is originally personal and 
small-scale but that the increasing growth, complexity, and differentiation of 
societies make it impossible for all trust in the economy to be so derived, so 
that to the extent a society is economically successful, it will develop institu-
tional supports that make it possible to take risks in relation to those about 
whom one knows less than they would in a much smaller-scale social situa-
tion. Cook, Levi, and Hardin suggest, for example, that as far back as Madison 
and Hume, it was argued that institutions like government were important in 
enabling cooperation and trust. If the state is reliable and neutral, it facilitates 
trustworthiness by “allowing individuals to begin relationships with relatively 
small risks as they learn about each other, and by providing insurance against 
failed trust” (2009: 4).

Zucker suggests that as societies progress economically, trust based on per-
sonal relations and exchange history or on group membership becomes insuf-
ficient, and institutions such as escrow accounts and credit ratings take up the 
slack (1986: 64–65; see also Carruthers 2013 on the history of credit ratings in 
the United States. But note that the history of the 2008 financial meltdown 
shows the severe limitations of credit ratings as a source of trust—cf. Lewis 
2010). Zucker argues that between 1840 and 1920, institutionally based trust 
came to predominate in the United States (1986: 99) but does not actually sug-
gest how one could measure the different kinds of trust in order to confirm this 
assertion. It is a common argument that a well-developed legal system that ren-
ders verdicts with some degree of impartiality in disputes is congenial to risk-
taking in situations where exchanging parties might otherwise fail to reach 
agreement on terms. Even in situations where parties reach agreement without 
the use of formal institutions, the existence of these may provide a backdrop 
that overcomes distrust that might otherwise make this infeasible. An example 
is the oft-cited work of Mnookin and Kornhauser (1979) on how private nego-
tiations on the terms of divorce amount to “bargaining in the shadow of the 
law,” since without legal guarantees of promises made, the “inability to make an 
enforceable promise may inhibit dispute settlement” (957)
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So many institutional sources of trust are familiar in everyday life that it 
is not necessary to inventory many of them to make this point. But acknowl-
edging their significance does not require accepting evolutionary arguments 
about how such sources “displace” mechanisms that assured trust in earlier 
periods or in less advanced societies. I consider these claims in more detail 
below.

5. Trust based on norms. It is fairly straightforward that one might think 
another trustworthy because she adheres to norms that prescribe such 
behavior. The scope for such trust depends on the nature of the norm. If it is 
a norm of reciprocity, trust another who owes you a favor. If the norm pre-
scribes reciprocity based on group membership, trust others in your own 
group. If it is a norm that one should act in a trustworthy manner in general, 
then one might be justified in extending trust beyond merely reciprocative 
situations. Given that arguments about the importance of norms sound 
sociological, it is curious that most authors presenting this argument for trust 
are economists. These arguments divide into two broad streams. One is cul-
turalist (as described in Ch. 1) and conceives of “norms” as pertaining not to 
individuals but rather to collectivities that formulate, enforce, and embody 
them. Like most culturalist views, this idea meshes uncomfortably with the 
usual methodological individualism of economics. Economists taking this 
view typically cite data provided by a single question asked in the World 
Values Survey (henceforth WVS: see http://www.worldvaluessurvey.org/): 
“Generally speaking, would you say that most people can be trusted or that 
you need to be very careful in dealing with people?” and respondents are 
asked to choose between two alternatives: “Most people can be trusted” or 
“You can never be too careful when dealing with others.” Countries vary dra-
matically from one another in the levels of trust, with the highest scores 
found in Scandinavia and the lowest in Latin America. (See, e.g., http://www 
.jdsurvey.net/jds/jdsurveyMaps.jsp?Idioma=I&SeccionTexto=0404 
&NOID=104).

Although standard economics is incurious about where preferences 
come from—treating utility functions, for example, as given rather than a 
dependent variable to be investigated—economists who study trust some-
times suggest that its presence is an element of the norms and “culture” of a 
nation, region, or ethnic, religious, or other social group, and this foray into 
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culturalism is said to explain differences. They (e.g., LaPorta et al. 1997; Guiso, 
Sapienza, and Zingales 2006) cite approvingly works of non-economists who 
elaborate this view such as Fukuyama (1995) and Putnam (1993) (who casts 
trust as resulting from “social capital,” which leads some economists, such as 
Glaeser et al. 2000, to consider trust as a measure of social capital). But this 
view also leaves open the question of how the belief that others are trust-
worthy arises and how it may relate to other norms that may yield trustworthy 
behavior. (We know more about trusting behavior than about when and why 
people are trustworthy in part because surveys of values ask about trust but 
seldom if ever ask respondents whether and when they think it appropriate to 
cheat or deceive others, for the obvious reason that few would admit to ever 
thinking this appropriate.)

Economists address the question of how people come to be trustworthy 
by a stream of related argument that casts the passing down to children of 
trustworthy and cooperative or untrustworthy behavior as a decision that 
families or groups make, thus addressing the issue of how such norms arise. 
All such arguments encounter the difficulties noted in Chapter 2 in arguing 
that internalized norms are chosen rationally to gain advantage. So, for 
example, Aghion et al. (2010) define trust as “beliefs resulting from decisions 
about civicness made in families” (1015). Families, in this account, have two 
choices. They can teach their children how to behave in a “civic” way—
“learning tolerance, mutual respect and independence”—or to “behave 
uncivicly outside the family” (1023). Uncivic children who grow up to be 
entrepreneurs can be expected to pollute, offer inferior risky goods, and cheat 
others. Societies that attain an equilibrium where everyone is civic naturally 
become “high-trust” societies and otherwise low-trust ones (1027–1028). 
Guiso et al. (2011) argue that we should focus on “investment in civic capital,” 
which is the “amount of resources that parents spend to teach more coopera-
tive values to their children,” where “civic capital” is the “values and beliefs 
that help a group overcome the free rider problem in the pursuit of socially valu-
able activities” (423, emphasis in original). There is thus an “intergeneration-
ally transmitted prior” that “affects each individual decision regarding 
whether to trust other members of the society and participate in an anony-
mous exchange” (424). If this trust is not well founded, then the individual 
could suffer a major loss. Thus, to “protect children from costly mistakes, 
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parents transmit conservative priors to them” which can lead to an “equilib-
rium of mistrust” (425). People do, however, “adapt their norms and beliefs in 
response to the social pressure of the community they live in” (426) but dif-
ferentially in relation to how strongly the norms are held: “If civic values are 
completely embedded in preferences, they should not be modified by social-
ization. If, however, civic values are supported, at least in part, by the desire to 
conform to others, then socialization can lead to changes” (426).

3.3 More on the Definition of Trust and the Scope 
 Conditions for the Concept

Before continuing to discuss the causes and dynamics of trust, it is useful to 
consider some issues about the scope conditions for use of the concept of 
“trust” that are closely related to the discussion of causes. Scholars of trust 
often argue for limiting the term to some specific circumstances. Here I argue 
against such limits and for construing the idea of trust very broadly, creating 
distinctions instead around differences in the circumstances under which 
trust is present and / or relevant and the different causes of trust and trust-
worthy behavior attaching to those different circumstances. This shifts the 
discussion away from what I think pointless disputes about whether a partic-
ular situation “really” involves trust to the more interesting, complex, and 
critical problem of how to understand under what circumstances economic 
actors do in fact trust one another—i.e., act in ways that make them vulner-
able to others, assuming that these others will not take the opportunity to 
harm them or their interests.

One common argument is that because trusting someone requires the 
trustor to take a risk about the trustworthiness of the potential trustee, we 
should not apply the term “trust” to situations in which there is no such risk. 
This argument appears in various forms. Appealing to parsimony, Russell 
Hardin argues that if it is in another’s interest to avoid harming ours, our 
belief that they will not do so should not be called “trust” because to define 
trust as “nothing more than incentive compatibility or rational expectations 
of the behavior of the trusted” would make the term “otiose . . . because it 
would add nothing to the somewhat simpler assumption of compatible inter-
ests” (2002: 5). Foddy and Yamagishi similarly argue that trust is “not required 
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when others’ interests are totally allied with our own,” and they refer to such 
situations as “the domain of assurance”; we only need to trust others when 
our interests are not allied, as this is when they can gain at our expense. Trust, 
they add, is most important in “uncertain, not certain relationships” (2009: 
17). In their excellent study of taxi drivers, Gambetta and Hamill propose 
that “it is not enough to predict . . . that people will behave in a trustworthy 
manner if doing so is in their self-interest. This removes the problem of trust 
altogether” (2005: 4). Even broader is Farrell’s assertion that when “actors 
have good reason to be certain that others will cooperate, these expectations 
are better described as confidence than as trust” (2009: 25). The reason for 
this is that when I “know that another will behave honestly in a predeter-
mined and well-anticipated situation,” there is not any real risk of unantici-
pated behavior (26).

The key assertion in all these statements that I want to contest is that 
there are circumstances where the behavior of the other whose trustworthi-
ness we assess is completely predictable, without uncertainty. This is equiva-
lent to saying that there are situations where actors have no agency whatso-
ever, though so rephrasing the assertion makes it seem more problematic. In 
the first two citations above, this certainty derives from knowing actors’ inter-
ests. But this assumes an implicit null hypothesis of the sort that I discussed 
in Chapter 1, that we should by default expect others whose behavior con-
cerns us to act according to their interests. Insofar as this is not a tautology, 
i.e., if agents can act counter-preferentially—against their own interests—as 
Sen 1977 suggests, we may have uncertainty and therefore the possibility of 
trust even in the case where interests are aligned. Sen analyzes the example of 
someone acting so as to prevent or stop torture. Let us pursue this case: it may 
be in my colleague’s best interest to be complicit in my torture of prisoners 
under my care, so by the argument from interests, my expectation of his 
doing so should not be called “trust,” as his behavior is automatic and entirely 
predictable.

But this is so only if interests perfectly predict behavior. Sen’s argument 
suggests, however, that the other’s commitment to moral principles may 
intervene and cause my undoubting expectation of his silence to be mis-
placed. If we take counter-preferential behavior seriously, this is not simply a 
matter of how the balance of incentives plays out and cannot be reduced to a 
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simple incentive-based account. My expectation of his complicit silence may 
indeed be a matter of trust, if there is some chance that he will pursue over-
riding normative principles and report my torture, even at possibly high cost 
to himself. To address fully the likelihood that this will take place requires a 
treatment of the role of norms of the sort that I undertook in Chapter 2. The 
point is that whether expectations of another’s behavior should be described 
as “trust” may depend not only on the other’s interests but also on any other 
factors that may cause her to support or harm my interests. So the assump-
tion that behavior is driven by interests alone is an implicit null hypothesis 
that may often be plausible but at critical times can dramatically mislead, as I 
noted in my discussion of “sacred values” in Chapter 2.

Frequent accounts of “whistleblowers,” many of whom experience serious 
losses from their exposure of wrongdoing, exemplify the power of norms or 
identity to override self-interest. For this to matter it need not be the common 
or typical case, only a possibility, which can lead to serious consequences, as it 
did in such famous cases as the Enron frauds. I know of no systematic study of 
the balance of consequences for those who whistleblow, but I think it plausible 
from the fact that government agencies offer considerable rewards to those 
who flag wrongdoing that there is some presumption that without such 
rewards, the likely consequences for those who do so are negative on balance.

More generally, the fact that there are numerous causes to trust or dis-
trust another besides their interests casts doubt on any argument that there 
are situations when another’s behavior is easily and completely predictable. 
This is not to say that judgments of trust are random or not plausibly based 
on information available to us about the likelihood of another being trust-
worthy, nor does it follow that new information will not reasonably give us 
more or less confidence in that likelihood. Indeed, one of the most important 
research agendas on trust should be to understand better how people make 
such judgments and to what extent they are accurate. Here I only mean to 
suggest wariness of oversocialized views of human action that depict others 
as acting in ways entirely determined by factors that we understand without 
doubt, as this discourages the detailed and subtle investigations of actual 
trusting behavior that are needed.

Another aspect of when it is appropriate to speak of “trust” concerns the 
level of social structure where the term well describes how we might assess 
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the likely future behavior of others. While some theorists propose that we can 
only properly speak of trust in cases where people know each other well, 
others suggest quite the opposite—that the concept is helpful almost entirely 
in relation to how we deal with strangers. I argue against both propositions 
and against restricting the idea of “trust” in such ways.

As noted above, Russell Hardin has proposed that we can trust others 
mainly when their interests encapsulate ours, so they benefit from continuing 
our relationship. On this argument, trust is fundamentally a small-scale 
interpersonal phenomenon and cannot be of much importance in the more 
macro-level structures of a large industrial society. This position is elaborated 
by Cook, Hardin, and Levi (2005) (CHL), who assert that as societies become 
more complex, “the actual role of trusting relations has declined relatively” so 
that trust is “no longer the central pillar of social order, and it may not even 
be very important in most of our cooperative exchanges which we manage 
quite effectively even in the absence of interpersonal trust” (1). They argue 
that that for complex societies to work well requires institutions, such as 
third-party enforcement of obligations, that make exchange and other kinds 
of cooperation possible even when interpersonal trust is absent (2). The argu-
ment construes trust in Hardin’s sense of “encapsulated interest,” and by this 
definition it is “impossible . . . to trust strangers and even many of our 
acquaintances, and . . . virtually impossible . . . to trust institutions, govern-
ments or other large collectivities” (4–5). This being the case, “trust plays a 
relatively small role on the grand scale in producing and maintaining social 
order. We usually rely on and cooperate with each other, not because we have 
come to trust each other, but because of the incentives in place that make 
cooperation safe and productive for us” (14–15). The reach of trust cannot 
extend very far because it is “only beneficial for us to trust those who are 
trustworthy in our interactions with us, and these people constitute nowhere 
near all of the society” (68).

This argument is similar to that of Zucker (1986) who, however, refers to 
such cases as instances of trust based on institutional sources. I would take 
this position as well, since I believe that the fundamental dependent variable 
here, whether at a small scale of interpersonal relations or a larger scale where 
people consider the impact of institutions on the actions of others, is still 
whether people behave as if those in a position to cause them harm will in 
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fact do so, and the broad question should be about what independent vari-
ables cause one assessment or another.

I believe that views of where trust is relevant turn on how scholars think 
about the impact on trust of interests as compared to that of norms. CHL, 
following Hardin’s concept of trust as based on encapsulated interpersonal 
interests, want to separate trust from the confidence you might have in others’ 
behavior based on the power you think norms have over them. Thus, they 
assert that in small-scale communities, “trust is generally not at issue [i.e., a 
relevant concept]” because in small, dense networks, “reliability can be 
enforced by norms that are backed by the sanctions the community would 
apply” (2005: 92). Thus in small towns, helping behavior is not, as one might 
think, caused by interpersonal reciprocity but rather by “helping or com-
munal norms” unlike seemingly similar behavior in urban areas which really 
is “a matter of reciprocity” given their assumed absence of communal norms 
(92). This argument borrows a page from Durkheim’s (1893) concept of 
“mechanical solidarity” in assuming that people in small towns lack individ-
uality or strong dyadic relations that are not completely subsumed by the 
“community ethos.” I suggest that this idea implicitly reflects an “oversocial-
ized” conception of human action, as it strips away agency from actors in 
“communal” settings. CHL extend Durkheim’s evolutionary account by sug-
gesting that over the course of “social evolutionary time” we may think of 
trust as “rising to displace control by social norms and then . . . fading to be 
displaced by regulation by modern social institutions” (195). Thus the “mas-
sive institutionalization of most of life makes modern society possible when 
mere [sic] trust could not have done so” (197).

This argument, and its separation of the influence of norms from the 
concept of trust, depends on conceiving of norms as pertaining not to indi-
viduals but rather to collectivities that formulate, enforce, and embody them. 
Such a concept has a family resemblance to the sociological exceptionalism 
promoted by Durkheim and others, that mental concepts are not the proper-
ties of individuals, and that society is an entity sui generis rather than a mere 
collection of separate persons. If norms have this effect on an entire group, 
then it is plausible to suppose that one can expect another to act in a trust-
worthy way not because of any characteristics of the other and not because of 
the relationship you have to her but because of your common membership in 
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a group whose norms guarantee that behavior and eliminate all risk from the 
situation. Here, the criterion for not applying the concept of trust is a mixture 
of the imagined certainty of the situation and the fact that whether to act in a 
trusting manner has been stripped of any connection to assessing anything 
about the other as an individual (rather than as a group member) or about 
your relationship to him or her, which is a central part of what “trust” usually 
means.

If, however, you think of norms as possessed not by groups but by indi-
viduals, as a null hypothesis of methodological individualism implies, then 
the relationship of norms to trust can be quite different from and even oppo-
site to the CHL proposal. This description fits well the way that economists 
and their sympathizers have talked about trust in the past twenty years, from 
which they conclude that norms are in fact a major source of trust, and that, 
moreover, trust is relevant mainly in one’s relations to strangers rather than 
between those who know one another well.

So, for example, LaPorta, Lopez-de-Silanes, Shleifer, and Vishny (hence-
forth LLSV) (1997) propose that trust is “more essential for ensuring cooper-
ation between strangers, or people who encounter each other infrequently, 
than for supporting cooperation among people who interact frequently and 
repeatedly.” In order to assert this, these economists must have a very different 
idea about how cooperation comes about within small communal groups than 
the CHL idea that shared norms create unfailingly reliable behavior, and 
indeed, they argue that in such small and close-knit social clusters, as in fami-
lies or partnerships, automatic and invariable cooperation, without deception 
or malfeasance, is supported by reputations and the likelihood of transgres-
sions being punished even if levels of trust are low (333)—in other words, 
cooperation results from interests. That both CHL and LLSV agree on the 
unproblematic nature of cooperation in such small settings, though for quite 
different reasons, corresponds to what I have flagged in an earlier work 
 (Granovetter 1985) as the convergence of oversocialized and undersocialized 
accounts, in this case to agreement that individuals in small communal set-
tings lack agency, which makes trust irrelevant. But the views diverge because 
the economists conclude that trust is most needed in large organizations since 
you interact a lot with people you don’t know well, so that the power of repu-
tations and the likelihood of punishment for deviations are reduced.
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As I described in the previous section, it is in these circumstances that 
economists often appeal to the power of norms in driving trustworthy 
behavior, drawing on empirical data such as those provided by the World 
Values Survey. They often code such norms and values as being part of the 
“culture” of geographic units, typically nations. In so arguing, they cite 
scholars such as Fukuyama (1995), who believes that national culture deter-
mines the distribution of trust and, in particular, that societies vary in the 
extent to which people are able to trust others beyond their family circle, and 
that societies can be broadly dichotomized into those characterized by “low 
trust,” where people trust principally family members, and ‘high trust,” where 
it is more common to trust those outside the family. The reason this matters, 
he argues, is that in “low trust” societies, family bonds tower over other social 
loyalties, with the consequence that collections of economic actors based on 
mutual trust must be small. Family businesses dominate, and such societies 
are unable to develop large, professionally managed corporations. This 
implies difficulty adopting efficient, modern management practices and 
inability to “move into certain sectors of the global economy that require 
larger scale” (110). Large firms, if they exist in such societies, will not be pri-
vate but can only be state-owned and managed, so there will be very large 
state-owned firms and small family firms without much in between. On the 
other hand, high-trust countries, whose cultures allow and encourage trust 
outside the family, make it much easier to form large firms. While legal forms 
like the joint-stock company allow unrelated people without trust to collabo-
rate, nevertheless, “how easily they do so depends on their cooperativeness 
when dealing with nonkin” (150). Countries with well-developed patterns of 
association with nonkin have an emphasis on community and communi-
tarian institutions, often referred to as “social capital,” and this eases the tran-
sition from family business to professional management.

LLSV (1997) cite this argument with approval because it is compatible 
with their assertion that trust in strangers is critical for large-scale organiza-
tions and economic activities to thrive, and they note that measures of the 
level of trust in families in survey data are negatively correlated with the sig-
nificance of large firms in the economy (336).

If one thinks that differences in trust across nations or other geographic 
units depend largely on cultural differences, some way is needed to link such 
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an argument to methodological individualist theory. In the previous section 
I reported that economists such as Aghion et al. (2010) and Guiso et al. (2011) 
propose that trustworthy behavior results from family decisions to teach their 
children to be “civic.” The link of this argument to culture lies in the assump-
tion that cultures condition and affect the decisions of families to transmit the 
tendency to be trustworthy to their children, and this transmission, when 
aggregated up to a macro level, has a major impact on economic action. For 
example, the proportion of individuals who become “civic” (read: trust-
worthy) in the model of Aghion et al. (2010) is a major determinant of the 
extent of regulation of the economy, and high-trust societies “exhibit low 
levels of government regulation and low-trust societies exhibit high levels” 
because “distrust drives the demand for regulation. In low-trust societies, 
individuals correctly do not trust business because business is dishonest”; 
even government corruption is less bad than this dishonesty (1028). Note 
that this is an account “in which beliefs and regulations jointly influence one 
another” but where there is virtually no study of the behavior or sequence of 
events that intervenes between individual beliefs and larger-scale economic 
patterns. Another way to say this is that there is little interest in the mecha-
nisms that lead from beliefs to institutions (for more on mechanisms in social 
theory, see Hedstrom 2005 and the essays in Hedstrom and Swedberg 1998).

Similar arguments are presented by Guiso, Sapienza, and Zingales in a 
series of papers on culture, trust, and economic outcomes. So they note that 
trust beliefs affect the probability of someone becoming an entrepreneur 
(where the measure is self-employment—2006: 36) and that, using the WVS 
measure of trust in Holland, “trusting individuals are significantly more likely 
to buy stocks and risky assets . . .” (2008: 2558). They conclude this implies 
that companies will “find it more difficult to float their stock in countries 
characterized by low levels of trust” (2559). In their 2011 account they extend 
the argument about trust to incorporate ideas about “civic capital,” which 
they characterize as the “missing ingredient in explaining the persistence of 
economic development” so that “communities / countries that, for an historic 
accident, are rich in civic capital enjoy a comparative advantage for extended 
periods” (420).

In this account, civic capital is the result of investment. It is the “amount 
of resources that parents spend to teach more cooperative values to their 
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children” (423), and lest they fall victim to the usual criticism of “social cap-
ital” that one might learn to cooperate in criminal, racist or other socially 
undesirable activity, they define this away by stating that the definition of 
civic capital “purposefully excludes . . . those values that favor cooperation in 
socially deviant activities, such as gangs” (423). (The authors seem confident 
of universal agreement on what is “socially deviant,” uncomfortably reminis-
cent of Talcott Parsons’s mid-twentieth-century focus on social consensus, 
which sociologists have long since abandoned.) So the argument proceeds as 
one in which parents “decide how much trust to transmit to their children” 
and this “intergenerationally transmitted prior affects each individual deci-
sion regarding whether to trust other members of the society and participate 
in an anonymous exchange” (424). From a theoretical point of view, they 
note, we could talk about trust in family or neighbors or more general-
ized trust, but they argue that the latter is the right measure because for 
“institutions and markets to work properly, people need to trust strangers” 
(442). As in the work of Aghion et al., behavior and events intervening 
between beliefs and larger-scale outcomes are glossed over or attributed to 
“historic accident.”

To summarize my discussion of what is the proper scope for the concept 
of trust, I think it counterproductive to confine it to small-scale situations 
where individuals know one another well or to argue that it should only apply 
to large-scale situations where people interact mainly with acquaintances or 
strangers. To me it is more fruitful to theorize at both small- and large-scale 
levels under what circumstances people assume that others in a position to 
hurt their interests will not do so. But while saying this opens up the issue of 
trust to more general arguments, it does not yet clarify what, if any, relation 
there is between trust at a small-scale level and that in large, complex organi-
zations that define the macro shape of an economy. If we think of trust as 
being at issue at both levels, then this relation becomes especially important 
to theorize, and I suggest a high level of caution about arguments that link 
individual decisions to large-scale outcomes without a detailed or plausible 
account of how this aggregation takes place.
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3.4 The Aggregation of Trust from Interpersonal to More 
Macro Levels

The arguments on trust that I have reviewed and critiqued focused either on 
very small-scale instances of trust or on accounts of trust at a larger social and 
institutional scale that either derived such trust from historical and political 
developments or assumed aggregation from individual beliefs without pro-
viding theoretically detailed or coherent arguments and behavioral mecha-
nisms to explain such developments. A fuller treatment of trust would explore 
this aggregation more thoroughly, and part of this discussion would concern 
how political, historical, macroeconomic, and other institutional contexts are 
critical in explaining trust at higher levels. Here I set myself the more limited 
goal of setting out some social network ideas that may provide an important 
piece of the puzzle as to when trust does or does not aggregate up from micro 
to macro levels.

First note, as I suggested in Chapter 1, that relational embeddedness 
bears heavily on trust. Consider whether I cheat a business associate with 
whom I have friendly personal relations. Whether I do depends in part on the 
nature of my relation with him. It also depends on the configuration of incen-
tives and on those moral principles I apply to the situation, and both of these 
are in turn affected by this relation. But incentives and moral principles are 
also determined by structural embeddedness—the structure of ties within 
which my relation with my friend is located.7 My mortification at cheating a 
friend of long standing may be substantial even when undiscovered. It may 
increase when the friend becomes aware of it. But it may become even more 
unbearable when our mutual friends uncover the deceit and tell one another. 
Whether they do will depend on the structure of the network of relations—
roughly speaking, on the extent to which the mutual friends of the dyad in 
question are connected to one another. When these connections are many—
the situation of “high network density”—the news will spread quickly; when 
they are isolated from one another, much less so, as I argued in Chapter 1. So 
we can expect greater pressure against such cheating in the denser network; 
such pressures are an important part of incentives and relate directly to eco-
nomic and social costs of developing a bad reputation.
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But the pressure against cheating arises not only because of direct sanc-
tions that group members would apply to me or because of reputation, both 
matters of interests and rational choice, but also because cohesive groups are 
more efficient than those with sparse relational networks at generating nor-
mative, symbolic, or cultural structures that affect our behavior. Thus, in such 
a group, it may never even occur to me to cheat my friend since I have 
absorbed a set of standards from the group that literally makes it unthinkable, 
at least in the group setting. So at relatively small-scale and communal levels, 
both interests and norms bear on trust. It is a commonplace from studies of 
intergroup relations, however, that the most scrupulously adhered-to norms 
within a well-defined group may be considered irrelevant when dealing with 
those outside its pale. Closely related yet importantly distinct from argu-
ments either about information spread and sanctions or about norms is 
“social identity” theory, as discussed by Tyler (2001), which I noted above in 
my discussion of how group membership impacts interpersonal trust. The 
situational aspect of normative influences on behavior results from the struc-
tural embeddedness of social action and its impact on social norms as medi-
ated by group identity. As I have noted, the power of these identities can also 
be harnessed on behalf of frauds that exploit the trust within identity groups 
or lead to conflict when such groups become fragmented.

The discussion thus far assumes that trust depends on preexisting rela-
tional and structural embeddedness and group identities but does not inquire 
how these arise. To assume that the situation of embeddedness is fixed and 
unalterable implies that the configurations of possible trust depends entirely 
on structure and cannot be impacted by conscious action of agents. This 
fatalistic view is sometimes drawn upon to show why regional differences in 
“social capital” are intractable, deriving as they do from many centuries of 
civic disengagement, “amoral familism” (Banfield 1958), or other afflictions 
closely related to trust or its absence. But it is important to keep in mind that 
social networks are themselves embedded in an economic and political insti-
tutional context that may have important impact on who comes into contact 
with whom and with what result.

Sabel, for example, suggests that the boundaries between trust and mis-
trust are blurred in practice, and that the absence of trust does not preclude 
discussions of conditions under which it might exist or be created. Both he 
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(Sabel 1993) and Locke (2001) suggest that industrial policy carried out by 
government at various levels, with the assistance of private groups, may have 
the consequence of forcing actors to work together who previously had only 
thought of themselves as having opposed interests that made trust impos-
sible. For Sabel’s Pennsylvania case, he notes that, in effect, the different 
groups he studied redefined their situation as the result of having to interact 
with one another. Locke’s cases come from areas often written off as culturally 
incapable of forming trusting economic relationships—southern Italy and 
northeastern Brazil; here, private associations with broad membership were 
the locus for generation of trust, but public policy was crucial because 
without its support and its encouragement for inclusiveness in association 
membership, the key actors would not have come together in the first place 
in such associations, and the suboptimal outcomes of a typical social 
dilemma—in this case, individual producers of cheese or melons producing 
adulterated or inferior products so as to free-ride on the reputation of the 
larger region—would have dominated, sinking local economic development 
(Locke 2001).

Relational ties and structural networks are embedded not only in con-
temporary institutions but also in a particular moment in time and space. 
How trust varies with these has attracted a great deal of attention, and in the 
empirical chapters of the sequel volume, I will develop some specific argu-
ments about this. Here I would like to review and comment on the major 
positions that have been staked out.

Though much contemporary writing on trust treats the subject as if 
unrelated to cultural, institutional, or historical variations, there are accounts 
that explore this connection. Allan Silver, for example, argues that the eigh-
teenth-century Scottish moralists, most famously Adam Smith and David 
Hume, considered personal relations to have been considerably changed by 
the increasing dominance of markets. But unlike later critics of both left and 
right, from socialists to Burkean conservatives, who bemoaned the delete-
rious effects of markets on intimate personal relations, they proposed that a 
vigorous market actually carved out a new and important place in society for 
friendships unencumbered by the calculations of social exchange (Silver 
1990). Indeed, they “celebrate the liberation of friendship from instrumental 
concerns made possible by the advent of commercial society” (1480), arguing 
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that such friendships are instead based on “sympathy,” an emotional tie inno-
cent of interest calculations.

Before the market, they proposed, personal relations were necessary in 
order to ward off enemies or to acquire needed resources. This necessity in 
war, economy, or politics introduced an element of calculation into personal 
relations and made them “susceptible to damaging betrayal” (1487). The 
dominance of the market and associated legal institutions of contract as ways 
to provide goods and services and resolve disputes had the effect of “puri-
fying” personal relations by “clearly distinguishing friendship from interest 
and founding friendship on sympathy and affection” (1487). So this was new, 
in the sense that only with “impersonal markets in products and services 
does a parallel system of personal relations emerge whose ethic excludes 
exchange and utility” (1494) and plays an important role in creating a “mor-
alized civil society.” In the modern, ideal conception of friendship that flows 
from this argument, personal trust “achieves a moral elevation, lacking in 
contractual or other engagements enforced by third parties” (Silver 1989: 
276). And such trust is explicitly non-calculative because commitments 
“based on an understanding of others’ interests fall outside the moral ideal of 
modern friendship” (277). So this conception of trust between friends is in 
fact the polar opposite of trust as “encapsulated interest.”

In later chapters I will assess how far this conception carries us. The 
sharp distinction between market relationships and the non-market relations 
of friendship that Silver attributes to the Scots is hard to maintain, as the 
empirical evidence will show, so we will need to reconsider this entire issue. 
The Scottish argument provides, however, an excellent reference point. But 
the idea that the nature of trust relations changes as institutions and culture 
do goes beyond the pre-market–commercial society distinction. One way 
this idea has been pursued has been to argue that different societies and cul-
tures vary systematically in how much and in what way they facilitate trust 
among their members. Consider the argument of Fukuyama (1995), described 
earlier, that the existence and significance of trust at a large scale result from 
how it plays out at a small scale. Fukuyama argues for the crucial importance 
of a society’s particular culture, since he believes it determines whether people 
are able to trust those outside their family circle. In “low trust” societies where 
they cannot, collections of economic actors based on mutual trust must be 

 EBSCOhost - printed on 2/14/2023 4:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



Trust in the Economy 85

small, family businesses dominate, and it is difficult to develop large, profes-
sionally managed corporations, which, however, form easily in “high trust” 
countries.

The most obvious criticism of this argument concerns Fukuyama’s 
 particular classification of societies into the “low trust” or “familistic” cate-
gory (China, France, and Italy being his main cases) and the “high trust” 
category (Japan, Germany, and the United States). Aside from whether coun-
tries in each grouping properly fit the description or belong together in such 
an argument, there are countries whose characteristics belie the main 
 hypothesis—such as South Korea with its tight Confucian family system in 
an economy dominated by large, professionally managed and highly suc-
cessful, yet typically family-based, business groups such as Samsung, LG, and 
Hyundai.

But I consider the more serious issue here to be the omission of inquiry 
into how the nature of trust at a small scale might translate into the capacity 
to structure larger-scale economic organizations one way or another and in 
particular whether it is true that societies that place a strong emphasis on 
family become thereby unable to construct large, private, professionally man-
aged firms. The issue is whether and how the details of trust in small face-to-
face groups provide the foundation for understanding the significance and 
extent of trust at more macro social levels. This issue arises as well in the work 
of economists who attribute trust at the macro level to culturally influenced 
family decisions whether to inculcate “civic” behavior into their children. I 
suggest that such conceptions overly privilege the micro level of analysis and 
that we need more detail to explain how trust at a small-scale level may aggre-
gate up to a larger-scale level of analysis. That is, we need to understand the 
relationship between trust relations among individuals and in small commu-
nities and those in larger-scale networks of interaction. This question has 
attracted little attention.

In a related argument, commenting on community mobilization against 
the threat of urban “renewal” in mid-twentieth-century Boston, I proposed 
that local social network structure could make a big difference in whether 
leaders emerged whom people trusted at a larger scale. “Trust” in this context 
meant being willing to commit one’s time and resources to an organization 
run by people whose efforts one assumed would not be self-regarding but 
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rather who would look out for community welfare. This seems consistent 
with the idea of trust as acting on the premise that another will not harm your 
interests in a situation where he could. In particular, I argued that communi-
ties with predominantly strong ties would tend to generate networks that 
were fragmented into closed cliques, and that the resulting problem for com-
munity organization is that

whether a person trusts a given leader depends heavily on whether 
there exist intermediary personal contacts who can, from their own 
knowledge, assure him that the leader is trustworthy, and who can, 
if necessary, intercede with the leader or his lieutenants on his behalf. 
Trust in leaders is integrally related to the capacity to predict and 
affect their behavior. Leaders, for their part, have little motivation to 
be responsive or even trustworthy toward those with whom they 
have no direct or indirect connection. Thus, network fragmentation, 
by reducing drastically the number of paths from any leader to his 
potential followers, would inhibit trust in such leaders. (Granovetter 
1973: 1374)

This discussion of whether we can trust leaders whom we do not know 
personally could not be conducted at all if we defined trust as “encapsulated 
interest” in which one can only trust another whom one knows personally 
very well. But my discussion of trust in organizational leaders suggests that it 
is meaningful to talk about whether one trusts even individuals one does not 
know personally, since such individuals are entirely capable of harming your 
interests, whether they are aware of you or not. So my argument here is that 
you may trust that potential leader if there is a link or short chain of personal 
links to that person that conveys enough information to afford you some con-
fidence that she will act in a trustworthy manner—e.g., will really have the 
interests of the community at heart and will not simply use the organization 
as a springboard for higher political office or as a source of funds for her 
country club membership or luxurious vacation. Because you have to decide 
whether to commit your own energies and resources to such an organization, 
you need to know this and can make reasonable decisions about it even 
though you do not know whether the prospective leader has encapsulated 
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your own individual, personal interests—which may be impossible if there is 
no personal relationship to her.

The critical point here is that a little trust goes a long way: if people can 
trust those who are vouchsafed indirectly, then the size of structures in which 
trust matters expands far beyond what would be possible if only direct ties 
could be effective. This is why Fukuyama’s observation that some societies’ 
cultures are more family-oriented than others is not decisive for the structure 
of industrial organization. Indeed, one of the great surprises in the recent eco-
nomic literature on the ownership and control of firms around the world is 
that the role of families has not declined nearly as significantly as mid-twenti-
eth-century modernization theory led us to expect. It turns out that in much 
of the world, even most large firms are controlled by families (see LaPorta et al. 
1999), and more than one-third even of the Standard and Poor’s 500 leading 
American industrials are “family firms” and are, by some accounts, better per-
formers than the nonfamily firms on this list (Anderson and Reeb 2003).8

One way that families can succeed in dominating large economic net-
works is when they understand the need to locate trust relations strategically in 
a network of economic relations that may be large and complex. We see this 
especially clearly in the organization of large business groups (see the chapter 
on this subject in my sequel volume for more details). A particularly inter-
esting case, given Fukuyama’s depiction of Chinese culture as incapable of sup-
porting large, professionally managed firms, are Chinese business groups or 
“conglomerates” (as they are often called). The expansion of small family firms 
into large conglomerates seems common to Taiwan, Hong Kong (before 1997), 
various East Asian countries where ethnic Chinese business is important, and 
even the heartland of mainland China itself (see Keister 2000).

A representative account is offered by Kiong (1991) for Singapore, which 
is ethnically about three-quarters Chinese. While early Chinese entrepre-
neurs were in the traditional small-firm sectors of service, retail, and 
import / export, they gradually expanded into manufacturing, banking, and 
extractive industries such as rubber. The typical evolution was that an orig-
inal family firm expanded not by getting larger but by setting up branches 
as independent companies or by buying already-established businesses. 
Authority, however, remained highly centralized across the component 
 companies. Reputation and personal trustworthiness are crucial, contracts 
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unimportant (182). Complex strategies are used to ensure the family’s control 
over larger numbers of legally separate firms. Nominee and trustee compa-
nies are set up to hold the family’s interests, and the structure of cross-stock-
holding can be very complicated. Although the number of outsiders employed 
exceeds that of family members, “family member and kin are put in charge of 
subsidiary companies” (188). Generally, family members sit on all the boards. 
Professional management is achieved in part by educating family members in 
such skills, often abroad, and also by hiring nonfamily professionals who, 
however, do not exercise broad control comparable to that of family mem-
bers. These business groups can be very large and diversified, but control is 
maintained through pyramids—family firms that control other firms that 
control still other firms, etc.—and dense interlocking directorates.

Thus, family members who have strong trust relations with the central 
family group are strategically sprinkled through the many holdings in such a 
way as to knit the entire structure together. Employees who are not in direct 
touch with the core family members may nevertheless trust the motives of 
that group through their direct ties to the local family representatives and 
work harder and more effectively than if they had no commitment to the 
central group, and conversely, local family members can assure the central 
family group of the loyalty of top subsidiary employees who are nonkin. 
Sometimes friends of the families are called upon as investors to help accu-
mulate the capital necessary for expansion, but the resulting networks of 
cooperation do not dilute the control of the families, as it is generally under-
stood that the outside investors will be more or less “silent partners” 
(cf. Hamilton 2000 whose data are drawn mainly from Taiwan, Hong Kong, 
and Thailand). (For a detailed argument about the different types and levels 
of trust activated in expanding concentric circles of Chinese management, 
see Luo 2011).

Chung (2000) provides a detailed analysis of Taiwanese business groups. 
He shows that, contrary to arguments about Chinese culture inhibiting sub-
stantial-sized economic structures, the size of Taiwanese groups grew linearly 
during the period of study, from the 1970s to the 1990s, and by 1996 the top 
113 groups contributed 45 percent of the GNP, nearly double the proportion 
in the 1970s (14). Closely analyzing the structure of ownership, stockholding, 
and leadership using social network data analysis techniques, Chung found 
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that cohesion in these groups resulted from the same set of core leaders, typ-
ically family members such as the sons, brothers, and nephews of a founder, 
occupying duplicate leadership positions in various group firms. Decisions 
are based on the “social relationships existing among members of the inner 
circle. The composition of the core leaders and the way that they relate to each 
other are the keys to understand the management practices within Taiwan’s 
business groups” (82). While the proportion of key employees with profes-
sional training increased, this did not imply dilution of the importance of 
families. On the contrary, in 1994, 42 percent of sons had graduate degrees, a 
higher proportion than that of long-term employees. “In other words, sons, 
who are expected to succeed the founders’ enterprises, are the most ‘profes-
sionalized’ among all patrilineal core leaders” (92)

Placing trusted family members strategically across the firms in family- 
dominated business groups provides a way to leverage dyadic trust in such a 
way as to create large and viable economic structures. Do ties with relations 
of trust integrate even larger structures and perhaps entire national econo-
mies? This could not be plausible if very large numbers of ties that connect 
cohesive clique-like structures were required to create overall connectivity. 
But as Watts and Strogatz showed in a highly influential 1998 paper in Nature, 
a surprisingly small number of such connecting ties, even when inserted into 
a network at random, may dramatically decrease path length in the network 
of economic units; arguably, when such ties are placed strategically rather 
than randomly, the effect may be even greater. These arguments about “small 
worlds” are taken up more systematically in Chapter 4 on power.

3.5 Trust, Norms, and Power

I have proposed that ties featuring trust may be scattered across a large social 
structure in ways that make them more important than if we thought of trust 
as mattering only at a small-scale and localized level. The weak point of this 
argument is that the ties I have described, important as they might be, are 
more than ties of trust. In fact, the empirical accounts on which I draw are 
mostly not oriented to discussions of trust and emphasize other aspects such 
as power differentials, norms and values, the search for strategic leverage, or 
just information exchange. A drawback in my organization of this book into 
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separate chapters on trust, norms, and power is that most real economic phe-
nomena encompass more than one of these features in important ways that 
must be combined for fuller understanding. The ties that integrate large eco-
nomic structures are good examples of this, and for that reason I return to 
them in subsequent chapters. In the sequel volume, organized around partic-
ular economic settings and cases, I will feel freer to pull together all the rele-
vant theoretical arguments at one time.

Nevertheless, I argue that this discussion still properly belongs in a 
chapter on trust because trust is a critical feature of the ties in question, which 
cannot be well understood without taking it into account. It is not an accident 
that so many of the ties that integrate large economic structures around the 
world are those of kinship and that people go to considerable lengths to pre-
serve the family business form against the typical judgment of economists 
and the business press, drawing on neoclassical economic arguments and 
mid-twentieth-century modernization theory, that families are a drag on eco-
nomic development and efficiency (for a dissenting voice, see historian 
Harold James [2006]). Certainly part of what drives this persistence is the 
larger element of trust found in families than among unrelated individuals. 
This is not to romanticize family ties, which are often fraught with difficulty. 
The literature on the Chinese family, for example, often features discussions 
of normative obligation and power relations. Hamilton (2000), among other 
observers, stresses the great importance of patriarchal authority as a force in 
holding together large structures of Chinese economic organization and 
emphasizes the importance of power relations within the family. Despite this, 
it is hard to imagine that trust is not a necessary part of this story, and in 
Chapter 4, I will talk more about how trust and power are related.9
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4
Power in the Economy

4.1 Introduction: The Varieties of Power in the Economy

The picture of the economy I have assembled thus far considers individual 
incentives and actions, social networks, norms, and trust, all of which may be 
strongly shaped by, and in turn shape, macro-level institutions. Before turning 
more systematically to institutions, the subject of Chapters 5 and 6, it remains 
to discuss power, an object of sharp disagreement between those who think it 
by far the most important determinant of economic outcomes and others 
who view it as largely irrelevant or tautological as a cause.

I argue that we cannot neglect power if we hope to construct persuasive 
explanations of the economy. But few concepts have created more confusion. 
A standard definition of power from Max Weber is still helpful in fixing ideas: 
power is the “probability that one actor within a social relationship will be in 
a position to carry out his own will despite resistance, regardless of the basis 
on which this probability rests” (Weber [1921] 1968: 53). Every definition has 
liabilities, and this widely cited one elides important questions such as what 
is an actor’s “will,” what it means to “carry it out,” whether all power is exer-
cised in the conscious way the statement implies, and what is meant by a 
“social relationship.” For critiques and alternative definitions, see Lukes 1974 
and Wrong 1995. But Weber’s conception has the virtue of corresponding to 
common intuitive ideas of what power means and provides a good starting 
point. Weber also observes that this concept of power is “sociologically amor-
phous. All conceivable qualities of a person and all conceivable combinations 
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of circumstances may put him in a position to impose his will in a given situ-
ation” ([1921] 1968: 53).

He goes on to note a special case of power that he calls “domination,” the 
“probability that a command with a given specific content will be obeyed by 
a given group of persons” (53). This term, a translation of the German 
Herrschaft, is often rendered as “authority,” and the reference to “given” con-
tent and groups typically involves formally constituted organizations such as 
corporations or political structures in which occupants of formally defined 
positions are authorized to give orders of defined kinds to specified subordi-
nates.1 “Domination,” Weber adds, may be “based on the most diverse motives 
of compliance: all the way from simple habituation to the most purely rational 
calculation of advantage” (212).

In his main concept of “power” and his subtype of “domination,” Weber 
emphasizes that his definitions abstract away from the source of power and 
the motives for compliance. But to emerge from the usual conceptual muddle, 
it is first vital to appreciate that power in the economy, as elsewhere, does 
have several distinct sources. In what follows, I distinguish three—power 
based on dependence, power based on legitimacy, and power based on influ-
encing actors’ definitions of the situation—ranging from simple control of 
the agenda to impact on cultural understandings of the economy.

4.1.1 Economic Power Based on Dependence

The conception of power that recurs most commonly among scholars of 
many persuasions is dependence: someone who controls resources that you 
value has power over you—can cause you to modify your behavior in an 
attempt to obtain more of those resources than otherwise. Theorists of other-
wise apparently dramatically different schools of thought share this concep-
tion. Marxists attribute power to ownership of the means of production, 
which creates dependence and exploitation of workers who have only their 
labor to offer. In many ways, Marx elaborated on classical economics, so it 
should not surprise that his underlying conception of power bears a family 
resemblance to the standard economic conception of “market power”: the 
theory of “imperfect competition” stipulates that some firms, as a result of 
barriers to entry that prevent others from producing a good, may raise prices 
to levels that competitive markets would not allow. They can do so because 
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they have cornered the market for resources or products that others depend 
upon and cannot adequately replace. Thus, like the Marxist conception, this 
interpretation of power rests on dependence, though exerted over consumers 
rather than workers.

But the dependence created by market power is more limited than that 
created by class power because monopolists and oligopolists are still partially 
captive to consumers: the typical nonzero price elasticity of demand for any 
product predicts declining consumption as prices rise. Given limited incomes 
and other needs, even consumers faced with firms’ market power can call 
some shots since their consumption of a given product is a choice and not 
mandated unconditionally by others with total power over their action. As in 
all dependence definitions of power, a key issue is availability of alternatives 
that undercut the power of those controlling a product or resource. It is the 
assumed lack of alternatives for the proletariat that makes class power so 
stringent and prompts the Marxist conclusion that only a revolution can 
bring change.

In discussing dependency-based power, which he described as being due 
to a particular “constellation of interests,” Max Weber emphasized this ele-
ment of choice, noting that even in a market monopoly, influence is “derived 
exclusively from the possession of goods or marketable skills guaranteed in 
some way and acting upon the conduct of those dominated, who remain, 
however, formally free and are motivated simply by the pursuit of their own 
interests” ([1921] 1968: 943). He offers the example of a bank that “can impose 
upon its potential creditors conditions for the granting of credit. . . . [I]f they 
really need the credit, [they] must in their own interest submit to these con-
ditions.” But the banks do not “claim ‘submission’ on the part of the domi-
nated without regard to the latters’ own interests; they simply pursue their 
own interests and realize them best when the dominated persons, acting with 
formal freedom, rationally pursue their own interests as they are forced upon 
them by objective circumstances” (943).

This formal equality of power can be mocked as meaningless for those 
with few choices, as when novelist Anatole France observed that the “law, in 
its majestic equality, forbids the rich as well as the poor to sleep under bridges, 
to beg in the streets, and to steal bread” (1894: Ch 7). But his contemporary, 
German sociologist Georg Simmel, insisted on the theoretical significance of 
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formal freedom, noting that even in what appear to be much more stringent 
relationships of subordination than in the market, the

exclusion of all spontaneity is actually rarer than is suggested by 
such widely used popular expressions as “coercion,” “having no 
choice,” “absolute necessity,” etc. Even in the most oppressive and 
cruel cases of subordination, there is still a considerable measure of 
personal freedom. We merely do not become aware of it because its 
manifestation would entail sacrifices which we usually never think 
of taking upon ourselves . . . the super-subordination relationship 
destroys the subordinate’s freedom only in the case of direct physical 
violation. In every other case, this relationship only demands a price 
for the realization of freedom—a price, to be sure, which we are not 
willing to pay. ([1908] 1950: 182)

Simmel’s observation challenges a distinction often made between posi-
tive and negative dependence. Positive dependence emphasizes the rewards 
of gaining valued resources from those who control them. Negative depen-
dence focuses on punishment and the search for ways to avoid it. The latter 
case suggests that coercive power is a separate type, as those who achieve 
compliance by withholding physical punishment that they might otherwise 
inflict are surely doing something different from those who secure compli-
ance with positive rewards. This distinction seems strongest in the case of 
what Simmel calls “direct physical violation,” which presumably includes 
beatings, torture, and similar actions. In behavioral psychology (e.g.,  Solomon 
1964) as well as sociological exchange theory, coercion and punishment have 
been treated separately from more positive dependence. For our purposes, 
however, it seems simpler to note that whether positive and negative, both are 
forms of dependence, much as one may need to keep in mind differences in 
their manifestations.2

That power in the economy can derive from dependency arising from 
some particular distribution of resources has been a persistent social science 
theme at least since the mid-nineteenth century. In twentieth-century 
sociology and social psychology, a tradition of experimental work on social 
exchange was initiated by Richard Emerson’s 1960s formulations of power as 
based on dependency. Emerson noted that the “power to control or influence 
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the other resides in control over the things he values, which may range all the 
way from oil resources to ego-support,” and thus an analysis of power has to 
revolve around the concept of dependence (1962: 32). Emerson’s arguments 
concerned how dependence and power affected social exchange, and while 
his conception of resources was open-ended and included such items as 
“ego-support,” in practice, the experimental tradition that he initiated has 
focused on the exchange of actual or putative economic resources, beginning 
with the work of Cook and Emerson 1978 (for a review of the experimental 
exchange literature, see Cook and Rice 2003). Dependence, in this tradition, 
forces the less powerful to exchange at a ratio less favorable than they might 
otherwise achieve. Emerson does note that power imbalances can be reduced 
in two possible ways. One is to find alternate exchange partners, which means 
a change in the structure of networks. Another is to reduce the value one 
places on the resources on which one has become dependent (see Cook and 
Rice 2001: 706). Thus the usual conception and experiments hold networks 
and preferences constant.

An interesting variation on the themes of dependency and subordination 
comes from Blau (1964), who focuses on organizational situations where 
those who need advice and expertise have nothing tangible to trade for it but 
can offer deference. He notes that willingness to “comply with another’s 
demands is a generic social reward, since the power it gives him is a general-
ized means, parallel to money, which can be used to attain a variety of ends. 
The power to command compliance is equivalent to credit, which a man can 
draw on in the future” (22). A consequence of this is the emergence of a status 
hierarchy. There is no reason why deference could not be exchanged for eco-
nomic goods rather than expert advice, and it seems likely that this is an 
important part of the equation in the functioning of feudal or sharecropping 
arrangements, though economic analysis has typically abstracted away from 
these elements. These ideas draw a causal relationship between power based 
on dependency and status differentials, an important general theme that has 
been neglected in the literature on the economy but emphasized in the polit-
ical science and political sociology literature on patron-client relationships 
(e.g., Eisenstadt and Roniger 1984).

Dependency thus far in this discussion focuses on resource imbalances 
between individuals. But organizations are the unit of analysis in the work of 
“resource dependence” theorists. In their seminal book, Pfeffer and Salancik 
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(1978) argue that resources vary in how critical they are to an organization’s 
operations, and some are harder to obtain than others. Thus, external organi-
zations that control needed resources gain power, as do those individuals or 
subunits within the organization “that can provide the most critical and diffi-
cult to obtain resources,” which include, in addition to the obvious material 
ones, “money, prestige, legitimacy, rewards and sanctions, and expertise, or 
the ability to deal with uncertainty” (Pfeffer 1981: 101).

But Pfeffer emphasizes, as does also Emerson (1962), that what resources 
matter and therefore confer power is not merely given by objective circum-
stances, as supposed by Marx and Weber and at times by economists (as in 
the economic concept of “natural monopoly”). Pfeffer suggests instead the 
value of a “social constructionist” view that there are “few, if any, unchange-
able, immutable requirements for organizational survival. Organizations can 
change domains, constituencies, or technologies, and by so doing, can change 
the pattern of resource transactions that are required. Moreover, survival or 
failure occurs only in the long run, and in the present, what is or is not appro-
priate for organizational success is problematic. Therefore, what comes to be 
considered a critical resource, or an important contingency or uncertainty in 
the organization “is a matter of social definition” (Pfeffer 1981: 125). Thus, 
organizations or social actors who possess a resource can “increase the value 
of that resource and their own power by claiming scarcity and behaving as if 
the resource were scarce” (82). Thus, dependence and its converse, power, 
may result from strategic action. Pfeffer gives as an example the rise of finance 
as the most important unit in General Motors by the 1960s (127–129).

Gulati and Sytch (2007) point out that the usual conception of power 
based on dependence assumes that dependence is both substantial and asym-
metric. But in situations where dependence is substantial but symmetric, 
they argue that while asymmetric dependence is properly treated with the 
“logic of power,” symmetric dependence is better understood with the “logic 
of embeddedness” for two reasons: one is that mutually dependent relation-
ships get infused with sentiment, “leading them to become less instrumental” 
(2007: 33). This leads to more joint action, more trust, and better informa-
tion. Partners identify more with one another and develop mutual empathy 
and a “focus on joint success, embracing a long-term horizon for the relation-
ship” (39). One might then expect companies to show better performance, 

 EBSCOhost - printed on 2/14/2023 4:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



Power in the Economy 97

problem solution, and technological innovation where the high level of 
mutual dependence encourages trust and commitment—a “culture of trust” 
(41) that counters moral hazard and thus reduces the need for contractual 
safeguards. Behavioral norms emerge that would lead to better information 
exchange, which in turn leads to more efficiency. This argument nicely ties 
together considerations of power, norms, and trust and illustrates how closely 
they intertwine in real-world situations. Research on such questions is still 
sparse, however, and requires data of a kind typically difficult to find. Gulati 
and Sytch had fieldwork and survey data from lead buyers of components for 
Ford and Chrysler autos and found partial confirmation of their arguments.

4.1.2 Economic Power Based on Legitimacy

Although power as dependence dominates most discussions and is 
treated by many writers as the only possible conception of power, it is very 
important to emphasize that power in the economy (as well as in other social 
institutions like the polity) derives only in part from resource dependencies. 
A different type of power is closely related to our discussion of norms in 
Chapter 2: in many important circumstances, individuals comply with what 
others require not because they depend on them for resources but because 
these others occupy some position of authority that compliers believe entitles 
them to issue commands that should be obeyed. These others possess “legiti-
mate authority,” which receives its classic exposition from Max Weber. In fact, 
Weber discusses power based on dependence almost in passing and implies 
that it is less interesting than power based on legitimacy.3 He posits two “dia-
metrically contrasting types of domination, viz., domination by virtue of a 
constellation of interests (in particular: by virtue of a position of monopoly) 
and domination by virtue of authority, i.e., power to command and duty to 
obey” ([1921] 1968: 943).4

Talcott Parsons highlighted the importance of legitimacy when he anal-
ogized power to money, and argued that both could be used expansively or 
narrowly, depending on the degree of confidence and legitimacy they 
inspired. He noted that just as a “monetary system resting entirely on gold as 
the actual medium of exchange is a very primitive one which simply cannot 
mediate a complex system of market exchange, so a power system in which 
the only negative sanction is the threat of force is a very primitive one which 
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cannot function to mediate a complex system of organizational coordination” 
(1963: 240). For money to work well it must be “institutionalized as a symbol; 
it must be legitimized and must inspire ‘confidence’ within the system” (240). 
Similarly, for power to be the “generalized medium of mobilizing resources 
for effective collective action . . . it too must be both symbolically generalized 
and legitimized” (240). One can reject Parsons’s idea that legitimate power 
functions mainly to support collective action but take his point that coercion 
is a highly limiting basis for the exercise of power compared to the force of 
legitimate authority.

Compliance based on a belief that commands are legitimate occurs at 
many levels. In traditional families the world over, parental authority is a 
given that (at least young) children rarely question. Some part of children’s 
obedience no doubt results from dependency, but were this the only reason, 
obedience would be much harder to obtain than it is. The norm that parents 
are entitled to command is inculcated in many cultures. As I will discuss fur-
ther in the sequel volume’s discussion of business groups and family firms, 
this authority, usually paternal, is a strong cohesive force in the economy, for 
better or for worse. Beyond the family, employees are enjoined by their firms’ 
rules, organization chart, and everyday procedures to follow instructions 
they are given. In political units such as states, provinces, countries, and 
supra-national units (such as the European Union), individuals and firms 
follow legal requirements that have been set by established procedures, in 
part because they acknowledge the legitimacy of these procedures.

Of course, the impact of formal rules also results in part from depen-
dency—the control over needed resources and possible punishments by those 
who enforce them. But rules at all levels are obeyed in situations where they 
could be avoided, and individuals rarely use all available means to avoid them. 
One reason is that actors in most situations acknowledge some normative 
obligation to follow rules that have been appropriately set and commands 
issued by those whose position entitles them to do so. This is what is meant 
by the force of legitimate authority.

That people obey laws and defer to government because they consider 
their authority legitimate is also increasingly supported by a body of empir-
ical research devoted precisely to sorting out what part of obedience is due 
to dependence and consequent rational self-seeking and calculation of 
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benefits as compared to the force of norms and legitimacy. Thus, Tyler (2006) 
summarizes a series of studies devoted to contrasting the “instrumental and 
normative perspectives on why people follow the law” (3). He notes that 
while most literature on crime stresses the instrumental issue of how deter-
rence and the fear of being caught impacts rates of violations, voluntary com-
pliance “costs much less and is, as a result, especially valued by legal authori-
ties” (4). Voluntary compliance based on normative factors falls into two 
categories: obeying the law because of personal moral views that coincide 
with the law’s prescription of what behavior is appropriate and obeying 
because of a belief that the police, courts, and other law enforcers use appro-
priate, fair, and rational procedures in establishing and enforcing the law. Of 
these, Tyler’s review suggests that the more important of these is belief in 
procedural justice, which is an important determinant of legitimacy for the 
authorities, and that, by comparison, the avoidance of punishment as a 
motive for potential law violators is small (269).

The emphasis on procedural justice corresponds to Max Weber’s cate-
gory of legitimation based on “legal-rational” grounds (as Tyler notes, 2006: 
273). Speaking mainly about political order but making an argument that 
applies equally well to economic rules, Weber argued that there are only three 
general principles by which authorities legitimate and ordinary citizens 
understand the validity of rules, laws, and commands. One is “rational-legal” 
grounds, which correspond to what I have argued thus far. These grounds are 
broadly impersonal. The other two principles refer to personal authority. Of 
these, the first is “traditional grounds”—the idea that the person or persons 
exercising authority are entitled to do so because of the “sanctity of immemo-
rial traditions” (Weber [1921] 1968: 215), and the second is “charismatic 
grounds,” “resting on devotion to the exceptional sanctity, heroism or exem-
plary character of an individual person and of the normative patterns or 
order revealed or ordained by him” (215). While most of our discussions will 
concern the impact of laws and regulations, this does not exhaust the sources 
of legitimate authority in the modern economy, as I will discuss further under 
the heading of familial and paternal authority, which falls more under Weber’s 
concept of “traditional authority.”

A category of power and resulting obedience that is related to legitimacy 
but involves a different emphasis derives from a consideration of the 
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importance of group identity. Tyler in particular has distinguished this source 
from legitimate authority and the pursuit of interests in a situation of depen-
dency. He notes that an “important aspect of people’s interaction with others 
involves the creation of social identity. . . . people both define themselves 
through their association with groups and organizations and use their mem-
bership in groups to judge their social status and through it their self-worth.” 
(2001: 289). In groups where people have social connections, their trust judg-
ments “become more strongly linked to identity concerns, and less strongly 
linked to resource exchange” (289), as I noted in Chapter 3 on trust. Identity 
concerns are “distinct from concerns over resource exchange” (289). Those 
who feel “respected and valued by the group respond by following group 
rules and acting on behalf of the group, that is, by deferring to authorities” 
(290).

I do not distinguish obedience resulting from group identity as a separate 
type of power, since in the Weberian conception of obedience to what is per-
ceived as legitimate authority, an implicit necessary condition for such legiti-
macy to be in place is that a group of people feel enough common identity to 
be part of a unit where authoritative positions would be relevant. But it is 
certainly useful to note this as part of a discussion of the conditions under 
which legitimacy would lead to power and compliance.

4.1.3 Economic Power Based on Control of Agenda and Discourse

A third type of power cannot be reduced to dependence or legitimacy: 
that based on shaping the agenda or discourse on economic issues. This type 
of power was first clearly delineated as the result of mid-twentieth-century 
debates in political science. These were initially framed as a dispute between 
the “elitist” view that an identifiable “power elite” made the important deci-
sions in large American cities and the “pluralist” view that different groups 
exercise power over different issues, a view more promising for democratic 
process. (The details of this debate are nicely summarized in Lukes 1974). 
Both positions were criticized by scholars who pointed out that the emphasis 
on control over decisions and issues took these as given, whereas those who 
could determine what people thought the issues were could be even more 
powerful since they might prevent important decisions from even reaching 
the public agenda (cf. esp. Bachrach and Baratz 1962). For the case of power 
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in organizations, Pfeffer similarly notes that one of the “best and least obtru-
sive ways of exercising power is to prevent the decision issue from surfacing 
in the first place. This strategy is particularly applicable to those interests 
within the organization which favor the present condition. . . . Thus the exer-
cise of power frequently involves controlling the agenda of what is considered 
for decision” (1981: 146).

Matthew Crenson, for example, showed that air pollution became a polit-
ical issue with much higher probability in some mid-twentieth-century Amer-
ican cities than in others, net of the actual pollution level. So air pollution was 
an important issue that led to regulation in East Chicago, Indiana, by 1949, 
while similarly (and heavily) polluted neighboring Gary, Indiana did not take 
action until 1962. Crenson shows that the dominance of Gary by U.S. Steel was 
the most important factor in this delay. It was well understood what the cor-
poration’s position was, even though it took little part in the political process. 
In fact, U.S. Steel was typically sympathetic but evasive on the issue and care-
fully avoided taking a strong position (1971: Ch. 2). As Padgett and Ansell 
(1993) note in discussing the enormous power of Cosimo de Medici in medi-
eval Florence, quite contrary to the advice and description of Machiavelli, one 
way to control a situation is to avoid taking action that will define your inter-
ests clearly and thereby provoke opposition. Thus Cosimo was known to be 
“sphinxlike” and “multivocal” (1262–1264). While it was no doubt clearer 
than with Cosimo what the interests of U.S. Steel were with regard to air pol-
lution, its careful avoidance of clear action made it more difficult for potential 
activists to find a target or even define what needed to be done.

Controlling the agenda is closely related to a broader conception that we 
might call control of the ideas that generate the social and political agenda 
that people pursue.5 In their account of the 2007–2009 financial crisis, 
Johnson and Kwak (2010) argue that an oligarchy of officials from six banks 
of enormous size—“too big to fail”—ultimately determine American fiscal 
and monetary policy. I return to this assertion below in discussing the exis-
tence and impact of elites. But here I note their argument that a necessary 
condition for this to occur was that the general public and policymakers alike 
came to hold the view that the financial sector had special status and should 
be shown deference and protection. They note that what they refer to as the 
“Wall Street banks” were, in 2009, one of the wealthiest industries in the 
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history of America and “one of the most powerful political forces in Wash-
ington.” But beyond this, investment bankers and their allies had for more 
than a decade “assumed top positions in the White House and Treasury 
Department,” and the “ideology of Wall Street—that unfettered innovation 
and unregulated financial markets were good for America and the world—
became the consensus position in Washington on both sides of the political 
aisle” (2011: Ch. 4). Whether one concurs with the causal argument here, it is 
clear that economic policymakers in the Clinton, Bush, and Obama adminis-
trations were predominantly bankers with Wall Street origins or connections 
or economists closely tied to those banks and bankers, so that their perspec-
tives had a privileged position in discourse on remedies and reforms for the 
emerging crisis.

The importance of agenda control may be related to Foucault’s argument 
that there is a secular trend in modern history for economic and political 
power, at least outside the orbit of despotic regimes, to become less and less 
visible. Under feudalism, pomp and ceremony, aided by elaborate costume 
and sumptuary rules to prevent the lower orders from wearing garb reserved 
for the elite, clearly signaled who were powerful actors. Graeber notes that 
Europe’s elite gradually became less interested in elaborate personal adorn-
ment and male dress became much less colorful. In the Renaissance, wealthy 
men wore “bright ornamental clothing, makeup, jewelry, etc.—[but by the 
eighteenth century] all of this came to be regarded as appropriate only for 
women” (2001: 95), and the formal male costume that would become the 
modern business suit was already more or less in place by 1750. Formal male 
dress “seems intended to efface not only a man’s physical form but his very 
individuality, rendering him abstract and, in a certain sense, invisible” (96). 
In the modern setting, the power in question, e.g., in the Johnson and Kwak 
argument, takes the form of technocratic expertise, subtle and behind the 
scenes, and critics are depicted as unable to comprehend the complex tech-
nical issues and therefore a threat to financial stability. Insofar as this is suc-
cessful, it is a very distinct and effective use of power.

4.1.4 Relations among Types of Power

It is useful for clarity to distinguish analytically power as dependence, 
legitimacy, and discourse / agenda control. But powerful actors typically 
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 combine these types, and the more seamlessly they do, the more powerful 
they will be. So the inaction and apparent neutrality of U.S. Steel in Gary, 
Indiana, may have inhibited the perception of air pollution as a serious policy 
issue, but it also appears that policymakers feared that effective pollution con-
trol would lead the company to divert some production to other sites less 
burdened by regulation (cf. Crenson 1971: 78), so here Gary’s dependence on 
the company for employment confers considerable power. There are also 
sequences in which power of one type facilitates the development of another, 
and this is one way that power positions sustain and reproduce themselves. 
Max Weber offers the simple example where domination by a constellation of 
interests (i.e., dependence based on a monopoly position) may gradually 
morph into domination based on legitimate authority. For example, when a 
bank has leverage over a corporation because of the latter’s dependence on it 
for capital and then demands that a member of its board be put on the board 
of a debtor corporation, then this leads to the possibility that the interlocked 
board will “give decisive orders to management by virtue of the latter’s obliga-
tion to obey” ([1921] 1968: 944). Conversely, a position of legitimate authority 
can be exploited in such a way as to lead to economic dependence on the part 
of subordinates and control of the agenda through influence on what ideas, 
news, and discourse are permitted to circulate. Authoritarian and totalitarian 
political authorities use all of these tools to reinforce their grip on power.

4.2 Power and Social Structure

Classifying the sources or types of power can get us only so far and must be 
followed by discussion of under what circumstances which actors or types of 
actors are able to wield the different types of power and combinations thereof.

4.2.1 Power Based on Individual Characteristics

The methodological individualist might begin by supposing that some 
individuals are bound to be powerful because they have characteristics or 
resources that make it highly likely they will create dependence, engender 
compliance by conveying legitimacy, or persuasively shape the economic 
agenda. But all such circumstances are embedded in social settings that define 
what resources matter and how they are allocated, how people conceive of 
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legitimacy, and by what process agendas are set and followed. Without under-
standing the relevant settings, individual characteristics tell us all too little 
about how economic power can be exerted.

In fact, it is extraordinary that the quest to explain power differentials 
through the characteristics of individuals alone fails even for subhuman spe-
cies where one might think them obviously sufficient. Chase, for example 
(1974, 1980: 908–909; Lindquist and Chase 2009), shows that to predict the 
transitive dominance hierarchies typical of animals from individual charac-
teristics or even from success in isolated pairwise encounters would require 
correlations between individual traits and competitive outcomes consider-
ably higher than those actually observed. He goes on to show through exper-
iments with chickens and other animals that even in relatively simple species, 
complex interaction processes account for the substantial gap between the 
hierarchies found empirically and those that might have resulted from indi-
vidual characteristics alone.

4.2.2 Power and Social Network Position

The next level of analysis up from a pure focus on individuals is that of 
the social networks in which they are embedded. A large but diffuse literature 
suggests that an actor’s network position predicts his or her power over other 
actors, net of the actors’ own characteristics (which, in the sociological exper-
imental tradition, are controlled). Most of this literature defines the power 
derived from such positions in terms of dependence, typically enacted in 
social exchange.

Before summarizing efforts to find simple relationships between an 
actor’s social network position and power over others, I note that the findings 
turn out ultimately to depend heavily on the details of exchange and depen-
dence and on the kind of resources exchanged. This is so even abstracting 
away from historical, cultural, and institutional context, important as I will 
later argue those to be in making such assertions.

Mid-twentieth-century work on group decision-making found that cen-
tral actors in small and simple networks are more powerful (for a review, see 
Mizruchi and Potts 1998, and for details of the various ways to measure net-
work “centrality,” see Scott 2013). But later work in sociological exchange 
theory showed that this simple relationship was misleading because whether 
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a node’s centrality confers power depends in part upon whether a network of 
exchange is connected negatively or positively: in the former, exchange with 
one partner precludes exchange with others, whereas in the latter, exchange in 
one relationship facilitates that in others. Centrality in negatively connected 
networks is less relevant for power than is access to actors who are highly 
dependent and have few alternatives (see Molm 2001: 264). In fact, since 
more central actors tend to be connected to others who are also central, and 
therefore also well connected, this cuts against their ability to gain advantage 
in exchange, the usual measure of power in this literature. On the other hand, 
in positively connected networks, central actors are more powerful because 
they can serve as brokers in cooperative relations, as was first suggested by 
Cook, Emerson, and Gillmore (1983).6

Most experimental social psychology has dealt with negatively con-
nected networks, which have, by definition, a zero-sum aspect. Such exchange 
is similar to that analyzed in microeconomics, and power consists of having a 
relative monopoly position in terms of the resources you possess and the rel-
atively poor alternatives available to others who need them. The bulk of such 
research concerns exchanges that are negotiated ahead of time, before 
exchanges take place, rather than those in which an actor makes an offering 
and waits to see what she will get in return, denoted in this literature as “recip-
rocal exchange.”7 I argue that the emphasis on negotiated exchange in nega-
tively connected networks lends itself to a focus on small-scale competitive 
interaction but is less likely to shed light on the way localized or small-scale 
social structures develop into larger entities. Molm formulates this issue as 
involving a distinction between the “cooperative and competitive faces of 
exchange” (2003: 14), arguing that the study of negotiated exchange leads to 
an emphasis on power and inequality, whereas that of reciprocal exchange 
leads to an emphasis on attraction, sentiments, cohesion, group formation” 
i.e., the “cooperative aspects of social exchange relations” (2003: 15).

I think this is partially correct but differ in arguing that the use of power 
is not irrelevant to and may in fact be crucially important to the study of trust, 
cooperation, cohesion, and group formation. Certainly, social aggregations of 
any substantial size are unlikely to be assembled in the absence of concerted 
efforts by powerful actors, as has often been noted by students of empires (see 
especially the classic work of Eisenstadt 1963).
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4.3 Brokerage

One way to bridge the conceptual distance between small-scale exchange and 
the emergence of larger economic structures where power matters is to look 
more closely at brokerage, whose importance in exchange studies has been 
noted for positively connected networks, where actors are typically engaged 
in positive-sum activities. The idea that under some circumstances central 
positions create power by facilitating brokerage leads me to analyze more 
closely what brokerage means and how it can lead us to more general argu-
ments about power in the economy. In the experimental sociology exchange 
theory literature, “brokerage” means that the broker, B, obtains resources 
from A and exchanges them with C, in situations where A and C are not 
directly connected. A different conception of brokerage entails B creating a 
connection between A and C, who then transact directly with one another, a 
particularly strong example of which would be brokering a marriage (“match-
making”). Obstfeld (2005) elaborates on the consequences of this distinction 
and contrasts the classic observations of Simmel on the tertius gaudens (liter-
ally, the “third who enjoys”—i.e., benefits from playing off two other actors 
against one another—see Simmel [1908] 1950: 154–162) to what he calls the 
tertius iungens—the third who joins, i.e., an actor whose brokerage consists of 
bringing others together. (And his contribution stimulates the further reflec-
tions of Stovel et al. 2011, Stovel and Shaw 2012, and Obstfeld et al. 2014.) The 
difference between these two conceptions is highly consequential for the way 
groups are structured and for whether brokers are able to maintain their 
power over substantial periods.

In addition to sociological exchange theory, Ronald Burt’s work on 
“structural holes” elaborates the former of these conceptions of brokerage 
and was the first to develop systematically the relation of brokerage to power, 
influence, and economic gain (1992). Burt built on earlier work of mine 
(1973, 1983) proposing that dense clusters in social networks may be con-
nected to one another by a small number of ties that “bridge” them and thus 
make information flow more likely across the entire network. I noted that 
individuals whose ties provided these bridges were in a better position to gain 
information about jobs or other valuable opportunities, and the overall net-
work would benefit from increased information flow in such activities as 
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science. My emphasis in this work was on the likelihood that the ties bridging 
clusters are weak, which I called the “strength of weak ties.”

Burt shifted the emphasis away from the quality of ties to the strategic 
advantage of having ties that provided the only route through which informa-
tion or resources could travel between network segments otherwise discon-
nected from one another. He called such disconnections “structural holes” 
and emphasized that those whose contacts were “nonredundant” (i.e., each 
connecting you to different network segments) enjoy the tertius gaudens 
advantage emphasized by Georg Simmel: they may play the unconnected 
actors off against one another (Burt 1992: 33), in effect brokering the relation-
ship between them and generating profit by being between others—the literal 
meaning of the term “entrepreneur” (34). He developed the corresponding 
concept of “structural autonomy”—the extent to which a “player” (the term 
Burt uses to emphasize the active agency that he attributes to the actors he 
analyzes) has a network “rich in structural holes . . . and thus rich in informa-
tion and control benefits” (44). The converse, “network constraint” on a 
person, is high if “he or she has few contacts . . . the contacts are closely con-
nected with one another . . . or they share information indirectly via a central 
contact” (2005: 27). In his 2005 account, Burt emphasizes the concept of 
“social capital,” a term he uses to describe the advantages of an actor high in 
network autonomy and low in constraint.

Burt’s empirical studies typically use measures of autonomy or constraint 
to predict such outcomes as having better ideas, higher promotion likelihood, 
higher salaries, and more favorable evaluations for individuals or greater 
profit for firms and industries. These measures of individual nodes’ success in 
relational networks are similar to the conception of power in sociological 
exchange theory, as the ability to gain a more favorable exchange ratio than 
others in transactions. As a conception of power, this is only a subset of out-
comes that might exemplify the Weberian conception that power is the ability 
to carry out your own will in a social relationship.

4.3.1 Brokerage beyond Small Groups

One way to consider power more generally is to note that the networks 
studied in experimental exchange or structural hole studies are typically 
homogeneous with regard to social affiliations or identities. This reflects in 
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part an implicit conception of brokerage as operating at a rather small-scale 
level where homogeneity of identity may be a reasonable assumption. But in 
even modestly larger settings, brokers are often thought of as mediating 
between groups that have differing social identities that matter to members 
and that in fact are what make communication and transaction across group 
boundaries difficult without a broker.

Reagans and Zuckerman (2008) point out that gaining power from a 
potential brokerage position is not an automatic consequence of structure, 
since the broker who has contacts into many separated cliques gains power 
from this in exchange only insofar as individuals within each clique want and 
need what those in other cliques have to trade. If for whatever reason individ-
uals prefer to exchange within their own group, then those whose networks 
are highly nonredundant—with a high level of structural autonomy, in Burt’s 
terminology—can gain little if any advantage from this and would have done 
better to “invest” in redundant contacts within their own group. Those with 
nonredundant contacts will be highly knowledgeable because of their diverse 
connections, but as the title of the Reagans and Zuckerman article notes, this 
would be a case where “knowledge does not equal power.” This leads me to 
ask why individuals would prefer resources that are near them in social net-
work terms. Reagans and Zuckerman interpret this as a taste for the local as 
opposed to the exotic, a kind of provincialism, a preference for the familiar 
that they refer to as “homophilic tastes” (2008: 907, 919). Such preferences 
could plausibly result from strong group identities.

But there are other reasons why individuals might have preferences to 
trade only with locals or only with “foreigners” that do not mainly concern 
their level of cosmopolitan taste or group identity. One obvious case would be 
where local production is simply inadequate to meet all consumer demand, 
and there are variations among groups in what is produced such that there 
are advantages to intergroup trade, like those suggested by the classic eco-
nomic theory of comparative advantage. This case is a simple matter of eco-
nomic rationality and perhaps should be regarded as the null hypothesis 
when we encounter preferences for distant goods.

Strong group identities produce deviations from this null. One situation 
is where there is a preference to trade with one’s own group so as not to confer 
advantage on another group with which yours has cultural or political 
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differences. Carruthers (1996), for example, shows that in early eigh-
teenth-century England, the trading of stock in the East India Company fol-
lowed not anonymous economic logic but rather that of political affiliation, as 
Whigs and Tories traded shares almost exclusively with members of their 
own party rather than facilitate increasing control over that entity by their 
opponents. In such a situation someone who could plausibly broker between 
Whigs and Tories would not gain, since neither group’s members sought or 
desired such trades.

Brokers could gain advantage when opposing political interests needed 
to deal with one another to reach political agreement about issues, many of 
which are economic, but have difficulty doing so without mediation. Roger 
Gould analyzed situations like this in an effort to develop arguments about 
brokerage and power. He studied political conflict in two cities, one of which 
had a stable structure of political cliques, defined mainly by party affiliation8. 
Many of the political differences between groups revolved around economic 
issues. What Gould found is that individuals with good network contacts into 
both groups might be influential but actually became less so to the extent that 
they also possessed traditional influence resources such as money, official 
authority, or control over jobs or land (1989: 545). He points out that this is 
contrary to what one might expect from a more typical sociological exchange 
theoretic argument in which the “ability to control other individuals’ exchange 
opportunities would enhance the value of one’s resources” (545). The problem 
is that the “mobilization of influence resources erodes the image of impar-
tiality which is crucial to the brokerage role” (546), and this “militates against 
current theoretical work rooted in an exchange perspective, which tends to 
predict a positive interaction between resource-based and position-based 
power” (548).

This argument is interesting because it breaks out of the more or less 
behaviorist mold of much exchange theorizing by calling on the importance 
of social identity (what group people conceive themselves as being affiliated 
with), norms about how a “broker” should behave, and feelings of trust that 
would be evoked if the broker is thought to be acting without regard to his 
own interest. This trust would be eroded by his use of traditional resources in 
a setting where he was supposedly above the fray. We should also note that 
the conception of power or influence that Gould invokes is quite different 
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from the one normally used in exchange theory, which is that you exchange 
at a more favorable ratio than others. Here, the concept means that people 
have more influence than others over the outcomes of issues in economics or 
politics, and the two conceptions of power are somewhat at odds, since in 
Gould’s case, those who make their interests clear or use resources to achieve 
them lose their broader ability to shape issue outcomes.

Gould and Fernandez (1989) formalize arguments for the case of two 
identifiable groups by developing a five-way typology about brokerage based 
on whether a broker operates within a single group, coordinating its mem-
bers; coordinates members of another group—as where a stockbroker brings 
investors together; brings members of another group together with members 
of his own (“gatekeeper” role); brings members of his own group together 
with members of another (“representative” role); or brings together people 
from two different groups, neither of which he is a member (“arbitrator” role) 
(92–93).

In a later empirical study of the health care domain, where network 
nodes are organizations, Fernandez and Gould showed that those govern-
mental organizations or bodies occupying a gatekeeper or representative role 
were considered influential only insofar as they refrained from expressing 
their own policy views and could thus be seen as impartial brokers. They refer 
to this as the “paradox of state power” (1994: 1483) and a special case of the 
general principle that “actors whose structural position bridges ‘synapses’ in 
a social network derive an advantage from this position only as long as they 
do not openly try to use this advantage” (1483).

The word “openly” in this sentence suggests an ambiguity closely related 
to the concept of “robust action” articulated originally by Leifer (1991) and 
developed further by Padgett and Ansell (1993) with regard to Cosimo de 
Medici and his enormous political and economic power in medieval Flor-
ence. Leifer (1991) argued that ideas about strategic action are typically sim-
plistic and that the most effective players in a game like chess (whose tourna-
ments he studied in great detail) are by no means those who plan far ahead 
and lay out elaborate branching diagrams for strategy, as game theory might 
prescribe, but rather those who keep their intentions unclear and preserve 
maximum flexibility for their own action while maneuvering opponents into 
showing their own strategies. This conception of optimum strategy was 
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adapted by Padgett and Ansell in their study of the Medicis, in particular the 
surprising 1434 seizure of the reins of Florentine power by Cosimo de Medici.

They note that in any structure of authority, there is a contradiction 
between the role of “boss” and that of “judge.” For the latter, legitimacy 
requires others to believe that “judges and rules are not motivated by self-in-
terest” (1993: 1260). This is quite similar in spirit to the earlier arguments of 
Gould and Fernandez. Padgett and Ansell invoke contemporary evidence 
that vividly describes Cosimo de Medici as “sphinxlike,” rarely answering 
questions or requests directly and being extraordinarily difficult to read as to 
what, if anything, he meant to accomplish in any particular activity. One 
aspect of this is that Cosimo had a variety of interests within particular insti-
tutional contexts that were well known—financial interests, family interests, 
and political interests. But these did not align clearly with one another, and 
this made it possible for it to be obscure in any given situation, which involved 
more than one such interest, which one he was in fact pursuing.

The variety of institutional realms in which they were active also meant 
that Cosimo and his fellow Medicis could assemble a number of different sets 
of followers—those to whom they were tied by kinship, others by neighbor-
hood, some by political patronage, and still others by financial and business 
dealings. These various cliques of Medici followers were not connected to one 
another and so owed their influence and importance only to the Medicis to 
whom they were therefore loyal. So Cosimo de Medici sat astride a structural 
hole of high magnitude.

This leads us to a critical issue: if a broker’s power arises from occupying 
the central position in a structural hole—i.e., he or she is the kind of broker 
who profits from keeping people apart rather than from bringing them 
together—what is to prevent erosion of that power by members of the various 
spokes allying with one another to overcome the broker’s advantage? In the 
Florentine case, what made this so unlikely was that each spoke was an iden-
tity group that had strong negative feelings toward other groups of equal 
status and utter social contempt for those of lower rank. So, as Padgett and 
Ansell note, the Medicis had a kinship network of patrician families into 
which they had married and an economic network of “new men”—from 
recently upwardly mobile families. There was no danger that these two sepa-
rate networks of individuals would coalesce and present a united front against 
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the Medicis since they “despised one another” (Padgett and Ansell 1993: 
1281) and could neither marry nor do business with one another given over-
whelming status norms of the period.

4.3.2 Brokerage, Entrepreneurship, and Spheres of Exchange

We can get further insight into actors at crucial social structural intersec-
tions by looking at a line of argument on this subject that emerged separately 
and without mutual awareness in economics and in anthropology and made 
virtually no subsequent contact with sociology or social psychology, despite 
their great relevance to work in those fields. The economic argument begins 
from the simple idea of arbitrage, the act of buying a good cheaper in one 
market and selling it dearer in another, capturing the profit available from the 
separation of the markets. The arbitrageur exploits a structural hole, having 
one foot (the invisible foot?) in both markets and exploiting the fact that he is 
the only one who clearly sees and thus can profit from the price differential. 
This simple idea was seized upon by economists of the Austrian persuasion as 
the foundation of a theory of entrepreneurship. Israel Kirzner (1973) took the 
lead, defining an “entrepreneur” precisely as someone who connects previ-
ously isolated markets by arbitrage. Typical of Austrian economics, he 
emphasizes not so much rational calculation as alertness to information and 
opportunity. The entrepreneur, in his view, needs to “discover where buyers 
have been paying too much and where sellers have been receiving too little 
and to bridge the gap by offering to buy for a little more and to sell for a little 
less. To discover these unexploited opportunities requires alertness. Calcula-
tion will not help, and economizing and optimizing will not of themselves 
yield this knowledge” (41).

Meanwhile, Norwegian anthropologist Frederick Barth was developing a 
related but somewhat more complex line of argument. He built on the idea of 
economic anthropologists that, especially in non-capitalist societies, there are 
well-defined and distinct “spheres” or “circuits” of exchange. The basic idea is 
that in any given society people do not define all items as goods, and even 
among those so defined, some may not be commensurable with one another. 
Those goods and services that are mutually commensurable can be traded 
only with one another, and this leads to distinct spheres of exchange in which 
every item within a sphere may be exchanged for every other but not with 
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those in other spheres (see Bohannan and Dalton 1962; cf. Espeland and 
 Stevens 1998 and Zelizer 2005). Firth’s classic account, for example, of the 
Tikopia describes three distinct spheres of exchange, and he notes that 
“objects and services in these three series cannot be completely expressed in 
terms of one another, since normally they are never brought to the bar of 
exchange together. It is impossible, for example, to express the value of a 
bonito-hook in terms of a quantity of food, since no such exchange is ever 
made and would be regarded by the Tikopia as fantastic” (1975 [1939]: 340). 
Barth’s idea is that whatever the cognitive, moral, or practical forces may be 
that keep these spheres of exchange separate, there may be individuals who 
for whatever reason may transcend them, and the reason to do so is that if 
one can commensurate by some yardstick items in one sphere with those in 
another, it is likely that one item can be bought or produced cheaply in one 
sphere and then sold at a higher price in another, yielding profit from the 
differential. He refers to the individual who carries out this activity as an 
entrepreneur, and it is clear that as in the examples above, this is again 
someone who stands between social structural units, which, in this case, how-
ever, are separated spheres of exchange rather than networks of individuals 
(see Barth 1967).

As a case study, Barth (1967) describes the Sudanese Fur, a tribe in which 
labor and money were incommensurable (because wage labor was thought 
shameful) and where certain products like millet and millet beer were not 
exchanged for money but produced to be exchanged for communal labor, as 
in help building a house. A monetary exchange sphere did exist where food 
and other useful items were exchanged for cash. Arab merchants came on the 
scene and, being outsiders not subject to local normative understandings, 
hired local workers to grow tomatoes, paying for the labor with beer. Since 
neither beer nor labor was exchanged for cash among the Fur, the workers 
were unaware that the cash value of the tomatoes in the commercial sphere 
far exceeded the value of the beer that compensated their labor, and the mer-
chants reaped a large profit from sale of tomatoes.

For both Kirzner and Barth, the entrepreneur profits from arbitraging 
across a social structural gap and in the limited conception of power that 
informs exchange theory can be said to be more powerful than others since 
he gets better terms of trade. But might such entrepreneurs become powerful 
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in more expansive ways? The answer to this question most likely lies in 
whether he can continue to benefit from the social structural gap exploited or 
whether it will close up, thus ending the source of profit. Both writers expected 
the latter outcome, which would dissipate the broker’s power. Kirzner imag-
ined the entrepreneur as a figure whose activity led to equilibrium by ending 
the inefficiencies caused by different prices in separated markets. His objec-
tion to standard neoclassical economic theory was not that it expected mar-
kets to equilibrate but rather that it imagined them to do so automatically, 
without a clear mechanism, relying instead on the fictional Walrasian auc-
tioneer. In his account, equilibrium still occurs but through a dynamic pro-
cess resulting from the agency of alert actors. Barth similarly argued that 
entrepreneurs, in the sense he defined them, were essential for the economic 
development of a country, since separated spheres of exchange represented 
a form of economic backwardness, which imposed drags on the best use 
of productive factors on account of information and mobility barriers. I 
think it fair to say that both writers, coming from quite different intellectual 
 traditions, nevertheless represented variations on optimistic mid-twentieth- 
century modernization theory.

The problem with both accounts is that the entrepreneur who profits 
from bridging and brokering separated chunks of social structure or exchange 
has a strong incentive to keep those chunks separate, thus preserving advan-
tage. There are two tasks that one must achieve in order to do so. One is to 
keep up ties into both chunks, and as Burt (2002) has noted, this is nontrivial, 
especially insofar as a tie is to an actor very different from oneself. Thus, he 
finds that ties that bridge structural holes have a much higher rate of early 
decay than other ties supported by mutual friends and colleagues, which are 
much easier to maintain. The other task is to keep the structural hole open by 
preventing other transactions from taking place across disconnected sectors. 
In Kirzner’s view, this is unlikely because the trades performed by the arbitra-
geur are visible to other market participants, and they will quickly apprehend 
the information that led to profit and the possibility of advantage will disap-
pear as the two separated markets are joined by enough trades to restore the 
single price that theory stipulates. In Barth’s case, the Arab traders’ activity 
and profits might have been sufficiently visible to generate resentment, and 
though his study breaks off without following the consequences, he does note 
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that resistance to their activity was beginning to emerge (1967: 172). It may 
not be a coincidence that late twentieth- and early twenty-first-century tur-
moil in the Sudan has centered in part on the role of Arabs among the more 
historically rooted tribal groups.

Note the strong contrast between Kirzner’s or Barth’s image of the entre-
preneur as an alert agent of economic progress, uncovering opportunities to 
profit by remedying inefficiencies, and the more swashbuckling image of 
entrepreneurs suggested by Schumpeter (1911) who characterizes them as 
engaging in “creative destruction.” The larger-than-life figures like Rocke-
feller and Carnegie who fit the Schumpeterian mold were acutely aware of the 
need to sustain their advantages by restraining trades among others that 
would reduce their monopoly power, and anti-trust legislation of this period 
focuses on the inefficiencies and profits that result from what became illegal 
restraint of trade. The monopoly power that they reaped was not “natural” 
but resulted from their active manipulation of markets to preserve the dis-
connections that yielded their profits. Though such figures are far from the 
“sphinxlike” inscrutability of figures like Cosimo de Medici9 and thus eventu-
ally provoked resistance in the form of legal constraints, they did nevertheless 
strive to cloak their activities as normal market action and would have been 
more successful had not a series of early twentieth-century “muckrakers” 
exposed what they did behind the scenes, as Ida Tarbell (1904) famously did 
for Rockefeller’s Standard Oil, which was broken up by a landmark Supreme 
Court decision in 1911. I note also that Roger Gould’s emphasis on the need 
for brokers to appear not to be feathering their own nests in order to be legit-
imate suggests one reason why those who do so generate the kinds of resis-
tance faced by profiteering brokers from Arab traders to John D. 
Rockefeller.

To develop this argument further, we should note that although Kirzner 
and Barth share a conception of entrepreneurs as those who gain profit from 
bridging previously separated spheres of exchange, Kirzner imagines a figure 
who connects two markets that are similar to one another in every way but 
that are disconnected. Barth’s protagonist, on the other hand, does something 
more complex, linking spheres that have completely disjoint sets of exchanges, 
different circuits of goods and services. In Kirzner’s case, one imagines that 
there are no people in common between the two markets across which the 
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entrepreneur arbitrages; in Barth’s case, the people in the two spheres might 
be exactly the same or at least overlap, but the exchanges are different because 
of some preconception about what can be imagined to be commensurable 
with what. Thus, while Kirzner’s figure engages in a transaction that is com-
pletely familiar to all concerned, Barth’s is more creative, originating an 
entirely new kind of transaction, exchanging items previously imagined not 
to be commensurable or exchangeable. This creativity, however, is built on the 
transgression of previous moral prohibitions, suggesting still another source 
of resistance.

4.3.3 Brokerage, Power, Elites, and “Small Worlds”

Shifting our focus to larger settings, I note that questions of brokerage 
and entrepreneurship are related to the rapidly growing literature and discus-
sion on complex networks and “small worlds.” Stanley Milgram’s clever 1960s 
experiments used a modified chain-letter technique that investigated the 
length of a chain of acquaintances connecting any two randomly chosen indi-
viduals in the United States. Milgram named this the “small world problem” 
after the obligatory cocktail party response of strangers who unexpectedly 
discover a shared acquaintance. His results suggested that average chain 
lengths connecting random individuals were surprisingly small, on the order 
of six, as confirmed by later research (see, e.g., Dodds, Muhamad, and Watts 
2003 and my comment thereon, Granovetter 2003). Complex network studies 
took off in the 1990s, in part because of the exponential increase in com-
puting power that arrived on most researchers’ desktops. Watts and Strogatz 
(1998), in particular, breathed new life into the small-world problem by 
introducing more precise formulations and allowing new insight into the cir-
cumstances under which we might see results like those Milgram found.

The paradox of Milgram’s research is that most people are more or less 
embedded in cliques, so it is surprising that path distances among randomly 
chosen people are so low. Watts and Strogatz (1998) pointed out that in a 
random graph—a network in which people chose their friends at random—
there would be very few cliques, as these result from choosing or associating 
with others whom your friends already know, hardly random. Because it is 
cliquedness, or “clustering” (as it is called in this literature), that makes it 
harder to reach random others in the network, path lengths—the minimum 
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number of links from one person to any other (“geodesics” in the language of 
graph theory)—should be low in a random network and conversely high in a 
very clustered one. Watts and Strogatz (1998) simulated highly clustered net-
works, and as predicted, path lengths to random others were high. But when 
they “rewired” ties in the clusters to random other network points in the 
overall network, they were surprised to find that after a very small amount of 
rewiring, just a few percent of ties, the average path length decreased so dra-
matically that it wasn’t that different from a random graph, and yet the overall 
network remained highly cliqued; this was what they called a “small world.” 
What had happened was that enough of the rewired ties created “shortcuts” 
between cliques that overall connectivity dramatically increased so that con-
trary to theoretical expectations, high clustering was accompanied by low 
path lengths, just as Milgram found for the actual empirical world.

While complex network researchers have stressed connectivity, the small 
worlds of Watts and Strogatz also look like the structures we have been dis-
cussing in relation to power, where individuals at either end of “shortcut” ties 
sit astride structural holes and therefore have the potential to become pow-
erful, influential, and / or successful. This is just the flip side of the dramati-
cally reduced path length: that reduction can be due to the ties of a small 
number of people, who are therefore in strategic network locations. So small-
world networks present an opportunity to those in such locations to gain 
economic and / or political power. Research has begun in recent years on 
how and whether this may take place in the economy.

One reason this is interesting is because it links two research traditions 
on power that have proceeded rather separately and with very different 
emphases and levels of analysis. One is the work I have been discussing that 
analyzes the positional sources of power in social networks of exchange and 
economic / political action; the other is an older tradition of power studies 
that focuses on elites who dominate the political and economic institutions of 
societies and whose unity and cohesion are a longstanding subject of analysis 
and contention. This work is identified with such names as Vilfredo Pareto, 
Gaetano Mosca, and C. Wright Mills, whose 1956 book The Power Elite 
became a manifesto for many, especially on the left, who saw elites as main-
taining an undemocratic domination of the many by the few. Much of this 
tradition suggested the importance of social networks but in an era without 
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the tools of modern complex network theory. On the cusp between these 
traditions are works by Useem (1984) and Mintz and Schwartz (1985) that 
explicitly conceptualize elite dominance as a network phenomenon and begin 
to apply modern analytic tools to the problem.

The work of Mills has illuminating similarities and differences from 
explicit social network analysis. The studies of brokerage that I have described 
diverge from those of small-group exchange in introducing identity and insti-
tutional context as important and as a reason why brokerage matters. The 
work of Mills and other macro-level analysts of power leans heavily on the 
importance of institutional context. Mills stresses that to have power “requires 
access to major institutions” ([1956] 2000: 11) and that if you looked at “the 
one hundred most powerful men in America . . . away from the institutional 
positions that they now occupy . . . then they would be powerless and poor 
and uncelebrated” (10). Mills had especially in mind the power resulting 
from high corporate positions, and by the “power elite” he meant the “polit-
ical, economic and military circles which as an intricate set of overlapping 
cliques shape decisions having at least national consequences” (18).

His interest in “overlapping cliques” is the link to our discussion. He 
stresses the importance of those who move easily between institutional con-
texts and by so doing occupy critical boundary positions, such as retiring 
generals who join boards of directors (214); the “admiral who is also a banker 
and a lawyer and who heads up an important federal commission; the corpo-
rate executive whose company was one of the two or three leading war mate-
riel producers who is now the Secretary of Defense; the wartime general who 
dons civilian clothes to sit on the political directorate and then becomes a 
member of the board of directors of a leading economic corporation” (288). 
Because of their multiple roles, simultaneous or sequential, they “readily 
transcend the particularity of interest in any one of these institutional 
milieux . . . they lace the three types of milieux together” (289). He adds that 
in each of the elite circles there is a “concern to recruit and to train successors 
as ‘broad-gauge’ men, that is, as men capable of making decisions that involve 
institutional areas other than their own” (294–295). This overlap and inter-
change not only create a powerful central group but also unify that group in 
outlook, composition, and action. Here we should recognize brokers of the 
tertius iungens type discussed above and also the resemblance to Barth’s 
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brokers who gain by linking milieux and transactions of very different types 
previously thought unrelated or incommensurable. Their breadth of outlook 
also makes them more likely to be thought evenhanded rather than provin-
cial or self-seeking.

Mills and his intellectual descendant G. William Domhoff (2013) are 
unusual in the literature on economic elites in stressing the overlap of elites 
between economic and other contexts, such as political and military. Most of 
the literature is far more focused on the question of whether there are cen-
trally placed elites within the world of large corporations who are cohesive 
and influential. Much of this work derives from one particular research tradi-
tion on elites and their networks, on “interlocking directorates,” the overlap 
in board of director memberships between firms, which since the early twen-
tieth century was a lightning rod for suspicion of illegal coordination.10 
Because two firms with one or more directors in common can be considered 
“linked,” the network of such firms and their linkages, usually just called the 
“interlock network,” has been a frequent object of analysis.

Useem (1984) used such analysis as a platform to argue that in the United 
States and the United Kingdom, there is a corporate “inner circle” that dom-
inates the political activity of large corporations and is thereby highly influ-
ential. Like other recent analysts, Useem rejects the idea that when one cor-
poration places an officer on the board of another, it is to facilitate control or 
even sales or strategy. Instead, he argues they do so in order to achieve “busi-
ness scan”—information that large corporations need about what is going on 
in government policy, labor relations, markets, technology, and business 
practices (41–48). So individual corporations allow their high officials to use 
valuable time on other boards for reasons that have to do only with their own 
goals. They have no larger purpose, but the result is a group that “can rise 
above the competitive atomization of the many corporations that constitute 
its base and concern itself with the broader issues affecting the entire large-
firm community” (57), so that what Useem calls “classwide” interests rather 
than those narrower ones of individual corporations prevail when corporate 
leaders enter politics. He notes also that identifying individuals who hold 
multiple directorships is also a proxy for a “far broader and more intricate set 
of informal social relationships” such as club memberships (66–68). This is 
one reason why the “inner circle” has coherence as a group.
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His research showed that directors who serve on multiple boards were 
twice as likely as others to serve in high government posts (1984: 78) and 
were generally more influential. For example, universities with more of these 
“inner circle” members as trustees got much more in contributions (85). This 
“inner circle” has a family resemblance to Mill’s “power elite,” as Useem 
stresses the broad outlook of such individuals, whose variety of experience 
and information makes them less parochial and, indeed, when in govern-
ment positions, were subject to informal mores within their group that dis-
couraged special pleading for their own sector or firm (95). On the one hand, 
the “classwide” interests of the inner circle, in Useem’s account, resulted in 
more moderate political positions and some emphasis on overall social 
responsibility, and he argues that this group acted as the enforcer of overall 
social norms against firms that strayed too far from what was currently seen 
as socially acceptable (141–143). “Officers and directors who travel in the 
inner circle will be more open to arguments that their policies may be dam-
aging for business as a whole,” whereas those firms in peripheral positions are 
harder to bring into line (145). On the other hand, he argues that in part 
because the rise of the inner circle was in response to a decline in profitability 
and increase in regulation, this group helped channel business money 
increasingly into political campaigns and played a role in the United States 
and the United Kingdom in the 1980s in the conservative political transfor-
mation ushered in by Reagan and Thatcher, where both government spending 
for human services and social programs and regulation of business were 
throttled back.

Useem believed that the increased cohesion of the brokers of the inner 
circle, which he chronicles for the 1970s and the 1980s, “seems certain to 
continue. The inexorable movement of recent years has been toward more 
cohesion, less fragmentation” (172). And Useem related this trend not only to 
environmental challenges but also to the movement away from control of 
firms by families and later by managers to a situation where large institutions 
such as mutual and pension funds hold most stock in large corporations, so 
that the individual corporation becomes less important as a unit, a situation 
he calls “institutional capitalism.”

But in recent years, students of elites and power have suggested that the 
trend that Useem observed was waning as he wrote. Mizruchi (2013), for 

 EBSCOhost - printed on 2/14/2023 4:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



Power in the Economy 121

example, argues that the corporate elite of the post–World War II period was 
declining in the 1970s. By the early 1980s, the “moderate, pragmatic and 
well-organized elite that had been present at the top of the corporate world 
since at least the 1940s [Useem’s ‘inner circle’] began to disappear” (221). And 
by the 1990s, the corporate elite had moved from being this inner circle to 
being a “collection of firms, powerful in their ability to gain specific benefits 
for themselves, but no longer able or willing to address issues of concern to 
the larger business community or the larger society” (269).

Writing at the same time as Useem, Mintz and Schwartz (1985) proposed 
that the inner circle of the economy was especially occupied by commercial 
banks and other financial firms, which were central in interlock networks in 
part because of controlling the vital resource of capital that so many indus-
trial firms required. But Mizruchi and Davis (2009a, 2009b) show that during 
the late twentieth century, commercial banks became less central in interlock 
networks and less influential in the economy because firms in need of capital 
increasingly relied on commercial paper, which was intermediated by invest-
ment banks and bought up by money market and pension funds.

As regulation waned in the 1980s, finance became the major source of 
corporate profits, and investment banks facilitated a huge takeover wave, 
which saw one-third of the Fortune 500 disappear. In this new environment, 
CEOs became less secure, which gave them less leeway to consider the inter-
ests of the business community, let alone society, as a whole (Mizruchi 2013: 
Ch. 7). Both Mizruchi and Davis (2009a; 2009b) note the continuing decline 
of manufacturing in the United States, which means that “large corporations 
have lost their place as the central pillars of American social structure” 
(2009a: 27). Corporations are now increasingly owned by institutional inves-
tors. While these are “remarkably passive in corporate governance” (2009a: 
32), as is argued also by Roe (1994), their wide holdings do mean that share 
price becomes the overwhelming measure of corporate performance—which 
is what is meant by the rise of “shareholder value” (Davis 2009a: 32–33; Davis 
2009b: 77–88).

Mizruchi suggests that since institutional shareholders were concerned 
only with investment returns, as befitted their role as fiduciaries for investors, 
CEOs had to focus on stock price to avoid takeovers. This led to a vacuum of 
corporate leadership. In this context, the “inner circle” became rich but not 
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cosmopolitan and business became “increasingly ineffectual” as a collective 
actor. He compares the 2008 crisis to that of 1907, in which J. P. Morgan ral-
lied other elite actors’ support for the financial system and worked to enact 
regulation that would stabilize the system. Had there been in 2008, he argues, 
a well-organized corporate elite able to work with the state to ensure that the 
system operated in an orderly and predictable manner, there would not have 
been a crisis (Mizruchi 2010). Instead, those in charge of the investment and 
commercial banks, who reaped enormous profits from what turned out to be 
dangerous and “toxic” investments and strategies, were not imbued with any 
sense of responsibility for the overall health of the system but focused instead 
on short-term profit, which they accumulated at dizzying rates until the 
structure finally collapsed as the “bubble” they had created burst. A similar 
argument is made by Johnson and Kwak (2010), who refer to six large banks 
as a new corporate “oligarchy”; this is, in their account, an elite that focuses 
only on its own advantages rather than those of the overall economy, so this 
is consistent with Mizruchi’s account of the corporate elite’s evolution.

Can research on “small worlds” offer a way to study such propositions 
quantitatively? I suggested above that the actors whose ties linked otherwise 
separated network clusters had the potential to accumulate power. But there 
is no assurance that they always activate this potential, so the question is 
whether and under what circumstances they do. Useem wrote before the 
1990s’ revival of interest in small worlds, but his argument about the “inner 
circle” as a core of individuals who tied together otherwise-disparate seg-
ments of the economy suggests that a necessary condition for such a circle to 
be influential is precisely the small-world property—a highly clustered net-
work with a surprisingly low path distance among clusters because of a set of 
nodes that provides shortcuts between them. Later research on small worlds 
by Davis, Yoo, and Baker (2003) asked whether the loss of centrality by banks 
and the reduction in aggregate concentration of economic activity in the 
1980s and 1990s would change the level of connectivity within the network of 
board interlocks. They found that small-world measures were virtually iden-
tical in 1982, 1990, and 1999.

This suggests the question of whether this finding could be consistent 
with Mizruchi’s image of a structure with no coherent elite at the center. One 
critical clue is the observation that since a very small number of ties across 
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clusters is sufficient to yield the small-world property (see Watts and Strogatz 
1998), that property may be consistent with a variety of situations. Davis, Yoo, 
and Baker (2003: 322) suggested that it will occur simply when boards prefer 
to bring on directors who are well connected to other boards, no matter for 
what reason. So there is a disconnect between network measures and power 
outcomes; network position and structure alone, stripped of social and insti-
tutional context, will not tell us what we need to know about power. Useem, 
like Mills before him, posited not only that there existed a core of individuals 
who connected diverse clusters but also that this core engaged in social, eco-
nomic, and political activities that brought them together, broadened their 
outlook, and created a cohesive and cosmopolitan leadership. Once the cen-
tral core of commercial banks, large manufacturers, and military contractors 
fell from their dominant position, it may be that the set of potential brokers 
who were responsible for high small-world parameters no longer had enough 
in common to be cohesive or to evolve a broad outlook. If so, then the mere 
existence of a small world tells us only that it is possible for a central elite to 
form but is not a sufficient condition for such formation. Neither Useem, in 
his more qualitative account, nor Davis, Yoo, and Baker, in their more quan-
titative account, clearly identify and analyze the set of people responsible for 
creating small-worldness in the way that would be required to understand 
whether and how they wield power in the economy.

And, in fact, subsequent research on twenty-first-century network struc-
tures show that several forces have combined to reduce the significance and 
then the presence of small-world structures in the corporate economy. Some 
of these are noted by Chu and Davis in their paper seeking to answer the 
question: “Who killed the inner circle?” (2015). In order to understand 
whether those who create a “small world” through their links into other-
wise-separated networks are a cohesive and powerful group, a necessary first 
step is to examine who they are and how they came to their position. Chu and 
Davis make clear that in the late twentieth and early twenty-first centuries, 
the way in which directors who created interlocks were chosen changed in 
two important ways: what kind of people they were and the importance of 
their preexisting ties.

Through most of the twentieth century, directors of large corporations 
were mostly white males, and those who created interlocks by virtue of 
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serving on multiple boards were almost entirely so. This changed in the last 
quarter of the century, when women and minorities increasingly took their 
place on corporate boards of directors. Indeed, by 2002, four of the five 
best-connected directors in the 1,500 largest corporations as identified by 
Standard and Poor’s were black (Chu and Davis 2015: 10). But as directors 
became increasingly females and minorities, the cohesive structures formed 
by an elite of white men who sat atop the corporate world gave way to a more 
representative collection of individuals, also of considerable achievement but 
who were not powerful individually, were not a cohesive group, did not con-
nect different institutional sectors in the way that Mills and Useem identified, 
and increasingly were not even chosen for their multiple connections.

By the end of the twentieth century, banks had lost their position as the 
most central kind of firm in the network of corporate interlocks. But despite 
this, the corporate network still remained highly connected (short path 
lengths) because there was still a “highly connected core of directors” (7). But 
with the democratization of director choice and the selection of directors 
who were not powerful individuals in and of themselves, the incentive to 
choose as directors those who served on many boards declined. (This recalls 
C. Wright Mills’s comment, cited above, that powerful individuals, without 
their institutional affiliations, would not be powerful at all.) Moreover, once 
corporate scandals became commonplace, director inattention to what cor-
porations did became an issue; for institutional shareholder organizations 
interested in corporate governance reform, serving on too many boards was 
a red flag (Chu and Davis 2015: 10), and companies began to limit the number 
of boards their employees could serve on. Chu and Davis found that while in 
2000, 62 corporations had more than 20 director interlocks to others, by 2010 
only one did. In 2000 (15), 17 directors sat on six or more boards, 44 on five; 
by 2010, none sat on six and only 11 on five (16). With the decline of “prefer-
ential attachment”—a preference to appoint to your board individuals already 
on many other boards—the overall network lost the “scale-free” property that 
made a cohesive elite a possibility (see Barabasi 2002). Scholars such as 
Useem and Mills had emphasized how interlocks and the presence of individ-
uals linking or brokering among different institutional sectors created and 
socialized a leadership elite that fostered political unity and a relatively broad 
outlook; the new structure cannot do any of these things, and this is 
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consistent with Mizruchi’s portrait of an elite fragmented into segments, each 
of which pursues only its own interests. Chu and Davis conclude that the 
“interlock network no longer tells us much about who holds power in U.S. 
society” (2015: 38).

Another reason for caution about the link of “small worlds” to power in 
the economy is that corporations may seek to create small-world networks 
for a number of reasons that do not create power for those whose links knit 
these together. Thus, Baum, Shipilov, and Rowley (2003) find that Canadian 
investment banks that are peripheral may throw out ties to more mainstream 
cliques in investment syndicates in order to improve their overall position, 
whereas core firms may reach out to other core cliques in order to sustain 
their advantage. Any such cross-clique ties increase small-world measures 
but without creating powerful individuals. Gulati et al. (2012), in their study 
of collaborations among firms in the computer industry, suggest that under-
standing how small-world networks come about leads us to expect cycles of 
increasing and declining small-worldness. Unlike interlocking corporate 
boards, the collaborations they study involve a broad range of activities. Small 
worlds involve bridging ties between clusters of firms. The clusters here arise 
because organizations select as collaborative partners those with whom they 
are familiar either through prior collaboration or indirectly through prior 
partners (2012: 451). In the search for novel and nonredundant information, 
some firms then create ties that bridge between clusters. These ties cut average 
path length and create the small-world property. But eventually, the bridging 
ties increase in number sufficiently to “saturate the space between clusters” 
(452), which creates a single larger cluster and reduces the intellectual and 
technological diversity that separate clusters reinforced. This is then a small 
world in decline. In all of these partnerships, the individuals creating connec-
tions work on behalf of their firms and are not themselves powerful by virtue 
of creating a small world, and the collection of such individuals has no basis 
for cohesion.

So the bottom line here is that those individuals whose ties create a small 
world may indeed form a powerful cohesive elite, but whether they do so 
depends on historical and institutional circumstances and on the ways in 
which their linking ties have been created. In a more macro-social and 
macroe conomic framework, we will see that network structure still matters a 
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lot for power, but the small-world property is important only under special 
circumstances, some of which I have suggested here. Future research on the 
links between small-world properties and the exercise of economic power 
will need to attend carefully to this larger framework.

4.4 Macro-Level Perspectives on Economic Power

Now to say a little more about this larger framework: individuals who wield 
power based on dependence (control of resources others deem critical), legit-
imate authority, or control of the agenda often appear to those in their thrall 
to be uniquely skilled and effective, as indeed they may be. But if we step back 
from the immediate situation, we may find that historical, political, and eco-
nomic circumstance have played an outsized role in putting these individuals, 
however skilled, in a position to deploy their power.

So, for example, Padgett and Ansell, in their account of the enormous 
power wielded in medieval Florence by Cosimo de Medici, emphasized that 
a central source of his ability to do so was his strategic position at the inter-
section of separate political, economic, and kinship networks that he could 
deploy without the risk of their merging with one another. But it was a series 
of historical circumstances, which from the Medicis’ point of view might be 
thought of as “accidents” in the sense that they represented a conjuncture of 
trends stemming from unrelated causes, over which the Medicis themselves 
had little power, that created this network situation. Padgett and Ansell com-
ment that Cosimo had no plan to take over the Florentine city-state but that 
the social basis of what would be his political party “emerged around him,” 
and then only during the early fifteenth-century war against Milan did he 
“suddenly apprehend the political capacity of the social network machine 
that lay at his fingertips” (1993: 1264).

And when we speak of controlling the agenda, we should ask how and 
when people with particular viewpoints on what the agenda should be are in 
a position to impose those views. In some cases, macroeconomic trends and 
legislative changes may create the circumstances that privilege one group’s 
view over another’s without any massive exercise of agency by the actors. 
Fligstein offers the case of what he calls the “transformation of corporate con-
trol” (1990). By tracing from what specialties CEOs and other top executives 
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were recruited, he traces how control of corporations in the twentieth- 
century United States passed first from entrepreneurs to specialists in manu-
facturing, then to those in sales and marketing, and subsequently to those in 
finance. He argues that such individuals brought with them distinct “concep-
tions of control,” ideas about how the market for their product could best be 
dominated and ruinous competition avoided. But whatever the personal 
skills of these sometimes-impressive individuals might have been—e.g., the 
redoubtable Alfred P. Sloan of General Motors—Fligstein argues that these 
transformations occurred because of macroeconomic or political upheavals 
that reshaped product and consumer markets. So the Great Depression 
changed the environment of corporations from one where what mattered was 
manufacturing efficiency to one where you had to persuade deeply apprehen-
sive consumers that they wanted your product and only yours—which paved 
the way for the “sales and marketing conception of control” and for diversifi-
cation reflected in the “multidivisional form” (1990: Ch. 4). And when the 
economy recovered and the post–World War II boom was in progress but 
new antitrust legislation (the Celler-Kefauver Act of 1950) discouraged hori-
zontal or vertical mergers, mergers into unrelated industries remained per-
missible, and those who could assess the financial aspects of such unions and 
conceive of corporations as bundles of financial assets—viz. those with 
training in finance—came to the fore because it was their skills that were vital 
in the new environment (see Fligstein 1990: Chs. 5–8).

So these individuals’ conceptions of the appropriate agenda mattered, 
but their particular conception dominated because of events beyond their 
control and at a larger scale than that of individuals or particular firms.

Fligstein’s examples suggest that we should think of what I have called 
control of the “agenda” in broader terms than the 1950s political science 
debate about what people thought major issues were in large American cities. 
Beyond this lie more general conceptions of what is the best way to approach 
economic problems. Such conceptions are held not only by business execu-
tives but also by intellectuals who make it their business to think about the 
economy in general and abstract terms. And so it matters a great deal for 
public policy whether Keynesian or classical / neoclassical economists’ con-
ceptions dominate. An especially interesting case is developed by Christensen 
(2013 and see for more detail 2017). He notes the surprising fact that if one 
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considers four small countries—Denmark, Norway, Ireland, and New Zea-
land—the two of these that adopted highly neoliberal tax reform were Norway 
and New Zealand, and the two where such reforms were determined by polit-
ical rather than economic goals were Denmark and Ireland. So the apparently 
similar Scandinavian countries adopted nearly opposite policies, and the 
reason appears to be that in Norway and New Zealand, professional econo-
mists dominated the policy apparatus in a way they decidedly did not in Den-
mark or Ireland. And ironically, when this dominance took hold, before the 
Second World War, the consensus among economists was Keynesian. But 
once this consensus changed, by the 1980s, professional economists con-
tinued to dominate policy, even though by that time their preferred market- 
oriented (“neoliberal”) solutions were quite different from those of the 
 earlier period.

In a similar vein, Avent-Holt (2012) recounts the history of regulation 
and subsequent deregulation of airlines in the United States from the 1930s to 
the present. Professional economists became increasingly neoclassical from 
the 1950s on, but this alone was not enough to turn around the conception 
that had taken hold as early as the 1930s that regulated airline fares and traffic 
would guarantee the best service to the public. An economic exogenous 
shock, the deep recession and “stagflation” of the 1970s, when the Phillips 
curve predicting an inverse relation between inflation and unemployment 
was overturned by their unexpected positive correlation, wreaked havoc on 
the economy. Because a spike in oil prices was a major cause of the crisis, 
airlines were among the first and hardest-hit industries. This alone would not 
have led to deregulation because before this crisis, challenger airlines framed 
their mobilization within the “dominant cultural understanding that unregu-
lated competition was destructive in the industry” (Avent-Holt 2012: 296). 
But by the 1970s, neoclassical advocacy of free markets had challenged and 
begun to displace the interventionist Keynesian framework. This made avail-
able an alternative understanding of solutions to the problems of airlines in a 
cultural frame that came to seem more coherent than traditional industrial- 
policy / state-centered action. This is thus a case where “culture interacts with 
material interest in the policymaking process,” so that even when actors have 
clearly defined material interests, “what policies they pursue in those interests 
is mediated by cultural factors” (298).
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It is unlikely that we can effectively theorize or predict the arrival of 
exogenous economic shocks. But we can do more to understand their impact 
in conferring power on particular actors under different circumstances. 
When we ask how much power actors wield in political systems, the question 
posed at a national level is how to explain whether a political system is dem-
ocratic, authoritarian, or totalitarian. We may ask similar questions for the 
economic arena. All formal business organizations have a hierarchy, as 
denoted in organization charts and as noted and perhaps reified by transac-
tion cost economics, in contrast to something called a “market” where no 
unit exerts authority over any other. In practice, there is a question of over 
how wide an extent economic authority can be effectively wielded, as Barnard 
(1938) noted, drawing on his experience as president of New Jersey Bell Tele-
phone and influencing organization theory for decades after.

Economists long avoided the general question of why firms become 
larger or smaller and what explains their size until Penrose ([1959] 1995) 
finally focused on this as a central issue. But even Penrose’s pathbreaking 
work focused mainly on market conditions and resource constraints in 
explaining firm size rather than analyzing whether a firm’s hierarchy could be 
stretched far enough to enable coordination of much larger numbers of 
people. The general problem in the exercise of either political or economic 
power is that no single individual can command many others simply by sheer 
force of his or her own physical resources. Some bureaucratic authority struc-
ture is needed in order to create the leverage that allows a single person to 
command dozens, hundreds, or, at the national scale, millions of others, and 
this leads us to analyze how actual hierarchies work to transmit authoritative 
orders through multiple layers or levels in such a way as to engender 
compliance.

This is a huge subject, and in some sense the focus of all political analysis, 
but its structural aspects have rarely been explicitly analyzed. In the classic 
studies of organization theory, such as Simon (1997) and March and Simon 
(1993), there is certainly discussion of hierarchies in organizations, and since 
the early part of the twentieth century there has been discussion of what the 
optimal hierarchy would look like and what was the ideal number of subordi-
nates for any supervisor to have (the so-called “span of control” problem) 
and, beginning in the 1960s with the advent of “contingency theory—e.g., 
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Woodward 1965—discussion of under what market circumstances steeper or 
flatter hierarchies would be superior for coordinating economic activity. But 
these discussions are confined to the question of how orders are best struc-
tured within a single organizational hierarchy and therefore do not address 
the larger question of how power is created, exercised, and sustained within a 
larger multi-firm economic framework.

Yet this is a critical question, and part of what makes it interesting and 
important is its purely structural aspects, though those aspects are incompre-
hensible outside a historical and institutional framework. My discussion that 
follows here is isomorphic with that in Chapter 3 on the way strategically 
placed ties of trust can allow trust relationships to extend far beyond primary 
groups and thus continue to be a force in large and complex modern struc-
tures, contrary to arguments that make trust relevant only in small, cohesive 
settings where interpersonal knowledge and affect loom large. In fact, that 
discussion, in Section 3.4, should be read as preface to what I am about to say, 
since most of the ties I mention there entail power as well as trust relations.

It has been well understood by social critics since the early twentieth 
century that one way to leverage economic power—to exercise power far 
beyond what might otherwise be expected from the resources under one’s 
control—is to construct pyramids of ownership, in which an ownership 
interest (such as a family) controls one firm that has a controlling interest in 
a second firm, which controls a third firm, and so on. Note that for a block of 
stock to control does not require that it be a majority, but in many cases only 
that it be the largest block, which in some cases is less than 10 percent. The 
first of these firms may be an operating firm or may be organized purely for 
the purpose of holding stock in other firms, hence the name “holding compa-
nies,” the successors of “trusts.” Those controlling companies not only exer-
cise much more power than would seem to flow from their resources but do 
so in a way that is quite difficult for outsiders to see if the pyramid has more 
than a few levels.

Critics from the left have often argued that such arrangements mask the 
power of a cohesive ruling class, as Zeitlin and Ratcliff (1988) propose for 
pre-Pinochet Chile. But even mainstream financial economists take note of 
the importance of chains of holdings—e.g., LaPorta et al. 1999: esp. 476–
491—and offer definitions of pyramids and extensive examples and charts 
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showing how very difficult it is to understand who are the actual owners of 
important large firms in numerous countries. It is very clear from their exam-
ples, discussion, and analysis that chains of ownership extend over large 
numbers of companies and may not uncommonly cross national lines. It is 
also clear though implicit here that corporate law and custom regarding stock 
ownership and control rights determine how such chains may be organized, 
so that only some imaginable structures can exist in fact.

Particularly illuminating here is Dukjin Chang’s discussion of ownership 
patterns in Korea’s business groups (chaebol). Chang (1999) uses modern 
methods of social network analysis to illuminate strategies of control and 
emphasizes that these particular strategies are chosen from among all pos-
sible ones because of institutional and cultural constraints. The chaebol (e.g., 
Hyundai, LG, Samsung), like other business groups (see Granovetter 2005), 
consist of collections of firms that are legally independent but highly coordi-
nated with one another. Unlike the (post–World War II) Japanese keiretsu 
(e.g., Mitsubishi, Mitsui, Sumitomo), whose component firms are only loosely 
coordinated and show no clear hierarchy, the Korean groups are typically 
dominated by single families, almost invariably that of the founder, and by a 
single dominant figure within the family. This authority is supported by com-
plex network strategies in which the dominant family owns shares in group 
firms that own shares in other group firms, and so on. This “gives the owning 
family tremendous control because, sitting stop the multi-layered hierarchies, 
they can amplify their control often, say, one hundred times the original value 
of their owner’s equity by means of crossholdings” (Chang 1999: 12).

Going beyond the illustrative examples of other analysts, Chang used 
data from the top 49 chaebol in 1989 and used blockmodeling techniques to 
find typical patterns of holdings. He found that firms play one of three pos-
sible roles in these ownership networks: “controllers,” which send ownership 
ties but do not receive any back, and “intermediaries,” which receive equity 
ties from the controllers and transmit them to those in the third role, 
“receivers.” Those chaebol with intermediary roles have a much greater ability 
to amplify the family’s control (1999: 117). Furthermore, he finds not just a 
hierarchy but a nested hierarchy in which hierarchical ownership relations 
within the intermediary set of firms are themselves nested in a larger hier-
archy relative to controller firms. Such nesting is efficient because it means 
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that, as in Hyundai, the controllers can “send strong ties [i.e., substantial 
stockholding] to a few firms located toward the top of the [intermediary] 
hierarchy instead of sending mediocre ties to every firm in the intermediary 
role-set,” which is an extremely economical use of capital, and the family 
makes “use of minimum resources to achieve maximum control through the 
use of relations between actors” (139).

But to reiterate a theme that I argue is critical, this particular pattern is 
chosen and works so well not only for reasons of structural efficiency but also 
because it is so well matched to the cultural, historical, and institutional pat-
terns of its setting. In particular, Chang mentions several factors. One is that 
the Korean state in the 1960s and 1970s encouraged the chaebol to expand 
with easy, state-sponsored credit, which led to very high debt-to-equity ratios. 
But 1986 antitrust legislation forbade a firm to hold more than 40 percent of 
its assets in the equity of another chaebol firm, and no pair of such firms could 
hold shares in one another (1999: 9). Finally, there is a very strong cultural 
emphasis in Korea on family control in economic enterprises, especially that 
exercised by the male family head. This long-institutionalized set of norms 
made the power of such heads seem legitimate and compelling to participants 
in these firms. This combination of elements led to efforts to put family con-
trol ahead of the profitability of any component firms in the groups, and the 
nested hierarchy was the most efficient structure to keep equity control within 
the family boundary while complying with all relevant legislation and taking 
advantage of the easy availability of capital at low and subsidized interest rates 
(142). Chang notes in subsequent work that although reforms promoted by 
international actors such as the World Bank, following the 1997 currency 
crisis in Asia, intended to weaken the hold of leading families over the chaebol 
and the overall economy, what happened instead is that although some 
already-marginal chaebol failed, other chaebol families became stronger, in 
part because they were able to refine the described networks of ownership in 
ways that made ownership leverage even more efficient (2000).

So a series of cultural and institutional influences created circumstances 
under which social units such as families—and in the Korean case the fami-
lies are hardly internal democracies but are instead dominated by a single 
person—can exercise leverage in financial networks in such a way as to dom-
inate a substantial chunk of the economy. These vertical ties are different 

 EBSCOhost - printed on 2/14/2023 4:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



Power in the Economy 133

from the horizontal ties of cohesion that Useem and others stress as creating 
a “power elite” in an entire economic system, and it is harder to see whether 
such horizontal ties exist in Korea. There is a widespread perception that the 
separate industrial empires of the chaebol are knitted together and to the polit-
ical elite through ties of marriage, and this is a common theme in the popular 
press and could form the “small world” structure of elite cohesion. But there 
is little systematic investigation of this, and Han’s exploratory study of 
 marriage ties suggests that some power elite arguments are overblown, even 
though there is clearly more cohesion between chaebol in Korea than would 
be expected at random (2008).

An even more difficult question is what are the general initial structural, 
institutional, and cultural influences that make it likely that powerful individ-
uals will emerge to dominate parts of an economic structure and that such 
individuals will cooperate to form a cohesive elite. In a 2002 paper, I sug-
gested that structures of ties that are either extremely fragmented or extremely 
densely knit would both make it less likely that individuals could exert much 
economic power: in the first case because there is no way to pull together 
fragments that are wholly disconnected to one another so as to make them 
act in concert and in the second because no actors can attain power through 
brokerage in a situation where everyone is in contact already with everyone 
else, a point corresponding to the Gulati et al. (2012) discussion of the col-
lapse of “small worlds” within an industry. So the potential for powerful 
actors depends on structures that have some degree of clustering with small 
numbers of connections between clusters, a description similar to that of 
“small worlds.” In political sociology and history this is comparable to the 
argument of Marc Bloch and others that the emergence of national states in 
medieval Western Europe was more rather than less likely in spaces domi-
nated by cohesive feudal manors than in places with less local structure 
because authoritative relations within clusters already existed and needed 
only to be pulled together by the right set of connections brokering between 
such clusters (Bloch [1939] 1961).

Finally, I note that some factors that impact which individuals wield 
power and how cohesively they do so reside at a macro level, well beyond the 
purview or control of individuals. It is not practical to treat all major macro- 
level sources of individual power here without a serious loss of focus. For 
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example, macro-level geopolitical phenomena play an important role in 
determining the initial resource allocations that lead to economic power. One 
interesting case is when a comparatively small number of actors gain control 
of some resource that is by chance inhomogeneously distributed and highly 
valued, which is one way that comprehensive and long-term dependencies 
may arise. Some minerals fit into this category. Salt, for example, has been a 
longstanding source of economic and political power in numerous periods 
and countries including imperial China (see, e.g., Hucker 1975) and France 
from before the Bourbon period to modern times (see Kurlansky 2002: Ch. 14 
on the infamous salt tax, the gabelle, a Revolutionary cause célèbre). The 
obvious current case is oil in the Middle East. Where movement of goods 
matters a lot, control of transport bottlenecks such as strategic waterways, 
critical points on caravan routes, or mountain passes can create substantial 
leverage and result from initial locations and endowments that confer eco-
nomic power that is hard to dislodge. Military conquest can lead to the sub-
jugation of entire populations that become unwilling economic agents of 
principals whose political power leads to enslavement or near equivalents 
such as the many varieties of serfdom and peonage.11

But it is clear that in a treatment such as the present book, factors of this 
kind can only be briefly noted in the background and left for others to inves-
tigate more fully. Thus, in my subsequent Chapters 5 and 6, I turn to general 
arguments about institutions and how they shape and are in turn shaped by 
the economy. These chapters link most directly to my discussion in Chapter 2 
on the role of ideas, norms, frames, and culture in structuring the economy, 
and I will note how closely such “mental constructs” are linked to the occur-
rence of trust and the exercise of economic power and authority.
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5
The Economy and Social Institutions

This chapter and the next follow those on norms, trust, and power— 
fundamental concepts but each offering only a partial account of what creates 
economic organization. Each of these separate discussions ended with con-
sideration of how the subject manifested itself beyond the level of individuals, 
small groups, or self-contained communities. Such meso- and macro-level 
considerations inevitably led to some discussion of social institutions, but 
these accounts were truncated, and here I offer a more systematic argument.

I begin by observing that sociology as a discipline is distinctive in a 
number of ways, but I believe the most significant is its emphasis on all the 
major aspects of social life, economic, political, social, religious / ideological, 
and others, and in its assumption that no one such aspect has causal priority. 
I suggest that any such claim of priority—and such claims are common in the 
social sciences—foregoes the intellectual and analytical flexibility needed to 
explain social life. Institutions that impinge on the economy are invariably 
more than purely economic. As I argue in many particular cases, social, polit-
ical, intellectual, legal, and family influences, among others, play key roles in 
shaping how the economy runs. This interpenetration of institutional sectors 
creates the unique texture of social life as we experience it, and this is what we 
need to keep in mind as we try to broaden our understanding of how people 
create, get, and use those objects and services that we define as meeting our 
needs. And we need always keep in mind, as I emphasized in the preceding 
three chapters, that important as what happens to individuals and small 
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groups is, as important as single norms and cultural elements may be, neither 
individuals nor norms can exist or be understood without discussion of their 
larger social context and the structures that emerge from the interaction and 
aggregation of these elements. This leads us to the consideration of social 
institutions.

5.1 Institutions and “Logics”

We must begin by saying what we mean by “social institutions.” The most 
typical definition is that they are sets of persistent patterns defining how some 
specified collection of social actions are and should be carried out. Mahoney 
and Thelen, in Explaining Institutional Change, describe institutions as “rela-
tively enduring features of political and social life (rules, norms, procedures) 
that structure behavior and that cannot be changed easily or instantaneously” 
(2009: 4). This leaves open how large and what kind of boundary is drawn 
around what we call a single “institution,” and here there is no standard prac-
tice, as analysts typically define as “institutional” that set of patterns they par-
ticularly want to understand. Thus the set of rules that govern a particular 
legislature, such as the U.S. Congress, may be the object of what comes to be 
called “institutional” analysis (cf. Sheingate 2010), but in some broader dis-
cussion this would be seen as a relatively small subset of the subject “political 
institutions.” The “institutional theory of organizations” (cf. the seminal 
papers by Meyer and Rowan 1977 and DiMaggio and Powell 1983) has pro-
duced an offshoot that refers to “institutional logics,” typically focused on 
single industries, which I discuss in more detail in the following section.

At the more macro level of entire societies, a typical twentieth-century 
way of identifying institutions was to list collections of social activities that 
carry out distinct social “functions,” such as the economy, the polity, the 
family, religion, science, and the legal system. All of these can be transformed 
into adjectives modifying the term “institutions”: “economic institutions,” 
“legal institutions,” and the like. But this leads to the question of exactly what 
set of institutions belongs on such a list and how to know whether it is com-
plete. There was a time when this did not worry social scientists because they 
imagined they could discuss exhaustively what “functions” needed to be ful-
filled for a society to “thrive” and “persist,” terms whose meaning they once 
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thought neutral and unproblematic. An early stab at such a list was Aberle et 
al. (1950), and this evolved into the eminent mid-twentieth-century sociolo-
gist Talcott Parsons’s fourfold A-G-I-L scheme, where each letter stood for 
one of the four “functional prerequisites” he considered essential for a society: 
A (for adapting resources from the environment), G (for the execution of a 
society’s agreed-upon goals), I (for integrating the various and possibly dis-
cordant elements of a society), and L (for “latent” pattern maintenance and 
tension management). Actual institutions that performed these functions 
were at a more concrete level of analysis, and generally Parsons argued that 
the economy was the main institutional source of adaptation, government the 
main source of goal attainment, the legal system the main source of integra-
tion, and family and religion the main motors of pattern maintenance. (See 
Parsons 1961 for one of his more compact expositions and Parsons and 
Smelser 1956 for an exhaustive account of how the economy fits into this 
scheme.) Left unspoken but critical to the argument was the assumption that 
societies were coherent social systems whose various parts fit together 
smoothly and where participants were in general agreement about the goals 
to be sought. One legacy of the political and cultural turmoil of the 1960s 
was an awareness that such assumptions, typical of midcentury “structural- 
functional” social science, left precious little scope for conflict and change, 
and the intellectual cross-currents that originated in such realization made 
such static arguments seem decidedly out of date and unsophisticated not just 
politically but also intellectually.

Thus, in the twenty-first century, few social analysts would still subscribe 
to some well-defined list of necessary social functions or think it makes sense 
to attempt compiling one. Moreover, though many would agree that all the 
institutions identified by lists like these are important, there are complexes of 
activities, such as science, that fit the general conception of having a coherent 
meaning and broadly understood sets of rules and rewards but would not be 
generated by a list of functional prerequisites, since many societies have func-
tioned without scientific institutions. So it seems clear that we need to detach 
the idea of institutions from that of social functionality.

In the absence of functional moorings, ideas about institutions have 
moved away from definite constellations of activity oriented to a particular 
kind of outcome in a well-defined sphere such as the economy or the polity. 
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Consistent with increasing interest in cognition in the human sciences, ana-
lysts have focused on the idea that institutions not only are normative guides 
to behavior in defined spheres but also shape individuals’ cognition about the 
choices and frameworks they operate in. For this reason, arguments about 
what are the main institutional spheres have come to draw on ideas from 
cognitive psychology about “schemas” (sometimes rendered as the Greek 
“schemata”) that provide a framework within which one can make sense of 
events experienced (see esp. DiMaggio 1997 for elaboration of these connec-
tions). Very similar concepts about how individuals mentally structure their 
worlds are the ideas of “scripts” in social and cognitive psychology (see, e.g., 
Sternberg and Sternberg 2017: Ch. 8) and “frames,” an idea developed by 
sociologists (Goffman 1974; Snow et al. 1986) and featured prominently in 
behavioral economics (e.g., Tversky and Kahneman 1981). These arguments 
do not abandon connections to defined sets of social activities but stress ways 
of thinking that may or may not fit easily into the boundaries of such tradi-
tional spheres.

Friedland and Alford (1991), for example, argue, in an influential paper, 
that the main social institutions are capitalist market, bureaucratic state, 
democracy, nuclear family, religion, and science (232, 248). Each of these 
“institutional orders” has a “central logic,” a “set of material practices and 
symbolic constructions” that constitute its “organizing principles.” The “insti-
tutional logic” of capitalism, for example, is

accumulation and the commodification of human activity. That of 
the state is rationalization and regulation of human activity by legal 
and bureaucratic hierarchies. That of democracy is participation and 
the extension of popular control over human activity. That of the 
family is community and the motivation of human activity by 
unconditional loyalty to its members and their reproductive needs. 
That of religion, or science for that matter, is truth . . . and the sym-
bolic construction of reality within which all human activity takes 
place. (248)

Note that the use here of “institutional logic” has a much broader scope than 
the typical industry-by-industry usage of that term as developed in the “new 
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institutional theory of organizations” that I discuss in the following section. 
The absence of fixed and agreed-upon terminology for talking about institu-
tions creates serious confusion in the form of scholars talking past one 
another with the illusory sense that they refer to the same subject. I do not 
attempt to standardize terminology but hope at least to make clear how I am 
using the relevant terms.

Boltanski and Thevenot (1999, 2006) discuss similar subject matter 
without reference to social “functions” or even “institutions.” Instead, they 
talk about principles of “justification,” assuming that all social actors need to 
justify their action to others and operate within a certain frame of reference 
that provides distinctive principles for doing so. They distinguish six such 
frames, or “orders of worth,” or “worlds,” each of which has its own principle 
of justification: the world of “inspiration,” governed by aesthetic criteria such 
as those used by artists; the domestic world; the world of renown or honor; 
the civic world; the market world; and the industrial world (where worth is 
based on efficiency) (1999: 369–370).

All such proposals stipulate that the social world can be divided into 
realms, within which some set of implicit or explicit rules or criteria are gen-
erally agreed to apply in judging the value or appropriateness of behavior or 
social arrangements. Despite the appeal of such proposals, however, once the 
goal of matching institutions to social functions or even to well-defined sets 
of activities is abandoned, we have the problem that any such list appears 
arbitrary in the sense that it is not derived from any clear set of first princi-
ples, so we have no simple way to determine whether the boundaries drawn 
around sets of activities to identify them as institutions are correctly placed or 
whether there may be clusters of activity or logics or schemas that matter 
socially but do not appear on the list. For my purposes, I do not want or need 
to solve this problem and simply stipulate that in given contexts we can see 
empirically what sets of activities cluster together and can take that as a 
starting point for analysis. This is not merely an ad hoc criterion but corre-
sponds to my preference for a pragmatist view of human action that sees 
people as problem solvers who are not as wedded to a particular set of insti-
tutional logics as we might imagine if we conceived institutions as defining 
reified and settled domains. This does not mean at any given time that existing 
institutions and logics do not matter. They are important reference points for 
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action. And though it is difficult and challenging to talk about institutional 
change, it is also impossible to understand the dynamics of social organiza-
tion without doing so (cf. Mahoney and Thelen 2009).

5.2 Institutions of the Middle Range: Institutional Logics  
in Industry

Among the earliest theorists to consider how clusters of norms regulated eco-
nomic activity were sociological organization theorists who postulated nor-
mative models or “institutional logics” that apply to particular “organiza-
tional fields,” a concept that loosely means a collection of organizations that 
interact with one another and in practice typically refers to a particular 
industry and those consumers, financiers, lawyers, legislators, regulators, and 
assorted other actors with whom it interacts.1 The seminal article in this “new 
institutional” theory of organizations (as this term is used in sociology and 
management but quite far from the usage of the “new institutional” eco-
nomics) is DiMaggio and Powell’s 1983 paper that considers why organiza-
tions within a “field” imitate one another in so many ways, even when imi-
tated practices do not seem particularly helpful or efficient. Scholars in this 
tradition argue that early adopters of innovations such as centralized human 
resources departments are sensitive to how this enhances efficiency but that 
once this becomes a model for how a modern organization should operate, 
adoption becomes detached from economic consequences and oriented 
instead to a general sense that it is more legitimate and modern to organize in 
this way (see, e.g., Tolbert and Zucker 1983; Baron, Dobbin, and Jennings 
1986; for a general discussion of the history and progress of the “institutional” 
theory of organizations in the social sciences, see Scott 2014).

Far from arising from a “market for norms” or from some efficient selec-
tion process (cf. Ch. 2 in this book), such models are spread by consultants 
and professionals, whose training leads to their being taken very seriously, 
such as the increasingly professionalized human resources (early on dubbed 
“HR”) specialists. These actors exert considerable power by their control over 
the agenda that organizations orient themselves to. The centralization of HR 
was also subject to pressures based on dependence on other organizations 
with which a firm interacted and from the requirements of the federal 
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government, especially under the duress of materiel and personnel shortages 
during the Second World War (see Baron et al. 1986). Many subsequent 
studies in this tradition note organizational innovations that seem linked 
more to legitimacy than to efficient outcomes (though organizations consid-
ered more modern and legitimate may achieve better financial outcomes 
from the reputational effects that this produces). Note here the subtle shift 
away from a set of norms that tells economic actors what they are supposed 
to do to a more general conception of what a modern, cutting-edge organiza-
tion looks like, which sets up a model whose pursuit creates rewards based on 
organizational status. So this becomes more of a cognitive schema than a set 
of detailed behavioral prescriptions, and this brings it into the orbit of the 
social psychology and behavioral economics of framing effects (see DiMaggio 
1997 on culture and cognition) and even further away from the impact of 
separate, individual norms.

Thus the exercise of governmental power, the influence of society-wide 
increases in bureaucratization (Bendix 1956), and the interaction of firms 
with large industrial labor unions all impacted the organization of employ-
ment relations. There is considerable debate in the literature about the relative 
impact of these different forces. But they all have in common that they are not 
about the influence of a single, discrete operational norm but instead involve 
long-term historical trends, power relationships among actors, and the intro-
duction of constellations of norms that, while they may all point in the same 
direction in some sense, are still not definitionally connected, such as the 
empirical correlation of time-and-motion studies in the manner of Frederick 
Winslow Taylor’s “scientific management” with the adoption of centralized 
HR functions (cf. Baron et al. 1986).

Most of the “institutional logic” arguments that emerged from the new 
institutional tradition in sociological organization theory applied to partic-
ular industries in one country and, rather than making a blanket argument 
for the imperial sway of norms, often made arguments about how there were 
alternate conceptions of what was the most appropriate way for an industry to 
be organized that either were in competition with one another so that one 
gave way to the other over time or split the industry into sectors, each fol-
lowing a different normative / cognitive model. (For a general treatment of 
institutional logics, see Thornton et al. 2012.)
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The more typical argument traces an evolution of logics over different 
time periods. So, for example, Thornton and Ocasio (1999) chronicle how 
higher education publishing moved from an “editorial logic” in the 1960s and 
1970s, in which small publishing houses were privately owned and editors 
“engaged in publishing as a lifestyle and a profession” (808), to a “market 
logic” in which the goal was to build the competitive position and margins of 
the firm.

Like many authors in this “institutional logic” school they do not see the 
change they describe as isolated but rather link it to wider societal trends, in 
this case, a widespread societal shift away from professional conceptions of 
industries to a market logic in part encouraged by rapid expansion of demand 
and consequent expansion of the scale of production and markets (Thornton 
and Ocasio 1999: 816). Similar is the account of Haveman and Rao (1997) of 
changes in the American thrift industry in the late nineteenth and early twen-
tieth centuries. Earlier California thrift associations were based on the “ter-
minating plan,” which emphasized mutuality and enforced saving for 
common goals (1997: 1613–1616) in a local community where people knew 
and trusted one another. (I note the similarity of such schemes to those 
embodied around the world in “rotating credit associations”—cf. Ardener 
1964: 201–229, and for ethnic groups in the United States, see Light 1972.) 
These were supplanted by the 1930s by a different logic and “theory of moral 
sentiments” based on impersonality, bureaucracy, and voluntary saving 
(Haveman and Rao 1997: 1624). Here, the authors attribute the change to a 
general tendency in the United States linked to Progressivism and spelled out 
in Wiebe’s classic The Search for Order (1967), which argued that the Progres-
sive movement “imparted moral and theoretical cogency to a practical solu-
tion of bureaucratizing cooperation and allowing rational decision makers 
the freedom to save as they wished” (Haveman and Rao 1997: 1644)

In a rather different case, Rao et al. (2003) trace how the nouvelle cuisine 
movement in France contested with and eventually largely, but not entirely, 
displaced the classical gastronomy of Escoffier and the culinary schools such 
as Le Cordon Bleu from the late nineteenth to the mid-twentieth centuries—a 
social movement that emphasized freshness, inventiveness of the chef, sim-
plicity, new techniques and ingredients, and a short menu changing with sea-
sons and markets. They emphasize that the shift in institutional logics was in 
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part the result of a social movement led by professional chefs whose names 
became synonymous with the new trends (e.g., Paul Bocuse), and much of 
the general literature on social movements then becomes relevant. So there is 
certainly a strong normative element here, but it is sustained in a larger frame 
of reference that defines an entire “school of thought.”2 Rao et al. go further, 
however, and propose that this change was not isolated to the economic 
sphere of cooking and restaurateurs but also was related to wider societal 
changes in France that moved it into a new cultural direction, an anti-author-
itarian current that found its voice in the “new wave” in literature, film, and 
theatre and was exemplified in politics by the upheavals of 1968 in the streets 
of Paris (2003: 802–805).

It is easy to see why proponents of arguments about changes in “institu-
tional logics” would not want to depict them as arbitrary or random but 
rather as emblematic of more general shifts in normative frameworks. But we 
may ask whether the shifts in question were so all-encompassing that they 
swept through every pattern in their path or whether it may be that the cases 
chosen for analysis suffer from a selection bias favoring logics that changed in 
a direction made familiar by well-known patterns or arguments but that 
might be counterbalanced by cases that changed little or in different ways 
despite iconic movements such as Progressivism.

Certainly arguments like Wiebe’s 1967 contrast between isolated and 
decoupled small American towns in the nineteenth century and the post- 
Progressive bureaucratized and homogeneous America would draw more 
qualified response in the light of twenty-first century historiography and 
skepticism about the value of taxonomic dichotomies such as the distinc-
tion between liberal and coordinated economies—as in Hall and Soskice 
2001 (cf. Herrigel 2005 on the application of this dichotomy to Japan and 
Germany), a concern prefigured in Kennedy’s 1975 historiographic essay on 
 Progressivism in which he notes Wiebe’s failure to examine cases where the 
Progressive impulse also protected and promoted non or pre-bureaucratic 
patterns (Kennedy 1975: 463).

The larger point here, emphasized by Herrigel 2005, is that individuals 
creating new patterns are not necessarily concerned with being faithful to one 
particular side of a dichotomy or to a known social movement but are more 
likely to draw on a variety of sources to solve the problems they are addressing 
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without much focus on ideological or theoretical consistency. So here again, 
I lean toward the pragmatist epistemology that I have mentioned before, 
closely related to depiction of actors as being syncretic, or engaging in what 
the French call bricolage.3

This concern is related to studies showing that rather than one prevalent 
logic giving way to another in a progression related to larger trends, a chal-
lenged logic may split the field with its challenger, each finding a niche. So 
Lounsbury (2007) gives the example of mutual funds, first organized in 1925 
and routinized in the United States by the Investment Company Act of 1940. 
He notes that in the early twentieth century, money management was about 
wealth preservation and focused on conservative, long-term investing at low 
cost. This “trustee” logic led to very stable and somewhat mundane products, 
often based in Boston and steeped in the “financial culture of Boston and its 
Brahmin elites” (291). A competing logic emerged in 1950s New York, based 
on “performance” and involving more aggressive investing for higher short 
term returns—what became the “growth fund” movement. The appearance of 
“rock-star” investors occurred within the performance movement, but the 
rise of index funds in the early 1970s reflected a renewal of the trustee logic, 
and money management firms came increasingly to specialize in one or the 
other logic (293). So when logics compete, this competition may become an 
“enduring fixture of the industry” (302) in which the original geographic dif-
ference ends up imprinting and influencing the social organization of 
industry and market.

In all these arguments, and I have barely scratched the surface of the 
number of industries studied by the “new institutionalists,” we should ask 
where new competing organizational or institutional logics came from and to 
what extent they were specific to the industry in question or were rather 
reflections of larger forces in the history and culture of the society. This in 
turn raises the question of whether the changes in practice induced by 
changing logics were inevitable consequences of normal economic, political, 
or social events or were variable depending on who acted as the entrepre-
neurs of new logics and with what techniques. This is a subject favored by 
scholars of social movements who remind us that while successful move-
ments are typically piloted by skilled movement entrepreneurs, who operate 
in a social context that makes success possible, outcomes are still not 
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inevitable but are contingent on leadership, external shocks, and other histor-
ical happenstance. This leads us to discuss institutions at a larger scale than an 
industry.

5.3 Institutions, Logics, and Regional and National Culture

In the literature on the “institutional logics” of organizations and industries, 
geographic space occasionally appears as the locus of one or another logic, as 
in Lounsbury’s account of Boston’s “trustee logic” for mutual funds versus the 
“growth logic” centered in New York. But many scholars go further and focus 
on geographic units as the main carriers of cultural, normative, and institu-
tional differences that shape economic action, including any industries within 
that space. The complexes of norms that are said to govern different aspects of 
the economy go by names that correspond to the range of situations to which 
authors assume they apply. When the range is some economic sector, an 
industry or an “organizational field”, then the complexes are called “logics.” 
When that range is the nation, the typical rubric is that of national “cultures,” 
but similar arguments are made for subnational regions, so we hear of regional 
cultures and at times of the clash or the contrast of cultures within a nation, 
affecting the economic performance of different regions (see, e.g., Locke 1995; 
Saxenian 1994). Although the national and the regional units of analysis are 
different, the arguments are similar. What is missing is a coherent argument 
about what geographic boundaries matter under what circumstances.

Although one might think that arguments about regional economic cul-
tures are most likely to be applied to culturally heterogeneous nations like the 
United States and Italy, there is no generally accepted metric along which to 
measure such heterogeneity (as suggested by Lie’s intentionally oxymoronic 
title for his book Multiethnic Japan [2001]), and though I chose Italy and the 
United States as examples of culturally heterogeneous nations, there is no 
shortage of claims about American or Italian “exceptionalism”—which 
implies a highly distinctive (rather than heterogeneous) national culture.

In line with the claims of heterogeneity are two well-known cases where 
arguments about distinctive subnational or regional industrial cultures have 
been made: for apparel in Italy and for high-tech (information technology) in 
the United States. For Italy, the stress has been on the distinct cultural and 
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organizational capabilities of the “Third Italy” (neither north nor south—e.g., 
Piore and Sabel 1984), and in the United States, Silicon Valley versus the 
Route 128 (Massachusetts) high-tech complex (Saxenian 1994). The cultural 
story of the two more successful regions is that networks of interdependent 
small firms provide greater flexibility for innovation and less need for large 
sunk costs for in-house R&D: extensive subcontracting allows externaliza-
tion of costs to state-of-the-art designers and producers, and local networks 
of loyalty and trust neutralize the risk that trade secrets will be betrayed.

But such accounts do not explain how and why regional cultures might 
vary from one another and how persistent such variations are. Regional cul-
tural analysis is often less assertive than national about such persistence.4 
Although the initial work on the “Third Italy” suggested that the new patterns 
were the product of a powerful long-term pattern resulting from the end of 
mass production (the “second industrial divide”), empirical evidence that 
accumulated subsequent to Piore and Sabel’s 1984 treatise on this subject sug-
gested that towns and regions pursuing such strategies successfully for a time 
often failed to sustain them. Locke (1995) offers historical analyses to sort out 
which regions persisted in these patterns and details historical and political 
contingencies of a kind not easily encapsulated by simple cultural stories. 
Similarly, although Saxenian, whose influential discussion has strongly 
shaped discourse on the U.S. high-tech industry, at times suggests distinctive 
Californian cultural traits as a cause of Silicon Valley outcomes and practices, 
she also notes that in a 1980s crisis, local firms, more or less unaware of what 
was distinctive about the small-firm, high-trust, flexible networks model, 
nearly lost this cultural edge by reverting to a large-firm, mass production 
model. So it appears that Silicon Valley industrial leaders had little under-
standing of the cultural models she discusses and, absent the crisis spurred by 
Japanese mass production of semiconductors, might have lost the Valley’s 
supposedly distinctive culture and industrial advantage by keying decisions 
and structures to a very different yet available cognitive model of production, 
the vertically integrated, autarkic model of Massachusetts. If this is right, then 
we should stress the fragility and contingency of cultural models for regions 
and the availability of quite different alternative models, or frames, rather 
than the inevitability of outcomes.
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I also note that despite the continuing clear importance of flexible small-
firm networks in Silicon Valley, large firms (e.g., Hewlett-Packard, Intel, 
Apple, Google, Facebook) have always played an indispensable role that is 
theoretically under-analyzed because this fits uncomfortably with the usual 
idea of a single, coherent model of organization. These firms’ relatively 
“autarkic” qualities—especially prominent and indeed almost emblematic at 
the hugely successful Apple—more closely resemble the style that Saxenian 
associated with the less successful Route 128 (Massachusetts) region, and this 
suggests greater complexity of actual regions than simple cultural models can 
capture. (For a similar argument about the important but under-appreciated 
interplay of small and large firms in the Italian textile industry, see the provoc-
ative article by Lazerson and Lorenzoni 1999.) We can appreciate such appar-
ently unlikely combinations of organizational forms more readily if we see 
cultural, structural, and normative patterns as assembled by actors from a 
variety of existing materials. This is far from saying that such assembly is 
random or that these patterns do not matter; rather, I argue that they are 
absolutely critical, but not unalterable, and subject to change over time as 
actors try to define and achieve their goals. Such an argument fits well with 
pragmatist or syncretist models of human problem solving.

I also note the selection bias in how regional-difference cases are chosen 
for analysis, typically contrasting a highly successful and a less successful 
region. Such dramatic contrasts may shape our understanding but not be the 
ideal way to assess the importance of national or regional models of innova-
tion. I looked at a longer historical time span on the study of innovation in 
the United States and Europe to assess whether any distinctive patterns stood 
out (Granovetter 2009), following the argument of Mokyr (2005) that invest-
ment in human capital over long periods has high returns only in “settings 
where there existed connections among scientists, inventors, artisans, techni-
cians and mechanics” (Granovetter 2009: 3). Economic historian Gavin 
Wright suggests that American technological dominance in some twentieth- 
century industries derived from the nineteenth-century emergence of an 
“indigenous American technical community” in which individual mechanics 
moved “repeatedly from one industry to another during their careers, 
applying a common set of skills and principles to a diverse set of challenges” 
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and that this high mobility was a “powerful mechanism for diffusing new 
paradigms throughout the economy” (1999: 299–300). This high level of 
inter-firm mobility began with American industrialization and continues to 
exceed that in most of the world. Already in the nineteenth century, individ-
uals with technical skills came to associate with other like-minded individ-
uals, showing off their achievements in what we would now call a “nerdy” 
way, and where a high density of such individuals congregates in one industry 
and region, as in the “Homebrew Computer Club” that played such a central 
role in the development of the personal computer in Silicon Valley, this can 
make a huge difference in innovation (Granovetter 2009: 4).

Another essential ingredient in the success of Silicon Valley was the 
intense interaction of industry with Stanford University researchers. The uni-
versity was founded in 1891 with a specific mission to educate in a practical 
way, and one can imagine that this was idiosyncratic to the great mer-
chant / industrialist / Senator Leland Stanford and to the wide-open spaces 
of California. But a longer perspective suggests that this was hardly anoma-
lous in the United States. From the nineteenth century on, American indus-
trial firms, quite unlike European ones, interacted closely with educational 
institutions offering theoretical training in their industry, so that academic 
training was closely linked to practical problems (see Wright 1999 and 
 Rosenberg 2000).

These two patterns, the intersecting networks of technical experts and 
the penchant for universities and industry to cooperate, epitomize what is 
supposed to be the unique culture of Silicon Valley as opposed to the more 
vertically integrated organization of knowledge in Massachusetts. Yet my 
survey suggests that in longer historical perspective, it may well be that the 
California pattern was more typically American and the Massachusetts one 
historically anomalous. If so, this sheds quite a different light on how one 
identifies what is actually a cultural pattern and what its significance is.

Many scholars argue that entire nations have distinct cultures that strongly 
shape economic actions and institutions. If “cultural” differences have this 
effect, then we have moved our discussion of norms and other mental con-
structs to a higher level of social organization, where we would again have to 
focus on the impact not of particular individual norms but of complex constel-
lations of such conceptions that somehow cohere into collections of ideas that 
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we denote as national “cultures.” Economic theory does not explicitly make 
room for cultural differences and predicts the same outcomes under given 
economic conditions in any society where markets are allowed to function 
without impediments. One sees this view, for example, in the study of such 
economic practices as corporate governance. While some analysts expect 
empirically observed variations to persist because of “path dependence,” part 
of which is culturally determined (e.g., Bebchuk and Roe 2004), others take 
the more orthodox economic view that such differences will disappear as 
market discipline enforces convergence to an optimal form that cultural dif-
ferences cannot change (e.g., Hansmann and Kraakman 2004).

Interestingly, the hostility of convergence theorists to the idea of distinct, 
coherent, and powerful cultures that determine outcomes is shared by recent 
sociological analysts of culture, though for rather different reasons. Swidler, 
for example, in a well-known contribution, argues that the “reigning model 
used to understand culture’s effects on action is fundamentally misleading. It 
assumes that culture shapes action by supplying ultimate ends or values 
toward which action is directed, thus making values the central causal ele-
ment of culture” (1986: 273). Instead, she considers culture to be “symbolic 
vehicles of meaning, including beliefs, ritual practices, art forms and ceremo-
nies, as well as informal cultural practices such as language, gossip, stories 
and rituals of daily life” (273) but notes that all real cultures contain diverse 
and conflicting symbols, rituals, stories, and guides to action. So it is less a 
“unified system that pushes action in a consistent direction” and “more like a 
‘tool kit’ or repertoire . . . from which actors select differing pieces for con-
structing lines of action” (277). Rather than “cultural dopes,” we should 
expect the “active, sometimes skilled users of culture whom we actually 
observe” (277).

So whereas rational-choice, market-based arguments dismiss the idea of 
powerful cohesive cultures as a way of downplaying their significance alto-
gether, cultural theorists intend instead to understand culture as a powerful 
but complex and contextually determined influence on the behavior of actors 
who have particular problems they want to solve. This entails a view of human 
action consistent with pragmatist philosophy and epistemology, which is 
skeptical of simple means-ends frameworks of the kind that rational choice 
and game theory favor and which suggests that there are in any time and 
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place usually numerous, but hardly unlimited, cultural models available to 
draw upon as ways of thinking about how to solve problems.

Such a view is broadly inconsistent with simple assertions that “the cul-
ture” of each nation is distinctive. One take on this is to characterize a nation’s 
culture as measured by a series of discrete value-oriented questions such as 
those asked on the World Values Survey, so that typical responses to ques-
tions about trust, individualism versus collectivism, religious belief, and so 
on, become a proxy for the overall cultural framework. Among other issues, 
this hardly seems consistent with the idea that particular norms do not exist 
by themselves. Scholars take any observed correlations between such 
responses and actual economic practices and generate elaborate stories built 
so as to link culture causally to practices but without serious attempts to flesh 
out and specify empirically the mechanisms behind such a link, which remain 
as unsubstantiated and hypothetical speculation, as in the “adaptive stories” 
critiqued by Gould and Lewontin (1979). This was an important element of 
my critique of theories of trust in Chapter 3.

Precisely because these posited national cultures are so abstractly posed, 
the mechanisms linking them to actual economic practices are not immedi-
ately obvious. One take on this is to depict entire nations as having a distinct 
“institutional logic,” which (unlike the usage by organizational institutional-
ists studying particular industries) refers to tendencies more abstract than 
any particular economic practice but that are more obviously and simply 
linked to such practices than are the abstract national cultures of surveys. So, 
for example, Biggart and Guillen (1999) argue that countries have distinct 
“organizing logics” that offer guidance as to how economic organizations are 
to be constructed. In some countries, they note, it is normal to raise business 
capital through family ties, while in others this is generally considered an 
inappropriate imposition. Such “logics” are the “product of historical devel-
opment, are deeply rooted in collective understandings and cultural prac-
tices, and are resilient in the face of changing circumstances” (725). They 
assert that trying to organize an industry in ways that contravene a nation’s 
prevailing logic will not make sense to actors, and economic and managerial 
practices not consistent with the prevailing institutional logic will not be 
readily recognized and incorporated (726). They emphasize that such logics 
are not merely constraints but also “repositories of distinctive capabilities that 
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allow firms and other economic actors to pursue some activities in the global 
economy more successfully than others” (726). They take such capabilities to 
be a form of comparative advantage for nations and argue that this frame-
work can explain why countries are more or less successful in particular 
industrial endeavors.

In particular, they argue that in the auto industry, assembly and export 
are most compatible with a logic that “favors large firms and vertical relation-
ships, organized either by the state or by powerful private interests” given the 
large-scale capital investments and economies of scale and scope required, 
whereas the auto parts industry is more compatible with small-firm econo-
mies with horizontal networks that can develop responsive, “buyer-driven” 
links to the global economy—as when one must respond to the demand of 
large firms in a quick and nimble way (728). They analyze Korea, Taiwan, 
Spain, and Argentina, all of which have substantial auto industries, and argue 
that the distinct institutional logics of these nations explain why Korea and 
Spain are strong on the assembly side, Taiwan and Spain on the components 
side, and Argentina on neither (as of the 1999 writing). Institutional logics 
are here conceived as highly consequential, with the assertion that govern-
ment policies that ignore them are bound to fail (740).

This argument about national “logics” is about how private enterprise 
actors are likely to think in some particular nation about how to organize 
their firms and industry, and it also suggests how public policymakers would 
approach their interactions with and support of major industries, suggesting 
that not following the prevalent national “logic” quite likely leads to eco-
nomic failure. In his Forging Industrial Policy (1994), Dobbin suggests why 
states are quite likely to follow their own national logic because that logic 
shapes how policymakers think. He analyzes state policy toward the railway 
industry in its formative years from 1825 to 1900, in France, Britain, and the 
United States, suggesting that this is, in effect, a controlled experiment since 
railway technology is the same across countries, yet each approached the 
industry quite differently. In France, political actors assumed that only the 
national state could efficiently pull together a new industry such as railways; 
in the United States, the national government deferred to local authorities, 
and Washington was the “referee of the free market”; and in Britain, sover-
eignty was assumed to belong to elite individuals, and industrial policy thus 
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first protected individual firms through laissez faire and later more actively 
against market and political forces (Dobbin 1994: Ch. 1). Dobbin argues that 
each country’s political history and traditions were the source of its view of 
industrial policy. These traditions, what we might call the nations’ “political 
culture,” or, in other accounts, their “institutional logic,” could in turn be 
traced to historical circumstances. In France, as Tocqueville ([1856] 1955) 
pointed out, the French Revolution, far from marking a dramatic turning 
point in France’s political history, can be seen as continuing the relentless 
centralization of French polity and economy introduced by the Bourbon 
monarchs. Enlightened central planning could be seen to follow from 
Enlightenment philosophy and from the centralization of French higher edu-
cation into the elite “grandes écoles,” which have long dominated political 
and economic life. In Britain, political history was made by notables who 
clung to their power through historical thick and thin; and in the United 
States, the troubled knitting together of thirteen independent colonies, each 
jealous of its prerogatives, created a federal structure that centralized with 
great difficulty and against opposition that continued long after the Civil War 
(1861–1865) ended.

This argument that administration and politics drive the economy, rather 
than the opposite Marxist view, is broadly consistent with Max Weber’s syn-
thesis, except for the intervening variable of a political culture resulting from 
political history. Another variant is suggested by Mark Roe in his 1994 book 
whose title, Strong Managers: Weak Owners, signals skepticism that Amer-
ican corporations have converted their energies to the service of “shareholder 
value” because of the increasing ownership interest of large institutions such 
as banks, insurance companies, and pension and mutual funds. He argues 
that despite anecdotal evidence, this is in fact rarely the case, and the Berle- 
Means (1932) image of American corporations with fragmented share-
holders who have little voice in governance compared to that of hired man-
agers continues to be largely accurate. And he argues that this is by no means 
an outcome driven by economic efficiency, as often proposed by law and eco-
nomics scholars, but rather that American political culture ultimately derived 
from “American discomfort with concentrations of private economic power” 
(Roe 1994: xiv), which made itself evident in the economic institutions cre-
ated by the political process. At the core of the Progressive movement, for 
example, was the “sense that individuals must be protected against the large 
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institutions then forming in business and government” (30), and so, Amer-
ican politics “deliberately fragmented financial institutions so that few insti-
tutions could focus their investments into powerful inside blocks of stock” 
(22).5 And one could note that the surprising popularity of Bernard Sanders 
and Donald Trump in the 2016 presidential primary campaigns, and Trump’s 
subsequent nomination as the Republican candidate, again illustrate resent-
ment and suspicion of large concentrations of economic power.

Institutional logics and cultural understandings can be even more 
abstract and removed from consciousness than in these cases. For example, 
Biernacki surveyed the textile industry in several European countries from 
the seventeenth to the nineteenth centuries and concluded that Britain and 
Germany had quite different ways of conceiving exactly what kind of com-
modity labor was. For the British, it was measured by the appropriation of 
workers’ materialized labor via products sold in the market, whereas for the 
Germans, it was the actual amount of labor as measured by the timed appro-
priation of actual labor power on the shop floor (see Biernacki 1997: Ch 1). 
He argues that this apparently subtle difference, articulated clearly though 
implicitly in many of the written accounts of both economists and industry 
participants in the two countries, had wide-ranging effects on how practices 
such as supervision and remuneration were organized on the shop floor and 
in the larger factory environment in the two countries.

Biernacki’s case study is the textile / weaving industry, but he argues that 
the differences in how labor was conceived ran through these entire econo-
mies. I note that insofar as this is correct, the two different schemas for 
thinking about labor are more conceptual and cognitive than prescriptive and 
normative. They are not mental constructs that shape the perception of how 
things should be done but rather operate indirectly, quite unlike the norms as 
injunctions that typify most literature on “norms.” They have their impact 
because if you conceive of labor in a certain way, it is more natural to organize 
compensation and supervision in ways that correspond to that conception. 
So the impetus is not a sense of what is morally appropriate but rather of what 
is cognitively consistent, and this is a very important distinction because it 
requires quite a different set of arguments to understand outcomes.

And though Biernacki’s argument is exemplified by the practices of a 
single industry, it also moves away from that industry as a unit of analysis to 
the culture of entire societies, insofar as this impinges on economic activity. 
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This being the case, other critical issues are how much such cultural models 
change over time, where they originate, and whether the distinctive cogni-
tive and cultural history of a society changes the processes through which 
they appear, persist, or disappear. Biernacki proposes that the distinctive 
 conceptions of labor in particular European nations were, in effect, an acci-
dental byproduct of the exact sequence in which certain political and 
 economic events occurred in the transition to modern capitalism (see 1997: 
Chs. 5–7).

By moving away from discrete norms that simply tell people what they 
should or should not do to more complex cultural constructs that shape how 
we perceive our options and code the data of everyday experience, we loosen 
the causal reins in such a way as to make it more problematic whether there 
is a simple and direct relationship between the relevant mental constructs 
and behavior and open the way to consideration of human agency. Any argu-
ment about how cultural patterns or schemas impact action will need to 
include a more elaborated discussion of how and with what certainty such 
causation operates. This leads to quite different arguments than those elicited 
from the “moral dilemmas” that psychologists impose on individuals who 
undergo an fMRI scan. Such dilemmas are clear-cut and well defined between 
two possible alternatives, and the moral issues are front and center, as in the 
famous “trolley problems” that moral philosophers and psychologists focus 
on—see Cushman et al. 2010. While individuals may well encounter some 
such simple situations in their everyday economic life, most actual decisions 
entail far more complexity and contextual subtlety, with consequent uncer-
tainty as to what set of rules is appropriate. This brings us again to the land-
scape of action that pragmatist psychologists and philosophers propose, 
where individuals are trying to figure out what problems to solve and with 
what available tools and the process of decision-making is ongoing and 
co-evolving with the situation at hand.

Despite the value of arguments about the institutional logics or economic 
cultures of regions or nations, our enthusiasm should be tempered by how 
deterministic they are and how little attention they afford to the role of active 
agents who may be able to create policies and structures that do not look 
plausible in the context of what informed actors think they know about 
logics or cultures. Thus in the literature on national development, there is a 
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tendency to suppose that the institutions and cultures of some nations predis-
pose them to “modernization” while those of others do not. This idea was a 
staple of mid-twentieth-century modernization theory, which suggested that 
there was only one road to economic development (namely that followed by 
the West) and that newly developing economies should be measured by how 
far they had traveled along that road (see esp. the enormously influential 
Rostow 1960). But later and more nuanced work suggests that active and 
savvy national policy, in a favorable structural situation (cf. Evans 1995) may 
achieve results that appeared unlikely to observers before the fact, given what 
they knew about a particular country. Such surprises are not uncommon: 
for example, the efforts of General Park Chung Hee in South Korea from 1961 
on to make his country a world power in heavy industry were thought by 
economists and other experts on Korea in this period to be wholly inconsis-
tent with Korean traditions and institutions and therefore little more than a 
fool’s errand. But as subsequent events showed, carefully planned uses of 
power, including heavy doses of coercion, along with a big push toward 
 institutional development, especially in the form of technical education 
and huge government-supported loans to favored capital intensive indus-
tries, can achieve results that appeared impossible before the fact. On a 
smaller scale, Sabel (1993), Locke (2001), and Whitford (2005: esp. Ch 6) 
offer examples of regions where well-conceived efforts by government to 
bring  counterparties together who normally would never have interacted 
well (if at all) created relations of trust in areas and industries notorious 
for chronic mistrust and resulting economic incapacity or adversarial rela-
tions suboptimal for efficiency and innovation, and Whitford (2012: 267) 
notes that government is only one of an array of third parties that plays 
this role.

In the twenty-first century (and arguably in earlier periods as well), 
another relevant question is whether national economic policies or cultures 
are the main determinant of outcomes in industries where supply chains are 
increasingly globalized. In this regard, the auto industry is an interesting case 
study, and the following section on how the craze for “modular” production 
affected that industry tells us a lot about the rise and fall of institutions and 
logics and about the increasingly global rather than national reach of new 
industrial developments and influences.
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5.4 A Case Study in the Rise and Fall of Institutions:  
“Modular” Production and the Automobile Industry

The automobile industry is particularly interesting because it has been refer-
enced in discussions of national cultures or logics but also because in recent 
years its supply chains have become increasingly globalized. This being the 
case, production may be scattered among a number of countries, and if 
national cultures matter, then one may ask whether it is only the national 
culture of the final assembler (“OEM”) country that matters or whether the 
OEM has to figure out how to integrate activities carried out under diverse 
national cultures. As it happens in the case I describe here, that is typically 
not a big issue, though it can be in industries such as apparel where the lead 
firm (e.g., Nike) brings together components sourced from multiple coun-
tries in its supply chain where practices vary in ways that provide severe chal-
lenges to “corporate social responsibility” and difficulties in ensuring that 
labor is utilized in ways that satisfy emerging global standards. (See, for 
example, the excellent account in Locke 2013.) In this case we also see a con-
flict between national practices (some of which may be “cultural,” and others 
the outcome of local systems of inequality and political institutions) and 
those that would follow from internationally accepted standards that shape 
and reshape those of nation states (see, e.g., Meyer et al. 1997). The auto 
industry is also of interest because its leading firms can be found in a variety 
of countries whose “cultures” are usually thought quite different from one 
another: the United States, Japan, Germany, South Korea, France, and Italy. 
The case of “modular” production shows how a set of practices can sweep 
through an industry with little impact from particular national cultures, with 
some exceptions as noted below.

I present the story of modularity and its impact on the auto industry as 
one about institutions because a set of ideas about how production should be 
managed came to be widely accepted in an industry that had previously 
arranged production rather differently. It is an interesting story in that it show-
cases the importance of the power of experts and consultants to create a nor-
mative framework that influences those within an industry who, in turn, have 
the power to insist that production be rearranged around it. Without that 
organizational power, auto production might have continued to be vertically 
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integrated, the classic pattern, in which large assemblers either owned the 
companies that provided parts or dominated them through market power. The 
story is also of interest as a case where less-than-optimal outcomes, helped 
along by the latent but not forgotten resistance to modularity on the part of 
some affected parties, eventually resulted in what we might call a process of 
deinstitutionalization, where auto firms returned not to a vertically integrated 
arrangement but to one in which ideas of modularity had been largely set 
aside. So this reminds us that institutions are made by humans and are not cast 
in stone. Actors impacted by institutions use them to solve problems, and if 
they are not successful in this, they then cast about for workarounds that do 
provide solutions, and these may eventually undo the institutional aura of the 
practices they move away from. In saying this, I echo the arguments of “con-
structivists” like Herrigel (2010) who emphasize the “creativity of action” of 
those trying to solve problems in industrial settings and argue against what 
they see as the exaggerated determinism of institutions as conceived by some 
scholars. But contrary to some constructivist arguments, I also suggest that 
even if institutions are fragile and subject to change, they still have a consider-
able impact on behavior and a certain reality of their own that makes them 
critical to consider in studying how economic frameworks evolve.

The case of modularity in autos is also interesting in showing how 
humans create institutions by transposing models that seem to work in one 
setting to others where they think they will work just as well, if suitable mod-
ifications are made. Some such analogies are highly successful, as mass pro-
duction in a few industries was then adapted to many, though not all, and the 
vertically integrated and subsequently multidivisional firm spread as an orga-
nization form to a large part of the industrial economy through the mid-twen-
tieth century, as chronicled by Chandler (1962, 1977) and theorized in the 
“new institutional economics” (Williamson 1975). Yet some analogies turn 
out to be troublesome in their application, for reasons that are hard to see 
until they are put into practice.

Modularity is a strategy of production based on the example of the com-
puter industry. As Baldwin and Clark (1997) explain, computers are extremely 
complex, and by breaking up the product into subsystems or “modules,” dif-
ferent companies “can take responsibility for separate modules and be confi-
dent that a reliable product will arise from their collective efforts” (85). The 
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first modular computer was the mainframe IBM System / 360, which IBM 
announced in 1964 and which came to dominate the industry. The Baldwin 
and Clark paper, in the Harvard Business Review, an outlet whose purpose is 
to influence practicing managers, has a clear exhortatory tone. Its title is 
“Managing in an Age of Modularity,” and it contains in large print the state-
ment that “Many executives will have to learn what computer executives have 
long known” (84). And the authors specifically state that automakers would 
benefit greatly from a modular design, especially when firms separate from 
the OEMs make modules for which they take on most of the design respon-
sibility (87); then (by a typical free-market argument) competition among 
module suppliers will intensify and lead to better performance and innova-
tion. They also note that financial services have benefited from modulariza-
tion since financial services are intangible, without physical complexities, and 
thus easier to modularize. They say, for example, that designers can “split up 
securities into smaller units that can then be reconfigured into derivative 
financial products. Such innovations have made global financial markets 
more fluid” (88). (As we now know, later events severely jolted the confidence 
of observers in the success of this particular modularization.)

Sturgeon’s 2002 article refers to modular production networks as a “new 
American model of industrial organization” and refers to modular produc-
tion as a “paradigm” in the sense of Thomas Kuhn, who famously applied the 
term in his discussion of “scientific revolutions” (1962). The term “paradigm” 
as applied to industrial production is closely related to my usage of “institu-
tion,” as it is a framework that provides cognitive guidance as to how produc-
tion would best be managed. Sturgeon suggests that through the mid-1980s, 
the dominant economic paradigm was the “modern corporation” as defined 
by Chandler, and it was “assumed that successful firms would tend to come 
closer to its image over time” (2002: 452), but in the 1970s and 1980s, Asian 
competition created a new paradigm based on the economies created by 
ongoing interaction between firms—the “production network paradigm” 
(452). And from the 1990s, a new American model arose based on modular 
production, electronics being the first example. In the “modular production 
network,” linkages between firms are achieved by the transfer of codified 
information about how the separate modules made by separate firms have to 
be made in order to fit together in the overall architecture. Sturgeon suggests 
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that modularity is increasing in apparel, toys, home furnishings, food pro-
cessing, and auto parts. In the auto industry, he says that U.S. automakers 
have spun off their in-house parts subsidiaries and “outsourced the design 
and manufacture of entire automotive subsystems to first-tier suppliers” 
(454), and these become “turn-key suppliers” that provide the full range of 
services without much assistance from or dependence on lead firms, so 
“turn-key suppliers and lead firms co-evolve in a recursive cycle of out-
sourcing and increasing supply-base capability and scale” (455).

Early articles on modularity saw as one of its advantages that it simplified 
and made less intense the relationships of trust and the dense ongoing com-
munication between lead firms and suppliers of the sort that were known to 
be characteristic of the Japanese auto industry and often thought a big part of 
their success (see, e.g., Nishiguchi and Beaudet 1998). In the ideal type of 
modular production, the codification of rules as to how modules must be 
made in order to fit together eliminates the need for intense communication 
between firms. Sturgeon notes that turn-key contracting allows for looser and 
thinner interactions because the supplier decides how to make its module, 
and so there is less need for interaction or for social or spatial closeness and 
trust. Where trust is needed, he suggests, it is a barrier to progress because the 
“trust required to enter the system takes a long time to build up” (486), and 
this need is greatly reduced by modular production that relies on “widely 
accepted standards that enable the codifiable transfer of specification across 
the inter-firm link” (486). These highly codified links allow the system to 
“attenuate the build-up of thick tacit linkages between stages in the value 
chain” (486–487). This reduced mutual dependence “lowers barriers to net-
work entry and exit” (488), and this is more flexible than captive or localized 
industrial networks.

These accounts assume that technical properties of the products drive 
what is the most efficient way to produce. For example, the computer is a 
product that can easily be assembled from separate modules that don’t have 
to be made by the same company. As long as the makers of modules obey the 
“architectural” rules specified by the lead firm, which are then codified in the 
entire industry, then the module can be a black box. Moreover, this modular 
“architecture” naturally leads to a certain way of organizing the firms in a 
production network. The “mirroring hypothesis” emerged as a statement that 
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the organization of firm networks would come to mirror the productive tech-
nology, as Sturgeon spells out.

Subsequently, more sobering appraisals of this technologically deter-
minist expectation about the organization of production networks mirroring 
the technical properties of the production process were offered by, e.g., 
Frigant and Talbot (2005) and Colfer and Baldwin (2016), and we will see 
more in my account below of events in the auto industry. But a careful look at 
the original sources reveals what should perhaps have been cautions about 
the inevitable evolution of modularity, even in computers, the original source. 
So, Baldwin and Clark note that IBM developers had no idea initially how 
difficult it would be to actually ensure the integration of modules with one 
another, and had they realized this, especially given that they underestimated 
the likely market value of the System / 360, they might never have pursued 
this approach at all (1997: 86). At a later stage in the evolution of computers, 
another thing IBM did not realize, which would have likely stopped in its 
tracks the pursuit of modularity in making PCs, was what its impact would be 
on its own position in the computer market. Delegating the operating system 
to Microsoft and the design and creation of chips to Intel left IBM in a 
much-weakened market position relative to these module suppliers. Indeed, 
Jacobides and Macduffie refer to IBM’s decision to embrace the modular pro-
duction model for the PC as the “outsourcing blunder of the century” (2013: 
97) and note that Microsoft and Intel “quickly amassed market capitalizations 
that eclipsed those of IBM and the other OEMs that had dominated the 
market” (93).

Another idea influencing the pursuit of modularity, which was featured 
in the management literature in the 1990s, was that firms should pursue their 
“core competencies” rather than fritter away resources on activities better 
pursued by others. The highly influential article on this subject, Prahalad and 
Hamel (1990), appeared in the Harvard Business Review, as did important 
articles on modularity. While not every HBR article has an outsized influence 
on business practice, there is nevertheless an aura of legitimate authority 
from this outlet, which makes a given article much more likely to set an 
agenda for firms and influence practice than if it had appeared elsewhere. 
Even though the “core competencies” argument does not give precise instruc-
tions for determining just which of a firm’s competencies are “core,” it is still 
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consistent with modular product design, which in almost any specifica-
tion will relieve a lead firm of some functions. Still another influence was 
 Christensen’s idea of “disruptive innovation,” first developed in his 1997 book 
The Innovator’s Dilemma, whose subtitle made clear its mission: The Revolu-
tionary Book Which Will Change the Way You Do Business, published by the 
Harvard Business School press. Modularity looked to some observers like an 
excellent example of a “disruptive” technology or innovation.6

And so, we find that by the late 1990s, major auto assembly firms, 
including Ford, Chrysler, General Motors, Hyundai, and Fiat, had embraced 
modular production as the wave of the future. And we do not have to specu-
late as to whether these firms were influenced by the new management ideas 
because we have evidence for this. The International Motor Vehicle Program, 
a cooperative research project between industry and academia run out of 
MIT, had a project between 1998 and 2003 called “Modularity and Out-
sourcing,” which “attracted many sponsors, allowing researchers to conduct 
fieldwork at OEMs and Tier 1s worldwide” (Jacobides et al. 2016: 1952). 
IMVP researcher Daniel Whitney “observed the ubiquity” of the Christensen 
book and another by Baldwin and Clark  (2000) (in effect an expanded ver-
sion of their HBR article on modularity) “on the shelves of product engineers 
during a 2000 visit at one of the Big Three OEMs,” and he noted that certain 
words “were obligatory, and one of these was modularity. . . . I was told that 
the Christensen and Baldwin & Clark books had been declared required 
reading” but also noted that his contact at this OEM “felt that it over- 
simplified a complex situation and forced people to agree with top manage-
ment’s decisions instead of working through the problem themselves” (quoted 
in Jacobides et al. 2016: 1953). One of the central academic figures in the 
modularity movement is quoted as saying that in the late 1990s, Kim Clark 
and Clay Christensen “were in evangelizing mode and the [modularity] 
frameworks were just out. Kim in particular had a longstanding relationship 
with the Ford CEO, and I know they discussed our work” (quoted in  Jacobides 
et al. 2016: 1953).

I note here the similarity of these events to what DiMaggio and Powell 
(1983), in their seminal article on the “new institutional theory of organiza-
tions,” indicate is a major source of “mimetic isomorphism,” by which they 
mean the tendency of organizations to imitate innovations they see in other 
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organizations because they come to be seen as the most “modern” way to 
organize in an uncertain environment. They note that “models may be dif-
fused unintentionally, indirectly through employee transfer or turnover, or 
explicitly by organizations such as consulting firms or industry trade associ-
ations” (151) and that large organizations “choose from a relatively small set 
of major consulting firms, which, like Johnny Appleseeds, spread a few orga-
nizational models throughout the land” (152). But despite some similarity, 
our case here is different in that rather than some firms imitating others, it 
appears that all were following the lead of the same set of experts and consul-
tants who originally stated the case for modularity in a way that inspired top 
executives (but less so product engineers) of large OEMs to reorganize 
according to this new model, and the site of adoption was not a single firm 
but much of an industry across multiple countries.

Top executives pushed the frame of modularity even though product 
engineers had serious misgivings. Consistent with this point, the manage-
ment literature has begun to discuss “framing contests” that occur within 
organizations (the first systematic statement is that of Kaplan [2008], and see 
Whitford and Zirpoli 2016 for an account of framing contests within Fiat 
relating to modular production). What is new in my account here, compared 
to existing “framing contests” literature, is emphasis on the idea that propo-
nents and opponents of modularity were engaged in a framing contest that 
went well beyond the boundaries of individual firms and impacted an entire 
and very major industry.

Compared to the examples popular in the new institutional theory of 
organizations, such as the adoption of centralized HR functions in large orga-
nizations, the manufacture of physical products is different in that there are 
relatively simple ways to measure whether products made in one way work 
better or worse than those made in another. In the case of HR, so many fac-
tors enter into the success and failure of organizations that it is very hard to 
measure whether an organization that has revamped its human resources is 
better or worse off for having done so. But a manufactured product like an 
automobile is rated constantly by experts, by regulators, by final consumers, 
and even before these by production engineers as to how well it works, so that 
if a particular mode of production results in vehicles that work less well than 
others, this will become clear relatively soon. And this is critical to remember 
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as I convey some detail as to why modular production in autos encountered 
organizational and quality difficulties that became clear to all concerned, 
including initial proponents of the modular model. Our understanding of the 
auto industry also benefits from it being the focus of attention of numerous 
management scholars who have specialized in it and provided trenchant and 
detailed accounts that I draw on here.

Before I offer details on the rise and fall of modularity in large auto 
OEMs, I suggest some of the reasons why the modular strategy was not a 
good fit for the auto industry—though in fairness, few saw these issues clearly 
before the experiments in modular production. The opposite of modularity is 
integrality, a system of production in which each part depends on and must 
be designed along with each other major part. Macduffie and Helper observe 
that auto product architecture has proved resistant to moving away from inte-
grality because a car “is vastly more complex than a PC, it must use space 
much more tightly, and it is highly dependent for marketing on a distinctive 
visual identity” (2006: 425–426). And in autos, a “module” is quite different 
than in a computer. In fact, the sections of autos that came to be treated as 
modules were originally specified before ideas of modularity came on the 
scene, as for Fiat in the 1980s (Jacobides et al. 2016: 1950). These were basi-
cally chunks of “physically proximate components that could be subassem-
bled independent from the rest of the vehicle, tested for functionality after 
subassembly and then installed on the final assembly line in a single step” 
(MacDuffie and Helper 2006: 426). This violates the formal definition of 
modularity in several ways. One is that more than one function is performed 
by these chunks, there is no standard definition of the functions they per-
form, and thus no standardized interface can be specified that allows the 
modules to be connected to one another. And this means that in violation of 
the strict definition of modularity, where a module should have interdepen-
dence within each module but only standardized connection rules between 
modules, there was instead functional interdependence between modules 
because most functions of, for example, the instrument panel, required com-
ponents elsewhere in the vehicle in order to be operable (MacDuffie 2013: 
19). And across companies, “differences in design philosophy meant widely 
different numbers of defined modules and no agreement on modular bound-
aries” (MacDuffie and Helper 2006: 426). MacDuffie also notes that the 
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definition of modules was “idiosyncratic from the start”—e.g., the instru-
ment panel, the front end, seats and the rolling chassis” (2013: 15). Modules 
were defined not by their simple functions, as in a computer’s CPU or 
memory, but “following the logic of combining bulky or heavy parts” like the 
front end (15). Still another reason that it was difficult to assign design and 
production of major modules to first-tier suppliers is that the OEM firms 
ultimately had regulatory responsibility and legal liability for all parts of the 
auto as well as “ownership of the customer experience and / or distribution” 
(Jacobides et al. 2016: 1962), factors that hardly arose in the computer 
industry, where user safety was a nonissue.

Despite these problems that became more clear after years of experi-
menting with modularity, OEMs were initially enthusiastic as were suppliers, 
especially in the first tier, since the modular process would give them major 
new functions and expand their business substantially. Jacobides et al. sug-
gest that OEMs at the outset were “quite oblivious to the strategic risk” that 
suppliers might, as had happened in the computer industry, capture the lion’s 
share of industry value (2016: 1953). MacDuffie discusses the case of Ford, 
whose CEO and top managers were enthusiastic about the prospects of 
saving, as in the computer industry, by outsourcing design to suppliers, 
whereas many Ford engineers saw this as a risk to product performance and 
brand identity (2013: 25). MacDuffie chronicles how Ford redefined its entire 
vehicle in terms of nineteen modules rather than the thousands of parts or 
“components” that suppliers previously had produced.

An interesting case is the design of the instrument panel, which was out-
sourced around 1999–2000 to first-tier supplier Visteon (previously spun off 
from Ford). Visteon redesigned the panel to greatly reduce the number of 
parts and thus the weight and size, consolidating many electrical functions 
onto a small number of integrated circuit boards. A hinge on the back edge 
allowed the top half of the panel to open up so as to replace boards or software. 
So in principle, this was a great design improvement of the kind that you 
would expect from modular production. But because it had been designed 
in isolation from the rest of the vehicle, unforeseen problems emerged, such 
as major vibration problems with the installed prototype module, poor 
 performance under extreme conditions of temperature, and difficulty in 
installing new boards because the windshield blocked the opening. A senior 
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manufacturing executive noted that neither Ford nor the suppliers “really 
understand how the electronics in an instrument panel module need to 
interact with the electrical system in the rest of the vehicle. Plus the suppliers 
need to understand a whole lot more about the customer, the warranty system, 
our dealers, etc.” (MacDuffie 2013: 26). Similar issues arose with other mod-
ules or were foreseen even before they were contracted out (22–23, 25). A chief 
engineer, referring to the newly defined modules, explained that the original 
goal “was to use all 19 . . . But in the end, after many false starts, we didn’t use 
a single module” (23). And in 2001, Ford’s modularity task force was dis-
banded. Though some modules continued to be produced at supplier plants, 
the more ambitious goal to make the entire vehicle modular was abandoned.

Whitford and Zirpoli (2014) report a case where a module that seemed 
to have been successfully produced for Fiat by a first-tier supplier surpris-
ingly led to the return of design responsibility for this system to Fiat itself. 
This story is more complex and nuanced than those for Ford but in its way 
even more compelling as an account of fundamental problems in the concept 
of modular production for autos. One of the modularization projects under-
taken by Fiat was to delegate to a large supplier firm, here denoted as TIER1, 
all the responsibility for developing the occupant safety system—air bags, 
seat belts, sensors, etc. TIER1 was happy to have this opportunity and under-
took, as was consistent with the modularization paradigm, to supply Fiat with 
a ‘black box”—a system that Fiat did not need to understand, just know how 
to integrate with the rest of the vehicle. Moreover, standard Euro NCAP crash 
tests would measure how successfully the module had been designed (1826–
1827).7 In reality, however, development of this module was more compli-
cated. It became clear, for example, that if the system did not get the top score 
of five stars, it would not be obvious whether the fault was with the module or 
with other parts of the car that interacted with it in practice and were not 
working properly or interacting with it in a way that made occupants safe. 
Among the components that might affect crash test performance were the 
seats, door coverings, the dashboard, brakes—all could affect whether airbags 
deployed successfully, and all were made by suppliers other than TIER1 
(1827). This required informal communications with other suppliers.

In 2005, the occupant safety system that TIER1 had designed was highly 
rated in the Euro NCAP crash tests, which one might have thought would be 
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taken as validation of the modular paradigm. Yet this is not how TIER1 engi-
neers responded. Instead, they were concerned that they did not actually under-
stand why the test was so successful because they did not control the design of all 
the subsystems that affected safety and were not “responsible or even competent 
for the design of the chassis, the engine layout and packaging of components 
and systems that affect the performance of the occupant safety system.” (1829). 
So they discussed the problem with Fiat engineers, who concluded that it would 
be a mistake to leave the fate of the next occupant safety system to “serendipity.” 
Subsequent to these discussions, the overall responsibility for the safety system 
was returned to Fiat, while “TIER1 engineers stepped back into their previous 
role and were therefore again responsible for the performance of parts and com-
ponents, rather than for the system as a whole” (1829).

This turnaround in the face of successful performance is puzzling because 
one might imagine that TIER1 engineers would be loathe to admit ignorance 
of why their product worked so well, as this might lead to the “implication 
that they were simply not as competent as they maintained” (1829). Whitford 
and Zirpoli suggest that to understand why they acted as they did, we need to 
know that much of the work had been done by TIER1 personnel located in 
Italy, who had “long-standing relationships with Fiat engineers at multiple 
levels,” and moreover, they knew that many of those engineers had “grown 
unhappy with the broad strategic shift from component to system supply” 
(i.e., with modularization), “which had also generated problems for Fiat else-
where in the network” and were “little enamored of their own plight in a 
company they believed had committed too much to the pursuit of a modular 
product architecture.” Thus one Fiat engineer, referring to the idea that the 
lead company’s role should be to create “architectural” rules for how to inte-
grate modules, told the authors that the experience with modularity had 
taught him that you “cannot integrate component performances you know 
very little about . . . if you have never designed a component or a system it 
will be very difficult to understand the subtle interactions with the rest of the 
vehicle” (1830). Structured relationships among firms during the modularity 
experiment had not

obviated the need for situational recourse to informal ‘embedded’ 
ties and a reliance on goodwill trust in the pursuit of workarounds. 
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And that proved fortunate because the existence of that goodwill 
trust meant that TIER1 engineers could . . . reveal that they did not 
quite know why the crash test had worked, confident that they were 
in the presence of parties with whom they had long-standing 
working relationships and who would therefore believe their 
revealed ignorance to reflect systemic rather than individual deficits. 
(1830)

So we have the irony that while one virtue ascribed to the modularity para-
digm was relieving firms of the need to establish close, trusting relations with 
suppliers, in fact, it was precisely the existence of that trust, based on histor-
ical patterns of relationships, that led to the virtual undoing of modularity 
based on the fear that continuing with modular production of safety systems 
would sooner or later lead to a major failure based on lack of understanding 
as to how they worked in conjunction with other modules.

Whitford and Zirpoli (2016) also note that the transition away from 
modularity was not determined only by technology but also by coalitions 
within and across auto firms that were organized around competing cognitive 
frames. When Fiat first embraced modularity in the late 1990s, the modu-
larity frame was contested by a group consisting mostly of engineers who 
were skeptical of the idea (as product engineers had been at Ford) and who 
joined with supplier engineers at strategic moments. This group was largely 
submerged during the ill-fated alliance of Fiat with General Motors from 
2000 to 2005 but could resume its “counter-mobilization” once that alliance 
was unwound. They note that even while formally disbanded, this group still 
pursued its strategy, which “was greatly aided by thick social relations between 
project teams and key suppliers maintained only as an accidental byproduct 
of the company’s balkanization between 2000 and 2002” (17). The existence 
of this group and its known attitude toward modularity, together with its ties 
to TIER1 engineers, made possible the reversal of strategy.

A case where the modular strategy worked much better is revealing 
because it belies the argument that a virtue of modularization is that it facili-
tates the efficient, arm’s-length interaction between lead firms and suppliers. 
Quite to the contrary, this case shows that modularity can work only in the 
context of close and trusting ties between suppliers and the lead firm. South 
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Korean auto assembler firm Hyundai Motor is “arguably the automaker most 
heavily engaged in using modules to manage complexity, improve quality and 
reduce costs” (MacDuffie 2013: 26). The most interesting bit of background 
information here is that Hyundai has a unique and close relationship with its 
sole-source module supplier, the “mega-supplier” Mobis, which was once a 
division within Hyundai. After the spinoff, it turned out that Mobis was the 
official holding company for Hyundai Motor as well as its largest shareholder, 
and in fact, the CEO and other senior executives at Hyundai Motor worked 
previously at Mobis. Mobis is located close to Hyundai and Kia (a Hyundai 
subsidiary) assembly plants and makes chassis, cockpit, and front-end mod-
ules. It is the tenth-largest global auto supplier and more profitable than 
Hyundai Motor itself (27). From the outset, the “relationships between 
Hyundai and Mobis have stayed closely integrated” (29) involving frequent 
contact as well as equity cross-holdings and overlapping governance struc-
ture. So we see a “quasi-vertically integrated relationships market by tight 
interpersonal and interorganizational ties across firm boundaries,” and this 
collaboration has intensified over time (29).

This constant collaboration, facilitated by personnel overlap and mobility 
between the two firms (one Mobis manager explained to MacDuffie that 30 to 
40 percent of its engineers came from Hyundai—2013: 28), is needed because, 
as with other auto assemblers, modules continue to be interdependent across 
module boundaries—especially when considering problems of “NVH”—
noise, vibration, and harshness—as those issues cannot be resolved without 
collaboration with the assembler, which has the best sense of how different 
modules affect one another. As one Mobis manager indicated, “We can’t 
address NVH issues within chassis alone: it is tied to many other aspects of 
product design. When we have NVH issues, Hyundai and Mobis engineers 
meet frequently to resolve them” (28). MacDuffie notes that contrary to the 
ideal type of modularity in which there is high interdependence within mod-
ules and little or none between, the performance of modules “increases as 
they become more internally integral in terms of product architecture and as 
increased learning about cross-module inter-dependencies leads to an 
ever-more-integrated organizational architecture” (28).

So the irony here is that modularity does not work according to the ideal 
type set out by engineers and business professors in the 1990s, in which 
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separate companies make modules that are independent of one another and 
later connected by “architectural” rules that are standardized in an industry. 
Instead, in the case of autos, and perhaps many other products such as finan-
cial instruments, interactions across modules are significant, complicated, 
and idiosyncratic, requiring close cooperation between the lead firm and its 
suppliers, facilitated by network ties between the firms’ personnel and the 
trust that results from longstanding relationships. So modularity works best 
exactly in the situation that it was supposed to make unnecessary.

Note also that the closeness between Hyundai and Mobis that makes this 
possible results from the overall structure of Korean chaebol—the groups of 
firms such as LG, Samsung, and Hyundai that cooperate closely within a 
group. The characteristics of a chaebol make the evolution of Hyundai and 
Mobis easier to understand. Each chaebol (often misleadingly referred to as a 
“conglomerate”) is a collection of firms that are legally independent of one 
another but typically highly interlocked in ownership and governance, with a 
single group such as a family providing overall leadership across firms despite 
their legal independence from one another. (For an overview of business 
groups around the world, see Granovetter 2005, and for more on the power 
structure within the chaebol, see Ch. 4 in this book). Thus, the “spinoff ” of 
Mobis from Hyundai, while technically the creation of a separate firm, leaves 
it squarely within the Hyundai sphere of influence, much like all the other 
legally separate firms in the group, as is made clear by the interlock of owner-
ship and control between it and its former parent, Hyundai Motor. This is 
hardly unique within the chaebol structure, as firms are spun off or brought 
back in, listed or unlisted, for reasons related to strategic aims of the central 
controlling group (see the excellent account of these activities in Sea-jin 
Chang 2003). Yet the legal separation of the firms offers certain advantages, as 
the distinct identities confer the ability to develop separate policies toward 
employees, such as paying nonunion rather than union wages (MacDuffie 
2013: 27). So it may be that such an arrangement is optimal for modularity to 
actually work. But insofar as it works, it looks quite different from the ideal 
type of modularity originally proposed. This deviation from ideal type is not 
of much concern to personnel who are trying to solve problems set out for 
them and are not particularly concerned about fulfilling an idealized descrip-
tion of a productive “paradigm.” So the institutional structure of modularity 
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ends up looking quite different from its origins in the computer industry 
because pragmatic actors in the process of solving problems create structures 
that work, and in the end, the revised modularity paradigm might spread, 
insofar as firms can meet the requirements of the new model. So the bottom 
line is that models, paradigms, or institutions really do matter and shape 
behavior, but the agency of those who follow those models reshapes the insti-
tutions in critical ways, and this is something very important to understand 
about institutions at every level.

Finally, I note that the paradigm of modularity had less influence on Jap-
anese automakers than elsewhere, and I suggest this is because the close 
interaction that already existed between assemblers and suppliers within Jap-
anese vertical business groups such as Toyota (cf., e.g., Nishiguchi and 
Beaudet 1998) was productive in a number of useful ways, including that of 
design innovations, so that a model that promised to end the need for such 
interaction would likely meet more skepticism. The closeness of relations 
between such firms was consistent with themes typical of Japanese culture, 
but as Nishiguchi and Beaudet emphasize, inter-firm cooperation is hardly 
automatic but requires many years of trial and error to get the patterns to 
work (consistent with Swidler’s idea that while a given culture may provide 
tools for its members to use, it is not a set of simple prescriptions that are 
automatically followed). Jacobides et al. note that in 1999, in a “rare moment 
of candor, one Toyota executive . . . [stated that] ‘Our competitors will pursue 
modules and they will have quality problems as a result and our advantage 
over them will only grow.’ Our fieldwork suggests that Toyota was not ignoring 
modularity, but viewed it as something to explore first internally, particularly 
with respect to design. Toyota was more cautious, experimented within its 
own boundaries, and didn’t subscribe to the new vision—rightly so, as it 
turned out” (2016: 1952n).
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6
The Interplay between Individual 
Action and Social Institutions

The previous chapter offered general arguments and characterization of insti-
tutions as patterns of ideas or norms that influence but only incompletely 
determine how actors approach the problems they mean to solve. I did not 
there try to deal with the fact that in any social setting, more than one insti-
tutional pattern may appear relevant to the same set of social activities, and 
actors implicitly or explicitly need to sort out what is the appropriate pattern 
they should call on for guidance. This multiplicity of institutional guidance is 
quite common and presents another reason why it is so important to consider 
the thought processes and active consideration that actors give to problems 
they face. In this final chapter, I offer some ideas to cope with this pivotal but 
difficult issue and end with discussion of how in any particular setting, the 
menu of institutions that actors see as relevant in their situation came to be as 
it is. That discussion is necessarily comparative, historical, and conducted at 
a macro level.

Actors who cast about for ways to deal with some problem, economic or 
otherwise, become aware of various approaches, where I use “approaches” as a 
way of talking about institutions as they appear to individuals. Roughly 
speaking, there are three alternative ways that they can settle on a particular 
institutional approach to help solve a problem: (1) they can think about alter-
native approaches from different institutional arenas and decide that one is the 
most appropriate way to frame their situation; (2) they can take a solution that 
is usually applied in an institutional realm different from the one relevant to 

 EBSCOhost - printed on 2/14/2023 4:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



172 S O C I E T Y  A N D  E C O N O M Y

their problem and transpose it, repurposing it for the occasion; and they can 
transfer not only institutional patterns but also resources from another realm 
for their purpose; or (3) they can mix and match bits and pieces of various 
institutional approaches, which is what one might expect from a pragmatist 
epistemology. I consider these in order in the next three sections, followed by 
a section treating the emergence of institutional alternatives that follow from 
political turmoil, war, and revolution. Although I pose these three ways that 
actors use institutions as conscious decisions for the sake of exposition, it 
seems likely that in many if not most cases, much of this framing is below the 
level of conscious thought. Like most normative patterns, institutions are 
more influential the less they are brought to conscious awareness.

6.1 Institutional Intersections and Alternative Schemas

In some situations, actors choose one institutional approach from among 
those available to solve some problem they want to deal with. One way that 
multiple approaches become relevant is when an activity intersects multiple 
institutional spheres. I begin with the homely, almost trite, example of a Wall 
Street financial analyst whose hundred-hour weeks analyzing mergers and 
acquisitions establish her reputation as brilliant and hardworking. But were 
she to allocate her activities and commitments by the standards of obligation 
to her suburban spouse and children, she would likely re-deploy some of her 
strenuous efforts in lower Manhattan to the family sphere.

This is the classic elementary textbook stuff of “role conflict,” but for our 
purpose, it is more interesting that our analyst lies at the intersection of two 
institutional domains, that of business and the economy on one side and that 
of family and marriage on the other. If we treat these domains as circles in 
Venn diagrams, then the intersection is the place where the norms and stan-
dards of evaluation of either institution might govern, and the individual has 
to figure out which ones to apply. Many issues lie outside the intersection: 
how to balance the interests of client against employer lies entirely within the 
economic domain, and how to divide labor in your household is a family 
matter. But how to allocate your time between family and career lies squarely 
in the intersection. This case entails a quantitative decision, but sometimes a 
more qualitative choice is required, as when a government official is in a 
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position to favor his relative for a permit to engage in some economic activity 
and must consider whether the guideline of bureaucratic efficiency or that of 
family loyalty should govern action. Here, the standards of “justification” 
proposed by Boltanski and Thevenot loom large. And such decisions are cen-
tral to imputations of “corruption,” as I discuss in more detail in the sequel 
volume. This case may also, to the extent that the multiple frames of judg-
ment become clear but are held by different and possibly competing groups, 
result in a “framing contest” of the kind referred to in the previous chapter, 
and this has quite commonly come about when contesting groups disagree as 
to what behavior is “corrupt,” as I argue in more detail in my sequel volume 
and in Granovetter 2007.

So where individuals act in situations which they could code as being 
guided by the norms and standards of institution A or alternatively by those 
of institution B, then which code, frame, schema, or script they deem relevant 
will determine what action seems appropriate and proper. A typical such 
choice is that between career and family, as for our Wall Street analyst. The 
inverse of this choice occurs when a “wife views her household labor through 
a marketplace logic of explicit exchange, whereas her husband imposes a 
family logic of selfless service upon the situation” (DiMaggio 1997: 277), and 
in this formulation we see also a clash of institutional logics embedded in and 
providing scripts for a family power struggle, a very special kind of framing 
contest, and indeed the uncompensated market value of household labor is a 
recurrent theme in feminist politics and theory.

The situation here is that both spouses appeal to well-known and accepted 
norms, but these derive from different institutional frames or schemata, and 
the spouses disagree about which frame is appropriate to their situation. 
Because this disagreement reflects a conflict of interest as well as an intellec-
tual divergence, this might also be thought a case of people using culture 
strategically, as is emphasized by such theorists of culture as Swidler 1986. 
But this does not mean that the disagreement is not “really” about norms or 
that the norms are mere fig leaves concealing the underlying struggle of inter-
ests, as rational-choice reductionists or Marxists might argue. Instead, the 
conflict of interests is conducted around normative arguments precisely 
because these do matter and carry enough emotional freight to be persuasive 
if one side can successfully frame the situation in a certain way. Which side is 
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successful in making its frame prevail depends in part on its ability to set the 
agenda, a critical aspect of power as emphasized in Chapter 4 and related to 
the ability of those with this agenda to achieve actual political power posi-
tions of the sort that resulted in 1960s and subsequent legislation on gender 
discrimination in the United States.

A similar conflict of institutional logics is suggested by Boltanski and 
Thevenot (1999: 374) in their example of disputes on workers’ rights, where 
one side draws on the logic of the “civic world,” a frame that stresses the rights 
of citizens, and the other on the logic of the “industrial world,” based on eco-
nomic efficiency. The existence of conflicts suggests that when individuals 
have to choose which institutional frame should govern their action, they 
typically do not make such choices in isolation, and others connected to them 
may make different choices that are inconsistent and conflicting, as with hus-
bands and wives or workers and employers.

This raises the issue of how people facing conflicting institutional logics 
or principles make their choices. The examples above are easily categorized as 
driven by rational interests, but we should be wary of pushing this too far, as 
interests, even if the proximate cause of outcomes, are not always self-evident 
and given. The “interests” of housewives, which figure in the above examples, 
came to be dramatically redefined in the course of the twentieth century by 
macro-social trends and widely visible social movements. Nor is it always 
obvious which of an individual’s interests a given situation engages. Peter Hall 
offers the example of a voter considering a party’s proposal to change envi-
ronmental rules. Such a voter “has a multivariate preference function,” i.e., 
has different interests as a consumer, a worker, a parent, and a citizen and 
must decide “which of the corresponding concerns to weigh more heavily 
when taking a position on the issue,” and this will depend in part on “which 
of his identities are engaged most intensely in debates about the issue” (2010: 
211–212).

The focus here on individual identities is forced by the focus on voting, 
something individuals do, but also points up the parallelism between institu-
tions and role identities, as the most important norms of an institutional 
sector are typically those that specify proper behavior and responsibilities for 
its various role incumbents, consumers and workers in the economy, parents, 
children and spouses in the family, citizens in the polity. Moreover, Hall 
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points out, even when outcomes do turn largely on material interest, as they 
might in this case, issues of identity can still be “important determinants of 
the result. The presumption that identity politics has little to do with the pol-
itics of material interest is generally false, and normative beliefs figure prom-
inently in identity politics” in determining which interest identity is triggered 
(2010: 212).

DiMaggio offers a more abstract account, suggesting that faced with the 
need to “invoke one among the many schemata available to them in a given 
situation,” people are “guided by cultural cues available in the environment” 
and that a schema is “primed or activated by an external stimulus” such as 
conversation, media use, or the physical environment (DiMaggio 1997: 274). 
He refers to framing effects in social surveys, where questions are answered 
differently depending on what precedes them—e.g., “whites are more likely 
to accept negative stereotypes of African-Americans if the question is pre-
ceded by a neutral reference to affirmative action” (274).

6.2 Transposition of Logics and Resources across 
 Institutional Boundaries

In some situations, actors with an economic problem to solve may not see any 
obvious institutional pattern that offers guidance and instead analogize their 
problem to one of a different institutional kind that does have culturally 
understood patterns of action and transpose these for an economic purpose. 
In other words, the pragmatic actor with problems to solve does not have a 
limitless number of templates to draw on, and one way to approach a new 
problem is to transfer a template from another institutional setting, which is to 
say, a different aspect of their own lives. In discussing business groups, I have 
referred to this as “cross-institutional isomorphism” (Granovetter 2005: 437).

For example, in my discussion of East Asian economic organization 
(437), I follow the argument of Dukjin Chang (1999) that family and kinship 
institutions differed significantly among Korea, China, and Japan and that 
these differences spilled over into the way businesses and business groups 
were organized in these countries. In particular, he notes strong differences 
among the three in inheritance patterns and the flexibility of a family in 
adopting heirs.1 Of the three countries, Korea was the only one where the 
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eldest son received essentially the entire inheritance (“primogeniture”). In 
China, equipartition among sons was the rule; and in Japan, one son, not 
necessarily the eldest, inherited the entire estate, but there was great flexibility 
in who might be considered a son, including adopted children, often chosen 
for inheritance if they appeared more able than natural ones (Chang 1999: 
26). Chang shows that the way Korean business groups (chaebol) are orga-
nized, including patterns of succession in management, the unquestioned 
authority of the patriarch in these family-led conglomerates, and the complex 
ways in which equity crossholding ties among member firms are arranged, 
closely follows the patterns of norms previously well established in family 
relations and inheritance (1999: Ch. 2). He suggests that family dynamics 
come to shape the world of business because the normative patterns of kin-
ship “create lenses through which actors view the world, and categories of 
structure, action and thought that enhance the legitimacy of their behavior, 
that are taken for granted prescriptions and that do not even need monitoring 
by a third party” (47).

While the way the chaebol were organized had a clear resemblance to 
well-known patterns from the domain of family and kinship, the immediate 
catalyst for this to occur was a political upheaval in which General Park 
Chung-Hee seized power in 1961 from the last of a series of ineffective and 
corrupt post Korean War governments and embarked on a policy of dramatic 
industrial development in which he dragooned the chaebol to overhaul their 
operations and gear up for a big push into heavy industry and exports (see, 
e.g., Kim 1997). Although a few of the chaebol that became prominent in the 
ensuing period were already in operation (e.g., Samsung was founded in 
1938), most did not exist in the 1950s (Kim 1997: 97). The organizational 
patterns modeled on kinship were readily understandable to chaebol family 
leaders, which made them easier to adopt, but were also useful in establishing 
centralized and unified chaebol leadership, particularly helpful in dealing 
with a powerful and determined political leadership that was itself quite cen-
tralized. So the political upheaval was the immediate and critical stimulus for 
relations from the kinship domain to be transposed to that of business in a 
way that transformed the Korean economy.

This theme of upheaval leading to transposition is developed system-
atically in the work of John Padgett and his collaborators on economic 
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innovation and invention in medieval Florence. In particular, Padgett and 
MacLean (2006) analyze the invention of the partnership system in late 
 fourteenth- and early fifteenth-century Florence, which was important in 
vaulting it to a position of world economic leadership. An analysis of this 
invention that did not see its relation to politics might stay entirely within the 
economic realm by adopting the common view that new inventions are 
simply economic reactions to the need to solve economic problems and that 
actors do find economic solutions in such situations, since those who do not 
are competed out of the market. Such an argument has several liabilities. One 
is that it is Panglossian (cf. Gould and Lewontin 1979), assuming that all 
problems are solved and indeed solved efficiently, which is belied by the fre-
quent market and institutional failures that we observe. It is also problematic 
in its assumption that the economy is an insulated sector, operating in a com-
petitive market not highly impacted by politics or social organization. Only 
in such situations can we imagine that competition will stimulate best out-
comes, and even under such assumptions it is unclear how actors are sup-
posed to figure out what these are.

More typically, institutional realms are intertwined, and actors are not 
infinitely clever in imagining abstract solutions but gravitate instead to pat-
terns familiar from other arenas of their lives. So innovation and invention 
rarely arise de novo but are built instead with materials that already exist, just 
as biological evolution does not create forms that use entirely new building 
blocks; variation, selection, and retention, the mantra of biological evolution, 
imply selection from existing variations, which provide a substantial but 
hardly an unlimited resource base for new forms.

Correspondingly, Padgett and MacLean (2006) show that the invention 
of the Florentine partnership system was the outcome of a series of political 
upheavals that led pragmatic actors to import existing patterns from outside 
the economy to solve new economic problems. The partnership system 
resembled the modern business group (Granovetter 2005) being a “set of 
legally autonomous companies linked through one person or through a small 
set of controlling partners” (Padgett and MacLean 2006: 1465), and it was 
highly consequential for the Florentine economy because it facilitated diver-
sification into multiple markets by a single set of companies. By contrast, the 
earlier unitary companies of the fourteenth century, based on patrilineages, 
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had been generalists that carried out whatever activity seemed needed, 
whereas within the partnership, each separate company specialized in a single 
market, improving the efficiency and market power of the group and laying 
the foundation for subsequent Florentine economic dominance.

To sum up Padgett and MacLean’s argument, they attribute this develop-
ment to strategies adopted as the result of political upheavals in the late four-
teenth century. After the working-class Ciompi revolt of 1378 was quashed, 
elites returned to power and mobilized domestic (“cambio”) bankers into the 
state apparatus to shore up their own position. These bankers’ new role in 
politics exposed them to an internationalist perspective previously unfa-
miliar to them, and they set about rebuilding the export trade damaged by 
the civil war. Earlier, they had built their firms according to a “master-appren-
tice” logic, itself borrowed from guilds, in which they had short (e.g., three-
year) renewable partnerships with ex-apprentices who were expected eventu-
ally to split off and form their own firms. In the new international setting, 
these bankers transposed this logic to set up partnership systems in the form 
of formal contracts between themselves and branch managers who might be 
in different industries (2006: 1508). Instead of a sequence of contracts as 
before, there evolved a series of simultaneous contracts in different places and 
industries, which displaced previous forms of international merchant 
banking. This transposition and “refunctionality,” as Padgett and MacLean 
refer to these developments, became truly transformative when partnership 
came to be embedded with intermarriage. Displacing an earlier logic based 
on patrilineage—direct descent in the male line—what now became important 
was who your in-laws were, with the result that cambio bankers became inte-
grated into the elite. They refer to this as “network catalysis,” where “social 
incorporation brought the logic of marriage, and hence dowry, out of the 
world of popolani [Florentine elite] banking, reinforcing and rewiring the 
social embedding of banking partnerships into the elite” (1520), and dowries 
then came to be used as start-up capital. Before the Ciompi revolt, marriages 
were just about kinship, not so much about politics and economics, and at the 
center of the constitutional stage of the state were guilds and patrilineages. 
But post-Ciompi, the guilds were “defanged” because of their suspect role in 
the revolt, and marriage became an important tool for previously elusive elite 
cohesion.
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The ensuing partnerships were hugely successful, and lead partners 
shifted from entrepreneurial to financial activities, since the branch partners 
were chosen for their expertise in specific domains. In this respect, they 
looked like modern venture capitalists, and the wide range of interests that 
they had to pursue encouraged them to become what came to be known as 
“Renaissance men.” Padgett and MacLean conclude that significant organiza-
tional inventions, like the partnership system, may result from political 
upheavals that create difficult problems for actors with economic, political, 
and kinship interests. They deal with these by transposing relational logics 
from one domain to another “which attain new purposes in the new domain, 
whose reproduction is positively reinforced to the point that it alters interac-
tions among others in the new domain. Florentine inventions were more than 
good ideas. They were discontinuous system tippings, rooted in reproductive 
feedbacks among dynamic multiple social networks” (1544; for other cases of 
“transposition,” see Padgett and Powell 2012).

Another important aspect of intersecting social institutions is that actors 
may transfer resources originating in one so as to gain advantage in another. 
A familiar example is when employers recruit through the social networks of 
existing employees. They gain from doing so because friends and relatives feel 
an obligation to help one another find the most suitable employment, and 
new workers, once hired, feel bound by their social ties to perform in a way 
that will not embarrass their informant / sponsor. The key point is that 
employers do not, and indeed as a matter of principle cannot, pay to create the 
trust and obligations that benefit their recruitment strategy, as these originate 
in the institutional domains of kinship and friendship, and any economic effi-
ciency gains that result are a byproduct of the way that economic activity 
happens to intersect that of family and friendship obligations.

A common situation where intersections matter is when social occasions 
develop economic import because participants, not making any particular 
effort to segregate institutional sectors, exchange economic information in 
settings where their main goal is social. Adam Smith famously complained 
that people of the same trade “seldom meet together, even for merriment and 
diversion, but the conversation ends in a conspiracy against the public, or in 
some contrivance to raise prices” (1776: Book 1, Ch. 10, par. 82). In our own 
period, people typically attend parties with nothing more in mind than a 

 EBSCOhost - printed on 2/14/2023 4:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



180 S O C I E T Y  A N D  E C O N O M Y

good time. It would be implausible to imagine their partying as instrumental 
economic behavior; the expected economic gain from loud and intense 
socializing is unlikely to be anyone’s main reason for attending. Yet informa-
tion about jobs can and does pass among partygoers (Granovetter 1995). 
Labor markets and expressive socialization routines are separate institutions 
whose intersection depends on structural elements of social organization 
whose explanation lies well beyond that of individual incentives.

So whether or not participants are aware of the transfer of resources 
between institutional sectors, such transfer may still dramatically alter the 
cost of economic activity. When the activity is coded as corruption or rent-
seeking, that cost may be increased, as noneconomic activity is subsidized by 
economic. But it is less frequently remarked on that the reverse often occurs 
as when employers, in effect, free-ride on noneconomic resources put to eco-
nomic use or better job placements result from party attendance.

The transfer of resources between sectors is a general case of a more spe-
cific phenomenon that I discussed in Chapter 4 on power, namely the gaining 
of advantage from securing a resource from one social setting relatively 
cheaply and using it to gain more than it cost in another. The classic case is 
arbitrage between unconnected markets, which Austrian economists have 
taken as the type case of “entrepreneurship.”

In this context, I mentioned Barth’s conception of entrepreneurs as arbi-
traging across “spheres” or “circuits” of exchange. In the simplest case, in 
principle, the unconnected spheres, across which trade is inconceivable, 
might not look at all like what we have referred to here as “institutions”; they 
might simply be sets of goods that a group considers to be exchangeable only 
against one another and not against those in another sphere, as Firth describes 
Tikopians’ likely incomprehension at the notion of exchanging bonito-hooks 
for food (see Ch. 4 in this book). But in practice, institutional considerations 
go into the very definition of spheres—differences between them typically 
involve ceremonial considerations or moral judgments—in which the mone-
tary or barter sphere is typically ranked as inferior to others having more 
to do with intimate relations or ceremonies—as when modern individ-
uals find it hard to understand the question of for what sum of money they 
might sell their children2 or to condone the setting of a price for the sale of a 
political favor, even though these cash values could be calculated in fairly 
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straightforward ways. Resistance to such calculations signals that different 
sets of norms attach to different kinds of activities, which shades over into the 
institutional choices and frames I discuss in this chapter.3

This is clear in Barth’s case of Arab traders who bridged separate eco-
nomic spheres to exploit differences in the cost and market value of tomatoes 
grown by Fur tribesmen whom they compensated with beer, as was tradi-
tional in an economy where wage labor was shameful. The outside traders’ 
power derived from the institutional separation between communal prac-
tices, such as mutual housebuilding help, to be compensated ceremonially 
with beer, and market trade, where food was sold for cash in a more purely 
economic transaction. The advantage for those who could see these institu-
tional barriers not as moral guides to action but as possible sources of profit 
depends first on there being clear institutional definitions and boundaries in 
place, second on their devising transactions that arbitrage across these 
boundaries, and finally on the presence of those who for whatever reason did 
not consider themselves bound by the normative structure that defined these 
institutional rules, as “outsiders” typically do not.

It may be helpful to think about the activity of securing resources cheaply 
in one institutional setting and using them to profit in another as generalized 
arbitrage. Classic arbitrage across separated markets makes public the oppor-
tunity available from market separation, and this draws in more traders so 
that the market gap and resulting opportunity vanish. In Chapter 4, I noted 
that contrary to this standard expectation, the entrepreneur / arbitrageur 
may become powerful from his activity and leverage that power to prevent 
others from taking advantage of this opportunity. In effect, they use their 
power to maintain the separation of spheres.

When the spheres are clearly identified with significant social institu-
tions, there is still another reason why the use of extra-economic resources to 
gain profits need not close the gap between economic and other social activity. 
This is because, as I have argued,

separate institutional sectors draw their energy from different 
sources and consist of distinctly different activities. Many authors 
have argued that economic activity penetrates and transforms other 
parts of social life. Thus, Karl Marx asserted (for example, in chapter 
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1 of The Communist Manifesto) that family and friendship ties would 
be fully subordinated under modern capitalism to the “cash nexus.” 
But despite intimate connections between social networks and the 
modern economy, the two have not merged or become identical. 
Indeed, norms often develop that limit the merger of sectors. For 
example, when economic actors buy and sell political influence, 
threatening to merge political and economic institutions, this is con-
demned as “corruption.” Such condemnation invokes the norm that 
political officials are responsible to their constituents rather than to 
the highest bidder and that the goals and procedures of the polity are 
and should be different and separate from those of the economy. 
(Granovetter 2005: 36)

When arbitrage is between institutional sectors, early or first movers, just 
as in classic arbitrage, may profit handsomely. Some dramatic successes in 
industrial organization can be seen as the result of such activity. Our study of 
the early American electricity industry suggests, for example, that Samuel 
Insull, the leading early twentieth-century entrepreneur (see Granovetter and 
McGuire 1998) stood out from others in having extensive social contacts into 
several separate and institutionally defined networks: tinkerers / inventors, 
financiers, and politicians. His career featured his deft movement of resources 
back and forth between these networks and the institutional sectors of which 
they partook. So he was the first to mobilize political resources successfully 
on behalf of his particular industrial model—large, integrated central station 
companies, transporting electricity over great distances. (It did not hurt that 
his base was Chicago, legendary still for its porous boundaries between poli-
tics and business.) His financial contacts in the United States and his native 
England enabled him not only to finance his schemes but also to transfer 
innovative financial instruments and accounting techniques, such as balloon 
depreciation, not previously used in this industry, in such a way as to support 
his favored technical path.4

Insull also wielded influence in the voluntary association sector, shaping 
the ostensibly nonpartisan National Civic Federation study of municipal and 
privately owned power companies in such a way as to advance utility regula-
tion at the state level and disadvantage public power in relation to that 
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provided by investor-owned utilities (Granovetter and McGuire 1998: 165–
166 and, in more detail, McGuire and Granovetter 1998). Although Insull 
shared his innovations within a relatively closed circle, he actively combated 
the efforts of those outside that circle, such as sponsors of isolated generation, 
decentralized systems, and municipal ownership—i.e., he was the prototyp-
ical entrepreneur doing all he could to prevent others from following in his 
footsteps. And Insull was widely acknowledged to be one of the most pow-
erful economic figures in his generation, so much so that he was denounced 
in a famous campaign speech by Franklin Roosevelt in 1932 to the Common-
wealth Club of San Francisco (Roosevelt 1932).

Another interesting case is the rise of venture capital financing in Silicon 
Valley. In the older model of financing innovation, financiers were at arm’s 
length from the industries they financed, knew little of the technical detail, 
and were not linked to its social and professional circles. Finance and industry 
were largely decoupled, except for specific loan transactions. This mattered 
little because due diligence required only an assessment of ability to repay a 
loan, which could be gleaned from analysis of balance sheets and an assump-
tion of stable markets going forward. But these standard financial tools fal-
tered in an industry undergoing rapid technical change, and beginning in the 
1960s, a new model emerged. Engineers and marketing specialists from Sil-
icon Valley firms who had made huge fortunes from their innovative prod-
ucts used these to become a new breed of financier—the “venture capitalist,” 
whose extensive technical knowledge and personal networks allowed them to 
quickly assess new ideas. Given their skills, they were not averse to taking 
substantial equity positions, sitting on boards of directors, and taking active 
roles in management, all roles that traditional bankers typically avoided.

In effect, they moved their resources from the industrial and family 
spheres where they had been accumulated into a newly organized financial 
sector where they could deploy them in such a way as to multiply them many-
fold. And their early success helped them attract huge new inflows from lim-
ited partners such as pension funds and wealthy individuals, who had no 
connection to technical circles (see Kaplan 1999: Chs. 6 and 7). This institu-
tional development resembled the activity of early nineteenth-century busi-
ness families who founded banks in New England to fund expansion of 
industries by drawing in funds from nonfamily sources (Lamoreaux 1994). In 
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this special case of moving resources across institutional sectors, many new 
venture capital players continued to emerge, but traditional finance never was 
able to reassert its dominance because the venture capital sector developed a 
complex network of resources and information that could not be duplicated. 
Thus, although there are many new players compared to the early years, the 
sector remains more or less self-contained and dominant in these industries 
(see Ferrary and Granovetter 2009). And top figures in venture capital are 
well known and considered extremely powerful, at least in determining the 
fate of high-tech companies.

6.3 Multiple Institutional Frameworks as Resources for 
Pragmatic Actors

I want to repeat that though I may talk about how individuals choose one 
institutional frame to guide their action, “choose” implies more conscious 
thought than is likely. Which norms govern depends on what cognitive 
schema is triggered, and such schemas, if they are truly guides to action, are 
unlikely to be actively pondered, which would make them less potent in 
structuring perception. Awareness is more likely when frames collide as part 
of conflicting visions and interests. In some cases, individuals may benefit 
from ambivalence and ambiguity about what frame is relevant, and such 
ambiguity is typical because institutions interpenetrate each other in real life 
and rarely occur in pure and isolated form.

I return to the concept of “robust action,” originated by Leifer in his study 
of chess players (1991) and developed by Padgett and Ansell (1993) to explain 
the extraordinary political achievements of Cosimo de Medici in coming to 
dominate politics in fifteenth-century Florence, as I discuss in Chapter 4. 
Recall that Cosimo had interests, and, as Peter Hall would say, identities, in 
several institutional contexts—financial, familial, and political. Padgett and 
Ansell argue that he was “sphinxlike” and “multivocal,” and by making it 
obscure which of these interests he was pursuing in any given situation, he 
preserved flexibility for himself while reducing it for others. And his net-
works of supporters from each institutional realm could not coalesce with 
one another because their divergent origins made them socially incompatible 
and mutually contemptuous. So Cosimo straddled these varying frames 
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without fully committing himself to one. He did so, it seems, instinctively 
rather than consciously, the ultimate pragmatic actor, assembling resources 
from wherever he could to solve his various problems but without clearly 
labeling his activity, which would have made it easier to attack.

David Stark elaborates this theme in the context of transition economies 
(1996, 2009). Drawing on fieldwork in post-transition Hungary and ideas 
from Boltanski and Thevenot’s “modes of justification,” he notes that actors in 
firms where the environment is uncertain may face a situation where it is 
unclear according to what principle or logic their result will be judged. Where 
your “success is judged, and the resources placed at your disposal determined, 
sometimes by your market share and sometimes by the number of workers 
you employ . . . you might be wise to diversify your portfolio, to be able to 
shift your accounts. . . . To gain room for maneuver, actors court and even 
create ambiguity. They measure in multiple units, they speak in many 
tongues” (Stark 1996: 1014–1015).

In emphasizing that actors may strategically maneuver among principles 
of justification or frames of evaluation, Stark does not mean to argue that 
these frames merely obfuscate. On the contrary, the only reason it makes 
sense to maneuver in this way is that people take the frames seriously, so that 
if you can persuade them that your preferred frame is appropriate, you will 
gain advantage. Moreover, this ability to redefine the agenda is a typical 
example of that aspect of power described in Chapter 4 and shows how power 
interacts with norms by creating frames in which the norms favored by those 
who persuade go on to guide others’ behavior far more efficiently than would 
coercion. I return to this theme in my chapter on corruption in the sequel 
volume.

In later work, Stark generalizes this argument to propose that effective 
organizations often adopt a strategy of “heterarchy,” by which he means artic-
ulating and maintaining “alternative conceptions of what is valuable, what is 
worthy, what counts” (2009: 5). Having multiple performance criteria avail-
able to invoke can produce a resourceful dissonance, and especially when the 
organizational environment is turbulent, what it means for an organization to 
be entrepreneurial is for it to “keep multiple principles of evaluation in play 
and to benefit from that productive friction” (6). He suggests that the rivalry 
among performance criteria makes it “possible to break out of the lock-in of 

 EBSCOhost - printed on 2/14/2023 4:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



186 S O C I E T Y  A N D  E C O N O M Y

habituated unreflective activity” (19). This results in a noisy clash as “propo-
nents of different conceptions of value contend with each other. The latent 
consequence of this dissonance is that the diversity of value-frames generates 
new combinations of the firm’s resources” (27).

Different institutional complexes and principles of justification may 
clash in consequential ways even if individuals are not aware of the conflict. 
So George Strauss (1955) studied a work group of women painting toys and 
paid by the piece, whose productivity (and thus pay) improved dramatically 
when a consultant gave them more freedom to arrange their work as they 
liked. But because the factory’s other departments were staffed heavily by 
their husbands, male relatives, and friends, other groups quickly learned that 
the women’s wages had skyrocketed and objected strenuously because this 
violated the existing status order of groups in this establishment. The infor-
mation flow patterned by social relations and the conceptions of fairness in 
wage differentials rooted in underlying social distinctions made the new eco-
nomic developments untenable, and the innovations were abandoned. Gar-
trell, in his discussion of how sanitation workers in Cambridge, Massachu-
setts, evaluated the fairness of their pay, noted the importance of discussions 
they had in social contexts with their friends and relatives in nearby cities and 
suggested the importance of such intersections of work and residential social-
izing for the evolution of inflationary pressures (1982: 134–136).

It seems unlikely that the workers in these two examples would easily 
articulate the way that institutional intersection of kinship / friendship / resi-
dence with economy and work affected their perceptions of wage fairness, 
and many such intersections operate far below the level of consciousness. For 
example, Burawoy, in his ethnographic study of a Chicago-area machine 
shop, argues that local conceptions of masculinity in working-class culture 
unwittingly added value for employers (1979). “Scientific management,” pio-
neered in the early twentieth century by Frederick Winslow Taylor and 
others, used time-and-motion studies to determine how to speed up workers’ 
production by raising quotas if it turned out that they were capable of faster 
work. Many of the famed industrial relations studies of the 1930s documented 
worker resistance to such strategies, in which workers informally set upper 
limits on how much should be produced and punished or ostracized “rate-
busters” (cf. Homans 1950). But nothing of the kind occurred in Burawoy’s 
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machine shop, since the status currency of the male machinists was precisely 
skill, demonstrated by fast and effortless execution of the machinist’s tasks. 
Burawoy, who worked in this shop in order to observe it closely, notes that 
until he “was able to strut around the floor like an experienced operator, as if 
I had all the time in the world and could still make out [produce the quota 
assigned by management] few but the greenest would condescend to engage 
me in conversation” (1979: 64).

Burawoy articulates the Marxist lament that this status system led 
workers to cooperate with management “in the production of greater surplus 
value” (64). This occurred because of the way that a particular male work-
ing-class status culture happens to intersect with the needs of the industrial 
system. Employers did not invest in creating these values, and it seems 
unlikely that either side is much aware of the way the culture supports profit-
ability. But if employers did understand that the local culture supported their 
goals, they would have had still another reason to recruit through social net-
works since the culture would operate with more consensus and strength in 
cohesive work groups.

Finally, I should say that when actors draw on more than one set of insti-
tutional rules or patterns in their attempt to solve problems, some of which 
come to be defined as a result of that effort, there is a range of intentionality 
that we may see. It may be in some cases that, as Stark suggests for Hungarian 
factory managers, they more or less intentionally assemble a diverse “port-
folio” of possible ways to justify their actions so as to have the best chance to 
get support based on those justifications. But it may also be that actors 
assemble bits and pieces from different institutional frameworks because, as 
pragmatist philosophers and social scientists maintain (Dewey 1939; Joas 
1996; Whitford 2002), most actors have less concern for the purity of institu-
tional design than they have for resolving the situation they are in, and this 
may result in solutions that would look Frankensteinian to the purist but that 
work in their context.

I can make this point more clearly in developing some historical and 
comparative arguments about “national cultures.” Recall that the arguments 
of Biggart and Guillen, described in Chapter 5, suggest that the “logics” of 
certain countries more likely favor either assembly of autos as an OEM or the 
production of parts. But note that the logics in question did not mainly 
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concern cars but rather the ease with which individuals in a country slotted 
themselves into large hierarchical operations such as assembly plants or were 
able to nimbly adjust to the demands of external actors in the supply chain 
whose requirements changed quickly, as in fashion or in auto parts. So they 
suggest, for example, that patrimonialism has deep roots in Korean society, 
and this creates an institutional logic that “legitimates centralized control by 
competing elites and . . . confers on the state the legitimate right to target 
industries for development” (1999: 733). In Taiwan, by contrast, they argue, 
firms did not grow by enlarging but by spinning off, resulting in a collection 
of densely networked family firms “ill suited to a capital-intensive enterprise 
such as auto assembly. It is ideal, however, for capital-light but knowledge-in-
tensive products” (735).

One of the interesting points about such claims is that they do not rest on 
cultural exceptionalism for particular societies but rather imply that any 
society with similar institutions or logics would have a similar economic out-
come, and there would then be then nothing distinctively Korean or Chinese 
that would explain such outcomes once the institutions in question were 
taken into account. So we here go beyond the idea that each country has a 
particular culture that determines outcomes, which would allow for few if 
any generalizations, to the position that we can identify certain kinds of insti-
tutional logics that might in principle appear in any country with similar 
effects. In fact, one might say the Biggart / Guillen argument allows cultural 
peculiarities of a country to matter only insofar as they lead to a particular 
institutional logic, but once in place, such a logic strongly determines out-
comes. This general way of thinking is similar to that of more abstract theo-
retical arguments that there are a finite and identifiable number of “varieties 
of capitalism” (esp. Hall and Soskice 2001, and for an overall summary of 
such literature, see Streeck 2011 and the critical symposium on the “varieties 
of capitalism” literature in the Business History Review [2010]).

Hall and Soskice make a distinction common in this literature, under a 
variety of labels, arguing that there are, broadly speaking, two main “vari-
eties” of capitalism, which they label “liberal market economies” (LMEs) and 
“coordinated market economies” (CMEs) (2001: 23). Coordinated market 
economies involve many forms of nonmarket coordination among firms, 
“patient capital” depending on close-knit corporate networks “capable of 
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providing investors with inside information about the progress of companies 
that allows them to supply finance less dependent on quarterly balance sheets 
and publicly available information” (29), and considerable attention to non-
market economic goals relating to social solidarities and traditional obliga-
tions. So access to “patient capital,” for example, allows firms to retain workers 
in downturns and make long-term investments that will not pay off quickly. 
The usual type cases are Germany and Japan. In liberal market economies, 
market relations resolve coordination problems, corporate networks are far 
less close-knit, and “shareholder value” is a more critical consideration, with 
other stakeholders being only residual claimants.

I will talk in more detail about related issues in the sequel volume in a 
chapter on corporate governance. But for now, the more immediate point is 
that scholars with a pragmatist or “constructivist” perspective challenge such 
typologies, arguing that this way of thinking about economic institutions pres-
ents too simple a picture that does not do justice to the ability of most economic 
actors to navigate troubled economic waters without concern as to whether 
their behavior meets any particular institutional mandates. I would add that 
although it may seem plausible to suggest that state economic policy inconsis-
tent with a society’s institutional capacities or logics cannot succeed, we should 
consider whether the cases cited to support this argument suffer from the selec-
tion bias of known success and failure. Counterexamples might be cases where 
state policies flew in the face of apparent capacities but somehow succeeded. 
Thus, as I have mentioned above, Western economists found General Park 
Chung Hee’s 1960s push to make Korea a major force in heavy industries such 
as steel and chemicals to be bizarrely misguided and incompatible with the 
society’s known capacities; yet the subsequent success story is now well known, 
which should give us pause in supposing that societies have only one story to 
tell or pattern to fall into (see Amsden 1989; Kim 1997).

The claim for the potency of a few ideal types of capitalism assumes that 
national culture and the historical peculiarities of particular countries that 
may have produced a collection or, as I would like to say, a “menu” of institu-
tions clearly different from that of others do not matter once we under-
stand what “type” of capitalism we are observing. A debate on these issues 
emerged around two edited volumes on the economies of Japan and Ger-
many: Streeck and Yamamura’s 2001 volume The Origins of Non-Liberal 
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Capitalism: Germany and Japan in Comparison and Yamamura and Streeck’s 
2003 volume, The End of Diversity?: Prospects for German and Japanese Capi-
talism. In these volumes, a variety of essays, with framing commentaries from 
the editors, consider Japanese and German capitalism to be of the “non- 
liberal” or “solidaristic” variety, closely related to the distinction that Hall and 
Soskice make between “coordinated” and “liberal” market economies. In par-
ticular, Streeck and Yamamura note that “non-liberal” economies feature a 
higher level of “embeddedness” than liberal ones, which means that the 
“transactions by which it is made up either are also supposed to serve other 
than economic purposes (in other words are constrained by noneconomic 
objectives such as social cohesion or national defense) or are supported by 
noneconomic social ties” (Streeck and Yamamura 2001: 2). In the 2003 
volume, the authors focus on the enormous pressures on Germany and Japan 
to conform to the liberal market model, with a consensus that this is unlikely 
to occur—that Germany and Japan “will continue to be able to defend the 
values that their institutions were designed to support. These include, in the 
German case, politically negotiated social cohesion and high social equality 
and, in the Japanese, the protection of internal solidarity and external inde-
pendence through politically guided economic development assuring equal 
status with the West, while avoiding the social disruptions associated with 
rapid modernization” (39).

In a review symposium on Streeck and Yamamura’s volumes, Gary Her-
rigel praises the authors for pointing to “dimensions of social action and 
transformation that many constructivists . . . have long emphasized: i.e., that 
actors confront considerable uncertainty, which in turn makes the meaning 
of rules ambiguous, thus making interpretation and creativity an inescapable 
dimension of social action and institutional change” (Herrigel 2005: 560). 
Rather than treat institutions as “static systems of constraining rules,” Her-
rigel observes, real actors treat them more as “provisional solutions to com-
monly defined problems” (560). But Herrigel goes on to complain that the 
very distinction between “liberal” and “solidaristic” economies is problematic 
because it distracts from a “wide array of other kinds of struggles over insti-
tutional alternatives that are neither of a liberal nor of a segmentalist or 
 solidaristic character” (562), such as those in Germany between small 
and  medium-sized firm forms of industry, federal / regional struggles over 
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centralization and sovereignty and regional heterogeneity, Catholic versus 
social democratic ideas of vocation and local community, and radically 
localist Syndicalist ideas in unions and the socialist party. These alternatives, 
he argues, and this is the crux of the matter, do not “fit neatly into either a 
solidaristic or segmentalist frame and they are plainly not liberal. The fact 
that they fall out of the portraits that the individual authors provide of the 
German system is a problem” (563). If one “only looks for the limitations on 
liberalism or for turning points for solidarism and segmentalism, one invari-
ably overlooks alternative processes of borrowing, recomposition and hybrid-
ization that are going on” (564).

Herrigel worries that the authors have a strong tendency to “view the 
institutional systems in Japan and Germany as highly coherent, unitary sys-
tems of interconnected and complementary institutional realms of gover-
nance” (564). This creates the impression that “such institutional systems 
exist ‘on the ground’ as clear bright line rules that guide behavior” (565). But 
the actual systems are much more incoherent, non-unitary, and provisional. 
They are “composed of a patchwork of different institutional solutions to a 
wide array of political economic problems. The range of solutions work 
alongside one another not only (or not even) in complementary ways, but 
also in relations of non-paralyzing juxtaposition. Indeed, it is difficult, on the 
ground, to identify a coherent, stable system of constraining rules in Japan 
and Germany (or anywhere else for that matter)” (565). Societies, he con-
cludes, are “rich assemblages of historically accumulated dispositions and 
rules, not coherent complexes of complementary (and constraining) institu-
tions. Theory should point to possibilities that are emerging from actors’ 
experiences, rather than systematically blend them out” (566).

Reviewing the same volumes, O’Sullivan points out that it is misleading 
to cite the United States and United Kingdom as type cases of “liberal” 
 capitalism, reminding us of the important role of the U.S. government in 
the promotion of technology, the history of military support, and the impor-
tance of noneconomic objectives, and concludes that “some of the outcomes 
that these typologies of capitalism link to liberal institutions of capitalism, 
such as success in radical innovation, are in fact a product of distinctly 
non-liberal institutions” (554). Pempel similarly criticizes the volumes for 
their neglect of political explanations of institutional outcomes, mentioning 

 EBSCOhost - printed on 2/14/2023 4:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



192 S O C I E T Y  A N D  E C O N O M Y

as an example the far greater political power of labor unions in Germany than 
in Japan (2005).

In response to these critiques, Streeck agrees that institutional types must 
be conceptualized in a very loose way and that the distinction between “lib-
eral” and “non-liberal” economies may indeed be highly misleading. But he 
does worry that in Herrigel’s conception, institutions don’t exist at all, and 
social action must be “conceptualized as completely voluntaristic.” Institu-
tionalized rules may not determine everything, but they are still “protected by 
social sanctions that may be effectively applied in their defense” (Streeck 
2005: 584).

How then can we find a position that balances the need to accommodate 
problem-solving action (in the pragmatist tradition) and not overestimate 
the coherence of institutions yet meets the concern that Streeck articulates by 
making a systematic and coherent theoretical argument? I argue that the way 
to thread this needle is to analyze for a country or region what the likely alter-
native frames or “logics” are that actors are likely to choose among in orga-
nizing economic activity and that seem conceptually available, determine the 
extent to which they are separate and autonomous from one another or 
overlap, explain how this particular range or “menu” of options arose, and 
theorize the process by which actors assemble solutions for the economic 
problems they face from among these available materials—that is, to under-
stand what in the social and economic environment keys actors into the 
frames or logics that they do use. The cultural peculiarities of regions or 
nations might become salient at any of these stages. This strategy is consistent 
with the theoretical argument that culture, including norms, is more of a 
“tool kit” than an inflexible recipe for action and also with a variety of empir-
ical observations that nations not infrequently act in ways that seem sur-
prising given typical stereotyped ideas about their possibilities.

Japan, for example, is often considered to have a strongly distinctive cul-
ture predisposing to harmony and hegemony of the group over the indi-
vidual. Japanese institutions such as permanent employment and quality con-
trol circles were often imagined to be “natural” outgrowths of these immanent 
tendencies. But then observers are perplexed to see “permanent employment” 
evaporate quickly in deep recessions, while other elements, such as organiza-
tion into the collaborative business group form of keiretsus, change in form 
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but have staying power beyond that imagined in neoliberal ideology. (See 
Lincoln and Gerlach 2004 for details.) The picture is further confused by his-
torical reflection that shows recent “characteristic” Japanese labor institutions 
to have originated only in the mid-twentieth century, whereas earlier periods, 
such as the 1920s, had high labor turnover and considerable labor-manage-
ment conflict (see, e.g., Taira 1970).

6.4 Comparative Historical Case Studies of How Institutional 
Alternatives Emerge from Turmoil, War, and Revolution

I want to pursue these themes by examining cases in which national eco-
nomic and political systems undergo dramatic reconstruction under trau-
matic historical conditions, as such cases reveal a lot about the interplay 
between broad historical forces, strategic action, and institutions, both those 
on the ground at any given moment and those in the historical record whose 
residues, carried through personal and institutional memory, make them 
available as plausible models for addressing problems at the present moment. 
I could conduct such a discussion through a broad, synthetic treatment 
drawing on all available sources, but the topic is so big that this alone would 
require a book-length treatment. Instead, I proceed through a dialogue with 
two books that cover these issues from somewhat different angles and offer 
many useful insights: Arndt Sorge’s The Global and the Local: Understanding 
the Dialectics of Business Systems (2005) and Gary Herrigel’s Manufacturing 
Possibilities: Creative Action and Industrial Recomposition in the United States, 
Germany, and Japan (2010).

Sorge’s treatment focuses entirely on Germany and traces modern insti-
tutions far back into medieval times. But rather than asserting a simple, 
deterministic relationship between medieval institutions and modern pat-
terns (as, e.g., in Putnam 1993), Sorge argues that economic and political 
history over long periods of time lead to a multiplicity of institutional pat-
terns that individuals construct, in part in response to the exercise of political 
and military power of their own and foreign governments and armies, in 
order to solve ongoing problems. This multiplicity, though rich, confusing, 
and contradictory, is not random nor unlimited but takes certain discrete 
forms that may be mixed and matched over long historical periods, even 
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when such mixtures fall well outside the ambit of typologies such as coordi-
nated versus liberal market economies. Herrigel (2010) considers a much 
more compressed time period, from the end of the Second World War to the 
present time, in three countries deeply affected by the war—the United States, 
Germany, and Japan—and weighs the balance of impact on economic institu-
tions of individual and group strategic action, technology and markets, and 
the backdrop of long institutional history.

Herrigel begins with a focus on the steel industry in the three countries 
and frames his discussion around the debate as to whether globalization pres-
sures will cause convergence in “practices, rules and governance forms across 
advanced political economies” (2010: 1). He frames his own pragmatist or 
“constructivist” view as reflecting dissatisfaction with neoliberal emphasis on 
atomized individuals’ rational calculations, on the one hand, and institution-
alism’s emphasis on “constraining rules and sanctions in shaping industrial 
change,” on the other (2). He notes that the United States, Germany, and 
Japan, in the steel industry after World War II, all pursued, as neoliberals 
would predict, “remarkably similar strategies” but argues that they did so in 
different ways that “recast or re-create differences between the political econ-
omies” (28). He argues against versions of “institutionalism” that make insti-
tutions powerful and irresistible influences on behavior, noting that “creative 
agency leads to the circumvention of institutional constraints” (28). Here I 
note that my own version of how institutions work, as developed in this and 
the previous chapter, is softer than the versions that Herrigel critiques, such 
as the “varieties of capitalism” school, and I argue not that institutions create 
“bright line” guides to behavior but only that they shape how actors think 
about their situations and create normative pressures to act in certain ways 
that are part of the background that they take for granted as they figure out 
how to solve their problems. This softer version is still quite different from the 
idea that actors face economic problems in an institutional vacuum, that their 
own local social context has no impact on what they do, which is influenced 
only by the costs and benefits inherent in technical and economic parameters 
of their situation. I hope to make this clearer in the empirical cases that follow.

Critical to understanding how the Japanese and German economies 
evolved post-1945, including particular industries such as steel, is the simple 
fact of American occupation of these countries. This occupation meant to 
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impose American conceptions of the limits of government domination of the 
economy, in line with the general goal of restoring or creating democratic 
institutions in societies where they had been lacking or had been destroyed. 
In response, Germany and Japan created the “mutual limitations between 
state and economy that the Allies desired, but in ways that were inescapably 
and insidiously informed by their own peculiar understandings of the catego-
ries and relations that Americans imposed” (Herrigel 2010: 32–33). In partic-
ular, the Americans stressed the importance of private property as part of 
market competition in liberal-democratic pluralism, but German industrial-
ists, Herrigel observes, conceived private property to entail a certain status in 
society and a range of mutual obligations to other social groups, the nation, 
and the state and believed that ownership of property entailed authority (62). 
Moreover, they considered themselves a corporate group contributing to the 
greatness of the nation, not the state—thus the state’s power should be limited 
with regard to property just as their own power over workers was limited by 
obligations. So these industrialists “highlighted elements of their traditional 
view that resonated with the American one” (63) such as the important role 
that private organizations play in limiting state power. But they kept the tra-
ditional German view of “society being composed of deeply entrenched func-
tional groups” that involved “complex notions of status, entitlement and 
mutual obligations” (64). So the “Germans and Americans were nodding 
their heads in agreement when the content of what they agreed upon differed 
quite radically” (64)—for the Germans, private property in industry was “still 
understood to be crucial for the maintenance of social order and hence 
deserving of respect and recognition. The American view denied that distinc-
tions of status and entitlement could be politically drawn among private 
actors, while the adapted German view assumed this to be a foundational 
dimension of what was meant by private control of industry. In both forms 
of understanding, however, private property constituted a countervailing 
power against the authority of the state—and this was crucial for Allied 
approval” (64).

Thus, in steel, as in other industries, through the 1950s, contrary to what 
Americans understood and wanted, both management and labor in Germany 
“understood themselves to be corporate groups with social and political 
status in the broader society and with an understanding of mutual obligation 
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and responsibility” (69), and in fact this led to flexibility in steel in ways that 
American plants did not have, including the institutions of codetermination 
between labor and plant owners, which was a “tremendous advantage for the 
steel producers during the great postwar economic boom” and “gave steel 
producers remarkable flexibility in work and production” (66). So German 
producers “embraced the vocabulary and practices of Americanism and plu-
ralism, but in doing so creatively recomposed them in ways that either were 
consistent with their own prior understandings and practices of Americanism 
and pluralism, or extended the received principles in ways that were not in 
evidence in the United States nor foreseen by the Allied reformers.” (70). So 
although the industry “adopted or was forced to adopt American principles 
of market order and production and was profoundly changed by this 
encounter, this in no way resulted in an erasure of distinctively German fea-
tures in the production of steel” (70).

I would translate these passages as showing that institutions—in this case 
traditional German understandings of the roles and responsibilities of such 
status groups as owners and workers—created the conceptual framework 
within which Germans adapted their practices to the demands of the Amer-
ican occupation forces, in the process transforming industrial institutions 
that nevertheless remained recognizably German. This is consistent with the 
way I would like to portray institutions, as having a serious influence on 
behavior and framing but without tightly or completely controlling the 
behavior of individuals who, within the framework of given institutions, can 
still create new solutions to their problems in a context where external power 
strongly shapes what is possible.

In the case of Japan, as in Germany, “defeat and reform created spaces in 
the debate for the rearticulation of abandoned, defeated, or unrealized con-
ceptions of social and industrial order from the past that the wartime regime 
had suppressed” (70). And so the Japanese “reinterpreted and recomposed 
the American understanding of oligopolistic competition” by mixing cooper-
ation with competition among steel industry actors. Rather than abandoning 
the cooperative exchanges among firms and between firms and government 
bureaucracy that had been typical in the prewar period, they “recast the 
method of cooperation . . . away from . . . cooperation between a state 
monopoly and broadly diversified holding companies to cooperation among 
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relatively equal rival steel firms” (75). This return to prewar practices fit with 
the American ideas of democracy in the economy.

Herrigel’s account takes for granted that there is a well-defined institu-
tional framework at any given time. But we should ask where such frame-
works come from, and this is typically a story of long-term historical devel-
opment and is one that Sorge (2005) tries to tell for the case of Germany. 
Sorge’s attitude toward institutions is to take them quite seriously but also to 
note, as does Herrigel, that they are “regularly decoupled and recombined 
into novel forms and constellations” (28) so that to

stylize pervasive institutions as covering an entire society across 
multiple actors, situations and subsets has very limited value. Insti-
tutions differ greatly between domains and situations. [In fact there 
may be] very distinct and even opposing patterns existing in close 
proximity [Fundamental values are therefore] only an initial approx-
imation used to provide meaning for the complete range of behav-
ioral repertoires of different types of people in one society. (38)

In other words, people are “naturally born syncretists, meaning that they 
adapt new beliefs, ideas, practices, techniques etc. to those they already have. 
They have an amazing capacity to make things compatible that at one stage or 
at first sight appear radically different” (11). Sorge thus asks how it can that 
Germany, a country “known for idolizing authoritarian father figures and 
goose-stepping, exalting all things military, and meting out corporal punish-
ment in the family . . . could subsequently develop a company and work 
organization featuring few superiors and a great deal of lateral coordination 
and co-determination?” (23). Suggesting strong limits on the idea of cross- 
institutional isomorphism or transposition across institutions, as I discussed 
above, he argues that in practice, societies “do not do things in a uniform way 
across many domains, institutions, settings and situations. Instead, they have 
an uncanny capacity to combine situationally differentiated opposites with 
one another” (25). Institutions are “regularly decoupled and recombined into 
novel forms and constellations” (28). To “stylize pervasive institutions as cov-
ering an entire society across multiple actors, situations and subsets has very 
limited value. Institutions differ greatly between domains and situations” 
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(38). In fact, there may be “very distinct and even opposing patterns existing 
in close proximity” (38). Fundamental values are therefore “only an initial 
approximation used to provide meaning for the complete range of behavioral 
repertoires of different types of people in one society” (38). Norms are “inher-
ently ambiguous. As interactionists emphasize, action is always built on the 
selective interpretation and activation of norms and other knowledge” (53).

This leads me to characterize all the possible institutions that people can 
draw on at any given moment, some of which conflict with one another in 
their pure form, even if actors manage to combine them, as a “menu” of pos-
sible institutional forms that can be mixed and matched. But there is a danger 
in theorizing such menus, which is that of falling into historicism, where 
every case is unique and anything can happen. To avoid this requires us to 
explain where and by what mechanisms institutional menus originate. Here, 
Sorge points back to medieval historical patterns as the primordial soup from 
which emerged the modern collection of institutional solutions to problems 
that Germans would now recognize. Feudal Germany, for example, had its 
own classic pattern of rivalry between central rulers and their more or less 
independent vassals and other powers (84). Feudal rule included “older mea-
sures of social coordination, such as peer control through guilds” (88), and so 
the historical Germanic tendency was to “achieve coordination by lateral but 
constraining association between ‘peers” rather than by fiat from above” (89), 
and rulers presided uneasily over such arrangements. So you had a blend of 
restricted autocracy and guild control and a distinctive trait of societal order 
in South Germany was that “hierarchical rule was never far away but it also 
intimately incorporated the countervailing and older principle of self-gov-
ernment through guilds” (92), which led to a “partitioning of institutional 
space” in which the sovereign focused on general politics and external rela-
tions while economic institutions featured self-government by guilds—a “dis-
tinctive fusion of . . . autocratic rule with peer control, of ‘democratic’ or 
republican legitimation with the ‘divine right to rule’” (94). So this led to a 
South Germanic “metatradition” that “closely intertwined two opposing 
forms of control, namely autocratic rule and peer groups” (97). This means 
that from the beginning of modernity, German socioeconomic history has 
been marked by recombinations of liberal and corporatist economic institu-
tions—of hierarchical subordination and lateral association, though, in some 
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periods, one or the other has prevailed—liberalization in the first half and the 
end of the nineteenth century and after the Second World War and corpo-
ratism in various periods including the Third Reich.

Sorge argues also that a critical way that a society comes to have “distinct 
societal institutions and culture” is internationalization—the impact of other 
societies on some particular one. I note that to the extent this is correct, it cuts 
against versions of “exceptionalism” that mean to characterize a society’s 
essence without reference to the outside. Certainly if one thinks about the 
United States, a nation often considered “exceptional,” it is clear that its insti-
tutions were forged in part from its ultimately violent interaction with its 
erstwhile parent, Great Britain. And Herrigel notes the important ways in 
which Japanese and German economic and political institutions were 
reshaped by interaction with the occupying Allied forces, who brought their 
own institutional agenda. In the case of Germany, whose “national character” 
has long been a source of discussion, Sorge notes how easy it is to forget that 
it is a “nation of immigrants to the same extent that the U.S. or Australia are” 
(25). The impact of internationalization is especially clear after the Peace of 
Westphalia in 1648, ending the Thirty Years’ War, with the most striking cases 
being responses to Napoleon’s incursions a century and a half later.

In particular, the areas conquered by Napoleon’s forces were subjected to 
the rigors of the Napoleonic Code, which imposed liberalization in the form 
of establishing legal equality of citizens and thereby undercutting the power 
of guilds and estates, i.e., of corporatism. Before Napoleon, Prussia was 
strictly divided by estates, where the Junkers (elsewhere known as “gentry”) 
were the ruling class. Yet within corporatist groups, peer control was typical. 
Napoleon’s representatives eliminated feudal privileges, introduced the con-
cept of citizenship, and abolished serfdom. Sorge notes that in fighting against 
France, the military took on French characteristics, including the “importa-
tion of general civil rights and duties and commercial freedom” (113). Subse-
quently, swings between liberalization and the reassertion of the corporatist 
order were recurrent, a “seesawing.” Economic liberalization in Prussia was 
radical because it came from above, initially the result of conflict with and the 
influence of Napoleonic France but in later periods as well, rather than 
emerging gradually as in English towns (115), and this is why it was not con-
nected to political liberalization. All through the nineteenth century, Prussia 
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seesawed between liberalism and corporatism, and Sorge suggests that such 
seesaws are typical because “human beings need trial and error” (120).

After the Franco-Prussian War of 1870–1871, Prussia entered a period of 
imposed liberalism, with corporatist eruptions from below especially from 
small artisans and firms adversely impacted by free trade, a “grassroots” drive 
back to corporatism (123). And cartelization, an iconic feature of late nine-
teenth-century German economy, was a case where businesses were able to 
take “important instruments from the toolbox of the old guilds, namely 
price-fixing and the stabilization of supply and profits, and to enact them by 
formal agreement or contract, rather than on the basis of statutory privileges” 
(124), and this was a reaction against pervasive liberalism. In the end, this led 
to a “new synthesis of capitalism, corporatism and mercantilism” (128), a col-
lection of traditions that do not seem compatible with one another, with an 
ongoing theme of a “lateral peer control that is closely articulated with hier-
archical control within a societal space” (140), all closely related to conflict, 
war, and its aftermath.

And some of these traditions survived the Nazi period, so Sorge notes that 
Harbison’s early 1950s study of steel plants in Indiana and Germany showed 
that the “social coordination of work was clearly more lateral and rooted in 
professional autonomy and mutual adjustment between skilled workers” in 
Germany (154)—that such coordination, despite its suppression during the 
Third Reich, remained in the German repertoire or “metatradition.”

Yet another striking case of dormant institutional elements reasserting 
themselves after a long hiatus can be found in the recent history of China. 
Capitalism went into hiding after the 1949 accession of the Communists to 
power and especially after savage attacks on any remaining signs of capitalism 
in the Cultural Revolution from 1966 to 1976 (see Esherick et al. 2006). Yet, 
after the famous opening to market processes implicit in the policies of Deng 
Xiaoping in the late 1970s, capitalist practices came roaring back and made 
China what is arguably the most thoroughly capitalist advanced industrial 
society in the world. Part of why this was possible is that important elements 
of market capitalism had a very long history in China, especially along the 
southeast coast, where Freedman’s essay shows how the financial sophis-
tication of market participants in this region gave them an enormous 
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advantage both locally and overseas (Freedman 1959, and more generally on 
the Chinese in Southeast Asia, see Lim and Gosling 1983). And perhaps even 
more striking as a throwback to long-dormant traditions is the way that cur-
rent Chinese entrepreneurs like to invoke Confucian principles in the course 
of doing business as alleged justifications of their practices. This is surprising 
not only because Confucian ideas were stigmatized under Communism but 
also because in the Confucian worldview, commerce and moneymaking are a 
distinctly second-best kind of activity, thought to be much below the realm of 
scholarship or even thoughtful administration that was in theory  infused 
with Confucian principles. This then serves as another example of how actors, 
trying to solve the problems that their environment presents, will assemble 
principles and practices from a variety of sources without much regard for 
consistency or apparent conflict between those principles and their own place 
in society.

My argument, then, as partly exemplified by these cases, is that norms, 
culture, and institutions are important influences on economic action but far 
less coherent and more variable than often portrayed. Complex combinations 
of economic practices are assembled by actors in ways that may not be easily 
anticipated but that are by no means random. Like all structures, economic 
institutions have to be built out of existing materials and cannot simply be 
invented de novo out of our theorizing about the best possible solution to 
some stated objective. We need much more theoretical attention to the pro-
cesses that create over long periods of time in a society the particular set or 
“menu” of perceived viable alternatives that actors call upon in solving eco-
nomic problems, how they use their social networks to assemble solutions, 
and how these solutions themselves then circle back to impact norms, cul-
ture, and action in ways that shape future activity.

Finally, one might ask how it can be that despite my frequent warnings 
about the perils of selection bias in cases chosen to make a certain theoretical 
point, I rely here on the highly selected cases and accounts of Germany, Japan, 
and China. A parallel question would be how far my arguments, supported by 
such cases, go toward a fully satisfactory theory of how the menu of institu-
tional elements that actors perceive to be relevant in their situation really 
determine institutional evolution. And the answer is clearly that this is only a 
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beginning of such a theoretical argument, a useful beginning to be sure, but 
one that needs much more work supported by a much wider range of cases.

And to add a further cautionary note, one might conclude from these 
particular cases, and from the tone of much pragmatist or constructivist 
theory, that actors typically are so creative in assembling bits and pieces of 
institutional solutions from hither and yon that they always pretty much 
solve their problems in a creative and syncretic manner. But it is easy to falsify 
such a Panglossian assumption. Think, for example, about how African soci-
eties reacted to the incursions of colonial powers. It is hard to imagine an 
account in which those subjects of colonization could be seen as having cre-
atively recombined existing institutional templates so as to construct new 
institutional solutions to their problems. And if this did not happen, it cannot 
be because the needed elements were not present in their history, since the 
continent had considerable political and economic development in the pre-
vious millennium and was the scene of numerous storied and powerful 
empires—see the brief account in https://en.wikipedia.org/wiki/African 
empires. Instead, the obvious answer to the question of why indigenous 
groups did not engage in creative institutional solutions to the problems 
posed by colonialists is that occupying nations quashed any such attempts 
with overwhelming military power.

And as to why they did so, consider the difference in the goals of Napo-
leon Bonaparte in his conquered territories from those of the colonial occu-
piers in Africa. Military conquest was, of course, always Napoleon’s first goal. 
But in governing conquered territories he acted not merely as an occupier but 
also as a child of the Enlightenment, abolishing serfdom and liberalizing laws 
and practices, as embodied in the Napoleonic Code, that stressed the rights 
of citizens to pursue their enterprises and activities without interference from 
entrenched interests of the kind that corporatism protected, abolishing guilds 
and other powers intermediary between the citizen and the state. Colonial 
rulers had quite a different attitude toward their colonies, regarding them 
principally as a source of cheap labor and abundant raw materials while also 
viewing Africans as a benighted and inferior race, incapable of attaining 
European standards of development. This combination produced, with some 
variations, colonial rule that did not countenance autonomous development 
of economic or political institutions from below.
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And with few exceptions, even though all the former African colonies 
are now independent states and thus out from under the grip of colonial 
rulers, these new states have rarely succeeded in putting together economic 
institutions that are productive internally or competitive in the modern 
industrialized world. One reason we might cite is that many such new nations 
are the result of rather arbitrary amalgamation of tribes that do not naturally 
have much to do with one another and, in addition, are riven by religious 
conflict among Christians, Muslims, and more locally native cosmologies. 
But this in itself does not seem compelling, if we note that the situation in 
what we now call Germany was not much different in 1648 after the Treaty of 
Westphalia. A historical atlas of this area at that moment shows dozens of tiny 
principalities and other kinds of political units, none of them especially 
prepossessing in its ability to assemble economic resources and riven among 
themselves by continuing religious conflict that the Thirty Years’ War chan-
neled but did not remove. Ironically, one of the main forces that pulled many 
of these units together was the Napoleonic Wars and the continuing rivalries 
with France and Great Britain, which eventually spilled over into two World 
Wars. For many reasons, it seems unlikely that similar developments will 
occur in Africa, though such a discussion is beyond both my space and my 
competence.

The example of Napoleon Bonaparte also suggests some limits to the 
pragmatist / constructivist image of many individuals creatively assembling 
bits and pieces of solutions to the problems they see from available menus of 
institutional elements. While it is clear that actors do so under many circum-
stances, it is also clear that at some critical times, to paraphrase Orwell (1945: 
Ch. 10), some actors are more equal than others, so that Napoleon and his 
goals had a lasting and complex impact on legal, political, and economic insti-
tutions in areas that his representatives governed. While their decrees and 
interventions blended with and made use of institutional elements already 
present, they did so in a way that the elements alone could not have fully pre-
dicted or determined. The case of General Park Chung Hee in South Korea, 
from 1961 to his 1979 assassination, shows clearly again that while the set of 
available institutional raw materials matters, it does not by itself predict or 
preclude particular outcomes, as General Park used traditional Korean pat-
terns to achieve economic outcomes that experts had thought impossible.
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6.5 The Dynamics of Trust, Norms, and Power in Economic 
Action, Networks, and Institutions

At this point in a book it is conventional to have a final chapter, a conclusion 
that summarizes all the main arguments and attempts to show how they all 
hang together in some coherent fashion. I resist doing so, in part because I do 
not want to pretend to coherence that does not exist and in part because I can 
make the excuse to the reader that I have promised a sequel volume of topics 
that will present applications of special cases, such as corruption, organiza-
tional forms, and corporate governance, where I will try to show how the 
framework developed here illuminates in ways that more standard theories 
do not. On the matter of coherence, I have argued that the themes of trust, 
power, norms, and institutions are implicated in virtually every economic 
activity and that few topics can be fully and satisfactorily analyzed in the 
absence of these considerations.

But as to exactly how these elements of economic and indeed all social 
life interact with one another in a given case, I have presented no completely 
general guidance to draw on. In the sequel volume, I hope in the context of 
particular topic chapters to explore what such larger generalizations would 
look like for the constellation of related topics. I am enough of a positivist to 
think that, ultimately, the goal of good theory is precisely to develop general 
guidance in the form of regularities in the way that the main influences on 
economic life interact with one another and lead to outcomes. So moving 
farther in that direction will be one goal of the sequel. But to do so in full 
generality is a very big goal that takes us well beyond where modern eco-
nomic and sociological theory have traveled, despite frequent claims to the 
contrary. And so what I hope to have done here is to present informed 
researchers with an assemblage of crucial concepts that must be combined in 
ways that particular cases dictate with the larger goal of creating generaliza-
tions that will inform future theory. The detailed historical, cultural, and at 
times ethnographic work that this entails, in addition to the more typical sta-
tistical analysis of data, which remains critically important, is harder work 
than to spin abstract models from abstract principles and then assert that 
the relevant data from a case can be fitted to the model with suitable 
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mathematical skill. I do not underestimate the value of imaginative and well-
crafted models in helping to illuminate economic life, as this seems quite 
clear and amply demonstrated. But in the end, our understanding of the 
economy needs to combine both of these styles of research and learn how 
they can inform one another. If this book and its sequel encourage this kind 
of creative and synthetic activity, that is all I could hope for.
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1 Introduction: Problems of Explanation in Economic Sociology

 1. Historical accounts of how relationships between sociology and economics 
evolved over the nineteenth and twentieth centuries can be found in the introduc-
tion to Granovetter and Swedberg 2011 and also in Granovetter 1990.

 2. Modern economics follows Robbins in abstracting away from this, fre-
quently arguing that actors with economic motives act “as if ” making a rational 
calculation, even when no such subjective state can be attributed to them, as when 
difficult calculations are obviously beyond their ability, or can be empirically shown 
to play no part in their conscious decision-making. I will have several occasions to 
address these issues and will be especially interested in what justifications may be 
given for this “as if ” stance. For now, I simply treat “individual economic action” as 
action oriented to the provision of “needs” as defined by individual actors, in situa-
tions of scarcity, without taking any position on the actor’s subjective understanding 
of the economic situation or his degree of calculation. This mixture of Weber’s and 
Robbins’s stances will serve for heuristic purposes. Below I say more on the 
important issue of whether one implication of this stance, that action should be 
studied in a means-end framework, may not have important limitations, as prag-
matists such as Dewey (1939) and their modern followers would argue.

 3. A brief account of such arguments and their tendency toward dualism or 
mysticism is offered in Kontopoulos 1993: 23–24.

 4. The idea that economic life can be studied and explained entirely by atten-
tion to social networks should be clearly set aside, and in fact it is doubtful that 
anyone has ever argued for such an extreme position. But the frequent focus on 
social networks by proponents of the “new economic sociology” has sometimes led 
critics to this conclusion. See the exchange in Krippner et al. 2004.
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 5. The particular setting, the parochial interests that actually led to the prac-
tice of limited liability, and the situations in which it is counterproductive are 
detailed in Marchetti and Ventoruzzo 2001: 2804–2805.

 6. This rhetoric morphs easily into the joke that an economist is someone who, 
upon seeing a twenty-dollar bill lying in the street, ignores it because if it were really 
a twenty-dollar bill, someone would already have picked it up. This is a special case 
of the definition of an economist as someone who knows that something is true in 
practice but remains skeptical because he cannot see how it could be true in theory.

 7. It is interesting that the intellectual history of recent institutional economics 
replays of that in social anthropology from about 1890 to 1940. Structural func-
tional anthropologists of the 1930s and 1940s attacked earlier anthropological 
accounts grounded in (sometimes rather speculative) history and defended static 
functional analysis on the grounds that one needed to explain any social pattern as 
part of the coherent social whole to develop a full and sophisticated understanding 
of how the social system fit together. Thus, Malinowski attacked the notion that 
some social patterns were vestigial “survivals” of earlier periods. “Take any example 
of ‘survival,’” he challenged. “You will find first and foremost that the survival nature 
of the alleged cultural ‘hangover’ is due primarily to an incomplete analysis of the 
facts. . . . The real harm done by this concept was to retard effective fieldwork. 
Instead of searching for the present-day function of any cultural fact, the observer 
was merely satisfied in reaching a rigid, self-contained entity” (1944: 30–31).

 8. The rather rigorous competitive conditions that make evolutionist argu-
ments plausible are carefully presented in Nelson and Winter 1982. See also the 
cautionary tales of “permanently failing organizations” in Meyer and Zucker 1989.

 9. Latin for “that which is to be explained”; a typical usage in the philosophy 
of science literature.

 10. I treat the example of “trust” in detail in Chapter 3.
 11. I speculate that since Parsons had been thoroughly trained as an economist 

and was thus conversant with the classical and neoclassical literature but was less 
well trained in the utilitarian tradition, he took the philosophical stance he found in 
economics to have necessarily resulted from its roots in the utilitarian tradition and 
thus projected that stance backward.

 12. Thus, Ricardo’s Principles is relentlessly stylized, like much twentieth- 
century neoclassical writing. The single place where he makes room for the influ-
ence of social relations is in his treatment of international trade. Faced with the 
necessity of explaining how countries might differ in efficiency of production of the 
same good—impossible if capital and labor were perfectly mobile, as he otherwise 
assumes—he comments: “Experience shews that the fancied or real insecurity of 
capital, when not under the immediate control of its owner, together with the nat-
ural disinclination which every man has to quit the country of his birth and con-
nexions, and intrust himself with all his habits fixed, to a strange government and 
new laws, check the emigration of capital. These feelings, which I should be sorry to 
see weakened, induce most men of property to be satisfied with a low rate of profits 
in their own country, rather than seek a more advantageous employment for their 
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wealth in foreign nations” (1821: 143). It seems clear that Ricardo allowed this 
exception into his theoretical system because he approved of its consequences; a 
perfectly competitive market in international trade implies the absence of patrio-
tism or attachments to home, family, and country, the desire for which falls well 
outside the orbit of classical liberalism.

 13. This implies that the solution offered by Parsons (1937) to the failings he 
attributed to utilitarian thought is not nearly as radical a break from the position he 
attacked as he supposed it to be.

 14. The standard reference, encyclopedic in detail, is Wasserman and Faust 
(1994). An excellent guide for the novice is Scott 2010 and, with more detail, Scott 
2013. A useful online account of social network principles is Hanneman and Riddle 
2005. The reader who wants general guidance on network ideas along with software 
that does network analysis and visualization should look at de Nooy, Mrvar, and 
Batagelj 2011. Those interested in economic models using social network analysis 
will find useful Jackson 2010 and Easley and Kleinberg 2010. A comprehensive 
handbook with articles on many social network subjects is Scott and Carrington 
2011.

 15. “Density” of a social network, the simplest and perhaps most important 
quantitative measure available, is the proportion of the possible n(n – 1) / 2 ties that 
link the n nodes in a network, where the nodes may be individuals or collective 
entities such as organizations and the ties may represent any relationship the ana-
lyst defines, such as friendship, antagonism, domination, or the sharing of corpo-
rate directors. For details on the technical aspects of social networks, see Was-
serman and Faust 1994.

 16. That economists came to see this separation was only part of a more general 
process by which intellectuals, government officials, and parts of the general public 
came to envision economic activity as involving only economic motivation. This is 
the process that Dumont (1977) calls the “triumph of economic ideology” and 
Reddy (1984) the “rise of market culture.” Reddy’s account of French textile markets 
in the eighteenth and nineteenth centuries is particularly illuminating in showing 
how public officials revised data collection procedures to conform to their assump-
tion that the textile industry followed market principles, despite ample evidence 
that workers and owners were still strongly influenced by traditional noneconomic 
motives. These motives were greatly obscured by the new forms of economic data.

17. In personal correspondence with Richard Swedberg, Samuelson acknowl-
edges that this comment reflected Pareto’s influence.

2 The Impact of Mental Constructs on Economic Action:  
Norms, Values, and Moral Economy

 1. For consideration and rejection of the argument that the emotions are 
merely further costs to be calculated in deciding whether to conform to a norm and 
that, in general, norms are “really optimizing mechanisms in disguise,” see Elster 
1989a: 130ff.
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 2. This appearance is partially misleading since the definition of “incest” varies 
greatly across societies, but there does seem to be a universal basic core, which is 
the prohibition of sexual relations among siblings or between children and 
parents.

 3. Results of these experiments are presented and analyzed in great detail in 
the somewhat grandiosely titled Foundations of Human Sociality (Henrich et al. 
2004) and summarized more compactly in Henrich et al. 2005.

 4. One especially interesting finding in the UG literature is that “about one-
third of autistic children and adults offer nothing in the UG . . . ; presumably their 
inability to imagine the reactions of responders leads them to behave, ironically, in 
accordance with the canonical model” (Henrich et al. 2005: 799). The authors do 
not go on to conclude that only autistic individuals follow the rational actor model, 
but some critics of neoclassical economics hold this view, as one heterodox organi-
zation, the “post-autistic economics” network, published an online journal called 
the “Post-Autistic Economics Review”; see www.paecon.net. The journal was sub-
sequently and less derisively titled “Real-World Economics Review,” though the 
sponsoring organization retains it original name.

 5. This definition obviously suffers from being vague, but more seriously, it is 
defined circularly in terms of the consequences of close-knittedness rather than in 
terms of what close-knittedness actually means in terms of network structure, as 
the concept requires. Moreover, the equality of power distribution is extraneous to 
structure and merely grafted onto it here.

 6. But see the rebuttal in McAdams 1997: 357n85. We might also question the 
costless conferral of esteem by referring to the mid-twentieth-century sociological 
literature on the limits to the time and affect that one has available to confer on 
others—the so-called “lump” or “fund” of sociability. See, e.g., Nelson 1966.

3 Trust in the Economy

 1. A “decision dilemma” is an interactive situation in which individuals, acting 
either simultaneously or sequentially, must choose among actions that are in 
varying degrees selfish or cooperative. The dilemmas are constructed in such a way 
that each individual deciding rationally (i.e., selfishly) would produce an outcome 
worse for all than if each had been less rational and instead chosen the cooperative 
action, which, however, would only pay off if one could “trust” that others would 
also cooperate.

 2. A Pareto-optimal outcome is one in which no one can be made better off 
without someone else becoming worse off.

 3. I would add that when trust concerns people who know one another, there 
is another aspect to it that is rarely noted explicitly but that I think is important: to 
trust another is to expect that she will not deceive or betray you. I suggest that 
deception and betrayal evoke emotional resentment of a kind that is of exceptional 
importance when it occurs and leads people to responses that may be hard to give 
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instrumental accounts of, as actions of revenge typically lack clear calculations of 
costs and benefits and result instead from emotions (cf. Elster 1999).

 4. See http://en.wikipedia.org/wiki/You_Always_Hurt_the_One_You_Love
 5. A literature in social psychology on “commitment” in exchange relations 

followed the lead of Lawler and Yoon (1996). Sahlins (1972: Ch. 5) discusses a range 
of commitment in “primitive” exchange, from “freely bestowed gift to chicanery” 
(196), typically based on kinship distance.

 6. So the diamond trade has also been the scene of numerous well-publicized 
“insider” thefts and of the notorious 1982 “CBS murders” in New York In this case, 
the owner of a diamond company was defrauding a factoring concern by submit-
ting invoices from fictitious sales. The scheme required cooperation from his 
accounting personnel, one of whom was approached by investigators and turned 
state’s evidence. The owner then contracted for the murder of the disloyal employee 
and her assistant; three CBS technicians who came to their aid in the parking garage 
where the murders took place were also gunned down (Shenon 1984).

 7. The importance of structural embeddedness for trust corresponds to what 
Hardin (2002: 14, 22) refers to as “thick” group or societal relations, but the mech-
anisms by which this “thickness” works need to be unpacked.

 8. But controversy continues within economics as to the costs and benefits of 
family-run firms and often depends on what outcome measure is selected for anal-
ysis and what institutional constraints are considered. See, e.g., Bennedsen et al. 
2007 and, for the special circumstance of China, Bennedsen et al, 2015.

 9. A systematic attempt at bringing these concepts together is the work of 
 Alejandro Portes and his collaborators on the concept of “enforceable trust” (e.g., 
Portes and Sensenbrenner 1993).

4 Power in the Economy

 1. For an exhaustive discussion of the translation issues, see Roth’s note 31 in 
Weber ([1921] 1968): 61–62.

 2. In organization theory, a similar position is taken by Chester Barnard 
(1938), who argues that the authority of executives entirely depends on the cooper-
ative attitude of those to whom orders are given. This argument is dismissed by 
Perrow, a theorist who stresses the importance of power in organizations and who 
observes that superior authority is “hardly a fiction if one can be fired for disobeying 
orders or shot for not moving ahead [on a battlefield] on orders” (1986: 71).

 3. I suspect that one reason Weber found the subject of power based on a 
“constellation of interests” relatively uninteresting was that he imagined the need 
for resources that made such constellations important to be more or less objectively 
given.

 4. To be more consistent, Weber ought probably in this discussion have talked 
about two diametrically contrasting types of power rather than of domination. His 
argument about the force of constellation of interests explicitly does not require that 
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anyone actually issue “commands,” as in his definition of “domination” cited above, 
as a special case of power. In fact, during this discussion, Weber refers to the term 
“domination” as being used in the “quite general sense of power, i.e., of the possi-
bility of imposing one’s own will upon the behavior of other persons” (1968 [1921]: 
942). I note that the later discussion was actually written first, and the definitional 
chapters, written later in order to collect and systematize the concepts, were put at 
the beginning of Economy and Society by the editors who assembled the bits and 
pieces after Weber died before being able to bring the manuscript to completion or 
sort out possible inconsistencies.

 5. This is roughly comparable to Steven Lukes’s third “face of power” (1974).
 6. Bonacich (1987) summarizes and formalizes this argument by introducing 

a parameter β in the measure of power, for which a positive value indicates that 
being connected to powerful others makes you more powerful and a negative value 
means it makes you less powerful. The latter corresponds to “negatively-connected 
networks.”

 7. The importance of the distinction between negotiated and reciprocal 
exchange and its relation to early classic formulations of exchange theory was first 
clearly noted by Molm (see her summary in Molm 2003), whose research program 
emphasizes the distinction between the two kinds of exchange.

 8. This German city, whose pseudonym was “Altneustadt,” had factions 
defined by Christian Democratic (CDU) and Social Democratic (SPD) affiliations.

 9. See, for example, Nevins’s illuminating 1953 biography of John D. 
 Rockefeller. It may be that the Medicis could be “sphinxlike” because the separated 
networks that they sat astride were naturally antagonistic to one another in the 
highly socially differentiated setting of medieval Florence, with its myriad ranked 
social distinctions. In the more homogeneous social setting of nineteenth-century 
America, sphinxlike behavior may have been a luxury that the “robber barons” 
could hardly afford if they were to keep others from ganging up on them.

 10. This is why the 1914 Clayton Act forbade interlocks between firms in direct 
competition with one another.

 11. For an ambitious attempt to chronicle the various sources of social power in 
long-term historical perspective, see Mann 1986, 1993. For the definitive treatment 
of slavery, see Patterson 1982.

5 The Economy and Social Institutions

 1. My use of the term “middle range” in the heading title is a perhaps not-
so-sly nod to the usage by Robert K. Merton (1957) of “theories of the middle 
range,” which was his way of nudging sociology away from grand theory and minor 
close-range observation to a more fruitful and workable theoretical location.

 2. The social movements literature also then appropriated the conception 
of organizational “fields,” with special emphasis on “strategic action fields,” as in 
 Fligstein and McAdam 2012.
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 3. For bricolage, www.oed.com—the Oxford English Dictionary website—
lists: “Construction or (esp. literary or artistic) creation from a diverse range of 
materials or sources. Hence: an object or concept so created; a miscellaneous 
collection.”

 4. But Herrigel 1996 is an exception.
 5. But see Becht and deLong (2007) for a more complex argument about the 

absence of blockholding in the United States, which they believe began only in the 
twentieth century. Though they agree with Roe that American political culture mat-
tered, they also introduce a series of other causal factors that cast doubt on the 
inevitability of this outcome.

 6. But see Lepore’s skeptical view of the concept of “disruptive” innovations 
(2014).

 7. For details of these tests, see http://www.euroncap.com/en.

6 The Interplay between Individual Action and Social Institutions

 1. I note that these differences were pointed out long ago in a landmark but 
now often neglected article on Japan and China by Marion Levy (1954).

 2. But there have been many historical periods in which the poor sent their 
children to live as servants in the homes of the better off and were compensated for 
doing so in a transaction that has some resemblance to a sale. As Zelizer points out 
in great detail (2005), transactions in which intimacy is implicated often involve 
financial transfers as well, and the existence of these does not seem to make inti-
macy felt any the less strongly.

 3. Cf., for example, the Trobriand Islanders studied by Malinowksi, who 
focused much of their energy on the ceremonial exchange of armshells and neck-
laces in the “kula” ring and whose withering disdain for someone who did not make 
these exchanges with the proper etiquette and ceremonial niceties was expressed by 
saying that they “do it as if it were gimwali [barter] ([1922] 2014: 103).”

 4. Such transfers are not, however, without risk. Insull’s use of balloon depre-
ciation, for example, was used as part of the rationale for accusing him of massive 
fraud in a set of trials that ran through the 1930s. See the detailed (but hagiog-
raphic) account in McDonald’s 1962 biography of Insull.
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