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Preface

The aim of this book is to give an introduction into the interesting field of interval
computation. To this end we tried to keep the material self-contained, presenting also
some basic facts of mathematics which normally are taught in elementary mathemat-
ics courses. Emphasis was laid on understanding and thorough proofs.

One of the basic duties of mathematicians is to provide solutions to a given
mathematical problem. Sometimes they want to knowwhether such a solution exists,
whether it is unique, and how it behaves when the input data vary. They may find
and prove properties on it, and sometimes they have to construct it, or at least to
approximate it. In the latter case bounds for the approximation error are interesting,
and when using a computer in order to solve the problem, rounding errors can occur
and should be estimated. All these topics form the starting point of interval computa-
tion. It deals with (primarily) compact intervals, and verifies in many cases existence
and uniqueness of a solution even if the input data of the mathematical problem
vary to a certain extent. The verification process should be realizable by means of
a computer so that at the end a statement with mathematical rigor can be made. In
order to illustrate the meaning of these sentences assume that one wants to know
whether the nonlinear system

x = 1 + 2 sin(x + y) + cos(x − y)
y = −1 + sin(x − y) − 3 cos(x + y)

has a solution. It is no problem to prove the existence of such a solution by traditional
mathematical tools. (How would you do it?) For instance, define the vector function f
by the right-hand side of this system and show by simple estimates that the continu-
ous function f maps the rectangle D = [−2, 4] × [−5, 3] into itself so that Brouwer’s
fixed point theorem applies. It is the self-mapping property of Brouwer’s fixed point
theorem that can be verified very easily by means of interval analysis and a computer
since interval arithmetic provides a simple tool to enclose the range of a function.
Ranges themselves play a subordinate role in classical computation, but become im-
portant in interval computation. Thismeans a change of paradigmwhenworkingwith
intervals.

Up to nowwe did not ask for an actual solution of our toy problem. Banach’s fixed
point theorem cannot be applied since f is not a contraction on D – at least with re-
spect to any monotone norm (cf. p. 9), as the points (π/4, π/4) and (0, 0) show. Does
Newton’smethodwork?Who can trust a direct calculation on a computerwhen even a
software likeMATLAB returns a result for the expression 0.3 − (0.1 + 0.1 + 0.1) which
DOI 10.1515/9783110499469-001
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viii | Preface

differs from zero or even computes four different results for the equivalent expressions

1018 + 9 − 1018 − 17 + 23,
1018 + 23 − 1018 − 17 + 9,
1018 + 23 − 17 + 9 − 1018,
1018 − 1018 + 23 − 17 + 9.

The verification of solutions combined with safe enclosures of the result although cal-
culated by a computer is the philosophy of interval analysis and interval machine
arithmetic. And if an interval algorithm cannot verify a solution, it should inform the
user about this failure. That interval methods sometimes can also verify the nonexis-
tence of a solution is an agreeable add-on. Miracles, however, cannot be expected.
If a problem is ill-conditioned, interval analysis can perhaps verify a solution, but
within bounds which may not be tight. Solve a linear system with the Hilbert matrix
H = (1/(i + j − 1)) of dimension 15 and a right-hand side b = H ⋅ (1, 1, . . . , 1)T on a
computer with a – traditional or interval – method of your choice and compare the
result with the solution (1, 1, . . . , 1)T . Unless you use an algebra system or increase
the precision, you will see what is meant.

Nevertheless famous conjectures could be proved, assisted by a computer and in-
terval analysis: Kepler conjectured that the faced-centered cubic packing is the dens-
est packing of equally sized balls (cf. also Hilbert’s 18th problem). In Hales [126] and
Hales, Ferguson [127] the authors showed that Kepler was right. The double bubble
conjecture says that the double bubble is the surface of the smallest area enclosing
two equal, given volumes. Hass and Schlafly proved it in [137]. Smale’s 14th problem
asks if the structure of the solution to theLorenz equations is that of a strange attractor.
Tucker answered this question in [352]. More such problems, their solutions and the
role of interval analysis in this connection are described in Frommer [104].

In Chapter 1 we start with our notation which is used throughout the book. We
continue with basic facts from classical mathematics relevant for specific subjects
later on. Some of the topics are metric spaces, norms, themapping degree, fixed point
theorems, normal forms of matrices, results on eigenvalues and eigenvectors, and on
nonnegative matrices.

Chapter 2 introduces the basics of interval analysis. Here we define the interval
arithmetic and present various auxiliary functions. In addition, we introduce elemen-
tary interval functions and comment on particularities on a machine interval arith-
metic.

Chapter 3 generalizes the previous chapter to interval vectors and interval matri-
ces. We also add some characterizations of special interval matrices like M-, H - and
inverse stable matrices.

In Chapter 4 we define expressions and their interval arithmetic evaluation. We
consider more general interval functions, among them centered forms and, in partic-
ular, themeanvalue form.Wediscuss the quality of approximationbetween range and
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interval expression, and showhowhigher order approximations can be achieved. As a
basic property in interval analysis wemention P-contractions, which allow the appli-
cation of Banach’s fixed point theorem. As an important tool in verification algorithms
we introduce the so-called ε-inflation and prove properties on it.

In Chapter 5 we consider interval linear systems. First we motivate such systems
and present characterizations of the corresponding solution set S and particular sub-
sets of it such as the symmetric or skew-symmetric solution set. In a section of its own
wedealwith the interval hull of S . Directmethods like the interval Gaussian algorithm
and the interval Cholesky method are discussed extensively, followed by a section on
iterative interval methods for interval linear systems.

Nonlinear equations and nonlinear systems are studied in Chapter 6. Here we
start with the one-dimensional case and show how interval analysis can verify the
existence and uniqueness of a solution and how it can also prove the nonexistence
of it. To this end we use the one-dimensional interval Newton method and some
modifications. Afterwards we present several methods for the multidimensional case,
among them the multidimensional interval Newtonmethod, the often used Krawczyk
method, several modifications of it, the Hansen–Sengupta method, and some meth-
ods by Frommer, Lang et al. based on Miranda’s theorem, on the mapping degree,
and on Borsuk’s theorem.

Chapter 7 is devoted to the algebraic eigenvalueproblemand to relatedones.Many
of the methods to be presented can be considered as a quadratic system. Therefore,
we verify solutions of such systems first. As a method for the verification of a sim-
ple eigenvalue of a matrix and a corresponding normalized eigenvector we consider a
Krawczyk-like method. For symmetric matrices we remind of Lohner’s method, which
is a combination of the classical Jacobi method, the application of Gershgorin’s theo-
rem and an error estimate for eigenvectors found by Wilkinson. For double or nearly
double eigenvalueswe apply amethod due to Alefeld and Spreuer. For the generalized
eigenvalue problemwe study amethod byAlefeld similar to the Krawczyk-likemethod
for simple eigenvalues, andamethodoriginating fromBehnkewhich is basedona the-
orem of Lehmann. We continue with ideas for verifying singular values, and we finish
the chapter with some inverse eigenvalue problem.

In Chapter 8 we present automatic differentiation in the forward and the back-
ward mode with which one can compute the Taylor coefficients at a given point for a
function which is defined by a programmable expression. In particular, one can use
thesemodes in order to compute the functionalmatrix needed for the Newtonmethod
in Chapter 6.

Our final Chapter 9 deals with complex intervals represented as rectangles or cir-
cular discs. For both kinds of complex intervals we introduce an arithmetic and prove
some properties.

In an appendix we list some longer proofs which we skipped in our main text. So
we recall Filippov’s proof of the Jordan normal form and present two additional proofs
of Brouwer’s fixed point theorem which turns out to be very important in verification
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numerics. We add Ortega’s and Rheinboldt’s proof on the famous Kantorovich theo-
rem, Forsythe’s and Henrici’s convergence proof on the row cyclic Jacobi method, and
our ownproof onHladík’s characterization of the symmetric solution set. For the inter-
ested reader we indicate a way to program a variety of elementary functions using the
CORDIC algorithm. Finally, we give a rough overview on INTLAB, a specific software
originating from Siegfried M. Rump. It is based on interval arithmetic and embedded
in MATLAB. We used Version 9 of it in our book unless we refer to some older results
in the literature which are obtained by means of the software package PASCAL-XSC
written by Ulrich Kulisch and his staff.

We mention that a lot of our material is contained in the excellent text books
of Alefeld, Herzberger [25, 26], Golub, van Loan [121], Heuser [146], Neumaier [257],
Ortega, Rheinboldt [267], and Varga [356]. We do not always cite these sources when
using results or proofs from there.

I want to thank everybody – students as well as colleagues – who helped to im-
prove this book. Among them are Dipl-Math. Willi Gerbig, MSc Henning Schröder,
Dr Ming Zhou (all three from the University of Rostock) who read several parts of
the manuscript and made various suggestions. I am deeply indebted to my scientific
teacher, Prof. Dr Götz Alefeld, Karlsruhe Institute of Technology (KIT), who undertook
the very time-consuming and hard task of reading all the pages. He pointed out to me
many inconsistencies, gaps, and errors, and made a variety of helpful suggestions.
Over the decades he has not only accompanied and inspired my scientific life but he
also never stopped gently reminding me to write this book. I am also grateful to the
staff of deGruyter for a painstaking job of copy editing.

Finally, I want to thank my wife to whom this book is dedicated. She gave the
impulse to start my PhD thesis after having finished my studies in mathematics and
physics, she always supported me selflessly in my profession, and from time to time
she brought to my mind that sometimes there is a life beyond the university. A great
big ‘Thanks!’ to you, Judith!

Rostock and Speyer, February 2017
Günter Mayer
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1 Preliminaries

In this chapter we provide some definitions and theorems which we will frequently
use throughout this book – often without mentioning them again.

1.1 Notations and basic definitions

We use the standard notation ℤ for the integer numbers, ℕ, for the positive integers,ℕ0 for the nonnegative integers, ℝ for the reals, ℝ+ for the positive reals, ℝ+
0 for the

nonnegative reals and ℂ for the complex numbers. If we mean ℝ or ℂ we use the
symbol 𝕂. We write ℝn for the set of column vectors x = (x1, . . . , xn)T = (xi) with n
real components xi , and ℝm×n for the set of m × n matrices A = (aij) with real entries
aij , where the row index i ranges from 1 to m and the column index j ranges from
1 to n . We denote by A∗,j the j-th column of A and by Ai,∗ the i-th row. Sometimes
we tacitly identify ℝn with ℝn×1 and ℝ with ℝ1 or ℝ1×1 . Analogously we define ℂn ,ℂm×n , 𝕂n and 𝕂m×n . We denote the zero matrix by O and the identity matrix by I ,
sometimes also by In in order to indicate the dimension of I . In addition, we use the
i-th column e(i) of I and the vector e = (1, 1, . . . , 1)T ∈ ℝn . By AT = (cij) we denote the
transpose of a matrix A, i.e., cij = aji for all indices i, j, and by AH = (cij) we denote
the conjugate transpose of A, i.e., cij = aji . We call A symmetric if A = AT , Hermitian
if A = AH , skew-symmetric if A = −AT , orthogonal if A is regular and A−1 = AT , and
unitarian if A is regular and A−1 = AH . Moreover, we use the symbol A−T for (A−1)T
and Ak , k = 0, 1, . . ., for the k-th power of A ∈ 𝕂n×n , where A0 = I . Since a diagonal
matrix D ∈ ℂn×n is determined by its diagonal entries dii = zi , i = 1, . . . , n, we often
write D = Dz = diag(z1, . . . , zn).

A signaturematrix D is a real diagonal matrix with diagonal entries dii ∈ {−1, 1}.
Trivially, a signature matrix D satisfies D = D−1 and D2 = I . The determinant of a
matrix A ∈ 𝕂n×n is denoted by detA .

A square matrix (aij)i,j=i1,...,ik with 1 ≤ i1 < i2 < ⋅ ⋅ ⋅ < ik ≤ n is called a principal
submatrix of A ∈𝕂n×n and its determinant a principalminor of order k . If, in addition,
ij = j, j = 1, . . . , k, then theprincipal submatrix is called a leadingprincipal submatrix.

Generalizing this concept the determinant

det(aij)i=i1,...,ik
j=j1,...,jk

with 1 ≤ i1 < i2 < ⋅ ⋅ ⋅ < ik ≤ n, 1 ≤ j1 < j2 < ⋅ ⋅ ⋅ < jk ≤ n

is called a minor of order k .
Following good tradition we use f(x) and f(x1, . . . , xn) simultaneously for the

values of functions f : ℝn → ℝm although somebody might claim that the vector ar-
gument in the second case should be transposed. We thus recall that ℝn originally
abbreviates theCartesianproduct Xn

i=1ℝ=ℝ×ℝ× . . . ×ℝ(n factors)with the n-tuples(x1, . . . , xn) as elements, although we introduced it here as a set of column vectors.

DOI 10.1515/9783110499469-002
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2 | 1 Preliminaries

By interpreting (x1, . . . , xn) as a finite sequence we generalize this notation by
writing infinite sequences as (xk) or (xk). It will always be clear from the context
whether (xk) denotes the geometric sequence (with powers of x as members) or a
general one.

For real intervals, brackets are used if the corresponding endpoint doesnot belong
to the set and square brackets are used otherwise. An example is (a, a] = {a | a ∈ℝ, a <
a ≤ a }.

By δij we denote the Kronecker symbol, i.e., δij = 1 if i = j and δij = 0 if i ̸= j .
The symbols o(⋅), O(⋅) are the usual Landau symbols. The symbols := and =: indicate
definition. They are not used consistently in this book. Empty sums like ∑n

i>n . . . are
defined to be zero, empty products like ∏n

i>n . . . or x0 are defined as one.
We often identify functions f : D → Y with their values f(x) if the sets D and Y

are clear or not of primary interest for the momentary problem. In the whole book we
assume that the domain D of a function f is not empty. By Rf (D) we denote the range
of values of f , by f−1(T) the set of all elements of D whose image is contained in T ⊆ Y .

For D ⊆ ℝm , Y ⊆ ℝn we define the set C(D, Y) = C0(D, Y) of continuous functions
f : D→ Y , and the set Ck(D, Y) of functions f ∈ C(D, Y) which have continuous partial
derivatives up to the order k . If in the latter case D is not open we assume that there is
an open superset of D on which f is defined or to which f can be extended such that
the required smoothness holds. If Y = D or if Y is obvious we omit it and simply write
C(D), C0(D), Ck(D).
1.2 Metric spaces

Metric spaces formone of the bases for reasonableworking in the field of applied anal-
ysis. Aside from properties like continuity, convergence and compactness, which can
be defined in a more general setting, they provide the definition of a distance which
allows to consider errorswithout having any algebraic structure on the underlying set.

Definition 1.2.1. Let S be any nonempty set and let m : S × S → ℝ be a function with
the following properties for all x, y, z ∈ S .

m(x, y) ≥ 0 with m(x, y) = 0 if and only if x = y (1.2.1)

m(x, y) = m(y, x) (1.2.2)

m(x, y) ≤ m(x, z) + m(z, y) (1.2.3)

Then m is called a metric on S and (S, m) is called a metric space. If the metric is
obvious and of no particular importance, we also call S a metric space.

Property (1.2.1) is called the definiteness of a metric, (1.2.2) the symmetry and (1.2.3)
the triangular inequality.
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1.2 Metric spaces | 3

Simple examples are the metric spaces (S,m) with S = ℝ and m(x, y) = |x − y| or
S = ℝn and m(x, y) =max{ |xi − yi| | i = 1, . . . , n }; cf. Exercise 1.2.2. By reasons which
will be explained in the next section, we write (ℝ, | ⋅ |), and (ℝn , ‖ ⋅ ‖∞), respectively,
for these metric spaces. The discrete metric m defined by m(x, y) = 0 if x = y, and
m(x, y) = 1 otherwise, shows that each nonempty set S can be equippedwith ametric.

Each metric space (S, m) has a topological structure in a canonical way. We can
see this from the following definition.

Definition 1.2.2. Let (S,m) be a metric space. The set

B(x, r) = {z | z ∈ S, m(z, x) < r}, x ∈ S, 0 < r ∈ ℝ,
is called an open ball with center (or midpoint) x and radius r .

The set
B(x, r) = {z | z ∈ S, m(z, x) ≤ r}, x ∈ S, 0 ≤ r ∈ ℝ,

is called a closed ball with center (or midpoint) x and radius r .
A subset T of S is defined to be open if T contains an open ball B(x, rx) for each

element x ∈ T , where rx > 0 may depend on x . The set T is named closed if S \ T is
open. The boundary ∂T of T consists of those elements x of S forwhich each openball
B(x, r) contains at least one element of T and at least one of S \ T . The set T is called
bounded if it is contained in some open ball. The closure T of T is the intersection of
all closed supersets of T .

Using the triangular inequality of a metric it can immediately be seen that an open
ball is an open set in the above-mentioned sense and a closed ball is closed. A subset
T of S is closed if and only if it contains its boundary ∂T . The sets 0 and S are open
and closed at the same time.

According to Definition 1.2.2 the set of open sets forms a topology T on S . This is a
family of subsets of S (i.e., a subset of the power set of S)with the followingproperties:
The empty set 0 and the set S itself are elements of T , the intersection of two elements
of T and the union of arbitrarymany elements of T are elements of T . Notice that for a
topology nometric is needed. The topology defined by the open sets in Definition 1.2.2
is called a metric topology.

The closure T of a subset T of S is a closed set. Using DeMorgan’s rule this can be
seen by considering the complement of T which is the union of open sets. Notice that
the closure B(x, r) of an open ball B(x, r) is contained in the corresponding closed
ball B(x, r). But it does not necessarily coincide with it; cf. Exercise 1.2.3.

Now we introduce convergence in metric spaces.

Definition 1.2.3. Let (S,m) be a metric space and let (xk) be a sequence in S .
We define (xk) to be convergent to some limit x ∈ S if limk→∞ m(xk , x) = 0. In this

case we write limk→∞ xk = x .
The sequence (xk) is a Cauchy sequence if for each positive real number ε there

is an index k0 = k0(ε) such that m(xk , xl) < ε for all indices k, l ≥ k0 .
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4 | 1 Preliminaries

If each Cauchy sequence in S is convergentwe call (S,m) a completemetric space.
A sequence is bounded if the set of its members is bounded.

We leave it to the reader to show that each subsequence of a convergent sequence is
convergent and has the same limit. Moreover, each convergent sequence is a Cauchy
sequence and bounded. The example (S, m) with S = (0, 1] ⊆ ℝ, m(x, y) = |x − y|,
xk = 1/k shows however, that metric spaces are not necessarily complete ones. They
can be completed as is shown, e.g., in Heuser [146].

For complete metric spaces Banach’s famous fixed point theorem is valid.

Theorem 1.2.4 (Banach). Let (S, m) be a complete metric space and let T be a non-
empty closed subset of S. Let f : T → T be a contraction on T, i.e., there is a constant
α ∈ [0, 1), the so-called contraction constant, such that

m(f(x), f(y)) ≤ α m(x, y) for all x, y ∈ T. (1.2.4)

Then for each sequence (xk)∞k=0 with
xk+1 = f(xk), k = 0, 1, . . . , x0 ∈ T, (1.2.5)

the following properties hold.
(a) The sequence (xk) is well-defined (i.e., xk ∈ T) and converges to a fixed point x∗ of

f which is unique in T.
(b) There is an a priori error estimate

m(xk , x∗) ≤ αk

1 − αm(x1, x0), k = 1, 2, . . . , (1.2.6)

and an a posteriori error estimate

m(xk , x∗) ≤ α
1 − αm(xk , xk−1), k = 1, 2, . . . .

Proof. (a) Since by assumption Rf (T) ⊆ T the sequence (xk) is well-defined. From
(1.2.4) we get the estimate

m(xk+1, xk) = m(f(xk), f(xk−1)) ≤ αm(xk , xk−1) ≤ ⋅ ⋅ ⋅ ≤ αkm(x1, x0).
Together with the triangular inequality this implies

m(xk+d , xk) ≤ m(xk+d , xk+d−1) + m(xk+d−1, xk+d−2) + ⋅ ⋅ ⋅ + m(xk+1, xk)= d−1∑
i=0

m(xk+i+1, xk+i) ≤ d−1∑
i=0

αk+im(x1, x0)= αk
1 − αd
1 − α m(x1, x0) ≤ αk

1 − αm(x1, x0). (1.2.7)
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This estimate proves (xk) to be a Cauchy sequence. By completeness it converges to
some limit x∗ ∈ S . Since T is closed, x∗ lies in T . From (1.2.4) with x = xk and y = x∗

we get limk→∞ f(xk) = f(x∗) and k→∞ in (1.2.5) proves x∗ = f(x∗). If there is another
fixed point y∗ ∈ T , y∗ ̸= x∗ , we obtain the contradiction

m(x∗, y∗) = m(f(x∗), f(y∗)) ≤ αm(x∗, y∗) < m(x∗, y∗).
Therefore, the fixed point x∗ is unique and so is the limit of the sequences (xk).

(b) Let d tend to infinity in (1.2.7) in order to get the a priori estimate. For the a
posteriori estimate choose k = 1 in (1.2.6), then replace x0, x1 by xk−1, xk .

Next we define compactness in metric spaces.

Definition 1.2.5. Let (S, m) be a metric space and T ⊆ S . If each sequence out of T
contains a convergent subsequence with limit in T , then we call T compact.

In metric spaces the following equivalence can be shown.

Theorem 1.2.6 (Heine–Borel property). Let (S,m) be a metric space and T ⊆ S. Then
T is compact if and only if out of each set of open sets whose union contains T one can
find finitely many such sets whose union already contains T. (‘Each open covering of T
contains a finite subcovering of T .’)

The proof of this theorem can be found in Ahlfors [4]. We leave it to the reader to show
that a compact set is closed and bounded; cf. Exercise 1.2.6. The converse is, however,
not true in general. Notice that we defined compactness only in metric spaces. In a
more general setting one introduces compactness via the Heine–Borel property and
calls that of Definition 1.2.5 sequentially compact.

Now we address continuity.

Definition 1.2.7. Let (S, m), (S, m) be metric spaces and f : S → S . Then f is
called continuous in x∗ ∈ S if limk→∞ f(xk) = f(x∗) holds for all sequences (xk)
with limk→∞ xk = x∗ . If f is continuous in all elements of S, then we shortly say that
f is continuous (in S).

It is easy to see that contractive functions are continuous. We leave it to the reader to
show (mostly by contradiction) that the following theorem holds.

Theorem 1.2.8. Let (S,m), (S,m) bemetric spaces and f : S→ S . Then the following
statements are equivalent.
(a) The function f is continuous in S.
(b) For each element x∗ ∈ S and each positive real number ε there is a positive

real number δ which may depend on x∗ and ε such that m(x, x∗) < δ implies
m(f(x), f(x∗)) < ε.

(c) For each open subset U of S the set f−1(U) is open.
(d) For each closed subset U of S the set f−1(U) is closed.
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6 | 1 Preliminaries

If δ in Theorem 1.2.8 does not depend on x∗ but only on ε, then we call f uniformly
continuous on S . Trivially, each uniformly continuous function is continuous but not
vice versa as the example (ℝ \ {0}, | ⋅ |), f(x) = 1/x shows.

Our next theorem combines continuity and compactness.

Theorem 1.2.9. Let (S, m), (S, m) be metric spaces, T ⊆ S compact and f : S → S

continuous.
(a) The image Rf (T) is compact.
(b) The function f is uniformly continuous on T.
(c) If (S,m) = (ℝ, | ⋅ |), then there are elements x, x ∈ T such that f(x) = minx∈T f(x)

and f(x) = maxx∈T f(x).
The simple proof is left to the reader.

We conclude this section by the definition of Lipschitz continuity.

Definition 1.2.10. Let (S,m), (S,m) be metric spaces and let f : S → S . If there is a
constant α ≥ 0 such that

m(f(x), f(y)) ≤ α m(x, y)
holds for all x, y ∈ S, then f is called Lipschitz continuous with the Lipschitz con-
stant α .

Trivially, contractions are Lipschitz continuous but not vice versa. Lipschitz continu-
ous functions are uniformly continuous; cf. Exercise 1.2.8.

Exercises

Ex. 1.2.1. Let (S,m) be ametric space. Show that (S, αm)with α ∈ℝ+ is ametric space,
too.

Ex. 1.2.2. Show that m(x, y) = |x − y| is a metric on ℝ and m(x, y) = max1≤i≤n|xi − yi|
is a metric on ℝn .

Ex. 1.2.3. Show that m(x, y) = 0 if x = y and m(x, y) = 1 otherwise is a metric (the
so-called discrete metric) on any nonempty set S . What do the open balls look like,
what do the closed ones look like? Which are the open resp. closed sets?

If S contains at least two elements show that B(x, 1) = B(x, 1) ⊂ B(x, 1) = S holds,
where B is defined in Definition 1.2.2.

Ex. 1.2.4. Show that q([x], [y]) = max{|x − y|, |x − y|} is a metric on the set 𝕀ℝ of all
nonempty, closed, bounded intervals [a] = [a, a] of ℝ.
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Ex. 1.2.5. Let S be the set of all nonempty compact subsets of ℝ and let X, Y ∈ S . Show
that

q(X, Y) = max{ sup
y∈Y

inf
x∈X
|x − y|, sup

x∈X
inf
y∈Y
|x − y| }

is a metric on S, the so-called Hausdorff metric.

Ex. 1.2.6. Show that in a metric space a compact set is closed and bounded.
Let ℓ2 be the set of infinite sequences (ai), ai ∈ ℝ, which satisfy (∑∞

i=1 a
2
i )1/2 <∞.

Show that m(x, y) = (∑∞
i=1(xi − yi)2)1/2 is a metric on ℓ2 .

Fix a = (ai) ∈ ℓ2 and define A to be the set with the elements

x(k) = (a1, . . . , ak−1, ak + 1, ak+1, . . .), k = 1, 2, . . . .

Show that A is a closed and bounded subset of ℓ2 but not a compact one.

Ex. 1.2.7. Show that the function y = f(x) = √x is not Lipschitz continuous on [0, 1].
Ex. 1.2.8. Show that Lipschitz continuous functions are uniformly continuous.

1.3 Normed linear spaces

Whereas for metric spaces no algebraic structure is assumed, we start nowwith linear
spaces V over the scalar field ℝ or ℂ with the usual symbols for the operations. Recall
the symbol 𝕂 ∈ {ℝ, ℂ} from Section 1.1. We first define a mapping ‖ ⋅ ‖ similar to a
metric which in fact induces a metric by using one of the algebraic operations.

Definition 1.3.1. Let V be a linear space over 𝕂 and let ‖ ⋅ ‖ : V → ℝ be a mapping
with the following properties for all x, y ∈ V and all α ∈ 𝕂.‖x‖ ≥ 0 with ‖x‖ = 0 if and only if x = 0 (1.3.1)‖αx‖ = |α| ‖x‖ (1.3.2)‖x + y‖ ≤ ‖x‖ + ‖y‖ (1.3.3)

Then ‖ ⋅ ‖ is called a (vector) norm on V and (V, ‖ ⋅ ‖) is called a normed linear space. If
the norm is obvious and of no particular importance, we also call V a normed linear
space.

Property (1.3.1) is called definiteness, (1.3.2) homogeneity and (1.3.3) triangular in-
equality.

Replacing x in (1.3.3) by x − y yields ‖x‖ − ‖y‖ ≤ ‖x − y‖; interchanging the roles
of x and y and combining the result with the preceding inequality leads to| ‖x‖ − ‖y‖ | ≤ ‖x − y‖,
which shows that the norm is a continuous function.

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



8 | 1 Preliminaries

An example of a normed linear space is (ℝ, | ⋅ |) with the usual absolute value| ⋅ |. The linear space ℝn as well as ℂn can be normed by the maximum norm ‖x‖∞ =
max{|xi| | i = 1, . . . , n} and by the lp norms ‖x‖p = (∑n

i=1|xi|p)1/p , p ≥ 1, among them
the l1-norm ‖x‖1 = ∑n

i=1|xi| and the Euclidean norm ‖x‖2 = (∑n
i=1|xi|2)1/2 .

It is easy to see that m(x, y) = ‖x − y‖ is a metric. In this way each normed linear
space is a metric space in a canonical way. If we speak of convergence or continuity in
a normed linear space, we always use this terminology with respect to the canonical
metric. Normed linear spaces which are complete with respect to thismetric are called
Banach spaces.

A particular class of normed linear spaces are the finite dimensional ones since
for them each norm generates the same topology, i.e., the same open sets, as we are
going to see. To this end we need the following lemma which also shows that in finite
dimensional spaces convergence is equivalent with componentwise convergence.

Lemma 1.3.2. Let b1, . . . , bn be linearly independent elements of a vector space(V, ‖ ⋅ ‖) over 𝕂 . Then there is a positive constant μ such that|α1| + ⋅ ⋅ ⋅ + |αn| ≤ μ ‖α1b1 + ⋅ ⋅ ⋅ + αnbn‖ (1.3.4)

for all numbers α1, . . . , αn ∈ 𝕂.
Proof. The equality holds with any μ > 0 if all αi are zero. Therefore, we assume that
at least one of them differs from zero. Let

γ = inf
∑n
i=1|αi |=1

‖α1b1 + ⋅ ⋅ ⋅ + αnbn‖.
Then γ > 0, and there is a vector sequence (y(k)) with

y(k) = n∑
i=1

α(k)
i bi ,

n∑
i=1
|α(k)

i | = 1, and lim
k→∞

‖y(k)‖ = γ.

Since the numbers α(k)
i , k = 1, 2, . . . are contained in the compact set B(0, 1) (with

respect to (𝕂, | ⋅ |)) there is a subsequence (α(kl)
i )∞l=1 which converges to some βi . This

holds for each i = 1, . . . , n . W.l.o.g. we can assume that kl is independent of i . Then∑n
i=1|βi| = 1, hence x = ∑n

i=1 βibi ̸= 0 and ‖x‖ > 0. With limk→∞‖y(kl)‖ = ‖x‖ = γ we get
1 ≤ 1

γ
‖α1b1 + ⋅ ⋅ ⋅ + αnbn‖ for

n∑
i=1
|αi| = 1.

Replace αi by αi/∑n
i=1|αi| in order to end up with (1.3.4) choosing μ = 1/γ > 0.

Definition 1.3.3. Two norms ‖ ⋅ ‖ and ‖ ⋅ ‖ on a linear space V are called equivalent if
there are positive constants α, β such that

α‖x‖ ≤ ‖x‖ ≤ β‖x‖
holds for all x ∈ V .
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Equivalent normshave the advantage that they generate the sameopen sets and there-
fore the same topology. Sequences which are convergent with respect to one norm are
automatically convergent with respect to any other equivalent norm. For finite dimen-
sional linear spaces, and, therefore, for ℝn ,ℂn , we are going to show that all norms
are equivalent. This proves our remark preceding Lemma 1.3.2.

Theorem 1.3.4. All norms on a finite dimensional vector space V are equivalent.

Proof. Let {b1, . . . , bn} be a basis of V and

x = n∑
i=1

αibi , γ = max
1≤i≤n

‖bi‖, γ = max
1≤i≤n

‖bi‖,
where ‖ ⋅ ‖, ‖ ⋅ ‖ denote any two norms on V .

Using Lemma 1.3.2 with the constants μ and μ , respectively, we get‖x‖ ≤ n∑
i=1
|αi| ‖bi‖ ≤ γ

n∑
i=1
|αi| ≤ γμ‖x‖

≤ γμ
n∑
i=1
|αi| ‖bi‖ ≤ γγμ

n∑
i=1
|αi| ≤ γγμμ‖x‖.

The equivalence follows with α = 1/(γμ), β = γμ .

Now we introduce a partial ordering on ℝn .

Definition 1.3.5.
(a) For x ∈ 𝕂n we define the absolute value |x| = (|xi|) ∈ ℝn .
(b) For x, y ∈ ℝn wedefine the partial ordering x ≤ y entrywise by xi ≤ yi , i = 1, . . . , n .

Similarly, we define x ≥ y . If strict inequality holds for all components we write
x < y, and x > y, respectively. If x ≥ 0, we call x nonnegative, and positive if x > 0.

The relation ‘≤’ is a partial ordering in ℝn but not a total one as can be seen by the
vectors (1, 2)T , (2, 1)T ∈ ℝ2 , which are not comparable with respect to ‘≤’.

We introduce this new terminology into norms.

Definition 1.3.6. A vector norm ‖ ⋅ ‖ on 𝕂n is called
(a) Absolute if ‖|x|‖ = ‖x‖ holds for all x ∈ 𝕂n .
(b) Monotone if |x| ≤ |y| implies ‖x‖ ≤ ‖y‖ for all x, y ∈ 𝕂n .

The maximum norm and the lp -norms are absolute and monotone norms. The norm‖x‖ = ‖Ax‖∞ with A = ( 2 −1
1 0 ) is neither absolute normonotone as can be demonstrated

by the vectors x = (1, −2)T , and x = (0, 3)T , y = (2, 4)T , respectively.
The next theorem shows that both properties are equivalent.

Theorem 1.3.7. A vector norm ‖ ⋅ ‖ on 𝕂n is absolute if and only if it is monotone.

Proof. Let ‖ ⋅ ‖ be monotone and apply ‖ ⋅ ‖ to −|x| ≤ x and to x ≤ |x| in order to prove‖ ⋅ ‖ to be absolute.
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10 | 1 Preliminaries

For the converse let ‖ ⋅ ‖ be absolute and |x| ≤ |y|, x, y ∈ 𝕂n . Consider x(1)(s) =(s, x2, . . . , xn)T , s ∈ 𝕂. For |s| ≤ |t| there is a real number α ∈ [0, 1] such that
x(1)(|s|) = αx(1)(−|t|) + (1 − α)x(1)(|t|), whence ‖x(1)(s)‖ = ‖x(1)(|s|)‖ ≤ α‖x(1)(−|t|)‖ +(1 − α) ‖x(1)(|t|)‖ = ‖x(1)(|t|)‖ = ‖x(1)(t)‖. Choose s = x1 and t = y1 which implies
x ≤ x(1)(y1) = (y1, x2, . . . , xn)T . Repeat the steps with x(2)(s) = (y1, s, x3, . . . , xn)T ,
s ∈ 𝕂. Choose s = x2 , t = y2 , whence x(1)(y1) ≤ x(2)(y2). An inductive argument finally
generates the components of y successively and concludes the proof.

The linear space of n × n matrices can easily be equipped with a vector norm by con-
sidering 𝕂n2 . It is usual, however, to add a fourth condition on matrix norms ‖ ⋅ ‖,
namely the submultiplicativity ‖A ⋅ B‖ ≤ ‖A‖ ⋅ ‖B‖. (1.3.5)

This property is required for matrix norms in the whole book. If ‖ ⋅ ‖ is a vector norm
of 𝕂n one obtains immediately a matrix norm for A ∈ 𝕂n×n by defining‖A‖ = sup

x∈𝕂n\{0}

‖Ax‖‖x‖ . (1.3.6)

In this case the matrix norm is called the operator norm generated by the vector norm‖ ⋅ ‖. Notice that we use the same symbol both for the vector norm and the correspond-
ing operator norm. Since in finite dimensional linear spaces ‘compact’ and ‘closed and
bounded’ are equivalent and since x/‖x‖ is a unit vector, one can replace the supre-
mum on the right-hand side of (1.3.6) by the maximum. Moreover, it is sufficient to
consider the right-hand side only for elements of the unit sphere.

The reader should show that the maximum norm ‖ ⋅ ‖∞ for vectors generates the
row sum norm ‖A‖∞ =max{∑n

j=1|aij| | i = 1, . . . , n }, the l1-norm induces the column
sum norm ‖A‖1 = max{ ∑n

i=1|aij| | j = 1, . . . , n }, and the Euclidean norm ‖ ⋅ ‖2 yields
the spectral norm ‖A‖2 = √ρ(AHA), cf. Exercise 1.3.2, where here and in the sequel

ρ(A) = max{ |λ| | λ eigenvalue of A }
denotes the spectral radius of a square matrix A ∈ 𝕂n×n . Obviously, ‖A‖2 = √ρ(ATA)
for A ∈ ℝn×n . If S is a regular matrix then ‖x‖S = ‖S−1x‖∞ is a vector norm which
generates the operator norm ‖A‖S = ‖S−1AS‖∞ ; cf. Exercise 1.3.3. Since each operator
norm fulfills ‖I‖ = 1, it is clear that the Frobenius norm ‖A‖F = (∑n

i=1 ∑n
j=1 |aij|2)1/2

is a matrix norm, but not an operator norm. Later on we will frequently use a vector
norm ‖ ⋅ ‖S with a particularmatrix S which is generated bymeans of a positive vector.

Definition 1.3.8. With 0 < z ∈ ℝn define the diagonal matrix Dz = diag(z1, . . . , zn) ∈ℝn×n . Then ‖x‖z = ‖D−1
z x‖∞ (1.3.7)

and ‖A‖z = ‖D−1
z ADz‖∞. (1.3.8)
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Clearly, the vector norm ‖ ⋅ ‖z is absolute and monotone with ‖z‖z = 1, and the matrix
norm ‖ ⋅ ‖z is the associated operator norm.

It is easy to see that a general operator norm satisfies the inequality‖A ⋅ x‖ ≤ ‖A‖ ⋅ ‖x‖. (1.3.9)

This leads to the following definition.

Definition 1.3.9. Let ‖ ⋅ ‖ be a vector norm on 𝕂n and ‖ ⋅ ‖ a matrix norm on 𝕂n×n . If‖A ⋅ x‖ ≤ ‖A‖ ⋅ ‖x‖
holds we call the matrix norm compatible with the vector norm.

According to (1.3.7) each operator norm is compatible with its generating vector norm.
The Frobenius norm is compatible with the Euclidean norm although it is not an op-
erator norm; cf. Exercise 1.3.4. In particular, it is not generated by ‖ ⋅ ‖2 .

For any matrix norm ‖ ⋅ ‖ one can find a vector norm ‖ ⋅ ‖ with which ‖ ⋅ ‖ is com-
patible. Simply define ‖x‖ = ‖(x, 0, . . . , 0)‖ for vectors x, where the zeros denote zero
columns. The submultiplicativity (1.3.5) of matrix norms ensures the compatibility.

We will now prove a standard estimate for the spectral radius ρ(A) of a matrix
A ∈ 𝕂n×n .

Theorem 1.3.10. Let A ∈ 𝕂n×n and ‖ ⋅ ‖ be a matrix norm on 𝕂n×n . Then the spectral
radius ρ(A) of A satisfies

ρ(A) ≤ ‖A‖. (1.3.10)

Proof. Let ‖ ⋅ ‖ be a vector norm on 𝕂n with which the given matrix norm on 𝕂n×n is
compatible.

Case 𝕂 = ℂ: Apply the vector norm to the equation Az = λz, z ∈ ℂ, ‖z‖ = 1 in
order to get |λ| = |λ| ‖z‖ = ‖Az‖ ≤ ‖A‖ ‖z‖ = ‖A‖. The assertion follows immediately.

Case 𝕂 = ℝ: First notice that now thematrix norm of the theorem and the above-
mentioned construction ‖ ⋅ ‖ of a compatible vector norm refer to real quantitieswhile
the eigenvalue/eigenvector equation involves complex entries. Therefore, define ‖z‖ =‖Re z‖ + ‖Im z‖ for z ∈ ℂn and consider ℂn as vector space over ℝ instead of ℂ. (This
is necessary in order to prove the homogeneity of ‖ ⋅ ‖ in the new space.) Then ‖ ⋅ ‖ is
a norm which is compatible with the real matrix norm ‖ ⋅ ‖, and the ideas above with‖z‖ = 1 and θ = − arg(λ) for λ ̸= 0 yield|λ|k = |λ|k ‖z‖ = ‖ |λ|kz ‖ = ‖eikθλkz‖ = ‖eikθAkz‖ ≤ ‖A‖k ‖eikθz‖= ‖A‖k (‖cos(kθ)Re z − sin(kθ) Im z‖ + ‖sin(kθ)Re z + cos(kθ) Im z‖)≤ 2‖A‖k , k = 1, 2, . . . . (1.3.11)

Assume that |λ| > ‖A‖ holds. Divide (1.3.11) by |λ|k . Then the left-hand side is onewhile
the right-hand side tends to zero if k tends to infinity. This contradiction concludes the
proof.
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The example A = (1, 0)T(0, 1) shows that there are matrices for which equality can
never hold in (1.3.10). In Section 1.7, however, we will see that there are matrix norms‖ ⋅ ‖ such that ‖A‖ approximates ρ(A) arbitrarily well.
Exercises

Ex. 1.3.1. Let ‖ ⋅ ‖ be any vector norm on 𝕂n . Show that the operator norm defined in
(1.3.6) is a matrix norm on 𝕂n×n .

Hint: Use results of Section 1.8.

Ex. 1.3.2. Show that the Euclidean norm on 𝕂n generates the spectral norm ‖A‖2 =√ρ(AHA) on ℝn×n . In addition, prove ‖AH‖2 = ‖A‖2 and ‖UA‖2 = ‖AU‖2 if U ∈ 𝕂n×n

is a Hermitian matrix.
Hint: Use basic results of linear algebra; see for instance Section 1.8.

Ex. 1.3.3. Let S be a regular matrix. Show that ‖x‖S = ‖S−1x‖∞ is a vector norm on ℝn

which generates the operator norm ‖A‖S = ‖S−1AS‖∞ on ℝn×n .

Ex. 1.3.4. Prove the following properties of the Frobenius norm ‖ ⋅ ‖F for A ∈ ℝn×n .
(a) It is compatible with the Euclidean norm ‖ ⋅ ‖2 on ℝn .
(b) It can be represented as ‖A‖F = (

a1
...
an
)2 ,

where ai = A∗,i , i = 1, . . . , n, and where ‖ ⋅ ‖2 denotes the Euclidean norm onℝn2 .
(c) ‖A‖F = ‖AT‖F .
(d) ‖UA‖F = ‖AU‖F = ‖A‖F if U ∈ ℝn×n is orthogonal.

Hint: Use (b) and (c).

1.4 Polynomials

In this sectionwe consider polynomials p and some of their properties. Our first result
shows that the zeros of a polynomial p depend continuously on the coefficients of p .

Theorem 1.4.1. Let the polynomial p be defined by

p(x) = p(x; a0, . . . , an) = n∑
j=0

ajxj , an ̸= 0, n ≥ 1,

and denote its zeros by xi = xi(a0, . . . , an), i = 1, . . . , n (counted according to their
multiplicity).
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(a) The zeros of p depend continuously on the coefficients ak .
(b) A simple zero xi0 = xi0 (a0, . . . , an) of p is infinitely often continuously differentiable

with respect to the coefficients ak . One obtains

∂xi0 (a0, . . . , an)
∂ak

= −xki0
an∏n

i=1
i≠i0
(xi0 − xi) = −xki0

p(xi0 ) , k = 0, 1, . . . , n. (1.4.1)

Proof. (a) Assume that the assertion is wrong. Then there is a positive real num-
ber ε, an index i0 , coefficients a∗

0 , . . . , a∗
n , a∗

n ̸= 0, and a sequence of coefficients(a(k)
0 , . . . , a(k)

n )∞k=1 such that for all k ∈ ℕ the inequalities|a(k)
j − a∗

j | ≤ 1
k
, j = 0, 1, . . . , n,

and |x(k)
i − x∗

i0 | ≥ ε, i = 1, . . . , n,

hold with x(k)
i = xi(a(k)

0 , . . . , a(k)
n ) and x∗

i0 = xi0 (a∗
0 , . . . , a∗

n). Let k tend to infinity in
the inequality |p(x∗

i0 ; a
(k)
0 , . . . , a(k)

n )| = |a(k)
n | n∏

i=1
|x∗

i0 − x(k)
i | ≥ |a(k)

n | εn .
Then we obtain the contradiction

0 = |p(x∗
i0 ; a

∗
0 , . . . , a

∗
n)| ≥ |a∗

n | εn > 0.

(b) W.l.o.g. let i0 = 1. Define the polynomial p(x, h) = p(x; a0, . . . , ak−1, ak + h,
ak+1, . . . , an) and denote its zeros by xi(h), i = 1, . . . , n, with the indices such that –
with (a) – limh→∞ xi(h) = xi , i = 1, . . . , n, holds. Then

an
n∏
i=1
(x1 − xi(h)) − 0 = p(x1, h) − p(x1) = [(ak + h) − ak]xk1,

whence for h ̸= 0, |h| ≪ 1, we get

x1(h) − x1
h

= −xk1
an∏n

i=2(x1 − xi(h)) .
Let h tend to zero. One sees at once that ∂x1(a0,...,an)

∂ak exists, is continuous and fulfills
the first equality in (b). In order to prove the second one, differentiate the equation

p(x1(a0, . . . , an); a0, . . . , an) = 0

with respect to ak . Then

0 = xk1 + p(x1) ∂x1(a0, . . . , an)∂ak
.

An inductive argument applied to (1.4.1) proves the higher smoothness.
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Nextwe considerWeierstrass’ famous approximation theorem. To prove it we need the
following Bernstein polynomials.

Definition 1.4.2. The k-th Bernstein polynomial bnk of degree n (with respect to the
interval [0, 1]) is defined by

bnk(x) = (nk) xk(1 − x)n−k , x ∈ ℝ, n, k ∈ ℕ0.

This definition shows that bnk(x) is nonnegative when x is restricted to the interval[0, 1]. Among the many additional nice results of Bernstein polynomials we use the
following ones.

Lemma 1.4.3. The Bernstein polynomials bnk satisfy

n∑
k=0

bnk(x) = 1, (1.4.2)

n∑
k=0

kbnk(x) = nx, (1.4.3)

n∑
k=0

k2bnk(x) = nx(1 − x) + (nx)2. (1.4.4)

Proof. The first equality follows from(x + α)n = n∑
k=0

(n
k
) xkαn−k (1.4.5)

with α = 1 − x . Now differentiate (1.4.5) by x, then multiply by x and substitute α =
1 − x again in order to obtain (1.4.3). Finally, differentiate (1.4.5) twice with respect
to x, multiply by x2 and substitute α = 1 − x once more in order to get

n(n − 1)x2 = n∑
k=0

k(k − 1)bnk(x) = n∑
k=0

k2bnk(x) − nx,
whence the third equality follows immediately.

Bernstein polynomials are often applied in computer aided geometric design (CAGD).
For the equations in Lemma 1.4.3 there is also a nice probabilistic interpretation: Let
A denote some event which occurs with probability x ∈ [0, 1]. Then bnk(x) can be
viewed as the probability with which A occurs exactly k times in a Bernoulli chain of
length n . Thus for x ∈ [0, 1] the vector (bn0(x), bn1(x), . . . , bnn(x)) can be interpreted
as the distribution vector of the binomial distribution with the parameters n and x .
Hence the first equation of Lemma 1.4.3 says that the total probability of the binomial
distribution is one (which is trivial). The second equation shows that the expected
value E of this distribution is nx, and if one subtracts E2 = (nx)2 from both sides
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of (1.4.4) one ends up with the variance V = nx(1 − x). We will no longer pursue this
probabilistic interpretation but prove the following simplest version of theWeierstrass
approximation theorem.

Theorem 1.4.4 (Weierstrass – one-dimensional). Let f : [0, 1] → ℝ be continuous.
Then for any positive real number ε there is an integer n such that the polynomial pn
defined by

pn(x) = n∑
j=0

f ( j
n
) bnj(x) (1.4.6)

satisfies ‖f − pn‖∞ = max
x∈[0,1]

|f(x) − pn(x)| < ε.

If f is defined on the more general interval [a, b], a < b, the assertion holds with the
summands in (1.4.6) being replaced by f (a + j

n (b − a)) bnj( x−ab−a ).
Proof. Since f is uniformly continuous on the compact set [0,1]wecanassociatewith
any ε > 0 a real number δ > 0 such that for any real numbers x, x with |x − x| < δ
we have |f(x) − f(x)| < ε/2. Fix x ∈ [0, 1] and define the index sets

N = {j ∈ {0, 1, . . . , n} | x − j
n

 < δ} ,
N = {j ∈ {0, 1, . . . , n} | x − j

n

 ≥ δ} .
With M = max0≤x≤1|f(x)| and repeated application of Lemma 1.4.3 we get|f(x) − pn(x)| ≤ n∑

j=0

f(x) − f ( j
n
) bnj(x)≤ ∑

j∈N

f(x) − f ( j
n
) bnj(x) + ∑

j∈N

(|f(x)| + f ( j
n
)) bnj(x)≤ ε

2

n∑
j=0

bnj(x) + 2M ∑
j∈N

bnj(x) ⋅ (x − j
n )2

δ2⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
≥1≤ ε

2
+ 2M

δ2
n∑
j=0

bnj(x) [x2 − 2x jn + ( j
n
)2]= ε

2
+ 2M

δ2
[x2 − 2x2 + x2 + x

n
(1 − x)]≤ ε

2
+ 2M

δ2
⋅ 1
4n

≤ ε
2
+ ε
2
= ε

independently of x ∈ [0, 1] and N,N , provided that n ≥ M
δ2ε . This proves the theorem

for the interval [a, b] = [0, 1].
For general intervals [a, b] set x = a + t(b − a), t ∈ [0, 1], and apply the preceding

results to the function ̃f (t) = f(a + t(b − a)) with t ∈ [0, 1].
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Now we generalize our results to the multidimensional case.

Theorem 1.4.5 (Weierstrass – multidimensional). Let f : D → ℝ be continuous on the
m-dimensional unit cube D = [0, 1]m . Then for any positive real number ε there is an
integer n such that the multivariate polynomial pn defined by

pn(x) = pn(x1, . . . , xm) = n∑
j1=0

⋅ ⋅ ⋅ n∑
jm=0

f ( j1
n
, . . . ,

jm
n
) bnj1 (x1) ⋅ ⋅ ⋅ bnjm (xm) (1.4.7)

satisfies ‖f − pn‖∞ = max
x∈D

|f(x) − pn(x)| < ε.

If f is defined on the more general m-dimensional rectangle D = [a1, b1] × [a2, b2] ×⋅ ⋅ ⋅ × [am , bm], ai < bi , the assertion holds with the summands in (1.4.7) being modified
analogously to Theorem 1.4.4.

Proof. Let D = [0, 1]m . By virtue of Lemma 1.4.3 the equality

n∑
j1=0

⋅ ⋅ ⋅ n∑
jm=0

c ⋅ bnj1 (x1) ⋅ ⋅ ⋅ bnjm (xm) = r

holds for the following choices of (c, r): (c, r) = (1, 1), (c, r) = (jl , nxl), (c, r) =(j2l , nxl(1 − xl) + (nxl)2). We proceed as in Theorem 1.4.4 using

N = {(j1, . . . , jm) ∈ {0, 1, . . . , n}m  x − ( j1n , . . . , jmn )T2 < δ} ,
N = {(j1, . . . , jm) ∈ {0, 1, . . . , n}m  x − ( j1n , . . . , jmn )T2 ≥ δ}

and replacing(x − j
n )2

δ2
by

1
δ2
x − ( j1n , . . . , jmn )T22 = 1

δ2
m∑
l=1
(xl − jl

n
)2 .

We finally obtain|f(x) − pn(x)| ≤ ε
2
+ 2M

δ2
m∑
l=1
[x2l − 2x2l + x2l + xl

n
(1 − xl)]≤ ε

2
+ 2M

δ2
⋅ m∑
l=1

1
4n

= ε
2
+ Mm
2δ2

⋅ 1
n
< ε,

provided that n > Mm
δ2ε .

Our final version of Weierstrass’ approximation theorem reads as follows.
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Theorem 1.4.6 (Weierstrass – general). Let D ⊆ ℝm be compact and f : D→ℝ contin-
uous. Then for each ε > 0 there is a polynomial p of the form

p(x) = p(x1, . . . , xm) = n1∑
j1=0

⋅ ⋅ ⋅ nm∑
jm=0

aj1...jm ⋅ xj11 ⋅ xj22 ⋅ ⋅ ⋅ xjmm
such that ‖f − p‖∞ = max

x∈D
|f(x) − p(x)| < ε.

Proof. Since D is assumed to be compact there exists an m-dimensional rectangle
I = [a1, b1] × ⋅ ⋅ ⋅ × [am , bm]which encloses D .Wewill construct a continuous function
h : I → ℝ with

max
x∈D

|f(x) − h(x)| < ε
2
.

On I we will approximate h by a polynomial p according to Theorem 1.4.5 with

max
x∈I

|h(x) − p(x)| < ε
2
.

Then Theorem 1.4.6 is proved by virtue of

max
x∈D

|f(x) − p(x)| ≤ max
x∈D

|f(x) − h(x)| +max
x∈I

|h(x) − p(x)|< ε
2
+ ε
2
= ε.

In view of h we temporarily fix some y ∈ D, choose z ∈ D and define the function
gz : I → ℝ by

gz(x) = {{{{{f(y), if f(y) = f(z),
f(y) + ‖x − y‖∞‖z − y‖∞ [f(z) − f(y)], if f(y) ̸= f(z).

(Here ‖x‖∞ = max1≤i≤m|xi|.)
In each of the two cases gz is continuous in I and has the values

gz(y) = f(y), gz(z) = f(z).
Hence there is an open ball B(z, δ(z) ) ⊆ ℝm (with respect to ‖ ⋅ ‖2 , e.g.) such that

gz(x) < f(x) + ε
2

for all x ∈ B(z; δ(z)) ∩ D.
Trivially, D ⊆ ⋃z∈D B(z, δ(z) ). Since D is compact there are finitely many elements
z1, . . . , zk of D with D ⊆ ⋃k

i=1 B(zi , δ(zi)). The function
hy(x) = min{gz1 (x), . . . , gzk (x)}

is continuous on I and satisfies

hy(x) < f(x) + ε
2

for all x ∈ D.
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By virtue of hy(y) = f(y) there is an open ball B̃(y, ̃δ(y) ) such that
hy(x) > f(x) − ε

2
for all x ∈ B̃(y, ̃δ(y)) ∩ D.

By a similar argument as above there are finitely many elements y1, . . . , yl ∈ D with
D ⊆ ⋃l

i=1 B̃(yi , ̃δ(yi)). Define the continuous function h by

h(x) = max{hy1 (x), . . . , hyl (x)}, x ∈ I.
Then for all x ∈ D the double inequality

f(x) − ε
2
< h(x) < f(x) + ε

2

holds, which proves the approximation property of h .

The polynomial in the Weierstrass theorem approximates f(x) but does not necessar-
ily coincide with f(x) somewhere in D . Things change when considering the so-called
Hermite interpolation which contains the classical polynomial interpolation as a par-
ticular case.

Theorem 1.4.7 (Hermite interpolation). Let f ∈ Cm+1(D), where D is an open subset ofℝ and m is some nonnegative integer. Let x0, . . . , xn ∈ [x] ⊂ D be pairwise different and
let m0, . . . ,mn be positive integers which satisfy

m + 1 = n∑
i=0

mi .

Then there is a unique polynomial pm of degree at most m such that

p(j)
m (xi) = f (j)(xi), j = 0, . . . ,mi − 1, i = 0, . . . , n. (1.4.8)

For each element ̃x ∈ [x] there is a number ̃xξ ∈ [x] such that
f( ̃x) = pm( ̃x) + 1(m + 1)! f (m+1)( ̃xξ ) n∏

i=0
( ̃x − xi)mi . (1.4.9)

Proof. First we prove the uniqueness. To this end assume that there are two polyno-
mials pm , p̃m of degree at most m with pm ̸= p̃m . Then the degree of the polynomial
q = pm − p̃m is at most m, but q has at least m + 1 zeros x0, . . . , xn , if these are
counted according to their multiplicity. Hence q = 0 which contradicts pm ̸= p̃m .

In order to showexistencewe startwith pm =∑m
i=0 aixi . Then the conditions (1.4.8)

lead to a linear system Az = b, where z = (a0, . . . , am)T , where A is a square matrix
which is independent of f , and where the components of the vector b consist of the
values of the right-hand side in (1.4.8) in some order. We first assume f = 0 which
implies b = 0. Then Az = b has the solution z = 0 which is unique as we have already
proved. Therefore A is regular, hence Az = b is (uniquely) solvable for b ̸= 0, too.
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In order to prove (1.4.9) we first remark that this equality certainly holds for ̃x = xi .
Therefore, we may assume ̃x ∈ [x] \ {x0, . . . , xn}. Consider

r(x) = f(x) − pm(x) − c n∏
i=0
(x − xi)mi ,

where the constant c is chosen such that r( ̃x) = 0. Then x0, . . . , xn , ̃x are m + 2 zeros
of r if one takes into accountmultiplicities. Hence the generalized Rolle theorem guar-
antees a number xξ ∈ [x] such that r(m+1)(xξ ) = 0, whence 0 = f (m+1)(xξ ) − c(m + 1)!
follows. Solving for c proves the assertion.

The Hermite interpolation polynomial in Theorem 1.4.7 can be constructed explic-
itly – see Stoer, Bulirsch [348], pp. 52–57. If not all successive derivatives of pm are
prescribed by (1.4.8) (while decreasing m correspondingly) one speaks of Birkhoff in-
terpolation. For this generalization the assertion of Theorem 1.4.7 may be false; cf.
Exercise 1.4.2.

Exercises

Ex. 1.4.1. Show that the polynomial in (1.4.8) can be represented as

pm(x) = n∑
i=0

mi∑
j=0

f (j)(xi)Lij ,
where the generalized Lagrange polynomials Lij are defined by means of

lij(x) = (x − xi)jj!

n∏
k=0
k≠i

( x − xk
xi − xk )mk

, 0 ≤ i ≤ n, 0 ≤ j < mi ,

as
Li,mi−1(x) = li,mi−1(x), i = 0, . . . , n

and recursively for j = mi − 2, mi − 3, . . . , 0 by

Lij(x) = lij(x) − mi−1∑
k=j+1

l(k)ij (xi)Lik(x).
Hint: Show by induction L(k)

ij (xℓ) = δiℓδjk .

Ex. 1.4.2. Show that there is no unique polynomial p of degree at most two which
satisfies p(−1) = p(1) = 1 and either p(0) = 0 or p(0) = 1.
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1.5 Zeros and fixed points of functions

Many problems in applications, but also proper mathematical problems such as dis-
cretizations of partial differential equations finally lead to systems of equations which
always can be written as a zero problem

f(x) = 0 (1.5.1)

or – in the case f : D ⊆ ℝn →ℝn sometimesmore appropriate – as an equivalent fixed
point problem

g(x) = x. (1.5.2)

Therefore, it is interesting to know when a function has a zero, and a fixed point,
respectively, and then to compute it or at least to enclose it by some simple kind of
set. The current section primarily studies the existence of zeros and fixed points. We
will present a variety of theorems in this respect which are not always standard in
introductory courses of analysis. In later chapters these theorems form the outset of
tests for verifying zeros and fixed points within boxes, i.e., n-dimensional rectangles.
The proofs of these theorems will be relatively simple if one introduces the concept of
mapping degree. Since such an introduction is very lengthy, we restrict ourselves to
the definition of the degree following theway in Ortega, Rheinboldt [267]. Thenwe list
without proof the essential properties necessary to derive the crucial facts to follow.

In the whole section we assume that D is a Jordan measurable subset of ℝn , i.e.,
the Riemann integral ∫D 1 dx exists.

Definition 1.5.1.
(a) Let f : D ⊆ ℝn → ℝm . Then the set

supp(f) = {x | f(x) ̸= 0} ∩ D
is called the support of f .

(b) Given α > 0 the set Wα consists of all functions φ with the following properties.
(i) φ ∈ C([0,∞),ℝ),
(ii) supp(φ) ⊆ (0, α],
(iii) ∫

ℝn φ(‖x‖2) dx = 1.

Notice that in Definition 1.5.1 (b) for each element φ ∈Wα there is some δ ∈ (0, α] such
that φ(t) = 0 if t ∉ [δ, α]. Therefore, the range ℝn of the integral in (iii) can be replaced
by the ball B(0, α).

Next we introduce the degree integral bymeans of whichwe can finally define the
mapping degree.

Definition 1.5.2. Let D, E be open and bounded subsets of ℝn with D ⊆ E . Let f ∈
C(D,ℝn), y ∈ ℝn , f(x) ̸= y for all x ∈ ∂D, 0 < α < min{‖f(x) − y‖2 | x ∈ ∂D}, φ ∈ Wα .
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(a) For ̃f ∈ C1(E,ℝn) we define the mapping ϕ : ℝn → ℝ by

ϕ(x) = {{{ φ(‖ ̃f (x) − y‖2)det ̃f (x), x ∈ D
0, otherwise

and the degree integral
dφ( ̃f , D, y) = ∫

ℝn

ϕ(x) dx.
(b) The (topological) mapping degree of f at y with respect to D is defined by

deg(f, D, y) = lim
k→∞

dφ(fk , D, y),
where the functions fk , k = 1, 2, . . ., satisfy fk ∈ C1(E,ℝn) and limk→∞‖fk − f ‖D =
0 with ‖g‖D := maxx∈D‖g(x)‖2 .

With some effort it can be shown that the definition of the mapping degree does not
depend on the choice of α nor on the particular choice of φ ∈ Wα , nor on the partic-
ular choice of the approximating sequence (fk). So it is well-defined and apparently
coincides with the value of the degree integral if f ∈ C1(E, ℝn). Moreover, it can be
proved that it is an integer. Out of its many additional nice properties we onlymention
the following without proof, where we no longer mention the set E of Definition 1.5.2
which comes into play for the functions fk in (b) only. It guarantees the existence of
dφ(fk , D, y) since then det(f k(x)) is bounded in D .

Theorem 1.5.3 (Properties of the mapping degree). Let D ⊆ ℝn be open and bounded
and f ∈ C(D,ℝn). Moreover, let y ∈ ℝn be such that f(x) ̸= y for all x ∈ ∂D.
(a) If f ∈ C1(D,ℝn) has a nonsingular Jacobian f (x) at all points x ∈ D where f(x) = y,

then
deg(f, D, y) = ∑

x∈D,
f(x)=y

sign(det f (x)),
where the sum turns out to have only finitely many summands.

(b) If h : [0, 1] × D → ℝn is continuous and h(t, x) ̸= y for all t ∈ [0, 1] and for all
x ∈ ∂D, then deg(h(t, ⋅), D, y) does not depend on t.

(c) If deg(f, D, y) ̸= 0, then there exists an x ∈ D such that f(x) = y.
(d) Let D be symmetric with respect to 0 (i.e., x ∈ D ⇔ −x ∈ D) and let 0 ∈ D. If f is

odd, i.e., f(−x) = −f(x), and if 0 ∉ f(∂D), then deg(f, D, 0) is odd.
Now we are ready to address the main results of this section.

Theorem 1.5.4 (Borsuk). Let D ⊆ ℝn be open, bounded, convex and symmetric with re-
spect to some x0 ∈ D(i.e., x0 + x ∈ D implies x0 − x ∈ D). Let f ∈ C(D,ℝn) and assume
that

f(x0 + x) ̸= λf(x0 − x) for all λ > 0 and for all x0 + x ∈ ∂D. (1.5.3)

Then f has a zero in D.
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Proof. W.l.o.g we can assume x0 = 0. (Otherwise consider the function g(x) = f(x0 +
x).) If f(x) = 0 for some x ∈ ∂D we are done. Therefore, we assume from now on that
0 ∉ Rf (∂D). We define the function h by h(t, x) = f(x) − tf(−x), 0 ≤ t ≤ 1, x ∈ D .
Then h(0, x) = f(x) and h(1, x) = f(x) − f(−x). In particular this latter function is
odd. For x ∈ ∂D we have h(t, x) ̸= 0. For t = 0 this follows from the assumption
0 ∉ Rf (∂D) and for t ∈ (0, 1] the assumption h(t, x) = 0, x ∈ ∂D leads to f(x) = tf(−x)
contradicting (1.5.3). Therefore, Theorem 1.5.3 (b)–(d) guarantees that deg(f, D, 0) =
deg(h(0, ⋅), D, 0) = deg(h(1, ⋅), D, 0) ̸= 0 holds and that f has a zero in D .

Theorem 1.5.5 (Leray–Schauder). Let D ⊆ ℝn be open and bounded with 0 ∈ D and let
f ∈ C(D,ℝn) satisfy

f(x) ̸= λx for all λ > 1 and for all x ∈ ∂D. (1.5.4)

Then f has a fixed point in D.

Proof. With h(t, x) = x − tf(x), 0 ≤ t ≤ 1, x ∈ D we obtain h(0, x) = x ̸= 0 on ∂D since
0 ∈ D by assumption and since D is open. Moreover, assume that h(1, x) = x − f(x) ̸= 0
holds on ∂D since otherwise we are done. For t ∈ (0, 1), the assumption h(t, x) = 0,
x ∈ ∂D leads to f(x) = (1/t)x contradicting (1.5.4). Hence Theorem 1.5.3 (a)–(c) yields
deg(h(1, ⋅ ), D, 0) = deg(h(0, ⋅ ), D, 0) = 1 ̸= 0 and the existence of a fixed point.

Notice the following equivalent formulation of the preceding fixed point theorem;
cf. Exercise 1.5.2.

Theorem 1.5.6 (Leray–Schauder). Let D ⊆ ℝn be open and bounded with 0 ∈ D and let
f ∈ C(D,ℝn) satisfy

f(x) ̸= λx for all λ > 0 and for all x ∈ ∂D. (1.5.5)

Then f has a zero in D.

Now we present Brouwer’s fixed point theorem for continuous self-mappings of the
n-dimensional closed zero-centered unit ball B(0, 1).
Theorem 1.5.7 (Brouwer – unit ball). Each function f ∈ C(B(0,1),B(0,1))with B(0,1) ⊆ℝn has a fixed point.

Proof. Let D = B(0, 1) and define h(t, x) = x − tf(x), 0 ≤ t ≤ 1, x ∈ D . For ‖x‖2 = 1
and t ∈ [0, 1), we obtain ‖h(t, x)‖2 ≥ ‖x‖2 − t‖f(x)‖2 ≥ 1 − t > 0. For t = 1, we can
also assume h(1, x) ̸= 0 on ∂D since otherwise the theorem is proved. The proof now
terminates by virtue of deg(h(1, ⋅ ), D, 0) = deg(h(0, ⋅ ), D, 0) = 1 ̸= 0.

Two elementary proofs of Brouwer’s fixed point theorem can be found in Appendix B.
One is based on the multidimensional transformation rule and does not use the map-
ping degree. The second one applies to the Sperner lemma.

Notice that the Leray–Schauder fixed point theorem, too, implies Brouwer’s
fixed point theorem for the unit ball. To see this choose D = B(0, 1) and let f ∈
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C(B(0, 1), B(0, 1)). If f(x) = λx for some λ > 1 and some x with ‖x‖2 = 1, then we get
the contradiction 1 ≥ ‖f(x)‖2 = |λ| ‖x‖2 = |λ|.

Conversely, if one requires the domain D of the Leray–Schauder fixed point the-
orem to be itself a ball, say D = B(0, ρ), this theorem can be easily deduced from
Brouwer’s fixed point theorem: Assume that f ∈ C(D,ℝn) does not have a fixed point
in D . Then the function ̂f witĥf (x) = f(ρx) − ρx‖f(ρx) − ρx‖2 , x ∈ B(0, 1),
is well-defined and maps B(0, 1) continuously into itself. Hence it has a fixed point
x∗ . Clearly, ‖x∗‖2 = ‖ ̂f (x∗)‖2 = 1 hence ρx∗ ∈ ∂D . From x∗ = ̂f (x∗) we finally obtain
f(ρx∗) = (1 + ‖f(ρx∗) − ρx∗‖2/ρ) ρx∗ which contradicts (1.5.4).

Nowwe generalize Brouwer’s fixed point theorem to general compact convex sets.

Theorem 1.5.8 (Brouwer – general). If D ⊆ ℝn is a nonempty, convex and compact set
then each function f ∈ C(D, D) has a fixed point.
Proof. We first enclose the set D by a closed ball B(0, ρ). Since D is compact the non-
negative number γx = minz∈D‖z − x‖2 is defined for every x ∈ B(0, ρ). Moreover, by
the same reason there is a point zx ∈ D such that ‖zx − x‖2 = γx . Assume that there is
another point ̂zx with the same property. Then‖zx − ̂zx‖22 = 2 ‖zx − x‖22 + 2 ‖ ̂zx − x‖22 − 4  zx + ̂zx

2
− x22= 4γ2x − 4  zx + ̂zx

2
− x22 ≤ 4γ2x − 4γ2x = 0, (1.5.6)

whence zx = ̂zx . Notice that for the inequality in (1.5.6) we used that the midpoint of(zx + ̂zx)/2 is an element of the convex set D .
We consider the function g : B(0, ρ) → D with g(x) = zx . For x, ̂x ∈ B(0, ρ) we get

γx ≤ ‖z ̂x − x‖2 ≤ γ ̂x + ‖ ̂x − x‖2 . Interchanging the roles of x and ̂x and combining both
double inequalities finally leads to|γx − γ ̂x| ≤ ‖x − ̂x‖2. (1.5.7)

Analogously to (1.5.6) we find‖zx − z ̂x‖22 ≤ 2γ2x + 2 ‖z ̂x − x‖22 − 4γ2x ≤ 2(γ ̂x + ‖ ̂x − x‖2)2 − 2γ2x .
Together with (1.5.7) this shows that g is continuous and so is the function h : B(0, 1)→ B(0, 1) with h(x) = f (g(ρx))/ρ . According to Theorem 1.5.7 the function h has a
fixed point x∗ ∈ B(0, 1), whence ρx∗ = f (g(ρx∗)) ∈ D . Since g restricted to D is the
identity, the point ρx∗ is a fixed point for f in D .

Next we will consider Miranda’s theorem for zeros of continuous functions in boxes.
It turns out that this theorem is equivalent to Brouwer’s fixed point theorem.
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Theorem 1.5.9 (Miranda). Let [a] = [a1, a1] × . . . × [an , an] ⊂ ℝn and let f = (fi) ∈
C([a],ℝn) satisfy
fi(x1, . . . , xi−1, ai , xi+1, . . . , xn) ≤ 0, fi(x1, . . . , xi−1, ai , xi+1, . . . , xn) ≥ 0 (1.5.8)

for all xj ∈ [aj , aj], j = 1, . . . , n, j ̸= i , and for all i = 1, . . . , n. Then f has a zero in [a].
This assertion remains true if for arbitrary coordinate functions fi the two inequality

signs in (1.5.8) are reversed simultaneously.

Before we prove this theorem we illustrate the assumptions in the two-dimensional
case (Figure 1.5.1).

x1

x2

0

[a]

f2(x) ≤ 0

f2(x) ≥ 0

f1(x) ≤ 0 f1(x) ≥ 0

x = (x1, x2)T

a1a1

a2

a2

Fig. 1.5.1:Miranda’s theorem in ℝ2 .

Proof. First we assume that ai < ai holds for all i and that (1.5.8) holds with strict
inequalities.

Define S+
i = {x ∈ [a] | fi(x) > 0} and S−

i = {x ∈ [a] | fi(x) < 0}. Since f is continuous,
fi(x) remainsnegativenear the facet {x | x ∈ [a], xi = ai} of [a]. Hence δ+

i = inf{|xi − ai| |
x ∈ S+

i } is positive, and analogously δ−
i = inf{|xi − ai| | x ∈ S−

i } > 0 (cf. Figure 1.5.2).

δ1
+

S1
+

δ1
−

f1(x) < 0 f1(x) > 0
S1

−

Fig. 1.5.2: Illustration of S±
1 in ℝ2 .

Let mi = minx∈[a] fi(x) (< 0), Mi = maxx∈[a] fi(x) (> 0) and choose εi such that
0 < εi < min{− δ−

i
mi

,
δ+
i

Mi
} .
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The function g : [a]→ℝn defined by gi(x) = xi − εi fi(x), i = 1, . . . , n has the following
properties for x ∈ [a]. If ai − δ−

i < xi ≤ ai the values of fi(x) are nonnegative, hence
gi(x) ≤ xi ≤ ai . If ai ≤ xi ≤ ai − δ−

i wehave gi(x) ≤ ai − δ−
i − εi ⋅mi < ai − δ−

i + δ−i
mi
⋅mi = ai .

By considering the cases ai ≤ xi < ai + δ+
i and ai + δ+

i ≤ xi ≤ ai we similarly get
gi(x) ≥ ai . Hence g ∈ C([a], [a]) and Brouwer’s fixed point theorem ensures a fixed
point x∗ of g which turns out to be a zero of f .

Nextwe keep the restriction ai < ai , i = 1, . . . n, and consider the general assump-
tion (1.5.8).

With ǎ = (a + a)/2 define hki (x) = fi(x) + (xi − ǎi)/k, i = 1, . . . , n, k ∈ ℕ. Then
hki (x) < 0 for xi = ai and hki (x) > 0 for xi = ai . Hence each function hk has a zero
xk ∈ [a]. Since [a] is compact there is a subsequence of (xk) which converges to some
limit x∗ ∈ [a]. It is easy to see that this limit is a zero of f .

Now we consider the degenerate case ai0 = ai0 for some index i0 .
The assumption (1.5.8) implies fi0 (x) = 0 for all x ∈ [a]. One can delete the i0-th

component in [a] and f and obtain the associated functioñf : ([a1, a1] . . . , [ai0−1, ai0−1], [ai0+1, ai0+1] . . . , [an , an])T → ℝn−1

for which one can repeat the considerations above until one ends up with a function̂f , which either satisfies ̂f = 0 or satisfies the assumptions (1.5.8) with ai < ai for the
remaining indices i .

If the inequality signs are pairwise interchanged in (1.5.8), then apply the theorem
to the function g defined by

gi = {{{ fi , if (1.5.8) holds for i,−fi , otherwise.

We used Brouwer’s fixed point theorem in order to prove Miranda’s theorem. Now we
show that the latter theorem can be used in order to prove the first one. To this end
we first prove Brouwer’s theorem for the normalized n-cube [a] = [−1, 1]n ⊂ ℝn . We
start with f ∈ C([a], [a]) and define g = (gi) on [a] by gi(x) = xi − fi(x), i = 1, . . . , n .
Apparently, the function g fulfills the assumptions of Miranda’s theorem, hence it has
a zero x∗ which is a fixed point of f .

Next we prove Brouwer’s theorem for the unit ball. We will extend f ∈ C(B(0, 1),
B(0, 1)) continuously to the n-cube [a] above. Let yz be the unique element of the
intersection of ∂[a] with the ray from 0 through z ∈ ℝn \ {0}. Define the continuous
function φ : B(0, 1) → [a] by

φ(z) = {{{ ‖z‖2 yz , z ̸= 0

0, z = 0.
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This function has the inverse function φ−1 which can be represented as

φ−1(x) = {{{{{
x‖yx‖2 , x ̸= 0

0, x = 0

andwhich is continuous. Hence the continuous function ̂f = φ ∘ f ∘ φ−1 maps [a] into
itself and therefore has a fixed point x∗ ∈ [a]. Then φ−1(x∗) is a fixed point of f in∈ B(0, 1).

x

y

y = f(x)

a
a

Fig. 1.5.3:Miranda’s theorem in ℝ1 .

Notice that the one-dimensional case in the preceding theorems on zeros of f leads
to a famous theorem of elementary analysis known as Bolzano’s theorem: By virtue
of convexity, D is a closed interval [a] = [a, a]. The assumptions (1.5.3) of the Bor-
suk theorem, (1.5.5) of the Leray–Schauder theorem and (1.5.8) of Miranda’s theorem
(cf. Figure 1.5.3) allmean that f(a) and f(a) cannot have the samepositive, respectively
negative, sign and imply that then the continuous function f : [a] → ℝ has a zero in[a]. This is exactly what is assumed and stated in Bolzano’s theorem.

We close this section with the famous Newton–Kantorovich Theoremwhich guar-
antees convergence of the multidimensional Newton iteration

xk+1 = xk − f (xk)−1f(xk), k = 0, 1, . . . . (1.5.9)

Theorem 1.5.10 (Newton–Kantorovich). Assume that f : D→ℝn is continuously differ-
entiable on an open convex set D ⊆ ℝn . Denote by ‖ ⋅ ‖ any vector norm of ℝn and the
corresponding operator norm, respectively. Let β > 0, γ > 0, η ≥ 0 be some constants
and α = βγη. Define

t = 1 − √1 − 2α
βγ

, t = 1 + √1 − 2α
βγ

(1.5.10)

and let the following conditions hold.
(i) ‖f (x) − f (y)‖ ≤ γ‖x − y‖ for all x, y ∈ D,
(ii) ‖f (x0)−1‖ ≤ β,
(iii) ‖f (x0)−1f(x0)‖ ≤ η,
(iv) α ≤ 1

2 ,
(v) B(x0, t) ⊆ D.
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Then the Newton iterates xk from (1.5.9) are well-defined (i.e., f (xk) is nonsingular),
remain in B(x0, t) and converge to a zero x∗ ∈ B(x0, t) of f . If 0 ≤ α < 1/2 this zero is
unique in B(x0, t) ∩ D, if α = 1/2 it is unique in B(x0, t) = B(x0, t). In addition, the error
estimate ‖xk − x∗‖ ≤ 1

βγ2k
(2α)2k , k = 0, 1, . . . (1.5.11)

holds.

The lengthy proof of this theorem can be found in Appendix C. It is worth noticing that
there are some relations between variants of the Theorems of Newton–Kantorovich,
Borsuk and Miranda; for details see Alefeld, Frommer, Heindl, Mayer [21].

For the example f(x) = x2 , x0 = 1 Theorem 1.5.10 can be applied with β = η = 1/2,
γ = 2 whence α = 1/2 follows. This implies t = t = 1, B(x0, t) = B(x0, t) = (0, 2)
and x∗ = 0 ∈ ∂B(x0, t) = ∂B(x0, t). In particular, B(x0, t) does not contain any zero
of f . This is the reason why we have two cases for α in the uniqueness statement of
Theorem 1.5.10. For 0 ≤ α < 1/2, we always have t < t . Therefore, B(x0, t) ⊂ B(x0, t)
and x∗ ∈ B(x0, t) follow trivially in this case.

By virtue of β > 0, γ > 0, the particular case α = 0 is equivalent to η = 0 and to
t = 0. From (iii) one gets f(x0) = 0, and the Newton iterates xk satisfy xk = x0 = x∗ ∈
B(x0, t) = [x0, x0]. Therefore, the existence statement of Theorem 1.5.10 and the error
estimate (1.5.11) are trivially true if α = 0.

Exercises

Ex. 1.5.1. Define f = (f1, f2)T : ℝ2 →ℝ2 by f1(x) = 8x1 , f2(x) = 8x2 for x = (x1, x2)T ∈ℝ2 and choose y = (0, 0)T . Let D be the open unit ball B(0, 1) centered at (0, 0)T and
define φ : [0,∞) → ℝ by

φ(t) = {{{{{
3

16π
(t − 1)(3 − t), 1 ≤ t ≤ 3,

0, otherwise.

(a) Compute the support of f when f is restricted to D .
(b) Show that φ has the property of Definition 1.5.1 (b) for α = 4.
(c) Compute deg(f, D, y) according to Definition 1.5.2 (b) using fk = f , k = 1, 2, . . . .
(d) Compute deg(f, D, y) using Theorem 1.5.3 (a).
(e) Check whether Theorem 1.5.3 (c), (d) is applicable with the data of the example.

Ex. 1.5.2. Prove the equivalence of the Theorems 1.5.5 and 1.5.6.
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1.6 Mean value theorems

In elementary courses on analysis one learns that functions f : (a, b) → ℝ that are at
least n + 1 times continuously differentiable can be represented as

f(x) = n∑
k=0

f (k)(x0)
k!

(x − x0)k + f (n+1)(ξ)(n + 1)! (x − x0)n+1, (1.6.1)

where x and x0 can be chosen arbitrarily from (a, b) and ξ lies between x and x0 .
The first sum is called the Taylor polynomial, the last summand is the remainder term
of this so-called Taylor expansion. With n = 0 one obtains the mean value theorem

f(x) = f(x0) + f (ξ) (x − x0), (1.6.2)

which still holds for functions f , which are defined on open, convex subsets D of ℝn

as long as their values lie in ℝ. Here, the intermediate point ξ lies on the line segment
connecting x with x0 . If f maps into ℝm , m > 1, formula (1.6.2) no longer holds with
one and the same intermediate point ξ as argument of the Jacobian f  . This can be
seen by the example f(x) = (cos x, sin x)T , x ∈ ℝ. For x = 2π, x0 = 0, one obtains

f(2π) − f(0) = (0, 0)T ̸= (− sin ξ
cos ξ

) ⋅ 2π = f (ξ)(x − x0),
for any ξ ∈ [0, 2π] since ‖f (ξ)‖2 = 1. Therefore, one either must use n separate in-
termediate points ξi , one for each component function fi of f in the general case, or
the analogue of (1.6.2) must look different. In fact, one can start with the equivalent
integral version of (1.6.2) which finally leads to the following mean value theorem.

Theorem 1.6.1 (Mean value theorem). Let f : D → ℝm be continuously differentiable
(i.e., f ∈ C1(D)) on an open convex set D ⊆ ℝn . Defining

J(x, y) = 1∫
0

f (x + t(y − x)) dt ∈ ℝm×n , x, y ∈ D, (1.6.3)

by entrywise integration one gets J(x, y) = J(y, x) and
f(x) − f(x0) = J(x, x0)(x − x0). (1.6.4)

The matrix J(x, y) depends continuously on x and y.

Proof. Define φi(t) = fi(x + t(y − x)), i, . . . , n . Then
fi(y) − fi(x) = 1∫

0

φ
i (t) dt = 1∫

0

f i (x + t(y − x)) ⋅ (y − x) dt
which implies the assertion (1.6.4). Substituting s = 1 − t results in J(x, y) = J(y, x).
Since f  is continuous it is uniformly continuous on each common compact convex
subset S ⊆ D of x, y ∈ D . Therefore the order of limit and integration can be inter-
changed which proves the continuity of J .
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Next we show that continuously differentiable functions are Lipschitz continuous on
compact sets.

Theorem 1.6.2. Let f : D → ℝn be continuously differentiable on an open convex set
D ⊆ ℝn and let D0 ⊆ D be compact. If ‖ ⋅ ‖ is any norm on ℝn , then there is a positive
constant c such that ‖f(x) − f(y)‖ ≤ c‖x − y‖
holds for all x, y ∈ D0 .

Proof. From (1.6.4) we get ‖f(x) − f(y)‖ ≤ ‖J(x, y)‖ ⋅ ‖x − y‖, where we used the cor-
responding operator norm for the matrix J(x, y). By means of Riemann sums for in-
stance, one can see that ‖J(x, y)‖ ≤ ∫10 ‖f (x + t(y − x))‖ dt holds. Since the last inte-
grand is continuous on the compact set D0 we can bound it by some constant c > 0
independently of x, y ∈ D0 . This concludes the proof.

1.7 Normal forms of matrices

Normal forms of matrices are representatives of larger classes of matrices. They show
particularities of these classeswhich otherwise are hidden. Examples of normal forms
are named after Jordan, Schur, Smith or bear names like reducible normal form or
cyclic normal form. Sometimes they are also referred to as canonical forms. Some of
these forms are used in this book andwill be recalled in this section and in Section 1.9.

We start with the well-known Jordan form which is used, e.g., in connection with
eigenvalues and powers of matrices.

Theorem 1.7.1 (with definition; Jordan normal form). For each matrix A ∈ 𝕂n×n there
are integers m, n1, . . . , nm ∈ ℕ and a regular matrix S ∈ ℂn×n such that

S−1AS = J =((
(

J1
J2 O

. . .
Jm−1

O Jm

))
)

∈ ℂn×n ,

where

Jl =(λl 1 O
. . . . . .

λl 1
O λl

) ∈ ℂnl×nl , l = 1, . . . ,m.

The matrix J is called the Jordan normal form of A, Jl is called the Jordan block associ-
ated with λl . The characteristic polynomials det(μI − Jl) = (μ − λl)nl , l = 1, . . . ,m are
called the elementary divisors of A. If nl = 1, the corresponding elementary divisor is
called linear.
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The Jordan normal form is unique up to the order of its Jordan blocks. The com-
plex numbers λl are the eigenvalues of A. For each eigenvalue λ of A there are n −
rank(λI − A) Jordan blocks and equally many linearly independent eigenvectors. This
number is called the geometric multiplicity of λ. The total number of columns of those
Jordan blocks that are associated with the same λ is called the algebraic multiplicity of
λ or simplymultiplicity of λ. It coincides with themultiplicity of λ as a zero of the charac-
teristic polynomial det(μI − A) = (−1)n det(A − μI). Eigenvalues of algebraicmultiplicity
one are called simple eigenvalues. They are at the same time geometrically simple but
not vice versa.

A proof of this important theorem is extensive. Usually it is presented in a course of
linear algebra. Therefore, we omit it here but defer it to Appendix A.

The matrix S in Theorem 1.7.1 describes a change of basis in ℂn (or in the vec-
tor space for which ℂn is the corresponding coordinate space), where the new basis
vectors are just the columns of S when represented in the old basis. In this way S
represents a mapping from ℂn with the new basis into ℂn with the old one. From the
Jordan normal form it can immediately be seen that there is a basis {b1, . . . , bn} of ℂn

such that Abi either satisfies
Abi = λbi (1.7.1)

or
Abi = λbi + bi−1. (1.7.2)

Here λ is an eigenvalueof A and bi from (1.7.1) is a corresponding eigenvector. Together
they form an eigenpair (bi , λ).
Definition 1.7.2. Let λ ∈ ℂ be an eigenvalue of A ∈ 𝕂n×n .
(a) If x ∈ ℂn satisfies (A − λI)mx = 0, (A − λI)m−1x ̸= 0

for some m ∈ ℕ, then x is called a principal vector of degree m (of A associated
with the eigenvalue λ).

(b) A sequence x1, x2, . . . , xm of principal vectors xi of degree i forms a Jordan chain
of length m with leading vector x1 (= head vector) and end vector xm if(A − λI)x1 = 0,(A − λI)xi = xi−1, i = 2, . . . ,m,(A − λI)z = xm is unsolvable.

According to this definition eigenvectors are principal vectors of degree 1. Eachof them
initializes some Jordan chain. It is easily seen that for a principal vector x of degree m
(associated with an eigenvalue λ of A ∈ 𝕂n×n ) the vectors

bi = (A − λI)m−ix, i = 1, . . . ,m
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are principal vectors of degree i which satisfy (1.7.1) for i = m and (1.7.2) for i =
1, . . . ,m − 1.

As a first application of the Jordan normal form we show that the spectral radius
of a matrix can be arbitrarily well approximated by a matrix norm.

Theorem 1.7.3. Let A ∈ 𝕂n×n , J = S−1AS its Jordan normal form, and Dε = diag(1, ε,
ε2, . . . , εn−1) ∈ ℝn×n with a real parameter ε > 0. Then‖A‖SDε ≤ ρ(A) + ε,
where the norm was introduced in Section 1.3.

Proof. The inequality follows at once from(SDε)−1ASDε = D−1
ε JDε = diag( ̂J1, . . . , ̂Jm)

with the modified Jordan blocks ̂Jl =(λl ε O
. . . . . .

λl ε
O λl

).

Next we consider the powers of a Jordan block.

Theorem 1.7.4. The powers of a Jordan block Jl of Theorem 1.7.1 can be represented as
Jkl = (c(k,l)ij ) with

c(k,l)ij = {{{ ( k
j−i ) λk−(j−i)

l , if i ≤ j ≤ min{nl , k + i}
0, otherwise.

Proof. By induction.

Definition 1.7.5. A matrix A ∈ 𝕂n×n is called semiconvergent if A∞ = limk→∞ Ak ex-
ists. It is called convergent if it is semiconvergent with A∞ = O .

From Ak = SJkS−1 = diag(Jk1, . . . , Jkm) and from Theorem 1.7.4 we immediately get the
following result.

Theorem 1.7.6. Thematrix A ∈ 𝕂n×n is convergent if and only if ρ(A) < 1. It is semicon-
vergent if and only if ρ(A) ≤ 1, where in the case ρ(A) = 1 the only eigenvalue λ with|λ| = 1 is λ = 1, which, in addition, must have only linear elementary divisors.

Definition 1.7.7. The series ∑∞
k=0 Ak , A ∈ 𝕂n×n is called the Neumann series.

Theorem 1.7.8. For A ∈ 𝕂n×n the Neumann series converges if and only if ρ(A) < 1. In
this case the inverse (I − A)−1 exists and is equal to this series.
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Proof. Let ρ(A) < 1 and choose ε > 0 such that ρ(A) + ε < 1. Use the norm ‖ ⋅ ‖ = ‖ ⋅ ‖SDε

from Theorem 1.7.3 in order to prove ∞∑
k=k0

Ak
 ≤ ∞∑

k=k0

‖Ak‖ ≤ {ρ(A) + ε}k0/(1 − ρ(A) − ε).
Thus the remainder of the series tends to zero if k0 tends to infinity. This proves the
convergence of the series to somematrix L . Let k0 tend to infinity in (I − A)∑k0−1

k=0 Ak =
I − Ak0 , whence (I − A)L = I . Therefore, (I − A)−1 exists and equals L .

Conversely, let the series be convergent to some matrix L . Then Ak tends to zero
as the difference of two successive partial sums which both tend to L . Hence ρ(A) < 1
by Theorem 1.7.6.

Now we present a second normal form of a matrix A . It grows out of restricting the
class of transformation matrices S in the Jordan normal form to the class of unitarian
matrices.

Theorem 1.7.9 (with definition; Schur normal form). Let A ∈ 𝕂n×n . Then there is a uni-
tarian matrix U ∈ ℂn×n and an upper triangular matrix R ∈ ℂn×n such that UHAU = R.
The matrix R is called the Schur normal form of A, the representation A = URUH Schur
decomposition.

Proof. We proceed by induction on the dimension n of A .
If n = 1, then one can choose U = I . Assume now that the assertion holds for all

matrices of dimension atmost n − 1. Choose an eigenpair (x1, λ1) of A with ‖x1‖2 = 1.
Extend x1 by x2, . . . , xn to an orthonormal basis of ℂn , i.e., (xi)Hxj = δij . Define the
matrix M = (x2, . . . , xn) ∈ ℂn×(n−1) . Then(x1,M)HA(x1,M) = (λ1 (x1)HAM

0 MHAM
) .

By virtue of the induction hypothesis there are a unitarian matrix Ũ and an upper
triangular matrix R̃ such that ŨH(MHAM)Ũ = R̃ . Let

U = (x1,M) (1 0
0 Ũ

) .

Then U is unitarian and

UHAU = (λ1 (x1)HAMŨ
0 R̃

) = R.

Notice that for A ∈ ℝn×n the matrices U and R cannot necessarily be chosen to be
real: since AU = UR the first column of U is an eigenvector of A associated with the
eigenvalue r11 . The matrix

A = ( 0 1−1 0
) ,

however, has the eigenvalues ±i and eigenvectors which all are multiples of (1, ±i)T .
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The Schur decomposition is not unique: one can always replace U, R by UD,
DRD, where D is any signature matrix. If A is singular one can modify U even fur-
ther as the extreme example A = O shows.

Our next normal form concerns rectangular matrices.

Theorem 1.7.10 (with definition; singular value decomposition). Let A ∈ 𝕂m×n . Then
there are unitarian matrices U ∈ 𝕂n×n , V ∈ 𝕂m×m and a rectangular matrix Σ ∈ ℝm×n

such that
A = VΣUH (1.7.3)

holds where Σ has the form

Σ =((((
(

σ1 0 0 . . . 0
0 σ2 0 . . . 0
...

. . . . . . . . .
...

0 . . . 0 σn−1 0
0 . . . . . . 0 σn

O

))))
)

in the case m ≥ n, and

Σ =(σ1 0 0 . . . . . . . . . 0
0 σ2 0 . . . . . . . . . 0
...

. . . . . . . . .
...

0 . . . 0 σm 0 . . . 0

)
in the case m ≤ n with σ1 ≥ σ2 ≥ σr > σr+1 = 0 = ⋅ ⋅ ⋅ = σmin{m,n} . The matrix Σ is unique.
The decomposition (1.7.3) is called the singular value decomposition of A, the values σi
are denoted as singular values, the columns of U as right singular vectors, those of V as
left singular vectors; r is the rank of A.

Proof. Let (x, λ) be aneigenpair of AHA with ‖x‖2 = 1. Then ‖Ax‖22 = xHAHAx = λxHx =
λ, i.e., λ ∈ ℝ+

0 . Now choose (x, λ) such that λ = ρ(AHA), xHx = 1, and define σ := √λ ≥
0. If σ ̸= 0 let y := 1

σ Ax which implies ‖y‖22 = yHy = 1. Otherwise choose y arbitrarily
such that ‖y‖2 = 1 and notice that ‖Ax‖22 = xHAHAx = 0 holds which implies Ax = 0.
Let U = (x, U1) ∈ ℂn×n , V = (y, V1) ∈ ℂm×m be unitarian matrices. (Such matrices
exist since it is always possible to extend an orthonormal set of vectors in 𝕂n to an
orthonormal basis of 𝕂n .) Then

Â := VHAU = (σ wH

0 A ) , ÂT Â = UHAHAU

holds, and we get Â(σw)22 ≥ (σ2 + wHw)2 = (σw)42 .
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Hence ‖Â‖22 ≥ Â( σw )22( σw )22 ≥ ( σw )22 = σ2 + wHw= ‖A‖22 + wHw = ‖Â‖22 + wHw,

and ‖w‖22 = wHw = 0 follows. Here, we used the fact that any two matrices A and
B = S−1AS have the same eigenvalues; cf. Exercise 1.8.2. An easy induction proves the
existence of the decomposition A = VHΣU , the nonnegativity of σi and its monotony
with respect to i . Themeaning of r can be seen from rank(A) = rank(Σ) since U and V
are regular. Results of Section 1.8 show that Σ is unique while U, V are not. Replace
for instance U, V by −U, −V or consider the example A = O ∈ ℝn×n , where Σ = O and
U, V can be chosen to be any orthogonal matrices.

From (1.7.3) we get AHAU = UΣHΣ and VHAAH = ΣΣHVH i.e., the columns of U are
eigenvectors of AHA with respect to the eigenvalues σ2i , and, similarly, the columns
of V are left eigenvectors of AAH (i.e., eigenvectors of (AAH)H ) with respect to the
same eigenvalues.

In order to define another normal form for A ∈ 𝕂n×n some preparations are nec-
essary.

Definition 1.7.11. The (directed) graph G(A) = (N, E) of A ∈ 𝕂n×n consists of the set
N = {1, . . . , n} of nodes and of the set E = {(i, j) | aij ̸= 0} of (directed) edges.

The sequence (i0, i1, . . . , ik) of nodes with (il−1, il) ∈ E for l = 1, . . . , k is called
a (directed) path of length k from i0 to ik . We sometimes write i0 → i1 → ⋅ ⋅ ⋅ → ik for
this path and say ‘ i0 is connected to ik ’. If i0 = ik we call this path a cycle through i0 .
Cycles of length 1 will be denoted as loops, abbreviated by ‘↷’.

Since wewill only deal with directed graphs in this bookwewill always omit the spec-
ification ‘directed’. Loops do not matter in our applications.

Example 1.7.12.

A = (10 0 12 13
0 0 14 0
0 15 0 0

16 0 0 17

) , G(A) : ↷ ↷
1 ←→ 4↓
3 ←→ 2

In the next definition we use permutation matrices. These are matrices from ℝn×n

which in each column and in each row have exactly one entry equal to one and ze-
ros otherwise.

Definition 1.7.13. The matrix A ∈ 𝕂n×n , n > 1, is called reducible if there is a permu-
tation matrix P ∈ ℝn×n such that the matrix PAPT has the block form

PAPT = (A11 O
A21 A22

) , (1.7.4)
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where A11 , A22 are square matrices. In the case n = 1 the matrix is called reducible if
A = O .

The matrix A is called irreducible if it is not reducible.

With the exception of the case n = 1, the diagonal entries of a matrix are irrelevant for
the property reducible/irreducible. It can be seen at once that an irreducible matrix
can neither have a zero row nor a zero column.

Theorem 1.7.14. For A ∈ 𝕂n×n , n > 1 the following statements are equivalent.
(a) A is reducible.
(b) There are two nodes i, j of G(A) = (N, E) which are not connected by a path from i

to j.
(c) There are two nonempty disjoint sets N1, N2 of nodes with N1 ∪ N2 = N and aij = 0

for all (i, j) ∈ N1 × N2 .

Proof. ‘(a)⇒ (b)’: Let Ã = PAPT be the matrix in (1.7.4) and denote by π : N → N
the permutation which describes the row and column permutation effected by P, i.e.,
aij = ãπ(i),π(j) . According to the representation (1.7.4) there is certainly no path in G(Ã)
from 1 to n . Therefore, there is no path in G(A) from π−1(1) to π−1(n).

‘(b)⇒ (c)’: Let i, j be as in (b) and define

N1 = {k | k ∈ N, i is connected with k} ∪ {i} and N2 = N \ N1,

and notice that j ∈ N2 .
‘(c)⇒ (a)’: Choose P such that the first rows in PAPT are just those rows of A

with the indices from N1 .

Clearly, for irreducible matrices the negation of the preceding theorem holds. We re-
state a part of it for easy reference.

Theorem 1.7.15. A matrix A ∈ 𝕂n×n is irreducible if and only if any two nodes i, j of
G(A) = (N, E) are connected by a path from i to j.

The matrix in Example 1.7.12 is reducible since there is no path from 3 to 1. According
to the proof of the preceding theorem one can choose N1 = {2, 3} and N2 = {1, 4}. With

P = (0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1

)
we get the reducible form

PAPT = ( 0 15 0 0
14 0 0 0
12 0 10 13
0 0 16 17

) .
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The idea of permuting rows and columns simultaneously can be repeated for the
whole matrix in order to aim at a reducible structure for the diagonal blocks A11 and
A22 . Repeating the process until no further decomposition can be achieved finally
results in the so-called reducible normal form introduced in the next theorem.

Theorem 1.7.16 (Reducible normal form; definition). For each matrix A ∈ 𝕂n×n there
are positive integers r, s and a permutation matrix P ∈ ℝn×n such that PAPT has the
triangular block form

(((((
(

A11 O
. . .

O Arr
Ar+1,1 . . . . . . Ar+1, r+1

...
. . .

As1 . . . . . . . . . . . . Ass

)))))
)

=: RA (1.7.5)

with block matrices Aij that are square in the diagonal and there they are either irre-
ducible or 1 × 1 zero matrices.

The matrix RA is called the reducible normal form of A.
It is unique with the exception of permutations of block rows and corresponding

block columns and of permutations of rows/columns within fixed block rows and corre-
sponding block columns.

In practice it is not so easy to generate the reducible normal form of a matrix. Search
algorithms are necessary in the corresponding graph. See Pissanetzky [272] for details.
If, however, a block structure like that in (1.7.4) or (1.7.5) is known, the amount of work
for solving linear systems or computing eigenvalues can be diminished drastically by
decomposing the task into several smaller ones.

In theory the reducible normal form is interesting because it often allows to study
a problem for irreducible matrices first and then to generalize to matrices of the form
(1.7.5).

Exercises

Ex. 1.7.1. Show that principal vectors x1, . . . , xm of pairwise different degrees are lin-
early independent. In particular, the elements of a Jordan chain have this property.

1.8 Eigenvalues

The eigenvalues of a matrix A ∈ 𝕂n×n are the zeros of the characteristic polynomial
det(λI − A). Therefore, they can be complex even if A is real. Since one can prove that
generally the zeros of polynomials of degree greater than 4 cannot be computed ex-
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plicitly in finitely many steps, the same holds for the computation of the eigenvalues,
the Jordan normal form, and the Schur normal form of general square matrices.

In the previous sectionwe already learnt somebasics of the classification of eigen-
values. Now, we will recall some further results on them.

Theorem 1.8.1. Let λ1, . . . , λn be the eigenvalues of A ∈ ℂn×n (counted according to
their multiplicity). Then

trace(A) = a11 + ⋅ ⋅ ⋅ + ann = n∑
i=1

λi , det A = n∏
i=1

λi . (1.8.1)

If A is a real matrix with a nonreal eigenvalue λ, then the conjugate complex value λ is
also an eigenvalue of A.

Proof. The formulae (1.8.1) follow immediately from the factorization det(λI − A) =∏n
i=1(λ − λi) of the characteristic polynomialwhen expanding the expressions on both

sides and comparing the coefficients of λn−1 and λ0 . The remaining part of the theo-
rem can be seen from 0 = 0 = det(λI − A) = det(λI − A) which holds since A is real.

Theorem 1.8.2. Let A ∈ ℂn×n .
(a) The eigenvalues of A depend continuously on the entries aij .
(b) All algebraically simple eigenvalues of A and the corresponding eigenvectors nor-

malized by xi0 = α ̸= 0 for some fixed index i0 are functions of the entries aij which
are infinitely often continuously differentiable.

Proof. The assertion in (a) follows immediately from the characteristic polynomial
and Theorem 1.4.1. By the same reasons, the statement in (b) holds for eigenvalues.
Therefore, it remains to prove the smoothness for the eigenvectors.

Let λ∗ be a simple eigenvalue of A . Then rank(λ∗I − A) = n − 1. Let x∗ be a corre-
sponding eigenvector normalized by x∗

n = α . (W.l.o.g. we choose i0 = n .) According to
the rank condition there is an index k such that the components x∗

i , i = 1, . . . , n − 1,
form the unique solution of the linear system

n−1∑
j=1
(δijλ∗ − aij)xj = −(δinλ∗ − ain)α, i = 1, . . . , n, i ̸= k. (1.8.2)

For simplicity let k = n . Consider any matrix E ∈ 𝕂n×n with ‖E‖∞ being sufficiently
small. Denote by λ(E) an eigenvalue of A + E such that limE→O λ(E) = λ∗ . Such an
eigenvalue exists according to (a). By the same reason we may assume that λ(E) is
simple. The linear system

n−1∑
j=1
(δijλ(E) − aij − eij)xj = −(δinλ(E) − ain − ein)α, i = 1, . . . , n − 1, (1.8.3)

has a coefficient matrix B(E) which we assume to be regular. This is possible because
of limE→O det B(E) = det B(O) ̸= 0 where B(O) is the coefficient matrix of the regular
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system (1.8.2) for k = n . Let x(E) be an eigenvector associatedwith λ(E). Then xn(E) ̸= 0
since otherwise B(E)(x1(E), . . . , xn−1(E))T = 0 implies x(E) = 0, hence x(E) cannot be
an eigenvector. Therefore, we can assume xn(E) = α, and xi = xi(E), i = 1, . . . , n − 1, is
the unique solution of (1.8.3). Represent xi(E) by means of Cramer’s rule. This shows
that xi(E) depends continuously on aij and λ(E), and can be differentiated infinitely
often with continuous derivatives.

For multiple eigenvalues part (b) of the theorem may become false as the example
A = I ∈ ℝ2×2 , Aε = I + (1, 0)T(0, ε) shows. Choose x∗ = e as eigenvector of A . Each
eigenvector of Aε can be written as xε = β(1, 0)T , β ̸= 0, so that ‖xε − x∗‖∞ ≥ 1 for
arbitrary β . Hence limε→0 xε = x∗ is not possible.

Our next theorem characterizes algebraically simple eigenvalues.

Theorem 1.8.3. Let (x∗, λ∗) be an eigenpair of A ∈ ℂn×n with x∗
n ̸= 0. Then the following

assertions are equivalent.
(i) λ∗ is an algebraically simple eigenvalue.

(ii) B∗ = (A − λ∗I −x∗(e(n))T 0
) is nonsingular.

(iii) (B∗) = ((A − λ∗I)∗,1, . . . , (A − λ∗I)∗,n−1, −x∗) is nonsingular.
Proof. ‘(i)⇒ (ii)’: Assume B∗ to be singular with

B∗z = 0 (1.8.4)

for some z ∈ ℂn+1 \ {0}. With z we construct the vector ̂z = (z1, . . . , zn)T ∈ ℂn . From
(1.8.4) we get (A − λ∗I) ̂z = zn+1 x∗ (1.8.5)

and
zn = 0. (1.8.6)

By (1.8.5) we obtain ̂z ̸= 0 since otherwise we get zn+1 = 0 from (1.8.5) which implies
the contradiction z = 0. If zn+1 = 0, then (1.8.5), (1.8.6) and x∗

n ̸= 0 show that ̂z and x∗

are linearly independent eigenvectors of A . If zn+1 ̸= 0, then (1.8.5) yields(A − λ∗I)2 ̂z
zn+1

= 0,

hence ̂z
zn+1 is a principal vector of A . Thus in both cases λ

∗ is an algebraicallymultiple
eigenvalue. This contradicts statement (i).

‘(ii)⇒ (iii)’: follows by evaluating det(B∗) along the (n + 1)-th row which gives−det(B∗) .
‘(iii)⇒ (i)’: Assume that λ∗ is an algebraically multiple eigenvalue. Then A

has a left eigenvector y∗ which is associated with this eigenvalue and which satis-
fies (y∗)Hx∗ = 0. This can be easily seen from the Jordan normal form of A . Thus(y∗)H(B∗) = 0 so that the matrix (B∗) is singular, contradicting statement (iii).
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Nextwe show that the order ofmultiplication of twomatrices is irrelevant for the spec-
tral radius of their product.

Theorem 1.8.4. Let A ∈ ℂm×n , B ∈ ℂn×m . Then ρ(AB) = ρ(BA).
Proof. Assume ρ(AB) < ρ(BA) and let λ be an eigenvalue of BA with |λ| = ρ(BA). Let x
be a corresponding eigenvector of BA . From ρ(BA) > 0 we get BAx = λx ̸= 0, hence
x = Ax differs fromzero and fulfills ABx = λx . Hence λ is an eigenvalue of AB, which
leads to the contradiction ρ(AB) ≥ ρ(BA). Interchanging the roles of A and B shows
that ρ(AB) > ρ(BA) cannot hold either.
Nowwe consider symmetric matrices.We start with a result which is well-known from
elementary courses on linear algebra.

Theorem 1.8.5. Let A = AT ∈ ℝn×n . Then all eigenvalues λi of A are real, there is an
orthonormal basis of real eigenvectors xi , and XTAX = diag(λ1, . . . , λn), where X =(x1, . . . , xn).
Proof. The Schur decomposition A = URUH = AT = AH = URHUH of A implies R = RH ,
hence R is a real diagonal matrix, identical with the Jordan normal form, all eigenval-
ues of A are real, and there is a basis of (at the moment still complex) orthonormal
eigenvectors, namely the columns of U . Since thematrix A − λ1I is real, there is a real
eigenvector x1 with ‖x1‖2 = 1, and the induction in the proof of Theorem 1.7.9 (Schur
normal form) can be done completely with real vectors and real matrices resulting in
U ∈ ℝn×n . This proves the assertion with X = U .

Definition 1.8.6. The inertia ind(A) (= indexof inertia) of a symmetricmatrix A ∈ℝn×n

is the triplet (i, j, k) of nonnegative integers which count the number of negative, zero,
and positive eigenvalues of A .

Theorem 1.8.7 (Sylvester’s law of inertia). Let A = AT ∈ ℝn×n and let S ∈ ℝn×n be reg-
ular. Then ind(A) = ind(STAS).
Proof. Define B = STAS . According to Theorem 1.8.5 there are orthogonal matrices
X, X̃ and diagonal matrices D, D̃ such that XTAX = D, X̃TBX̃ = D̃ . Hence D̃ = ̃STD ̃S
with the regularmatrix ̃S = XTSX̃ . Assume that thenumber of positive eigenvalues of B
and therefore of D̃, is less than that of A and therefore of D . Then the homogeneous
linear system

xi = 0 for i with d̃ii > 0( ̃Sx)i = 0 for i with dii ≤ 0

consists of less than n equations. Therefore, it has a solution x ̸= 0. This implies the
contradiction

0 ≥ xT D̃x = ( ̃Sx)TD( ̃Sx) > 0.
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Notice that at least one component of ̃Sx differs from zero by virtue of the regularity
of ̃S . Interchanging the roles of A and B shows that the numbers of the positive eigen-
values are equal. Since S is regular, both matrices have the same rank and thus the
same number of zero and negative eigenvalues.

Sylvester’s law of inertia considers transformations of the form STAS which are called
congruence transformations. In contrast to the similarity transformations S−1AS, the
eigenvalues of A may changewith congruence transformations, but for symmetricma-
trices A, at least their signs remain stable. This will become important in one of our
verification algorithms for eigenvalues in Chapter 7. There, we will use a congruence
transformationwith anappropriate lower triangularmatrix L .With somepermutation
matrix P and a block diagonalmatrix D with atmost 2 × 2 diagonal blockswewill ob-
tain the representation PAPT = LDLT . The eigenvalues of A = AT coincide with those
of PAPT . The eigenvalues of D and hence ind(D) can be computed (theoretically)
without any problems. Sylvester’s law of inertia finally guarantees ind(A) = ind(D).
Thematrices P,D, L are constructed by the subsequent algorithm of Bunch, Kaufman,
and Parlett [74] which proceeds recursively and is based on the representation

A = P̃AP̃T = (E CT

C B
) = (A)T (1.8.7)

with an appropriate permutationmatrix P̃, and E ∈ ℝs×s , C ∈ ℝ(n−s)×s , B ∈ ℝ(n−s)×(n−s)

with s = 1 or s = 2. The matrix E is symmetric and can be chosen to be regular if A is
regular or if C ̸= O . It is the starting block of D . If C ̸= O, then(E CT

C B
) = ( Is O

CE−1 In−s
)(E O

O B)(Is (CE−1)T
O In−s

) (1.8.8)

with B = B − CE−1CT ; otherwise(E CT

C B
) = I (E O

O B) IT (1.8.9)

with B = B . More precisely, the algorithm runs as follows.

Algorithm 1.8.8 (Bunch, Kaufman, Parlett). Let A = AT ∈ ℝn×n .
Choose α ∈ (0, 1) and let m = n;
if m = 1, then s = 1, P̃ = I , e11 = a11;
if m > 1,
choose r ∈ {2, . . . ,m} such that |ar1| = max2≤i≤m|ai1|;
if |a11| ≥ α|ar1|, (1.8.10)

then s = 1, P̃ = I , e11 = a11 ,
else
choose p ∈ {1, . . . ,m} \ {r} such that |apr| = max1≤i≤m, i≠r|air| ;
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if |a11| ⋅ |apr| ≥ α|ar1|2, (1.8.11)

then s = 1, P̃ = I , e11 = a11 ,
else
if |arr| ≥ α|apr|, (1.8.12)

then s = 1 and P̃ such that e11 = arr ,
else
choose s = 2 and P̃ such that

E = (a11 ar1
ar1 arr

) ; (1.8.13)

(notice ar1 = a1r )
redefine m by m − s;
if m > 0, then repeat the steps for

B = {{{ B, if C = O

B − CE−1CT , if C ̸= O,
(1.8.14)

else terminate the algorithm; the diagonal block matrix D consists of the individual
1 × 1 or 2 × 2 blocks E .

When defining B in the case C ̸= O one needs the regularity of E . This property is
shown in the proof of the subsequent theorem which is based on the foregoing algo-
rithm.

Theorem 1.8.9. Let A = AT ∈ ℝn×n . Then there exist matrices P, L, D ∈ ℝn×n with the
following properties. Thematrix P is a permutationmatrix, L is a lower triangularmatrix
with lii = 1 for i = 1, . . . , n, and D is a symmetric block diagonal matrix with some
combination of 1 × 1 and 2 × 2 diagonal blocks such that

PAPT = LDLT . (1.8.15)

Each 2 × 2 matrix associated with one of the 2 × 2 blocks is symmetric, regular, and
nondiagonal with two nonzero real eigenvalues of opposite signs.

The matrices P, L, D can be constructed recursively by means of the Algorithm 1.8.8
of Bunch, Kaufman, and Parlett.

Proof. We will use the notation of (1.8.7) and of Algorithm 1.8.8. We show first that E
is regular if C ̸= O .

Case 1, ar1 = 0: In this case (1.8.10) holds and (1.8.7) followswith s = 1, e11 = a11 ,
P̃ = I , C = 0. The latter contradicts our assumption.

Case 2, ar1 ̸= 0: If (1.8.10) or (1.8.11) holds,we choose s = 1, e11 = a11 ̸= 0, P̃ = I . If
(1.8.10) and (1.8.11) are false, but (1.8.12) is true, then |arr| ≥ α|apr| ≥ α|a1r| = α|ar1| > 0.
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Choose P̃ such that (P̃AP̃T)11 = arr . Then (1.8.7) holdswith s = 1, e11 = arr ̸= 0. Finally,
if (1.8.10)–(1.8.12) are false, then we choose

s = 2, E = (a11 ar1
ar1 arr

) ,

and adapt P̃ correspondingly. Then we get|a11| ⋅ |arr| ≤ α|a11| ⋅ |apr| < α2|ar1|2 < |ar1|2. (1.8.16)

The first inequality follows from the failure of (1.8.12) and the possibility a11 = 0, the
second results from the failure of (1.8.11). Now (1.8.16) implies

0 < |ar1|2 − |a11| ⋅ |arr| ≤ a2r1 − a11arr = −det(E), (1.8.17)

whence E is regular, nondiagonal, with two real eigenvalues λ1 , λ2 which – by virtue
of Theorem 1.8.1 – satisfy λ1λ2 = det(E) < 0.

Theorem1.8.9 is nowprovedby inductionon thedimension n . If n = 1, then things
are trivial. If the theorem is true for symmetric matrices up to dimension n − 1, then
B in Algorithm 1.8.8 can be written as

PBPT = LDLT

with an analogous meaning of P, D, L as in (1.8.15). Define

P̃ = (Is O
O P) , ̃L = (Is O

O L) , D = (E O
O D) .

If C ̸= O use (1.8.8) in order to end up with

P̃P̃A(P̃P̃)T = P̃ (E CT

C B
) P̃T

= P̃ ( Is O
CE−1 In−s

) P̃T P̃ (E O
O B) P̃T P̃ (Is (CE−1)T

O In−s
) P̃T

= ( Is O
PCE−1 In−s

)(E O
O PBPT)(Is (PCE−1)T

O In−s
)= ( Is O

PCE−1 In−s
) ̃LD ̃LT (Is (PCE−1)T

O In−s
)= ( Is O

PCE−1 L)D(Is (PCE−1)T
O LT )

which proves (1.8.15). In the case C = O the proof is based on (1.8.9) and proceeds
analogously.
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Now we address the choice of α in Algorithm 1.8.8: The number of arithmetic opera-
tions there is n3/6 + O(n2); cf. Exercise 1.8.7. A bound for the number of comparisons
is n2 + O(n). In view of element growth, the choice of α should be such that after two
steps with s = 1 the modified entries a

ij of A (cf. (1.8.7)) should have approximately
the same magnitude as those after one step with s = 2. With B = (b

ij)i,j=s+1,...,n from
(1.8.14) and

m = max
i,j=1,...,n

|aij| ≥ max{|apr|, |ar1|},
m = max

i,j
|b

ij|,
one can show by distinguishing the cases (1.8.10)–(1.8.12) that|b

ij| = bij − a
i1a


1j

a
11

 ≤ (1 + 1
α
)m (1.8.18)

holds if s = 1 and C ̸= O . Hence

m ≤ (1 + 1
α
)m

is true in this case, and trivially also if C = O; cf. Exercise 1.8.7. Thus two steps of this
kind result in the bound (1 + 1

α )2m . If s = 2 one similarly gets with some estimations
(cf. Exercise 1.8.7)|b

ij| = bij − 1
a
11a


22 − (a

12)2 {a
i1(a

22a

1j − a

21a

2j) + a

i2(−a
21a


1j + a

11a

2j)}≤ (1 + 2

1 − α)m. (1.8.19)

Equating the bounds according to our requirement yields(1 + 1
α
)2 = 1 + 2

1 − α ,
whence 0 < α = (1 + √17)/8 ≈ 0.6404.

The decomposition (1.8.15) can be used to solve linear systems of equations with
a symmetric matrix. Moreover, it can be applied in order to test whether there are k
eigenvalues of A = AT ∈ ℝn×n which are greater than some number c ∈ ℝ. To this end
apply Theorem 1.8.9 to A − cI in order to get the representation

P(A − cI)PT = LDLT , (1.8.20)

and use Sylvester’s law of inertia: Since each 2 × 2 block E of D has exactly one posi-
tive eigenvalue, the number of these 2 × 2 blocks plus the number of the positive 1 × 1
blocks E of D is the number of eigenvalues of A which are greater than c .

The arithmetic amount of work for (1.8.20) is n3/6 + O(n2) if no ±-operations are
counted, while a reduction of A to a tridiagonalmatrix T usingHouseholdermatrices,
and exploiting the Sturm chain of leading principal minors of T costs 2n3/3 + O(n2)
arithmetic operations of the same kind.
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Definition 1.8.10. Let A ∈ ℝn×n . If xTAx > 0 for all vectors x ∈ ℝ \ {0}, then A is called
positive definite.

Notice that positive definite matrices have positive diagonal entries. This follows from
0 < (e(i))TAe(i) = aii .

Theorem 1.8.11. Let A = AT ∈ ℝn×n . Then A is positive definite if and only if all its
eigenvalues are positive.

Proof. Let A be positive definite. Since A is symmetric, every eigenvalue λ is real.
Therefore the eigenvectors can be chosen to be real. Let x be an eigenvector associated
with λ and normalized by ‖x‖2 = 1. Then Ax = λx implies 0 < xTAx = λxTx = λ .

Conversely, let all eigenvalues be positive. Since A is symmetric, there is a basis of
orthonormal eigenvectors x1, . . . , xn associatedwith the eigenvalues λ1, . . . , λn of A .
Let x =∑n

j=1 αjxj ̸= 0. By virtue of the orthonormalitywe obtain xTAx =∑n
j=1 λj(xj)Txj =∑n

j=1 λj > 0.

It is an immediate consequence of Theorem 1.8.11 and Exercise 1.8.1 that A is symmet-
ric and positive definite if and only if A−1 has this property.

Theorem 1.8.12. Let A ∈ℝn×n be symmetric and positive definite. Then there is a unique
matrix A1/2 , the so-called square root of A, which is symmetric positive definite and
satisfies A1/2 ⋅ A1/2 = A.

Proof. According to Theorem 1.8.5 there is an orthogonal matrix X = (x1, . . . , xn) ∈ℝn×n which satisfies XTAX = diag(λ1, . . . , λn), whence Axi = λixi , i = 1, . . . , n . Define
A1/2 = X diag(√λ1, . . . ,√λn)XT .

Then (A1/2)2 = A . This proves the existence of the square root. In order to prove
its uniqueness, assume that the matrix B has the same properties as A1/2 . Let (υ, μ)
be an eigenpair of B and let λ1, . . . , λn be the eigenvalues of A which are all positive
by Theorem 1.8.11. Then Aυ = B2υ = μ2υ, hence there is an eigenvalue λi of A which
satisfies μ = √λi . Both statements together imply

kernel(B − √λi I) ⊆ kernel(A − λi I) (1.8.21)

fromwhich dim kernel(B −√λi I) ≤ dim kernel(A − λi I) follows. Consider themaximal
set of eigenvalues λi of A such that they are pairwise different and denote by ΛA the
set of their indices. Denote by ΛB that subset of ΛA which consists only of indices i
with √λi being an eigenvalue of B . Then

n = ∑
i∈ΛB

dimkernel(B − √λi I) ≤ ∑
i∈ΛA

dimkernel(A − λi I) = n.

Therefore, equality must hold in (1.8.21), whence Bxi = √λixi for i = 1, . . . , n . This
implies XTBX = diag(√λ1, . . . ,√λn), hence B = A1/2 .
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Theorem 1.8.13 (Cholesky decomposition). Thematrix A ∈ℝn×n is symmetric and pos-
itive definite if and only if there is a lower triangular matrix LC ∈ ℝn×n with positive
diagonal entries such that A = LC(LC)T . The matrix LC is unique.
Proof. Let A be symmetric and positive definite. Then a11 > 0. Choose α in Algo-
rithm 1.8.8 so small that (1.8.10) holds, whence s = 1, P̃ = I , E = (a11) ∈ ℝ1×1, CT ≡
cT = (a12, . . . , a1n) in the notation there. This implies that B in (1.8.8) and (1.8.9) is
symmetric and positive definite. For (1.8.8) this can be seen from

0 < yTAy = xTBx = xT(B − ccT/a11)x (1.8.22)

with A = (a11 cT

c B
) , x ∈ ℝn−1 \ {0}, yT = (−cTx/a11, xT).

For (1.8.9) use B = B and yT = (0, xT) in (1.8.22). Therefore, one can choose α ∈ (0, 1)
in Algorithm 1.8.8 so small that (1.8.10) holds in each step. This leads to P = I and
A = LDLT = LC(LC)T , where D is a diagonal matrix with positive diagonal entries and
LC = LD1/2 .

The converse follows from A = LC(LC)T and xTAx = ‖(LC)Tx‖22 > 0 for x ̸= 0.
In order to prove the uniqueness of LC assume that there is another lower trian-

gular matrix L with positive diagonal entries such that

A = LLT = LC(LC)T . (1.8.23)

Theorem 1.8.11 guarantees that A is regular, and so are all matrices in (1.8.23). Hence(LC)−1L = (LC)TL−T . (1.8.24)

Since the inverse of a regular triangular matrix is a triangular matrix of the same kind,
and since the same holds for products of triangular matrices of the same kind, both
sides in (1.8.24) are diagonal, say (LC)−1L = D, whence L = LCD with dii > 0, i =
1, . . . , n, and A = LLT = LCD2(LC)T . From (1.8.23) and (1.8.24) we get (LC)−1A(LC)−T =
I = D2 which implies D = I and L = LC .

An even more elementary proof of Theorem 1.8.13 is given in Section 5.4.

Lemma 1.8.14. Let A = AT and let p be a polynomial. If xTp(A)x ≤ 0 for a nonzero
vector x ∈ ℝn , then there is at least one eigenvalue λ of A such that p(λ) ≤ 0.

Proof. Let J = S−1AS be the Jordan normal form of A . Then by virtue of S−1AkS =(S−1AS)k we get
S−1p(A)S = p(S−1AS) = p(J) =(p(λ1) ∗ . . . ∗

. . . . . .
...

. . . ∗
O p(λn)) ,
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where the stars denote real numbers. If λi , i = 1, . . . , n, denote the eigenvalues of A,
we see immediately that exactly p(λi), i = 1, . . . , n, are the eigenvalues of p(A) =
p(A)T . By the assumption, p(A) is not positive definite. Hence, by Theorem 1.8.11 there
is at least one nonpositive eigenvalue of p(A).
We now address localization theorems for eigenvalues and eigenvectors. These are
theorems which provide error bounds for these items. A first one was already given in
Theorem 1.3.10. In order to prove additional ones we need some preparation.

Definition 1.8.15. Let A = AT ∈ ℝn×n , x ∈ ℝn \ {0}, α ∈ ℝ. Then we define
mi = xTAix, i = 0, 1, . . . moments

Rx = xTAx
xTx

= m1
m0

Rayleigh quotient

Tx(α) = m2 − αm1
m1 − αm0

, α ̸= Rx , Temple quotient

ε2x = m2
m0

− R2x .
Theorem 1.8.16. Let A = AT ∈ ℝn×n , x ∈ ℝ \ {0}, and α ∈ ℝ \ {Rx}.
(a) There is an eigenvalue λ of A such that |λ − Rx| ≤ √ε2x .
(b) If λ1 ≤ λ2 ≤ ⋅ ⋅ ⋅ ≤ λn denote the eigenvalues of A, then

λ1 ≤ Rx ≤ λn .

(c) There is an eigenvalue of A which lies between α and Tx(α).
Proof. (a) Define p(t) = (t − Rx)2 − ε2x . Then xTp(A)x = m2 − 2m1Rx + R2xm0 − m2 +
R2xm0 = 0, and Lemma 1.8.14 proves 0 ≤ (λ − Rx)2 ≤ ε2x for some eigenvalue λ of A
which implies the assertion.

(b) Let x = ∑n
i=1 αixi ̸= 0, αi ∈ ℝ, where {x1, . . . , xn} is an orthonormal basis of

eigenvectors of A associated with the eigenvalues λ1, . . . , λn . Then

xTAx = n∑
i=1

α2i λi
{{{ ≤ λnxTx≥ λ1xTx,

which proves the assertion.
(c) Define p(t) = (t − Tx(α))(t − α). Then xTp(A)x =m2 − αm1 − Tx(α)(m1 − αm0) =

0. Again by Lemma 1.8.14 there is an eigenvalue λ of A such that (λ − Tx(α))(λ − α) ≤ 0,
which concludes the proof.

Notice that part (a) of Theorem 1.8.16 is due toKrylov, Bogolyubov andWeinsteinwhile
part (c) originates from Temple and Wielandt. Both parts remain valid if ‘A ∈ ℝn×n

symmetric’ is replaced by ‘A ∈ ℂn×n normal’, i.e., AAH = AHA, and if onemodifies the
definition of ε2x and Tx(α) slightly. Lemma 1.8.14 thenhas to be changed appropriately.
For details see Mayer [208] or Neumaier [253].

Our next theorem refines part (b) of Theorem 1.8.16 on the Rayleigh quotient.
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Theorem 1.8.17. Let λ1 ≤ λ2 ≤ ⋅ ⋅ ⋅ ≤ λn denote the eigenvalues of A = AT ∈ ℝn×n , and
let {x1, . . . , xn} be an orthonormal basis in ℝn of corresponding eigenvectors.
(a) (min–max principle):

For each subspace U of ℝn with dimU = j we have

λj ≤ max
x∈U\{0}

Rx ≤ λn

and for varying subspaces U ⊆ ℝn we get

λj = min{ max
x∈U\{0}

Rx | dimU = j }, j = 1, . . . n.

The minimum is attained for U spanned by x1, x2, . . . , xj .
(b) (max–min principle):

For each subspace U of ℝn with dimU = n + 1 − j we have
λj ≥ min

x∈U\{0}
Rx ≥ λ1

and for varying subspaces U ⊆ ℝn we get

λj = max{ min
x∈U\{0}

Rx | dimU = n + 1 − j }, j = 1, . . . n.

The maximum is attained for U spanned by xj , xj+1, . . . , xn .

Proof. (a) If j = 1, the assertion follows from Theorem 1.8.16 (b) with equality on the
left for U spanned by x1 . If j > 1, the right inequality follows from Theorem 1.8.16 (b).
For the left inequality let {w1, . . . ,wj} be an orthonormal basis of U , where the vectors
wi are not necessarily eigenvectors. Let {wj+1, . . . , wn} be an orthonormal basis of
the orthogonal complement U⊥ of U . Then the underdetermined homogeneous linear
system

n∑
l=j

αl(xl)Twk = 0, k = j + 1, . . . n, (1.8.25)

has a nontrivial solution α∗
j , . . . , α

∗
n withwhichwe form the vector z = ∑n

l=j α
∗
l x

l . From
(1.8.25) we get zTwk = 0, k = j + 1, . . . n, whence z ∈ (U⊥)⊥ = U and

zTAz = n∑
l=j
(α∗

l )2λl ≥ λj
n∑
l=j
(α∗

l )2 = λjzTz

follows. This leads immediately to λj ≤ Rz which implies the left inequality in (a). The
last statement of (a) is obvious.

(b) is proved analogously; cf. Exercise 1.8.13.

Theorem 1.8.17 is often named after R. Courant, E. Fischer, and H. Weyl, part (b) is
sometimes associated with H. Poincaré and W. Ritz.

By means of Theorem 1.8.17 we can prove the following Theorem of Weyl which
we need in Appendix D.
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Theorem 1.8.18 (Weyl). Assume that the eigenvalues λi , i = 1, . . . , n, of A = AT ∈ ℝn×n

are ordered increasingly and that the same holds for the eigenvalues μi of B = BT and
for the eigenvalues δi of B − A. Then for all i = 1, . . . , n and each matrix norm ‖ ⋅ ‖ the
inequalities

λi + δ1 ≤ μi ≤ λi + δn (1.8.26)

and |μi − λi| ≤ ‖B − A‖ (1.8.27)

hold.

Proof. Let {x1, . . . , xn} be an orthonormal basis of eigenvectors of A and let the sub-
space U be spanned by x1, . . . , xi . Denote the Rayleigh quotient of A, B, B − A by
Rx(A), Rx(B), and Rx(B − A), respectively. Then Theorem 1.8.17 (a) implies

μi ≤ max
x∈U\{0}

Rx(B) ≤ max
x∈U\{0}

Rx(A) + max
x∈U\{0}

Rx(B − A)= λi + max
x∈U\{0}

Rx(B − A) ≤ λi + δn .
Interchanging the roles of A and B yields λi ≤ μi − δ1 . Thus we obtain finally δ1 ≤
μi − λi ≤ δn and herewith |μi − λi| ≤ max{ |δ1|, |δn| } = ρ(B − A) ≤ ‖B − A‖.
Theorem 1.8.19 (Gershgorin). Let A ∈ ℂn×n . Define the Gershgorin discs

Bi(A) = B(aii , ri) ⊆ ℂ, i = 1, . . . , n, where ri = n∑
j=1, j≠i

|aij|,
and let BG(A) = ⋃n

i=1 Bi(A).
(a) All eigenvalues of A lie in BG(A).
(b) Let K ∪ L = {1, . . . , n}, where K has exactly k ∈ (0, n) elements. Then U1 =⋃k∈K Bk(A) contains exactly k eigenvalues of A while U2 = ⋃l∈L Bl(A) contains the

remaining n − k ones provided that U1 ∩ U2 = 0.
(c) If A is irreducible and has an eigenvalue at the boundary of BG(A), then this eigen-

value lies at the boundary of each individual Gershgorin disc and there is a corre-
sponding eigenvector x of A with |x| = e.

(d) If A is real and symmetric, then for each i ∈ {1, . . . , n} there is an eigenvalue λi of
A such that |λi − aii| ≤ √ n∑

j=1, j ̸=i
|aij|2 ≤ ri .

In particular, for symmetric matrices A each Gershgorin disc contains at least one
eigenvalue of A.

Proof. (a) Let Ax = λx, max{ |xi| | i = 1, . . . , n} = 1 = |xs| for some index s . Then|ass − λ| = |ass − λ| |xs| = |assxs − λxs| =  n∑
j=1, j ̸=s

asjxj
 ≤ rs , (1.8.28)

whence λ ∈ Bs(A) ⊆ BG(A).
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(b) Let D = diag(a11, . . . , ann), C = A − D, Aε = D + εC, 0 ≤ ε ≤ 1. Then Bi(Aε) ⊆
Bi(A1) = Bi(A) for all ε ∈ [0, 1] and i = 1, . . . , n . From U1 ∩ U2 = 0 we see that U1
contains the k eigenvalues aii , i ∈ K , of A0 while U2 contains the remaining n − k
ones, namely aii , i ∈ L . By the same reason and by virtue of Theorem 1.8.2 (a) the
same holds for ε ∈ (0, 1]. Choosing ε = 1 proves the assertion.

(c) Let λ ∈ ∂BG(A). Then λ ∈ ∂Bs(A) with s as in (1.8.28). Hence equality holds
there and asj ̸= 0 implies |xj| = 1. Choose any k ∈ {1, . . . , n}. According to Theo-
rem 1.7.14 there is a path s → i1 → i2 → ⋅ ⋅ ⋅ → il → k, whence asi1ai1 i2 ⋅ ⋅ ⋅ ailk ̸= 0.
In particular, asi1 ̸= 0 which implies |xi1 | = 1. Now we can repeat the steps in (1.8.28)
with i1 instead of s in order to obtain |xi2 | = 1 and, finally, |xk| = 1. Hence λ ∈ ∂Bk(A).

(d) The first inequality is an immediate consequence of Theorem 1.8.16 (a) with
x = e(i) . The second is trivial when considered in squared form.

Theorem 1.8.19 (d) also holds for complex Hermitian matrices. It remains true if A is
normal, see for instance Mayer [208].

In our next theorem we consider the generalized eigenvalue problem

Ax = λBx, x ̸= 0, (1.8.29)

where A, B ∈ ℝn×n are symmetric and B is positive definite. For suchmatrices we first
list some properties.

Theorem 1.8.20. Let A, B ∈ ℝn×n be symmetric, B positive definite with the Cholesky
decomposition B = LC(LC)T .
(a) The generalized eigenvalue problem (1.8.29) is equivalent to the ordinary eigenvalue

problems
B−1Ax = λx

and (LC)−1A(LC)−Ty = λy with y = (LC)Tx. (1.8.30)

The matrix in the left equality of (1.8.30) is symmetric; in particular, (x, λ) is an
eigenpair of (1.8.29) if and only if ((LC)Tx, λ) is an eigenpair of (1.8.30); λ is real
and x can be chosen to be real. The eigenvalue problems (1.8.29) and (1.8.30) have
exactly n eigenvalues if these are counted according to their multiplicity, i.e., the
multiplicity of the zeros of det(A − λB) = (det B)det(B−1A − λI).

(b) The product (x, y)B = xTBy is a scalar product on ℝn .
If (x, y)B = 0, we call x, y B-orthogonal. If (x, x)B = (y, y)B = 1 and (x, y)B = 0, we
call x, y B-orthonormal.

(c) There are eigenpairs (x1, λ1), . . . , (xn , λn) of (1.8.29) such that the eigenvectors xi
form a B-orthonormal basis of ℝn .

(d) If the eigenvalues λ1, . . . , λn of (1.8.29) are ordered increasingly then

λ1 ≤ xTAx
xTBx

≤ λn (1.8.31)

for any vector x ∈ ℝn \ {0}.
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Proof. (a)–(c) are obvious; (d) follows from Theorem 1.8.16 (b) applied to (1.8.30);
(d) reduces to this theorem if B = I .

In our next result on (1.8.29) we use (1.8.30) together with Sylvester’s law of inertia.

Theorem 1.8.21. Let c ∈ℝ andassume that A,B ∈ℝn×n are symmetric and B is positive
definite. Then the number of eigenvalues λ of Ax = λBx that are greater than c, equal
to c, and less than c, respectively, coincides with that of the eigenvalues μ of A − cB
which satisfy μ > 0, μ = 0, μ < 0, respectively.

Proof. Let B = LC(LC)T and y = (LC)Tx . From Ax = λBx we get equivalently My =(λ − c)y with M = (LC)−1(A − cB)(LC)−T . Hence Sylvester’s law of inertia guarantees
ind(A − cB) = ind(M) which proves the assertion.
Now we will enclose eigenvalues of a larger generalized eigenvalue problem (1.8.29)
by using those of a smaller one.

Theorem 1.8.22 (Lehmann). Let A, B ∈ ℝn×n be symmetric and B, in addition, posi-
tive definite. Choose k ≤ n and U ∈ ℝn×k with full rank. Assume that α ∈ ℝ is not an
eigenvalue of (1.8.29). Define the symmetric k × k matrices

Aα = UT(A − αB)U,
Bα = UT(AB−1A − 2αA + α2B)U = UT(A − αB)B−1(A − αB)U,

and denote by μ1 ≤ ⋅ ⋅ ⋅ ≤ μk the eigenvalues of the k × k generalized eigenvalue problem
Aαx = μBαx. (1.8.32)

(a) If μℓ < 0, then the interval [α + 1
μℓ , α) contains at least ℓ eigenvalues λi of (1.8.29).

(b) If μℓ > 0, then the interval (α, α + 1
μℓ ] contains at least k + 1 − ℓ eigenvalues λi of

(1.8.29).

Proof. Choose z ∈ ℝk \ {0} and define υ = Uz, w = (A − αB)υ . By virtue of the assump-
tions, υ differs from zero and A − αB is regular, whence w ̸= 0. From

zTBαz = υT(A − αB)B−1(A − αB)υ = wTB−1w

and the assumptions on B we deduce that Bα is symmetric and positive definite.
(a) Assume that the assertion is false for some ℓ, i.e., [η, α) contains less thanℓ eigenvalues λi of (1.8.29), where η = α + 1/μℓ . Choose a B-orthonormal basis{x1, . . . , xn} of eigenvectors of (1.8.29), and a Bα -orthonormal basis {y1, . . . , yk} of

eigenvectors of (1.8.32), respectively, corresponding to the eigenvalues λ1, . . . , λn , and
μ1, . . . , μk . Let Y = (y1, . . . , yℓ) ∈ ℝk×ℓ . Then YTBαY = I ∈ ℝℓ×ℓ . Choose b ∈ ℝℓ \ {0}
such that the vector u = UYb ∈ ℝn \ {0} satisfies

uTBxi = 0 for all i ∈ J = { j | λj ∈ [η, α) }. (1.8.33)
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Sucha vector b ̸= 0 exists since (1.8.33) is equivalent to thehomogeneous linear system(xi)TBUYb = 0, i ∈ J , which consists of less than ℓ equations by our assumption at
the beginning of the proof of (a). Taking into account μi ≤ μℓ < 0 for i = 1, . . . , ℓ we
get

uT(αB − A)B−1(ηB − A)u= bTYT{Bα + (α − η)Aα}Yb = bT{I + (α − η)YTAαY}b= bT{I − 1
μℓ

diag(μ1, . . . , μℓ)}b = ℓ∑
i=1
(1 − μi

μℓ
) b2i ≤ 0. (1.8.34)

Represent u as u = ∑n
i=1 γixi . Then (xj)TBu = γj , and

uT(αB − A)B−1(ηB − A)u= n∑
i=1

n∑
j=1
(xi)T(αηB − ηA − αA + AB−1A)xjγiγj

= n∑
i=1

n∑
j=1
(xi)T(αη − ηλj − αλj + λ2j )Bxjγiγj= n∑

i=1
(α − λi)(η − λi)((xi)TBu)2 ≥ 0 (1.8.35)

since (xi)TBu = 0 for λi ∈ [η, α) and (α − λi)(η − λi) ≥ 0 for λi ∉ [η, α). Together with
(1.8.34) this implies uT(αB − A)B−1(ηB − A)u = 0, and, by virtue of (1.8.35) and λi ̸= α,
finally (xi)TBu = 0, i = 1, . . . , n. (1.8.36)

From (1.8.36) we get Bu = 0 and the contradiction u = 0.
(b) Let Ã = −A, ̃λi = −λi , ̃α = −α, and consider the generalized eigenvalue problem

Ãx = ̃λBx (1.8.37)

which is equivalent to (1.8.29). Define Ã ̃α , B ̃α , μ̃i analogously to Aα , Bα , μi . Then
Ã ̃α = −Aα , B ̃α = Bα , and

Ã ̃αx = μ̃B ̃αx (1.8.38)

is equivalent to Aαx = (−μ̃)Bαx . Hence μ̃i = −μk+1−i . Now apply (a) to (1.8.37), (1.8.38):
If μ̃k+1−ℓ < 0, then [ ̃α + 1

̃μk+1−ℓ , ̃α) contains at least k + 1 − ℓ eigenvalues ̃λi of (1.8.37),
which implies the assertion.

Remark 1.8.1.
(a) If in Theorem 1.8.22 the eigenvalues μℓ are ordered monotonously decreasing in-

stead of increasing, then part (b) of this theorem reads as follows:
If μℓ > 0, then the interval (α, α + 1

μℓ ] contains at least ℓ eigenvalues λi of (1.8.29).
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(b) In Theorem 1.8.22 the parameter α can be chosen as an approximate eigenvalue
of (1.8.29). The columns of U can be chosen as approximately B-orthonormal
eigenvectors. Then thematrices UTBU , UTAU , UTAB−1AU are approximately di-
agonal matrices.

Corollary 1.8.23. Let the assumptions of Theorem 1.8.22holdanddenote by τ1 ≤ ⋅ ⋅ ⋅ ≤ τk
the eigenvalues of the generalized eigenvalue problem{UT(AB−1A − αA)U}x = τ{UT(A − αB)U}x. (1.8.39)

(a) If p is the number of eigenvalues τj < α and if 1 ≤ i ≤ p, then the interval [τi , α)
contains at least p + 1 − i eigenvalues of (1.8.29).

(b) If q is the number of eigenvalues τj > α and if k + 1 − q ≤ i ≤ k, then the interval(α, τi] contains at least q + i − k eigenvalues of (1.8.29).
Proof. Let μ ̸= 0 and define Aα , Bα as in Theorem 1.8.22. Then Aαx = μBαx is equiva-
lent to

UT(AB−1A − αA)Ux = (Bα + αAα)x = (1μ + α) Aαx = (1μ + α)UT(A − αB)Ux,
i.e., μ ̸= 0 is an eigenvalue of (1.8.32) if and only if τ = 1

μ + α is an eigenvalue of (1.8.39).
Hence μ < 0 if and only if τ < α . Therefore, the assumption of (a) implies

τi = 1
μp+1−i

+ α, i = 1, . . . , p,

whence [τi , α) = [α + 1
μp+1−i

, α),
and (a) follows by virtue of Theorem 1.8.22 (a).

From
τi = 1

μ2k+1−q−i
+ α, i = (k + 1) − q, . . . , k,

we get (α, τi] = (α, α + 1
μ2k+1−q−i

],
and (b) follows from Theorem 1.8.22 (b), since ℓ = 2k + 1 − q − i implies k + 1 − ℓ =
k + 1 − (2k + 1 − q − i) = q + i − k .
Remark 1.8.2. In the case k = 1, B = I we identify the correspondingmatrix U ∈ ℝn×1

with an approximate eigenvector ̃x ̸= 0 of (1.8.29). Then (1.8.39) reads̃xT(A2 − αA) ̃x = τ ̃xT(A − αI) ̃x, ̃x ̸= 0

which is equivalent to
m2 − αm1 = τ(m1 − αm0)
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with mi as in Definition 1.8.15 with ̃x instead of x . Assuming m1 − αm0 ̸= 0, the pa-
rameter τ is just the Temple quotient T ̃x(α). Thus Corollary 1.8.23 is a generalization
of Theorem 1.8.16 (c).

Notice that m1 − αm0 = 0 is possible as the example

A = (1 0
0 −1) , α = 0, x = e

shows.

Corollary 1.8.24. Let theassumptions of Theorem 1.8.22holdanddenote by τ1 ≤ ⋅ ⋅ ⋅ ≤ τk
the eigenvalues of the generalized eigenvalue problem

UTAUx = τUTBUx. (1.8.40)

Then there are at least k + 1 − i eigenvalues of (1.8.29) which are greater than or equal
to τi and at least i eigenvalues which are less than or equal to τi .

Proof. Choose α > 0 greater than all eigenvalues of (1.8.29) and denote by τ(α)
1 ≤ ⋅ ⋅ ⋅ ≤

τ(α)
k the eigenvalues of (1.8.39) ordered by magnitude as in Corollary 1.8.23.

First we show that α is not an eigenvalue of (1.8.39). Otherwise{UT(AB−1A − 2αA + α2B)U}x = 0

for some x ∈ ℝk \ {0}, whence
xTUT(A − αB)B−1(A − αB)Ux = 0. (1.8.41)

By the choice of α, thematrix A − αB is nonsingular, and the assumption on U implies
y = (A − αB)Ux ̸= 0. Since B is symmetric positive definite, we get yTB−1y > 0 which
contradicts (1.8.41).

Corollary 1.8.23 guarantees
τ(α)
k < α, (1.8.42)

since otherwise (α, τ(α)
k ] contains at least one eigenvalue of (1.8.29) contradicting the

choice of α . Together with part (a) of this corollary the inequality (1.8.42) implies that
there are at least k + 1 − i eigenvalues of (1.8.29) which are not less than τ(α)

i . Divide
(1.8.39) by −α . This does not change the eigenvalues τ(α)

i . Now let α tend to infinity.
Then the transformed equality (1.8.39) tends to (1.8.40). Since the eigenvalues τ(α)

i de-
pend continuously on α they tend to the eigenvalues τ1 ≤ ⋅ ⋅ ⋅ ≤ τk of (1.8.40), and there
remain at least k + 1 − i eigenvalues of (1.8.29) which are not less than τi .

If α < 0 is a lower bound of the eigenvalues of (1.8.29), the limit α → −∞ (after
division of (1.8.39) by −α) implies again the equality (1.8.40), and Corollary 1.8.23 (b)
with q = k guarantees at least i eigenvalues of (1.8.29) which are not greater than τi .
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Notice that Corollary 1.8.24 does not imply that there are exactly i eigenvalues which
are less than or equal to τi . This can be seen from the example A = B = I3 ∈ ℝ3×3 ,
U ≡ e(1) ∈ ℝ3×1 , λ1 = λ2 = λ3 = 1 ≤ τ1 = 1.

We conclude this section with a localization theorem for eigenvectors.

Theorem 1.8.25 (Wilkinson). Let A = AT ∈ ℝn×n , ̃x ∈ ℝn , ‖ ̃x‖2 = 1, ̃λ ∈ ℝ, δ = ‖A ̃x −̃λ ̃x‖2 > 0. If the interval [ ̃λ − δ, ̃λ + δ] contains a simple eigenvalue λ of A and if the
remaining n − 1 eigenvalues lie outside of the interval [ ̃λ − a, ̃λ + a] with some a ≥ δ,
then there is an eigenvector x associated with λ such that ‖x‖2 = 1 and‖x − ̃x‖22 ≤ δ2

a2
+ (1 − (1 − δ2

a2
) 1

2)2

. (1.8.43)

Proof. Let {x1, . . . , xn} be an orthonormal basis of eigenvectors of A with Axi = λixi ,̃x = ∑n
i=1 αixi , where the eigenvalues λi are not assumed to be ordered. W.l.o.g. let

α1 ≥ 0 and λ1 ∈ [ ̃λ − δ, ̃λ + δ]. Then
δ2 = (A ̃x − ̃λ ̃x)T(A ̃x − ̃λ ̃x) = n∑

i=1
α2i (λi − ̃λ)2 ≥ a2

n∑
i=2

α2i ,

whence ∑n
i=2 α

2
i ≤ δ2/a2 ≤ 1. Since ‖ ̃x‖22 = ∑n

i=1 α
2
i = 1 we get

α1 = (1 − n∑
i=2

α2i ) 1
2 ≥ (1 − δ2

a2
) 1

2

and finally ‖x1 − ̃x‖22 = (1 − α1)2 + n∑
i=2

α2i ≤ (1 − (1 − δ2

a2
) 1

2)2 + δ2

a2
.

Exercises

Ex. 1.8.1. Show that λ is an eigenvalue of a regular matrix A ∈ ℝn×n if and only if
1/λ is an eigenvalue of A−1 . What can be said about the corresponding algebraic and
geometric multiplicities and the corresponding eigenvectors?

Ex. 1.8.2. Show that for an arbitrary regular matrix S ∈ ℂn×n the matrices A ∈ ℂn×n

and S−1AS have the same eigenvalues with the same algebraic and geometric multi-
plicity. How do the eigenvectors change?

Ex. 1.8.3.
(a) Show that the sequence of normalized eigenvectors xk , xk1 = 1, of the matrix se-

quence

Ak = (1 1/k
0 1

) , k = 1, 2, . . . ,

does not tend to the eigenvector x∗ = e of the limit matrix I = limk→∞ Ak .
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(b) (J.W. Givens, Example E 3.1.5 in Ortega [266])
Show that λ1(ε) = 1 − ε and λ2(ε) = 1 + ε are the eigenvalues of the matrix

A(ε) = (1 + ε cos(2/ε) ε sin(2/ε)
ε sin(2/ε) 1 − ε cos(2/ε)) , ε ̸= 0,

and that x1(ε) = (sin(1/ε), − cos(1/ε))T , x2(ε) = (cos(1/ε), sin(1/ε))T are corre-
sponding eigenvectors normalized by one with respect to the Euclidean norm.
Show that these eigenvectors do not tend to a limit as ε → 0 even though
limε→0 A(ε) exists.

(c) Use one of the previous examples to show that Theorem 1.8.2 (b) can become false
for multiple eigenvalues.

Ex. 1.8.4. Let A ∈ ℂm×n , B ∈ ℂn×m . Show that thematrices AB and BA have the same
nonzero eigenvalueswith the same algebraic and geometricmultiplicity. Find twoma-
trices A, B such that zero is an eigenvalue of AB but not of BA .

Ex. 1.8.5. Let R ∈ ℂn×n be an upper triangularmatrix. Show that e(1) is an eigenvector
of R . Which are the eigenvalues of R?

Ex. 1.8.6. Show that the eigenvalues of a matrix A ∈ ℝn×n are the diagonal entries of
its Schur normal form R .

Ex. 1.8.7. Show that the number of arithmetic operations in Algorithm 1.8.8 is n3/6 +
O(n2) and that a bound for the number of comparisons is n2 + O(n). Prove (1.8.18) and
(1.8.19).

Ex. 1.8.8. Show that any matrix A ∈ ℝn×n is symmetric positive definite if and only if
A is regular and its inverse is symmetric and positive definite, too.

Ex. 1.8.9. Let A ∈ ℝn×n be a skew-symmetric matrix. Show that aii = 0 holds for i =
1, . . . , n, and xTAx = 0 for all x ∈ ℝn . Show also that λ and −λ are eigenvalues of A
simultaneously. If n is odd, prove that det(A) = 0, A is singular, and zero is one of its
eigenvalues. Does this also hold if n is even?

Ex. 1.8.10. Use the splitting A = Asym + Askew with the symmetric part Asym = (A +
AT)/2 and the skew-symmetric part Askew = (A − AT)/2 of A ∈ ℝn×n in order to show
that xTAx > 0 is equivalent to xTAsymx > 0.

Ex. 1.8.11. Show that each of the following algebraic structures is a group:
(i) the set of all lower triangular matrices from ℝn×n together with the addition of

matrices;
(ii) the set of all regular lower triangular matrices from ℝn×n together with the multi-

plication of matrices;
(iii) the set of all regular lower triangular matrices from ℝn×n with all diagonal entries

equal to one, together with the multiplication of matrices.

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



56 | 1 Preliminaries

Find additional classes of matrices which form a group with respect to addition or
multiplication of matrices.

Ex. 1.8.12. Let x, y be real eigenvectors of A ∈ ℝn×n associated with a simple real
eigenvalue λ . Let i0 ∈ {1, . . . , n} be some fixed index and assume xi0 = α > 0, yTy = 1,
yi0 > 0. Express y by x and show that Theorem 1.8.2 (b) remains true if the normaliza-
tion xi0 = α ̸= 0 there is replaced by xTx = 1 with xi0 > 0.

Ex. 1.8.13. Prove part (b) of Theorem 1.8.17.

Ex. 1.8.14. Show that the number of eigenvalues of the generalized eigenvalue prob-
lem (1.8.29) can differ from n if the positive definiteness of the symmetric matrix B is
dropped. To this end consider the three cases (i) A = I , B = O, (ii) A = O, B = e(1)(e(1))T ,
and (iii) A = I , B = e(1)(e(1))T . (Compute the multiplicity of the eigenvalue in the last
case!) What is the result if one requires B to be symmetric and regular?

Ex. 1.8.15. Show that each two eigenvectors of the generalized eigenvalue problem
(1.8.29) associated with two different eigenvalues are B-orthogonal.

1.9 Nonnegative matrices

We first generalize the absolute value and the partial ordering for vectors introduced
in Definition 1.3.5.

Definition 1.9.1.
(a) For A ∈ 𝕂m×n we define the absolute value |A| = (|aij|) ∈ ℝm×n .
(b) For A, B ∈ ℝm×n we define the partial ordering A ≤ B entrywise by aij ≤ bij ,

i =1, . . . ,m, j =1, . . . , n . Similarlywedefine A ≥ B . If strict inequality holds for all
entries, we write A < B, and A > B, respectively. If A ≥ O, we call A nonnegative,
and positive if A > O .

Trivially, the absolute value |A| of A ∈ ℂm×n is a particular nonnegative matrix which
satisfies −|A| ≤ Re A ≤ |A|, −|A| ≤ Im A ≤ |A|
and |A ⋅ B| ≤ |A| ⋅ |B| for A ∈ 𝕂m×n , B ∈ 𝕂n×p .

Now we address properties of nonnegative matrices. To this end we first restrict
the class of such matrices to nonnegative irreducible ones. It will turn out that this
subclass has slightly stronger properties than the general one.

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



1.9 Nonnegative matrices | 57

Irreducible nonnegative matrices

Theorem 1.9.2. Let O ≤ A ∈ ℝn×n . Then A is irreducible if and only if for each index
pair (i0, j0) there is a power Ak = (a(k)

ij ) such that a(k)
i0 j0 is positive. The exponent k can

be chosen to be less than n in the case i0 ̸= j0 and less than n + 1 otherwise.

Proof. Let A be irreducible. Then there is a path i0 → i1 → . . . ik−1 → j0 , k ≤ n − 1, if
i0 ̸= j0 and k ≤ n otherwise (if necessary shorten the path by excising cycles). Hence
ai0 i1ai1 i2 ⋅ ⋅ ⋅ aik−1 j0 > 0 and

a(k)
i0 j0 = n∑

l1=1
⋅ ⋅ ⋅ n∑

lk−1=1
ai0 l1al1 l2 ⋅ ⋅ ⋅ alk−1 j0 (1.9.1)≥ ai0 i1ai1 i2 ⋅ ⋅ ⋅ aik−1 j0 > 0.

Conversely, choose i0, j0 arbitrarily. The assumption guarantees a positive entry
a(k)
i0 j0 for some power Ak . Therefore, at least one summand of the representation (1.9.1)

must be positive. The index pairs of this summand form a pathwhich connects i0 with
j0 andwhich has length k . This lengthmust eventually be shortened as above in order
to see that k can be restricted as required.

Theorem 1.9.3. Let A ∈ ℝn×n be nonnegative and irreducible. Then (I + A)n−1 > O.

Proof. The theorem follows directly from the representation(I + A)n−1 = n−1∑
k=0

(n − 1
k
)Ak

and Theorem 1.9.2.

We will use Theorem 1.9.3 in order to transform a problem with a nonnegative irre-
ducible matrix into one with a positive matrix while the eigenvectors do not change
and while the eigenvalues transform in a definite way.

First we consider nonnegative eigenvectors of A .

Theorem 1.9.4. Let A ∈ ℝn×n be nonnegative and irreducible. Then A has at most one
linear independent nonnegative eigenvector x which then is positive together with its
eigenvalue.

Proof. Let x ≥ 0 be an eigenvector of A associated with some eigenvalue λ . Since x
has at least one positive component, say xi0 > 0, we get 0 ≤ (Ax)i0 = λxi0 , hence λ ≥ 0.
We apply Theorem 1.9.3 ending up with 0 < (I + A)n−1x = (1 + λ)n−1x, whence x > 0.
By virtue of the irreducibility of A, we get λx = Ax > 0, hence λ > 0.

Let y ≥ 0 be a second eigenvector of A associated with some eigenvalue μ and
linearly independent of x . As above, we have μ ≥ 0 and y > 0. Assume λ ≤ μ . Choose
α > 0 such that αx ≥ y with equality in at least one component. Then

0 < (I + A)n−1(αx − y) = (1 + λ)n−1αx − (1 + μ)n−1y ≤ (1 + μ)n−1(αx − y)
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which is a contradiction for the zero component of αx − y . If λ > μ interchange the
roles of x and y in order to get a contradiction once more.

We are now ready to prove the famous Theorem of Perron and Frobenius.

Theorem 1.9.5 (Perron–Frobenius, irreducible matrices). Let A ∈ ℝn×n be nonnegative
and irreducible. Then the spectral radius ρ(A) of A is a positive eigenvalue of A and
there is a corresponding positive eigenvector u.

Proof. Let S = {x | x ∈ ℝn , x ≥ 0, ∑n
i=1 xi = 1}. This set is nonempty, convex and

compact. Define the function f : S → ℝn by

f(x) = Ax∑n
i=1∑n

j=1 aijxj
.

Then f is well-defined (i.e., the denominator differs from zero), continuous, and sat-
isfies f(S) ⊆ S . By Brouwer’s fixed point theorem f has a fixed point u ∈ S . With λ =∑n
i=1∑n

j=1 aijuj the fixed point equation transforms to Au = λu and from the definition
of S we see that u is a nonnegative eigenvector. Theorem 1.9.4 implies λ > 0 and u > 0
and the inequality ρ(A) ≤ ‖A‖u = λ ≤ ρ(A) concludes the proof.
Eachpositive eigenvector u of a nonnegativematrix A is called aPerron vector. Accord-
ing to Theorem 1.9.5 each irreduciblenonnegativematrix has a Perron vectorwhich, by
Theorem 1.9.4, is unique up to amultiplicative scalar α > 0. Notice that Perron vectors
are often normalized by ‖u‖2 = 1 in order to make them unique. This is not done here.

Theorem 1.9.6. Let A ∈ ℝn×n be nonnegative and irreducible. Then the spectral radius
ρ(A) is an algebraically simple eigenvalue of A.
Proof. We already know that ρ(A) is a positive eigenvalue of A associated with a
Perron vector u . Assume that ρ(A) is not simple.

Case 1: The Jordan normal form has at least two blocks associated with ρ(A). In
addition to u there is another eigenvector υ associated with ρ(A) such that u, υ are
linearly independent. Let υ be real; otherwise replace υ by its imaginary part. W.l.o.g.
we can assume that u − υ is positive. Since A(u − υ) = ρ(A)(u − υ) Theorem 1.9.4
implies u − υ = αu, whence υ = (1 − α)u . This contradicts the linear independence of
u and υ .

Case 2: The Jordan normal form J has exactly one block associatedwith ρ(A) and
this block is at least of size 2 × 2. There is a principal vector υ such that (A − ρ(A)I)υ =
u . From (A − ρ(A)I) Im υ = 0 we can conclude that υ is real. Let t0 = min{t | t ∈ ℝ,
tu − υ ≥ 0}. Then

0 ≤ A(t0u − υ) = ρ(A) [(t0 − 1
ρ(A)) u − υ] ,

whence (t0 − 1
ρ(A) )u − υ ≥ 0. Thus t0 was not minimal, which is a contradiction.
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As the example

Aα = (1 α
1 1

) with α = −4, α = 1, α = 4

shows the spectral radius of a matrix A is not monotone with respect to the entries of
A even if this matrix is irreducible. The situation changes for nonnegative matrices.

Theorem 1.9.7 (Comparison theorem, irreducible case). Let A ∈ ℝn×n be nonnegative
and irreducible and let B ∈ ℂn×n such that |B| ≤ A. Then ρ(B) ≤ ρ(A) with equality
if and only if B = eiφDAD−1 , where λ = eiφρ(A) is an eigenvalue of B and where D ∈ℂn×n , |D| = I . In particular, ρ(A) is a strictly monotonously increasing function of the
entries of A.

Proof. The inequality follows from

ρ(B) ≤ ‖B‖u = ‖ |B| ‖u ≤ ‖A‖u = ρ(A),
where u is a Perron vector of A .

In order to prove the equivalence let ρ = ρ(A) = ρ(B), λ = eiφρ, Bz = λz, z ̸= 0.
Then

ρ|z| = |λ| |z| = |Bz| ≤ |B| |z| ≤ A|z|. (1.9.2)

Define y = (I + A)n−1|z| which is positive by virtue of Theorem 1.9.3. If strict inequality
holds in (1.9.2) for at least one component we get

ρy < (I + A)n−1A|z| = Ay,

which yields the contradiction ρ‖y‖u < ‖A‖u‖y‖u = ρ‖y‖u . Therefore, equality holds in
(1.9.2), whence |z| is a Perron vector of A . In particular, it is positive. From (1.9.2) we
obtain (A − |B|)|z| = 0, hence A = |B|.

Let D = diag( z1
|z1| , . . . ,

zn
|zn | ). Then z = D|z| and BD|z| = Bz = eiφρz = ρeiφD|z|. With

C = e−iφD−1BD we deduce ρ|z| = C|z| = A|z|, where we also used (1.9.2) with equality.
This implies (A − C)|z| = 0. Since |C| = |B| = A, we can replace A by |C| in order to
end up with (|C| − C)|z| = 0. Therefore, (|C| − Re C)|z| = 0, whence |C| = Re C and
C = |C| = A . The definition of C finally yields B = eiφDAD−1 .

The converse is trivial.
Let O ≤ A ≤ A , A ̸= A . Then the preceding results (with A, A in place of B, A)

imply ρ(A) < ρ(A), which proves the monotony.

We continue our results with an interesting alternative.

Theorem 1.9.8 (Quotient theorem, irreducible case). Let A ∈ℝn×n be nonnegative and
irreducible and let x ∈ ℝn be positive. Then either(Ax)i

xi
= ρ(A) for i = 1, . . . , n

or
min{(Ax)i

xi

 i = 1, . . . , n} < ρ(A) < max{(Ax)i
xi

 i = 1, . . . , n} .
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Proof. Let υ be a Perron vector of AT . Then ATυ = ρ(AT)υ = ρ(A)υ . The assertion can
be deduced from

0 = ρ(A)υTx − υTAx = n∑
i=1
(ρ(A) − (Ax)i

xi
) υixi

taking into account that υixi is positive for all i .

General nonnegative matrices

Now we consider nonnegative matrices which are not necessarily irreducible. Most of
the preceding results can be shown when replacing the strict inequality sign by ‘≤’.
The proof is then based on a continuity argument.

Theorem 1.9.9 (Perron–Frobenius, general case). Let A ∈ ℝn×n be nonnegative. Then
the spectral radius ρ(A) of A is a nonnegative eigenvalue of A and there is a correspond-
ing nonnegative eigenvector u. Moreover, the spectral radius is zero if and only if A is
reducible with a strict triangular matrix as reducible normal form.

Proof. Let k ∈ ℕ and Ak = A + eeT/k > O . According to Theorem 1.9.5 the matrix
Ak has a Perron vector uk which we choose such that ‖uk‖2 = 1. The sequence (uk)
is bounded and thus has a convergent subsequence. For simplicity we assume that
the whole sequence is convergent to some limit u which certainly is nonnegative and
satisfies ‖u‖2 = 1. Let k tend to infinity in Akuk = ρ(Ak)uk . Then Au = ρ(A)u which
proves the first part of the theorem.

The equivalence follows for instance from the reducible normal form RA =(Aij)i,j=1,...,s of A and the subsequent Theorem 1.9.10 applied to the block matrix
B = (Bij)i,j=1,...,s with the same block structure as RA , Bii = Aii , and Bij = O other-
wise. It implies ρ(Aii) = ρ(Bii) ≤ ρ(B) ≤ ρ(RA) = ρ(A) = 0 whence Aii = O follows by
virtue of Theorem 1.9.5 and the definition of RA in Theorem 1.7.16.

The example A = diag(1, 1/2) shows that not every nonnegative matrix has a Perron
vector. In addition, the 2 × 2 matrices I and I + (1, 0)T(0, 1) illustrate that the spec-
tral radius does not strictly increase with the entries. However, the following slightly
weaker result can be deduced immediately from Theorem 1.9.7 using the continuity
argument in the proof of Theorem 1.9.9.

Theorem 1.9.10 (Comparison theorem, general case). Let A ∈ ℝn×n be nonnegative
and let B ∈ ℂn×n such that |B| ≤ A. Then ρ(B) ≤ ρ(A). In particular, ρ(A) is a (weakly)
monotonously increasing function of the entries of A.

By a similar continuity argument as above we obtain a generalization of the quotient
theorem.
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Theorem 1.9.11 (Quotient theorem, general case). Let A ∈ℝn×n be nonnegative and let
x ∈ ℝn be positive. Then

min{(Ax)i
xi

 i = 1, . . . , n} ≤ ρ(A) ≤ max{(Ax)i
xi

 i = 1, . . . , n} .
Again, the result cannot be improved. Consider the 2 × 2 matrix A = I + (1, 0)T(0, 1)
and the vector x = e .

In case of nonnegative matrices, we can sharpen Theorem 1.7.3 to operator norms
which are generated by monotone vector norms. To this end we notice that the norm‖ ⋅ ‖υ defined in (1.3.8) satisfies ‖A‖υ = ρ(A) if υ > 0 is aPerron vector of thenonnegative
irreducible matrix A .

Theorem 1.9.12. For each nonnegative matrix A ∈ ℝn×n and any positive real number
ε there is a monotone vector norm ‖ ⋅ ‖ such that the generated operator norm satisfies‖A‖ ≤ ρ(A) + ε. If, in addition, A is irreducible, then ‖ ⋅ ‖ can be chosen such that ‖A‖ =
ρ(A) holds.
Proof. Let Aδ = A + δeeT , δ > 0. Then Aδ is positive, hence irreducible. Choose δ such
that ρ(Aδ) < ρ(A) + ε . Denote by υ > 0 a Perron vector of Aδ . Then ‖A‖υ ≤ ‖Aδ‖υ =
ρ(Aδ) < ρ(A) + ε .

If A ≥ O is irreducible, choose υ as a Perron vector of A instead of Aδ .

Notice that the norm in Theorem 1.9.12 depends on A ≥ O and (in the general case)
on ε .

Next we prove localization theorems for ρ(A) for which no norm is needed.

Theorem 1.9.13. Let A ∈ ℝn×n be nonnegative, x ∈ ℝn be positive and s ∈ ℝ+
0 .

(a) If Ax < sx, then ρ(A) < s.
(b) If Ax ≤ sx, then ρ(A) ≤ s.
(c) If Ax ≤ sx, Ax ̸= sx and if A is irreducible, then ρ(A) < s.

Proof. The parts (a) and (b) are direct consequences of Theorem 1.9.11. Part (c) follows
from Theorem 1.9.8.

Theorem 1.9.14. Let A ∈ ℝn×n be nonnegative and s ∈ ℝ.
(a) The inverse (sI − A)−1 exists and is nonnegative if and only if ρ(A) < s.
(b) The inverse (sI − A)−1 exists and is positive if and only if ρ(A) < s and A is irre-

ducible.

Proof. (a) Let (sI − A)−1 ≥ O and Ax = λx, x ̸= 0. Then |λ||x| ≤ A|x| and (s − |λ|)|x| ≥(sI − A)|x|, whence (s − |λ|)(sI − A)−1|x| ≥ |x| ≥ 0. Since x ̸= 0 we have s > |λ|.
Conversely, let ρ(A) < s . Then s > 0 and ρ( 1s A) = 1

s ρ(A) < 1. Hence Theorem 1.7.6
guarantees (sI − A)−1 = 1

s
(I − 1

s
A)−1 = 1

s

∞∑
k=0

(1
s
A)k ≥ O. (1.9.3)
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(b) Let (sI − A)−1 > O . Then ρ(A) < s by virtue of (a), whence ρ(1s A) < 1. The
irreducibility of A follows from the positivity of the sum in (1.9.3) and from Theo-
rem 1.9.2.

Structure of irreducible nonnegative matrices

Now we reconsider irreducible nonnegative matrices and divide them in two large
classes: those for which λ = ρ(A) is the only eigenvalue with |λ| = ρ(A), and the re-
maining ones. More precisely, we use the following terminology.

Definition 1.9.15. Let A ∈ℝn×n benonnegative and irreducible. In addition, let A have
exactly h eigenvalues λj , j = 0, 1, . . . , h − 1, with |λj| = ρ(A). (All eigenvalues are
counted according to their multiplicity.) If h = 1, then A is called primitive, if h > 1,
it is called h-cyclic.

Frobenius showed that cyclic matrices have very interesting properties. Some of them
are listed in our next theorem.

Theorem 1.9.16 (and Definition). Let A ∈ℝn×n be nonnegative, irreducible and h-cyclic
with the eigenvalues λj = eiθj ρ(A), j = 0, 1, . . . , h − 1, where 0 = θ0 ≤ θ1 ≤ ⋅ ⋅ ⋅ ≤ θh−1 <
2π. With φ = 2π/h the following properties hold.
(a) The exponents θj are equally spaced and satisfy θj = jφ, j = 0, 1, . . . , h − 1. In

particular, λj is a simple eigenvalue of A.
(b) The spectrum of A is invariant when being rotated around zero in the complex plane

by an angle of φ.
(c) There is a permutation matrix P ∈ ℝn×n such that A transforms to the block form

PAPT = (Aij) =((((
(

O A12 O . . . O
... O A23

...
...

. . . . . . O

O
. . . Ah−1,h

Ah1 O . . . . . . O

))))
)

(1.9.4)

with quadratic diagonal blocks Aii = O and Ah1 ̸= O, Ai,i+1 ̸= O, i = 1, . . . , h − 1.
The block form (1.9.4) is called the cyclic normal form of A.

Proof. (a) According to Theorem 1.9.7 applied to B = A and λm = eiθm ρ(A), there is a
diagonalmatrix Dm ∈ℂn×n such that |Dm| = I and A = eiθmDmAD−1

m . Then det(A − λI) =
det(eiθmDmAD−1

m − λI), whence (with the eigenvalues λj , j = 0, . . . , n − 1 of A) we get

n−1∏
j=0
(λj − λ) = n−1∏

k=0
(eiθm λk − λ). (1.9.5)
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Therefore, {λj | j = 0, 1, . . . , h − 1} = {eiθm λk | k = 0, 1, . . . , h − 1}. Since λ0 is simple
by Theorem 1.9.6 and since m was arbitrary, all the eigenvalues λj , j = 0, 1, . . . , h − 1
must be simple. Hence 0 = θ0 < θ1 < ⋅ ⋅ ⋅ < θh−1 < 2π, and from (1.9.5) with λ = 0 we get∏h−1

j=0 λj =∏h−1
k=0 e

iθm λk = eihθm ∏h−1
k=0 λk . By virtue of |λj| = ρ(A) > 0 we can divide by the

product and obtain eihθm = 1. Thus θm is an h-th unit root. Since m was arbitrary and
since the individual values θm ∈ [0,2π) differ fromeachotherwemust have θm = 2π

h m .
(b) follows immediately from (1.9.5).
(c) Let the diagonal matrix D = D1 from the proof of (a) (with m = 1) have s differ-

ent diagonal entries eiφk , 0 ≤ φ1 < φ2 < ⋅ ⋅ ⋅ < φs < 2π . W.l.o.g. let φ1 = 0, otherwise
choose D = e−iφ1D1 . From the definition of D1 we get

A = eiθ1DAD−1 = eiθ1D(eiθ1DAD−1)D−1= ei2θ1D2AD−2 = ⋅ ⋅ ⋅ = eihθ1DhAD−h = DhAD−h (1.9.6)

and with a Perron vector u of A we end up with ADhu = DhAD−hDhu = λ0Dhu . Since
λ0 is a simple eigenvalue, the eigenvector Dhu must satisfy Dhu = αu . From D =
diag(. . . , eiφ1 , . . .) = diag(. . . , 1, . . .) we deduce α = 1, hence Dh = I . This results
in φk = 2π

h nk with some integers 0 = n1 < n2 < ⋅ ⋅ ⋅ < ns < h, in particular, s ≤ h . There
is a permutation matrix P ∈ ℝn×n with PDPT = diag(eiφ1 I(1), . . . , eiφs I(s)), where I(k)
are appropriate unit matrices. Let PAPT = (Akj) be divided into blocks according to
PDPT . Then the diagonal blocks Akk are quadratic and from (1.9.6) we get PAPT =
eiθ1 (PDPT)(PAPT)(PD−1PT). Hence Akj = eiθ1eiφk Akje−iφj . This implies eiθ1(1+nk−nj) =
1 if Akj ̸= O, or, equivalently, θ1(1 + nk − nj) ≡ 0 mod 2π and

nk + 1 ≡ nj mod h, if Akj ̸= O. (1.9.7)

Choose nj , nk ∈ {0, . . . , h − 1} and notice that PAPT is irreducible. For each block
index k ∈ {0, . . . , s} we can find an index j in the same index set such that Akj ̸= O,
whence, by virtue of (1.9.7), nk + 1 ≡ nj mod h . Start with k = 1. From n1 = 0 we get
nj = 1 and φj = 2π/h . Since this is the smallest possible positive angle we must have
φ2 = φj , in particular, j = 2, n2 = 1, A12 ̸= O . Step by step one shows that nk+1 = k,
Ak,k+1 ̸= O for k = 2, . . . , s − 1. The irreducibility of A together with Ak1 = O for
k = 1, . . . , s − 1 implies As1 ̸= O, whence, by (1.9.7) and ns = s − 1, n1 = 0, 0 < s ≤ h
we finally obtain s = h .

Corollary 1.9.17. If A ∈ ℝn×n is nonnegative and irreducible with aii > 0 for at least one
diagonal entry then A is primitive.

Theorem 1.9.18. Let A ∈ℝn×n be nonnegative and irreducible. If A is h-cyclic then there
is a permutation matrix P and matrices Bj , j = 1, . . . , h such that

PAhkPT = diag(Bk
1, . . . B

k
h), k = 1, 2, . . . , (1.9.8)

where the diagonal blocks Bj are primitive and satisfy ρ(Bj) = ρ(A)h .
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Proof. Choose P as for the cyclic normal form (1.9.4). Multiply PAPT with itself several
times to see that the upper nonzero diagonalmoves to the right upper corner while the
lower one tends to the diagonal. With

Bi = Ai,i+1Ai+1,i+2 ⋅ ⋅ ⋅ Ah1A12 ⋅ ⋅ ⋅ Ai−1,i

one ends up with (1.9.8). With Theorem 1.8.4 we get ρ(Bi) = ρ(Bj) for i, j = 1, . . . , h .
Choose k = 1 in (1.9.8). This proves ρ(Bi) = ρ(Ah) = [ρ(A)]h . If at least onematrix Bi is
not primitive therewould be at least h + 1 eigenvalues λ of Ah with |λ| = [ρ(A)]h . Then
A wouldhaveat least h +1 eigenvalues μ with |μ| = ρ(A) contradicting h-cyclicity.
Example 1.9.19. Let

A = ( O A1 O O
O O A2 O
O O O A3
A4 O O O

)
be 4-cyclic and denote by Ai1 i2...is the product Ai1Ai2 ⋅ ⋅ ⋅ Ais .

Then

A2 = ( O O A12 O
O O O A23
A34 O O O
O A41 O O

) ,

A3 = ( O O O A123
A234 O O O
O A341 O O
O O A412 O

) ,

A4 = (A1234 O O O
O A2341 O O
O O A3412 O
O O O A4123

) ,

A5 = ( O A12341 O O
O O A23412 O
O O O A34123

A41234 O O O

) ,

etc.

The powers Ak of an arbitrary h-cyclic matrix (in cyclic normal form) show an analo-
gous behavior.
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1.10 Particular matrices

In this section we introduce some more classes of matrices which are connected with
nonnegativity. We will consider M-matrices, H -matrices, and inverse positive matri-
ces: M-matrices are real matrices with a particular sign structure and a nonnegative
inverse. H -matrices are M-matrices if one changes the signs of their entries to those of
an M-matrix. Inverse positive matrices have a nonnegative inverse. All matrices will
be of importance in interval analysis.

Definition 1.10.1. The set of all matrices A ∈ ℝn×n with aij ≤ 0 for i ̸= j is denoted by
Zn×n .

Definition 1.10.2. A regular matrix A ∈ Zn×n is called an M-matrix if A−1 ≥ O . A sym-
metric M-matrix is called a Stieltjes matrix.

Example 1.10.3. The matrix

A = ( 2 −1−3 2
)

has the nonnegative inverse

A−1 = (2 1
3 2

) ,

hence it is an M-matrix.

Theorem 1.10.4. For A ∈ Zn×n the following statements are equivalent.
(a) The matrix A is an M-matrix.
(b) There is a vector u > 0 such that Au > 0.
(c) Each principal submatrix of A is an M-matrix.
(d) There is a matrix B ≥ O and a real number s > ρ(B) such that A = sI − B.
(e) All principal minors of A are positive.

Proof. ‘(a)⇒ (b)’: Choose u = A−1e .
‘(b)⇒ (d)’: Choose s = max{|aii| | i = 1, . . . , n}. Then B = sI − A is nonnegative

and Bu = su − Au < su . Hence Theorem 1.9.13 guarantees ρ(B) < s .
‘(d)⇒ (a)’: A−1 = (sI − B)−1 exists and is nonnegative by Theorem 1.9.14. The sign

pattern of A follows from A = sI − B .
‘(b)⇒ (c)’: Let A by any principal submatrix of A and let u > 0 be a vector for A

as guaranteed by (b). Shorten this vector by those components whose indices do not
belong to A and denote the result by u . Then A has the sign pattern of an M-matrix
and fulfills Au > 0. Hence it is an M-matrix.

‘(c)⇒ (a)’: Is trivial since A is a principal submatrix itself.
‘(c), (d)⇒ (e)’: If λ is a real eigenvalue of A with A = sI − B as in (d), then λ ≥

s − ρ(B) which is positive by (d). Since the nonreal eigenvalues of A occur in conjugate
complex pairs λ, λ we have det A = ∏n

i=1 λi > 0. This argumentation can be repeated
for any principal minors different from detA by virtue of (c).
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‘(e)⇒ (d)’: Let all principal minors of A be positive. Choose s ∈ ℝ+ , O ≤ B ∈ ℝn×n

such that A = sI − B, and define the matrices A(λ) = λI − B and the function f(λ) =
detA(λ).

We first show by induction on their order k that all principal minors of A(λ) are
positive for λ ≥ s . If k = 1 this is trivial. Assume that our subsidiary statement holds for
the dimension k − 1 < n . Since the principal submatrices of A, and A(λ), respectively,
are matrices of the form A(λ) with smaller dimension for which (d), and the induction
hypothesis, respectively, holdwemay assumew.l.o.g. that k = n − 1. Then all principal
minors of A(λ), λ ≥ s, are positive provided their order is less than n . Since (proved
by induction with respect to n)

f (λ) = n∑
j=1

det(A(λ)∗,1, . . . , A(λ)∗,j−1, e(j), A(λ)∗,j+1, . . . , A(λ)∗,n)
is a sum of principal minors of the order n − 1 the derivative is positive. Hence f(λ) is
monotonously increasing and therefore positive for λ ≥ s since f(s) > 0 by (e). This
proves our subsidiary statement.

From f(λ) = det(λI − A) > 0 for λ ≥ s we see at once that the eigenvalue ρ(B) of B
must be less than s, since det(ρ(B)I − B) = 0. Thus we get (d).

Criterion (b) is the famous criterion by Fan [92] which is often used in order to verify
an M-matrix. From (b) and the sign pattern of an M-matrix we obtain immediately the
following corollary.

Corollary 1.10.5. Let A ∈ Zn×n be an M-matrix. Then the diagonal entries of A are pos-
itive and each matrix B with A ≤ B ∈ Zn×n is an M-matrix.

For irreducible matrices the criteria in Theorem 1.10.4 can be slightly modified.

Theorem 1.10.6. Let A ∈ Zn×n be irreducible. Then the following statements are equiv-
alent.
(a) The matrix A is an M-matrix.
(b) The matrix A is regular with A−1 > O.
(c) There is a vector u > 0 such that Au ≥ 0 with (Au)i > 0 for at least one component.

Proof. ‘(a)⇔ (b)’: Let A = sI − B as in Theorem 1.10.4. Then B ≥ O is irreducible and
A−1 = 1

s (I − 1
s B)−1 > O using the Neumann series and Theorem 1.9.2. The converse

follows directly from the Definition 1.10.2.
‘(a)⇔ (c)’: The implication ‘⇒’ follows directly from Theorem 1.10.4. The con-

verse direction is proved nearly literally as ‘(b) ⇒ (d)’ of the same theorem, this time
applying Theorem 1.9.13 (c).

Theorem 1.10.7 (with definition). Let A ∈ Zn×n have only positive diagonal entries.
Then each of the following matrices is an M-matrix.
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(a) The matrix A is strictly diagonally dominant, i.e.,|aii| > n∑
j=1
j≠i

|aij|, i = 1, . . . , n.

(b) The matrix A is irreducibly diagonally dominant, i.e., A is irreducible and|aii| ≥ n∑
j=1
j≠i

|aij|, i = 1, . . . , n,

with strict inequality for at least one index i.
(c) The matrix A is regular and diagonally dominant, i.e.,|aii| ≥ n∑

j=1
j≠i

|aij|, i = 1, . . . , n.

(d) The matrix A is triangular with positive diagonal entries.

Proof. (a), (b) follow immediately from Theorem 1.10.4 and Theorem 1.10.6 with u = e .
(c) The matrix A + εI , ε > 0, fulfills the assumptions of (a). Hence (A + εI)−1 ≥ O

which proves the assertion if ε → 0.
(d) Here, a positive vector u can be constructed componentwise such that Au > 0.

Theorem 1.10.8. Amatrix A ∈ Zn×n is a Stieltjesmatrix if and only if A is symmetric and
positive definite.

Proof. Let A be a Stieltjes matrix and assume that A has an eigenvalue λ ≤ 0. Then
A − λI is singular. Moreover, A ≤ A − λI ∈ Zn×n , hence A − λI is an M-matrix by
Corollary 1.10.5. Thus A − λI is regular which is a contradiction. Therefore, A has only
positive eigenvalues and must be positive definite.

Conversely, let A be symmetric and positive definite. Choose

s > max{|aii| | i = 1, . . . , n}, B = sI − A.
Then B is nonnegative and s − ρ(B) is an eigenvalue of A which must be positive.
Hence ρ(B) < s, and A is an M-matrix.

Example 1.10.9. If one discretizes the boundary value problem−u + q(x)u = f(x), q(x) ≥ 0, 0 < x < 1,

u(0) = α, u(1) = β

on an equidistant grid {xi | xi = ih, h = 1/(n + 1), i = 0, . . . , n + 1} using the approxi-
mation u(xi) ≈ ηi , u(xi) ≈ (ηi−1 − 2ηi + ηi+1)/h2 and η0 = α, ηn+1 = β, then one ends
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up with a linear system Aη = b with

A =((
(

2 −1 O−1 2 −1
. . . . . . . . .−1 2 −1

O −1 2

))
)

+ h2 diag(q(x1), . . . , q(xn)) ∈ Zn×n ,
b = h2(f(x1) + α/h2, f(x2), . . . , f(xn−1), f(xn) + β/h2)T ∈ ℝn .

By virtue of Theorem 1.10.7 (b) the matrix A is an M-matrix. Moreover, by Defini-
tion 1.10.2 it is a Stieltjes matrix.

Example 1.10.10. If one discretizes the elliptic boundary value problem−∆u + q(x, y)u = f(x, y), q(x, y) ≥ 0, (x, y) ∈ Q = (0, 1) × (0, 1),
u(x, y) = g(x, y), (x, y) ∈ ∂Q

on an equidistant grid {(xi , yj) | xi = ih, yj = jh, h = 1/(n + 1), i, j = 0, . . . , n + 1}
using the approximation u(xi , yj) ≈ ηij , the five point star approximation ∆u(xi , yj) :=
uxx(xi , yj) + uyy(xi , yj) ≈ (ηi−1,j + ηi,j−1 − 4ηij + ηi+1,j + ηi,j+1)/h2 and ηij = g(xi , yj),
if i ∈ {0, n + 1} or j ∈ {0, n + 1}, then one ends up with a linear system Aη = b, where
η ∈ ℝn2 contains the components ηij in a row-wise ordering, i.e., ηk = ηij with k =(j − 1)n + i, i, j = 1, . . . , n . With qij = q(xi , yj) the matrix A has the form

A =((
(

T −I O−I T −I
. . . . . . . . .−I T −I

O −I T

))
)

+ h2 diag (q11, q21, . . . , qnn) ∈ ℝn2×n2 ,

where

T =((
(

4 −1 O−1 4 −1
. . . . . . . . .−1 4 −1

O −1 4

))
)

∈ ℝn×n .

With fij = f(xi , yj) and gij = g(xi , yj) the vector b reads

b = h2(f11 + g10 + g01
h2

, f21 + g20
h2

, . . . , fn1 + gn0 + gn+1,1
h2

,

f12 + g02
h2

, . . . , fnn + gn+1,n + gn,n+1
h2

)T ∈ ℝn2 .

By the same reasons as in Example 1.10.9, the matrix A is a Stieltjes matrix.
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Singular M-matrices occur in applications like the closed input–output model of
Leontief. Their definition is similar to the condition (d) in Theorem 1.10.4, which is
equivalent to a regular M-matrix.

Definition 1.10.11. A matrix A ∈ Zn×n of the form A = ρ(B)I − B, B ≥ O, is called a
singular M-matrix.

Notice that M-matrices without the supplement ‘singular’ are always assumed to be
regular in this book.

Theorem 1.10.12. Let 0 < u ∈ ℝn , A ∈ Zn×n irreducible, Au = 0. Then A is a singular
M-matrix.

Proof. Let s = max{aii | i = 1, . . . , n}. Then the assumptions of the theorem imply
s > 0, B := sI − A ≥ O, B irreducible, Bu = su . Theorem 1.9.8 applied to B and u
shows ρ(B) = s and finishes the proof because of A = sI − B .
Theorem 1.10.13. Let A ∈ Zn×n be a singular irreducible M-matrix. Then
(i) A has rank n − 1.
(ii) There is a positive vector u such that Au = 0.
(iii) Each principal submatrix of A other than A itself is a regular M-matrix.

Proof. Let A = ρ(B)I − B, B ≥ O . Then B is irreducible.
(i) Since ρ(B) is a simple eigenvalue of B, zero is a simple eigenvalue of A .
(ii) Any Perron vector u of B satisfies u > 0, Au = 0.
(iii) Let Ak ∈ ℝk×k , k < n, be any principal submatrix of A . It grows out from A by

simultaneously deleting certain rows and columns. Replace them in A by rows and
columns of the identity matrix and multiply the arising entry one in the diagonal by
ρ(B). Denote the new matrix by A . Then A = ρ(B)I − B with O ≤ B ≤ B . Since
B was irreducible, each column contains at least one positive nondiagonal entry. By
construction, B differs from B just by zeroing out those rows and columns which had
to bedeleted for Ak . Therefore, B ̸= B, whence ρ(B) < ρ(B) byTheorem1.9.7. By virtue
of Theorem 1.10.4 (d), A is a regular M-matrix and so is Ak as a principal submatrix
of it.

Next we associate with A ∈ ℝn×n a matrix which has the sign pattern of an M-matrix.

Definition 1.10.14. Let A = D − B ∈ ℝn×n with D = diag(a11, . . . , ann). Then thematrix⟨A⟩ = |D| − |B| is called a comparison (or Ostrowski) matrix of A .

Definition 1.10.15. A matrix A ∈ ℝn×n is called an H -matrix if ⟨A⟩ is an M-matrix.

Theorem 1.10.16. Let A, D, B be as in Definition 1.10.14. Then the following statements
are equivalent.
(a) A is an H-matrix.
(b) There is a positive vector u such that ⟨A⟩u > 0.
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(c) ρ(|D−1B|) = ρ(|D|−1|B|) < 1.
(d) If 0 ≤ u ∈ ℝn and ⟨A⟩u ≤ 0, then u = 0.

Proof. The equivalence of (a) and (b) follows immediately from Definition 1.10.15 and
Theorem 1.10.4.

‘(a)⇒ (c)’: Let A be an H -matrix. By virtue of Corollary 1.10.5 the diagonalmatrix|D|−1 exists and is nonnegative. Since O ≤ ⟨A⟩−1|D| = (I − |D|−1|B|)−1 Theorem 1.9.14
proves the assertion.

Conversely, let ρ(|D|−1|B|) < 1. By virtue of Theorem 1.9.14we get (I − |D|−1|B|)−1 ≥
O, whence ⟨A⟩−1 ≥ O . Therefore, ⟨A⟩ is an M-matrix.

‘(a)⇒ (d)’: The implication follows from ⟨A⟩−1 ≥ O and the assumptions of (d)
which imply 0 ≤ u = ⟨A⟩−1⟨A⟩u ≤ 0, i.e., u = 0.

‘(d)⇒ (c)’: Choose u = e(j) . Since u ̸= 0 and (⟨A⟩u)i = −|aij| ≤ 0 for i ̸= j wemust
have |ajj| = |djj| > 0. Otherwise ⟨A⟩u ≤ 0 and (d) implies the contradiction u = e(j) = 0.
Therefore, |D−1B| = |D−1| ⋅ |B| exists and has an eigenvector υ ≥ 0 associated with the
eigenvalue ρ := ρ(|D−1B|). If ρ ≥ 1, then ⟨A⟩υ = (|D| − |B|)υ = |D|(1 − ρ)υ ≤ 0 implies
υ = 0, which is again a contradiction.

Corollary 1.10.17. Each H-matrix is regular.

Proof. Let A, D, B be as in Definition 1.10.14 and assume that there is a vector x ̸= 0
with Ax = 0. Then (I − D−1B)x = 0, whence 1 ≤ ρ(D−1B) ≤ ρ(|D−1B|). This contradicts
Theorem 1.10.16.

Theorem 1.10.18. Each of the following conditions guarantees that A ∈ ℝn×n is an H-
matrix.
(a) The matrix A is an M-matrix.
(b) The matrix A is diagonally dominant and ⟨A⟩ is regular.
(c) The matrix A is strictly diagonally dominant.
(d) The matrix A is irreducibly diagonally dominant.
(e) The matrix ⟨A⟩ is symmetric and positive definite.
(f) The matrix A is symmetric, positive definite and tridiagonal.
(g) The matrix A is regular and triangular.

Proof. (a) is trivial.
(b) The assumption shows that ⟨A⟩ is diagonally dominant and regular. Therefore,

Theorem 1.10.7 can be applied.
(c), (d) follow analogously to (b).
(e) follows from Theorem 1.10.8.
(f) With the notation of Definition 1.10.14 we notice first that |D| = D . Choose

σ1 = 1 and σi ∈ {−1, 1} such that −ai,i+1 = σi|ai,i+1|σi+1 , i = 1, . . . , n − 1. Let Dσ =
diag(σ1, . . . , σn). For any vector x ∈ ℝn \ {0} define ̃x = D−1

σ x ̸= 0. Then

xT⟨A⟩x = ̃xT(Dσ|D|Dσ − Dσ|B|Dσ) ̃x = ̃xTA ̃x > 0,
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where we exploited for B that A is tridiagonal. Hence ⟨A⟩ is symmetric and positive
definite, and part (e) concludes the proof.

(g) Here, the matrix ⟨A⟩ has positive diagonal entries and is triangular. Hence
Theorem 1.10.7 can be applied again.

Nextwe introducematrices that donot necessarily have the signpattern ofM-matrices
but, like them, do have a nonnegative inverse.

Definition 1.10.19. A matrix A ∈ ℝn×n is called inverse positive if A is regular and
A−1 ≥ O .

Notice that in Definition 1.10.19 we followed the traditional terminology although the
terminology ‘inverse nonnegative’ would be more appropriate. As an example, con-
sider the permutation matrix P = ( 0 1

1 0 ) which is obviously not an M-matrix but an
inverse positive one since P−1 = PT = P ≥ O .

Definition 1.10.20. The pair (M, N) is called a regular splitting of A ∈ ℝn×n if A =
M − N , M regular, and M−1 ≥ O, N ≥ O .

Theorem 1.10.21. Let (M, N) be a regular splitting of A ∈ ℝn×n . Then A is inverse posi-
tive if and only if ρ(M−1N) < 1.

Proof. Let P = M−1N and Sk = ∑k
i=0 Pi . By the assumption, P is nonnegative.

Let A be inverse positive. From O ≤ M−1 = (I − P)A−1 we get

O ≤ SkM−1 = Sk(I − P)A−1 = (I − Pk+1)A−1 ≤ A−1.

Since each row of M−1 ≥ O contains at least one positive entry, the sum Sk is bounded
from above for all k . Therefore, since P ≥ O, limk→∞ Sk exists, whence ρ(P) < 1 by
virtue of Theorem 1.7.8.

If, conversely, ρ(P) < 1, then

O ≤ ∞∑
i=0

PiM−1 = (I − P)−1M−1 = A−1.

Theorem 1.10.22. Let (M,N) and (M̂, N̂) be two regular splittings of the inverse positive
matrix A ∈ ℝn×n which satisfy N ≤ N̂ or, equivalently M ≤ M̂. Then

ρ(M−1N) ≤ ρ(M̂−1N̂) < 1. (1.10.1)

Proof. The equivalence follows from M − N = A = M̂ − N̂ , which implies M − M̂ =
N − N̂ ≤ O . Next we show that the eigenvalues μ of

M−1N = (I + A−1N)−1A−1N (1.10.2)

are coupled with the eigenvalues τ of A−1N via

μ = τ
1 + τ . (1.10.3)
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To this end we start with an eigenpair (x, τ) of A−1N . The regularity of I + A−1N
implies 1 + τ ̸= 0, and from (1.10.2) we get M−1Nx = τ

1+τ x, i.e., (x, τ
1+τ ) is an eigen-

pair μ of M−1N . Conversely, let (x, μ) be an eigenpair of M−1N . Then μx = M−1Nx =(I + A−1N)−1A−1Nx, whence

μ(I + A−1N)x = A−1Nx (1.10.4)

and μ
1−μ x = A−1Nx . Thus τ = μ

1−μ is an eigenvalue of A−1N which satisfies (1.10.3)
again. Notice that μ ̸= 1 holds by virtue of (1.10.4). The Theorem of Perron and Frobe-
nius shows that ρ(M−1N) is an eigenvalue of M−1N ≥ O, and the same holds for
ρ(A−1N) and A−1N ≥ O . Since τ

1+τ is monotone increasing for τ ≥ 0, the nonnega-
tive eigenvalues of M−1N are maximized by choosing τ = ρ(A−1N) in (1.10.3). This
leads to

ρ(M−1N) = ρ(A−1N)
1 + ρ(A−1N) . (1.10.5)

By the hypothesis, we have N ≤ N̂ which implies ρ(A−1N) ≤ ρ(A−1N̂). The monotone
behavior of the right-hand side in (1.10.5) together with Theorem 1.10.21 finally proves
(1.10.1).

Notes to Chapter 1

To 1.3: Most of the material can be found in any textbook onmultidimensional calcu-
lus or functional analysis; cf. for instanceHeuser [146]. Absolute andmonotone norms
are used for instance in Horn, Johnson [150] or Ortega, Rheinboldt [267]. The proof of
Theorem 1.3.10 in the case 𝕂 = ℝ is due to Markus Neher [250].

To 1.4: The proof of Theorem 1.4.1 (a)was communicated tomebyMartin Koeber [167].
The proof of Weierstrass’ approximation theorem follows traditional lines; cf. for in-
stance Hämmerlin, Hoffmann [125]. Hermite interpolation can be found there, too; see
also Stoer, Bulirsch [348].

To 1.5: Most of the results are contained in the book of Ortega, Rheinboldt [267].
See also Franklin [100], Neumaier [257], and Istrăţescu [152]. Borsuk’s Theorem 1.5.4
can be found in Borsuk [71] or Deimling [83], Brouwer’s fixed point theorem 1.5.7
is contained in Brouwer [73]. The proof of Miranda’s theorem 1.5.9 is the original
one in Miranda [228]. For an alternative proof and a generalization of Miranda’s
theorem see Vrahatis [358]. Some of the convergence results on Newton’s method in
the Newton–Kantorovich theorem 1.5.10 are contained in a more general setting in
Kantorovich [158].

To 1.6: The mean value theorem and the counter-example above Theorem 1.6.1 are
from Heuser [145], but certainly not presented there for the first time.

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



1.10 Particular matrices | 73

To 1.7: This section owes much Stoer, Bulirsch [348] and Varga [356].

To 1.8: For Section 1.8 we refer to Golub, van Loan [121], Ortega [266], and Stoer, Bu-
lirsch [348]. Algorithm 1.8.8 originates from Bunch, Kaufman, Parlett [74]; see also
Golub, van Loan [121]. The proof of Theorem 1.8.16 (a) and (c) is from Neumaier [253],
Lehmann’s Theorem 1.8.22 can be found in Lehmann [188, 189], Wilkinson’s Theo-
rem 1.8.25 is taken fromWilkinson [361].

To 1.9: Here we essentially follow Varga [356].

To 1.10: Many of the results can be found in Berman, Plemmons [68], Ortega [266], or
Varga [356].
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2 Real intervals

2.1 Intervals, partial ordering

Real compact intervals are particular subsets of ℝ which form themain objects of this
book. They are denoted by square brackets and are defined by[a] = [a, a] = { ã | a ≤ ã ≤ a }. (2.1.1)

Here, the lower bound inf([a]) = min([a]) = a and the upper bound sup([a]) =
max((a]) = a are real numbers which satisfy a ≤ a . In brief, we call [a] an in-
terval, nearly always dropping the specifications real and compact. The set of all
intervals [a] is denoted by 𝕀ℝ, that of all intervals [a] contained in some given subset
S of ℝ by 𝕀(S). Functions which map 𝕀(S) into 𝕀ℝ are called interval functions. They
are denoted, for instance, by [f] : 𝕀(S) → 𝕀ℝ or, in short, by [f].

If the bounds a, a coincide, then the interval [a] contains exactly one element a .
In this case we call [a] degenerate or a point interval. Otherwise we call [a] nonde-
generate. We identify a point interval with its element, i.e., a ≡ [a] = [a, a]. In this
way ℝ is embedded in 𝕀ℝ, and wewill not distinguish between a and [a, a] in the se-
quel. If the bounds of an interval coincide in the leading digits, we sometimes present
these commondigits and add the differing digits as subscript, and superscript, respec-
tively, in order to indicate the digits of the lower and the upper bound, respectively.
Thus [1.2347856] means [1.23456, 1.23478].

The interior of [a] is the set { ã | a < ã < a }. It is denoted by (a, a) or int([a]).
The midpoint ǎ = mid([a]) of [a] is given by

ǎ = mid([a]) = (a + a)/2, (2.1.2)

the radius ra = rad([a]) by
ra = rad([a]) = (a − a)/2, (2.1.3)

and the diameter d([a]) (sometimes also called width of [a]) by
d([a]) = a − a. (2.1.4)

We use the notations mid([a]) and rad([a]) if the argument [a] is a more complex
expression. Obviously, d([a]) = 2ra and

ã ∈ [a] ⇔ |ã − ǎ| ≤ ra .

We call [a] zero-symmetric if ǎ = 0. Trivially, zero-symmetric intervals have the form[a] = [−ra , ra] and can be characterized by a = −a .
Equality =, intersection ∩, union ∪ and the subset signs ⊆, ⊇ are applied in the

usual set theoretical sense. In particular,[a] = [b] ⇔ a = b and a = b,

DOI 10.1515/9783110499469-003
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and [a] ∪ [b] ∈ 𝕀ℝ ⇔ [a] ∩ [b] ̸= 0.
The tightest interval containing [a] and [b] is called the convex union of [a] and [b]
and is denoted by [a] ∪ [b]. Obviously,[a] ∪ [b] = [min{a, b}, max{a, b}].
The interval hull S of a bounded set S ⊆ ℝ is defined by

S = [inf(S), sup(S)],
where the infimum inf(S) is the greatest lower bound of S and the supremum sup(S)
is the smallest upper one. We leave it to the reader to show

S = ⋂
S⊆[a]

[a], {a, a} = [a], and ([a] ∪ [b]) = [a]∪[b].
In 𝕀ℝ we define [a] ≤ [b], if a ≤ b and a ≤ b,[a] < [b], if a < b and a < b.

Notice that the relation ≤ satisfies[a] ≤ [a] (reflexivity)[a] ≤ [b] and [b] ≤ [a] ⇒ [a]= [b] (antisymmetry)[a] ≤ [b] and [b] ≤ [c] ⇒ [a] ≤ [c] (transitivity)

Therefore, the relation ≤ is a partial ordering which extends the classical ordering
on ℝ. But it is not a complete ordering, since not any two intervals are comparable as
the example [a] = [2, 3], [1, 4] shows. As usual, we define ≥ by[a] ≥ [b] if [b] ≤ [a],
and we proceed similarly for >. We mostly use these relations for expressing 0 ≤[a], [a] ≤ 0, etc. Notice that [a] < [b] is not equivalent to ([a] ≤ [b]) ∧ ([a] ̸= [b]).

Another partial ordering on 𝕀ℝ is given by the subset relation ⊆.
Exercises

Ex. 2.1.1. Why is the definition [a] ≤ [b] ⇔ a ≤ b not a partial ordering in 𝕀ℝ?
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2.2 Interval arithmetic

We equip 𝕀ℝ with an arithmetic which extends that of ℝ.
Definition 2.2.1. For [a], [b] ∈ 𝕀ℝ the binary operation ∘ ∈ { +, −, ⋅, / } is defined on𝕀ℝ by [a] ∘ [b] = { ã ∘ b̃ | ã ∈ [a], b̃ ∈ [b] }, (2.2.1)

where we assume 0 ∉ [b] in the case of division.
The unary operations +[a], −[a] are defined by 0 + [a] and 0 − [a], respectively.

Instead of 1/[a] we also write [a]−1 .
As usual we often suppress the multiplication sign and the unary plus. From (2.2.1)
we immediately get the following explicit representation of [a] ∘ [b] by means of the
interval bounds a, a, b, b .

Theorem 2.2.2. For [a], [b] ∈ 𝕀ℝ and ∘ ∈ { +, −, ⋅, / } we have[a] + [b] = [a + b, a + b],[a] − [b] = [a − b, a − b],[a] ⋅ [b] = [min S, max S], where S = { ab, ab, ab, ab },
1/[b] = [1

b
,
1
b
] , if 0 ∉ [b],[a]/[b] = [a] ⋅ 1[b] , if 0 ∉ [b].

In particular, [a] ∘ [b] is again an interval.
Proof. We restrict ourselves to the addition. Then the set R on the right-hand side of
(2.2.1) is obviously contained in [c] = [a] + [b]. Since the function f(x, y) = x + y is
continuous on the compact set [a] × [b] it assumes each value between its minimum
c = f(a, b) and its maximum c = f(a, b). This shows [c] ⊆ R and finally proves [c] = R .

For the remaining operations the proof proceeds analogously.

The multiplication and division require case distinctions as the Tables 2.2.1–2.2.3
show.

Tab. 2.2.1:Multiplication [a] ⋅ [b].

b ≤ 0 b < 0 < b 0 ≤ b

a ≤ 0 [ab, ab] [ab, ab] [ab, ab]

a < 0 < a [ab, ab] [min{ab, ab}, max{ab, ab}] [ab, ab]

0 ≤ a [ab, ab] [ab, ab] [ab, ab]
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The case
a < 0 < a, b < 0 < b (2.2.2)

in Table 2.2.1 can be further resolved if one uses the midpoint/radius representation[a] = ǎ + [−ra , ra] = ǎ + ra[−1, 1] = [ǎ − ra , ǎ + ra] (2.2.3)

of intervals. Since in (2.2.2)we have ra > 0, rb > 0, the inequalities there are equivalent
to −1 < ǎ

ra
< 1, −1 < b̌

rb
< 1,

and we get Table 2.2.2 as a result.
For the division we obtain Table 2.2.3.

Tab. 2.2.2:Multiplication [a] ⋅ [b] in the case a < 0 < a , b < 0 < b .

−1 <
̌a

ra
≤ −
̌b

rb
< 1 −1 < −

̌b
rb
<
̌a

ra
< 1

−1 <
̌a

ra
≤

b̌
rb

< 1 [ab, ab] [ab, ab]

−1 <
b̌
rb

<
̌a

ra
< 1 [ab, ab] [ab, ab]

Tab. 2.2.3: Division [a]/[b].

b < 0 0 < b

a ≤ 0 [a/b, a/b] [a/b, a/b]

a < 0 < a [a/b, a/b] [a/b, a/b]

0 ≤ a [a/b, a/b] [a/b, a/b]

Example 2.2.3. [0, 1] + [−2, 3] = [−2, 4], [0, 1] − [−2, 3] = [−3, 3],[0, 1] ⋅ [−2, 3] = [−2, 3], [−2, 4] / [1, 2] = [−2, 4].
By the Definition 2.2.1 the product [a] ⋅ [b] of two intervals is the range of the function
z = f(x, y) = x ⋅ y, x ∈ [a], y ∈ [b]. In three-dimensional space, the graphof this function
describes a surfacewhich is part of the hyperboloid z = x ⋅ y, (x, y) ∈ ℝ2 . The range of f
is itself an interval [c] whose bounds are attained at two (at least!) of the four corners
of the rectangle R = [a] × [b]. If one moves such a rectangle over the plane ℝ2 , one
sees how the positions of the extremal points change with respect to the position and
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Fig. 2.2.1: [c] = [a] ⋅ [b] for [a] = [−2, 3], [b] = [−1, 2].

the radius of the operands [a], [b]. Here, particularly the case (0, 0) ∈ int([a] × [b])
is interesting; see Figure 2.2.1, where we plotted the hyperboloid and R . In order to
increase the visibility, wemoved R from the plane z = 0 into the plane z = −20 so that
c and c in Figure 2.2.1 must be interpreted correspondingly.

Obviously, (ℝ, +, −, ⋅, /) with the standard operations is isomorphic to the set of
point intervals equipped with the corresponding operations +, −, ⋅, /. In addition, the
following two crucial properties of interval arithmetic are immediate consequences of
Definition 2.2.1.

Theorem 2.2.4 (Inclusion property, inclusion isotony).
(a) For [a], [b] ∈ 𝕀ℝ and ∘ ∈ { +, −, ⋅, / } we have the inclusion property

ã ∘ b̃ ∈ [a] ∘ [b] for all elements ã ∈ [a], b̃ ∈ [b]. (2.2.4)
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(b) If [a], [a], [b], [b] ∈ 𝕀ℝ satisfy [a] ⊆ [a] , [b] ⊆ [b] , then[a] ∘ [b] ⊆ [a] ∘ [b] (2.2.5)

for each operation ∘ ∈ { +, −, ⋅, / }.
Property (2.2.5) is called inclusion isotony or, less specifically, inclusion monotony.

In view of (2.2.4) the definition of [a] ∘ [b] is optimal, i.e., the resulting interval is –
trivially – the smallest one such that the inclusion property (2.2.4) holds.

Exercises

Ex. 2.2.1. Verify the Tables 2.2.1–2.2.3.

Ex. 2.2.2. Compute the following expressions for [a] = [−1, 3], [b] = [3, 4], [c] =[2, 3]. [a] + [b], [b] + [a], [a] − [b], [b] − [a],[a] ⋅ [b], [b] ⋅ [a], [a]/[b],[a] ⋅ ([b] + [c]), [a] ⋅ [b] + [a] ⋅ [c], [a] ⋅ ([b] ⋅ [c]), ([a] ⋅ [b]) ⋅ [c],
ǎ, ra , d([a]).

Ex. 2.2.3. For ∘ ∈ {+, −, ⋅, /} define the binary operation ◻∘ on 𝕀ℝ by[a] ◻∘ [b] := [a] ∘ [b] + [−1, 1].
Show that Theorem 2.2.4 holds also for ◻∘ , but ◻∘ is not optimal in view of (2.2.4).

2.3 Algebraic properties, χ -function

In this section we study algebraic properties of the interval arithmetic defined in Sec-
tion 2.2. We start with an example.

Example 2.3.1. [1, 2] ⋅ (1 − 1) = 0 ̸= [1, 2] − [1, 2] = [−1, 1],[1, 2]/[1, 2] = [1/2, 2] ̸= 1.

Apparently, the distributive law does not hold and inverses for the addition and mul-
tiplication do not exist or can at least not be expressed as expected. Despite these
discouraging features, the interval arithmetic has a variety of ‘good’ properties which
are listed in our next theorem.

Theorem 2.3.2. For intervals [a], [b], [c] ∈ 𝕀ℝ the following properties hold.
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(a) [a] + [b] = [b] + [a][a] ⋅ [b] = [b] ⋅ [a] } commutative laws

(b) [a] + ([b] + [c]) = ([a] + [b]) + [c][a] ⋅ ([b] ⋅ [c]) = ([a] ⋅ [b]) ⋅ [c] } associative laws

(c) [a]([b] + [c]) ⊆ [a][b] + [a][c] subdistributive law

(d) [a] + 0 = [a][a] ⋅ 1 = [a] } neutral elements

(e) [a] ⋅ [b] = 0⇔ [a] = 0 or [b] = 0 zero divisor free

(f) 0 ∈ [a] ⋅ [b] ⇔ 0 ∈ [a] or 0 ∈ [b]
(g) Nondegenerate intervals have neither an inverse with respect to addition nor with

respect to multiplication.
But 0 ∈ [a] − [a] and 1 ∈ [a]/[a] holds.

(h) [a] ∘ [c] = [b] ∘ [c][c] / [a] = [c] / [b] } ⇒ [a] = [b] reduction rules

where ∘ ∈ { +, −, ⋅, / } and 0 ∉ [c] in case of multiplication and division.
(i) [a] + [c] ⊆ [b] + [c] ⇒ [a] ⊆ [b].
Proof. (a) and (f) follow directly from Theorem 2.2.2.

(b) The first equality follows by a simple calculation. In order to prove the second
one let [l] = [a] ⋅ ([b] ⋅ [c]). There are elements ã ∈ [a], d̃ ∈ [b] ⋅ [c] such that ã ⋅ d̃ = l,
and by Theorem 2.2.2 there are elements b̃ ∈ [b], ̃c ∈ [c] with b̃ ̃c = d̃ . Hence l ∈ [r] =([a] ⋅ [b]) ⋅ [c]. Similarly, l ∈ [r], whence [l] ⊆ [r]. An analogous argumentation yields
the converse subset property which proves equality.

(c) Is proved similarly as the subset property in the proof for (b).
(d) Is trivial.
(e) If [a][b] = 0, then by the definition of the multiplication we have max S =

min S = 0, where S = {ab, ab, ab, ab}. Assume that b ̸= 0. Then necessarily a = 0 = a,
which implies [a] = 0. Similarly, the remaining three cases b ̸= 0, a ̸= 0 and a ̸= 0
yield an analogous implication. The converse part of the statement is trivial.

(g) Let [a] + [x] = 0, ra > 0. Then x = −a > −a = x, which contradicts x ≤ x . Hence[a] cannot have an inverse with respect to addition.
Assume [a] ⋅ [x] = 1, ra > 0. Then (f) implies 0 ∉ [a] and 0 ∉ [x]. W.l.o.g. let a > 0.

Then necessarily x > 0, whence ax = 1 = ax . From this equality and ra > 0 we get the
contradiction a = 1/x ≥ 1/x = a > a .

The remaining part of the statement is trivial.
(h) The statements for addition and subtraction follow from a simple calculation.

In order to prove the statement for multiplication we assume w.l.o.g. that a ≥ 0 and
c > 0 holds.
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If a ≥ 0, then [a][c] = [ac, ac] ≥ 0, whence b ≥ 0. This implies [b][c] = [bc, bc]
and a simple comparison of the bounds yields [a] = [b].

If a < 0, then 0 ∈ [a][c] = [b][c], whence 0 ∈ [b]. We obtain [a][c] = [ac, ac] =[b][c] = [bc, bc] and finally [a] = [b].
Both statements for division are reduced to that of multiplication by virtue of the

definition [a]/[c] = [a] ⋅ (1/[c]) and [c]/[a] = [c] ⋅ (1/[a]). In the last case one first
obtains 1/[a] = 1/[b] from which the statement follows by comparing and inverting
the bounds.

(i) The premiss implies a + c ≥ b + c and a + c ≤ b + c, whence a ≥ b and a ≤ b .
This is equivalent to [a] ⊆ [b].
Theorem 2.3.2 shows that (𝕀ℝ, +) and (𝕀ℝ \ {0}, ⋅ ) are commutative semigroups with
neutral elements, but neither of them is a group. Inverses are missing for nondegen-
erate intervals.

For zero-symmetric intervals we get particularly nice results which can immedi-
ately be verified by simple computations.

Theorem 2.3.3 (Zero-symmetric intervals). If [a], [b] ∈ 𝕀ℝ are zero-symmetric and [c]
is any interval, then [a] ± [b] and [a] ⋅ [c], [a]/[c] are zero-symmetric provided that
0 ∉ [c] in the last case.
Now we take a closer look to the subdistributivity[a]([b] + [c]) ⊆ [a][b] + [a][c] (2.3.1)

of the interval arithmetic. We want to find out under which conditions equality holds
in (2.3.1). To this purpose we introduce Ratschek’s χ-function which measures the re-
lations between the bounds of a nonzero interval. It goes back to Ljapin [190] and was
used by Ratschek in [281, 282, 283].

Definition 2.3.4. The function χ : 𝕀ℝ \ {0} → [−1, 1] is defined by
χ([a]) = {{{ a/a, if |a| ≤ |a| (⇔ ǎ ≥ 0 or a = a = ǎ)

a/a, if |a| > |a| (⇔ ǎ < 0 and a ̸= a).
Example 2.3.5. [a] = [−2, 6], ǎ = 2, χ([a]) = −2/6 = −1/3,[a] = [−6, 2], ǎ = −2, χ([a]) = 2/(−6) = −1/3.
Representing an interval [a, a] by the point (a, a) in the half-plane y ≥ x yields Fig-
ure 2.3.1 in which the rays indicate the level curves of χ . The function decreases if one
follows the dashed curved arrows.

Theorem 2.3.6 (Properties of the χ-function). Let [a] ∈ 𝕀ℝ \ {0}. Then
(a) χ([a]) = 1 if and only if [a] is degenerate.

χ([a]) = −1 if and only if [a] is symmetric.
χ([a]) = 0 if and only if [a] = [a, 0] or [a] = [0, a].
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Fig. 2.3.1: Level curves of the χ -function.

(b) χ([a]) < 1 if and only if [a] is not degenerate.
χ([a]) ≤ 0 if and only if 0 ∈ [a].
χ([a]) < 0 if and only if a < 0 < a.
χ([a]) ≥ 0 if and only if a ≤ 0 or 0 ≤ a.
χ([a]) > 0 if and only if a < 0 or 0 < a.

(c) χ(t[a]) = χ([a]), t ∈ ℝ \ {0}. In particular, χ(−[a]) = χ([a]).
(d) χ(1/[a]) = χ([a]).
(e) χ([a][b]) = {{{ χ([a]) ⋅ χ([b]), if 0 ∉ [a][b],

min{χ([a]), χ([b])} otherwise.

(f) χ([a]/[b]) = {{{ χ([a]) ⋅ χ([b]), if 0 ∉ [a],
min{χ([a]), χ([b])} otherwise.

Proof. (a), (b) and (c) follow directly from Definition 2.3.4.
(d) By virtue of (c) we may assume a > 0. Then χ(1/[a])) = (1/a)/(1/a) = a/a =

χ([a]).
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(e) Again by virtue of (c) we assume ǎ ≥ 0, b̌ ≥ 0, whence χ([a]) = a/a, χ([b]) =
b/b . In addition, the definition of χ requires [a] ̸= 0, [b] ̸= 0 so that our assumption
implies a > 0, b > 0.

If 0 ∉ [a][b], then 0 < a, 0 < b, hence [a][b] = [ab, ab] > 0. This yields χ([a][b]) =(ab)/(ab) = χ([a])χ([b]).
If 0 ∈ [a][b] we may assume 0 ∈ [a]. Then a ≤ 0 < a, whence [a][b] = [min{ab,

ab}, ab] with χ([a][b]) = min{ab, ab}/(ab) = min{χ([a]), χ([b])}.
(f) follows from [a]/[b] = [a] ⋅ 1

[b] , 0 ∉ [b], and (d), (e).
The χ-function is appropriate to fix bounds in the product [a][b]. For example, if
χ([a]) ≤ χ([b]) < 0 and ǎ ≥ 0, b̌ ≤ 0 is known, then a < 0 < a, b < 0 < b, and
a ≥ |a|, |b| ≥ b holds. Therefore, the lower bound of [a][b] is ab . For the upper
bound we must choose the maximum of the two values ab and ab, cf. Table 2.2.1.
From the assumptions we obtain

χ([a]) = a/a ≤ χ([b]) = b/b.
Since b < 0 we get ab ≥ ab, whence [a][b] = [ab, ab].

This observation and similar ones are the basis of our next theorem which com-
pletely clarifies equality in (2.3.1). We even can generalize the situation there by allow-
ing more than two summands.

Theorem 2.3.7 (Distributivity). Let [a], [b]i ∈ 𝕀ℝ \ {0}, i = 1, . . . , n. Then equality[l] = [a] n∑
i=1
[b]i = n∑

i=1
[a][b]i = [r] (2.3.2)

holds if and only if one of the following conditions is fulfilled.
(D1) χ([a]) = 1 (i.e., [a] is degenerate).
(D2) 0 ≤ χ([a]) < 1 and [b]i[b]j ≥ 0 for all i, j = 1, . . . , n.
(D3) 0 ≤ χ([a]) < 1 and χ([b]i) ≤ 0 for all i = 1, . . . , n.
(D4) χ([a]) < 0 and χ([a]) ≤ χ([b]i) and b̌i b̌j ≥ 0 for all i, j = 1, . . . , n.
(D5) χ([a]) < 0 and χ([a]) ≥ χ([b]i) for all i = 1, . . . , n.

Proof. We prove only the case n = 2 and set [b] = [b]1 , [c] = [b]2 . The general case
can be found in Ratschek [282].

First we notice that if we have proved (D1) we get −[r] = −[a][b] − [a][c], hence[l] = [r] holds if and only if −[a]([b] + [c]) = −[a][b] − [a][c]. Therefore, with the
exception of (D1) we may assume w.l.o.g.

ǎ ≥ 0, and b̌ ≥ | ̌c| ≥ 0,

whence {{{ a ≥ |a|, b ≥ |b|, a, b > 0,

χ([a]) = a/a, χ([b]) = b/b. (2.3.3)
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(Notice that χ([a]) = χ(−[a]) holds by Theorem 2.3.6 (c), and that a > 0, b > 0 in (2.3.3)
is mandatory because a = 0 or b = 0 yields the trivial cases [a] = 0 or [b] = 0 which
we excluded in our theorem.)

‘⇐’:
(D1) The assertion follows by virtue of[r] = {ab̃ + a ̃c | b̃ ∈ [b], ̃c ∈ [c]} = [l].
(D2) The assumptions imply [a], [b], [c] ≥ 0, hence[r] = [ab, ab] + [ac, ac] = [l].
(D3) Here, the assumptions imply [a] ≥ 0, 0 ∈ [b], 0 ∈ [c], whence[r] = [ab, ab] + [ac, ac] = [l].
(D4) From b̌ ≥ | ̌c| and b̌ ̌c ≥ 0 we get ̌c ≥ 0 and therefore χ([c]) = c/c . In addition, the

assumptions of (D4) imply a < 0 < a and a/a ≤ b/b, a/a ≤ c/c . Thus, ab ≤ ab
and ac ≤ ac holds with nonpositive left-hand sides, which results in[r] = [ab, ab] + [ac, ac] = [a(b + c), a(b + c)] = [a](b + c) ⊆ [l].
The converse subset relation follows from the subdistributivity of the interval
arithmetic.

(D5) The assumptions imply a < 0 < a and χ([b]) < 0, χ([c]) < 0,whence b < 0 < b and
c <0< c . Togetherwith (2.3.3) oneobtains 0≤ ab ≤ ab, b/b ≤ a/a, andfinally ab ≤
ab < 0. If ̌c < 0, then c < −|c| and χ([c]) = c/c . Hence the assumptions – including
(2.3.3) – imply ac ≤ |a|c ≤ |a|(−|c|) = ac ≤ 0 and c/c = χ([c]) ≤ χ([a]) = a/a, whence
ac ≥ ac ≥ 0. Similarly, if ̌c > 0, then |c| ≤ c and χ([c]) = c/c holds. Thus we get
0 ≤ ac = |a| |c| ≤ ac and c/c = χ([c]) ≤ χ([a]) = a/a, whence ac ≤ ac ≤ 0. Using
(D1) both cases result in[r] = [ab, ab] + [ac, ac] = a([b] + [c]) ⊆ [l],
and the proof finishes as with (D4).

‘⇒’: We show [l] ⊂ [r] if none of the conditions (D1)–(D5) are fulfilled. To this end let
again ǎ ≥ 0, b̌ ≥ 0.
Case 1: 0 ≤ χ([a]) < 1, whence 0 ≤ a < a .

If neither (D2) nor (D3) holds, then [b][c] ≱ 0, and χ([b]) > 0 or χ([c]) > 0. In the
case χ([b]) > 0 we get 0 < b ≤ b and c < 0 which yields

r = ab + ac < min{a(b + c), a(b + c)} = l.

Thus r ∉ [l], hence [l] ⊂ [r] must hold by virtue of the subdistributivity. The case
χ([c]) > 0 can be reduced to the previous one by interchanging the roles of [b]
and [c].
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Case 2: χ([a]) < 0, whence a < 0 < a .
If neither (D4) nor (D5) holds, then there are four subcases.
(i) χ([a]) < χ([b]), χ([a]) > χ([c]).

Here, a/a < b/b, i.e., ab < ab . Moreover, χ([c]) < 0 holds such that c < 0 < c .
If ̌c ≥ 0, then χ([c]) = c/c < χ([a]) = a/a by assumption, and ac < ac < 0
follows. This is also true if ̌c < 0, since ǎ ≥ 0 by (2.3.3). Therefore,

r = ab + ac < min{ a(b + c), a(b + c) } = l,

and the proof finishes as above.
(ii) χ([a]) < χ([b]), χ([a]) ≤ χ([c]), b̌ ̌c < 0.

Together with (2.3.3) we get ̌c < 0, which implies ac < ac . As in (i) we have
ab < ab, and the proof terminates as there.

The remaining cases (iii) χ([a]) > χ([b]), χ([a]) < χ([c]) and (iv) χ([a]) ≤ χ([b]),
χ([a]) < χ([c]), b̌ ̌c < 0 can be reduced to (i) and (ii), respectively.

Example 2.3.8. For [a] = [−6, 2], [b] = [−2, 6], [c] = [0, 2] we have χ([a]) = −1/3 =
χ([b]) < 0 = χ([c]), b̌ = 2, ̌c = 1. Hence [a]([b] + [c]) = [a][b] + [a][c] by (D4) of
Theorem 2.3.7.

Although one could assume by Theorem 2.3.7 that distributivity rarely holds, there are
some important simple cases which frequently occur and for which it can be deduced.
These cases are listed in our next corollary which is an immediate consequence of
Theorem 2.3.7.

Corollary 2.3.9. Let a ∈ ℝ, [a], [b], [c] ∈ 𝕀ℝ. Then the following assertions hold.
(a) a([b] + [c]) = a[b] + a[c].
(b) [a]([b] + [c]) = [a][b] + [a][c], if 0 ≤ [b], 0 ≤ [c] or if 0 ≥ [b], 0 ≥ [c].
As an application of the diameter d and the function χ we address the question
whether there is an interval [x] such that the equation[a] ∘ [x] = [b] (2.3.4)

holds for given intervals [a] and [b] and ∘ ∈ {+,−, ⋅ }. If so we will call [x] an algebraic
solution of (2.3.4).We already know that nondegenerate intervals do not have inverses
with respect to addition and multiplication. So, solving (2.3.4) is not quite trivial.

Theorem 2.3.10. Let [a], [b] ∈ 𝕀ℝ.
(a) The interval equations [a] + [x] = [b], [a] − [y] = [b] (2.3.5)

have an algebraic solution if and only if d([a]) ≤ d([b]); in this case both solutions
are unique and given by [x] = [b − a, b − a].
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(b) If [a] ̸= 0, [b] ̸= 0, then the interval equation[a][x] = [b] (2.3.6)

has an algebraic solution if and only if χ([a]) ≥ χ([b]). This solution is not unique if
and only if χ([a]) = χ([b]) ≤ 0.

Proof. (a) The equality [a] + [x] = [b] holds if and only if the two equations a + x = b
and a + x = b are solvable with x ≤ x, i.e., x = b − a ≤ x = b − a, or, equivalently,
d([a]) = a − a ≤ b − b = d([b]) must be true.

The second equation can be reduced to the first one via [a] + (−[y]) = [b].
(b) W.l.o.g. we may assume ǎ ≥ 0 and b̌ ≥ 0. (Otherwise multiply [x] or the equa-

tion by −1.) Then
a > 0, b > 0, χ([a]) = a/a, χ([b]) = b/b.

‘⇒’: Let [x] be a solution of (2.3.6). Then
χ([b]) = χ([a][x]) = {{{ χ([a])χ([x]) ≤ χ([a]) ⋅ 1, if 0 ∉ [a][x],

min{ χ([a]), χ([x]) } ≤ χ([a]) otherwise.

Here, 0 ∉ [a][x] implies 0 ∉ [a], 0 ∉ [x], whence χ([a]) ≥ 0, χ([x]) ≥ 0.

‘⇐’: Let χ([a]) ≥ χ([b]) hold. Then we consider four cases.
(i) χ([a]) = χ([b]) ≤ 0.

Here,
a ≤ 0 < a, b ≤ 0 < b, a/a = b/b. (2.3.7)

Define x = b/a and choose any x ∈ [0, x]. Then [a][x] = [ax, ax] = [b] holds by
virtue of (2.3.7).

(ii) 0 ≤ χ([b]) ≤ χ([a]), χ([a]) ̸= 0.
The assumptions imply 0 ≤ b, 0 < a, hence 0 ≤ x, and we get [a][x] = [ax, ax].
This equals [b] if x = b/a, x = b/a, and x ≤ x . The latter is true because of the
assumption of the theorem.

(iii) χ([b]) < 0 ≤ χ([a]).
Here, we get b < 0 < b and 0 ≤ a, whence x < 0 < x and [a][x] = [ax, ax] = a[x].
Therefore, we must have [x] = [b]/a in order to fulfill (2.3.6).

(iv) χ([b]) < χ([a]) < 0.
Now b < 0 < b, a < 0 < a, hence χ([b]) = χ([a][x]) = min{χ([a]), χ([x])} = χ([x])
by the assumption of (iv). This implies x < 0 < x .
If ̌x ≥ 0, then χ([x]) = x/x < a/a and furthermore ax < ax . Therefore, [a][x] =[ax, ax] = a[x] as in the previous case.
If ̌x < 0, thenwe similarly get ax > ax, whence [a][x] = [ax, ax] = a[x] = [b]. This
implies the contradiction 0 ≤ b̌ = a ̌x < 0.

Since only (i) allows multiple solutions, the proof is complete.
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Remark.
(a) If 0 ∉ [a] and if (2.3.6) is solvable, then certainly [x] ⊆ [b]/[a], but if 0 ∈ [a], then[b]/[a] is not defined although (2.3.6) may have a solution. This is illustrated by

the examples [3,4][x] = [1,2] and [−2,6][x] = [−1,1]with the algebraic solutions[x] = [1/3, 1/2] ⊂ [1, 2]/[3, 4] = [1/4, 2/3], and [x] = [−1, 1]/6, respectively.
(b) It will turn out in later sections that algebraic solutions do not play such an im-

portant role when computing with intervals as they do when computing with real
numbers.Wewill see that – due to the lack of inverses – enclosures of the solution
set

S = { x | a ∘ x = b, a ∈ [a], b ∈ [b] }
will be much more interesting where ∘ ∈ {+, −, ⋅}.

Exercises

Ex. 2.3.1. Let [a] = [1, 2], [b] = 2, [c] = [−1, 1], [d] = [1, 3]. Compute [a] ⋅ [c], [b] ⋅ [c]
and [c]/[d], [c]/[d] and show that the two corresponding reduction rules of Theo-
rem 2.3.2 (h) do not hold here. Why?

Ex. 2.3.2. Prove Theorem 2.3.3 on the arithmetic for symmetric intervals.

2.4 Auxiliary functions

In this section we introduce the auxiliary functions mignitude and magnitude (better
known as absolute value of an interval), which play an important role in interval arith-
metic. Moreover, we derive rules for them and for the midpoint and the radius/dia-
meter of an interval.

Definition 2.4.1 (Mignitude, magnitude, and absolute value). Let [a] ∈ 𝕀ℝ. Then the
mignitude ⟨[a]⟩ of [a] is defined by⟨[a]⟩ = min{ |ã| | ã ∈ [a] }
and the magnitude or absolute value |[a]| by|[a]| = max{ |ã| | ã ∈ [a] }.
It is obvious that the mignitude denotes the smallest distance from zero which an
element of [a] can have while the magnitude is the largest one. In particular, both
functions are invariant against a multiplication of [a] by −1. They reduce to the usual
absolute value of reals if [a] is degenerate.

Our first theorem gathers some properties of mignitude and magnitude.
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Theorem 2.4.2 (Mignitude and magnitude). Let [a], [b] ∈ 𝕀ℝ. Then we have
(a) |[a]| = max{|a|, |a|} ≥ ⟨[a]⟩ = {{{ 0, if 0 ∈ [a],

min{|a|, |a|}, otherwise,

(b) ⟨[a]⟩ ≥ 0, ⟨[a]⟩ = 0⇔ 0 ∈ [a],|[a]| ≥ 0, |[a]| = 0⇔ [a] = 0,
(c) ⟨t[a]⟩ = |t| ⋅ ⟨[a]⟩ and |t[a]| = |t| ⋅ |[a]| for t ∈ ℝ,
(d) ⟨[a]⟩ − |[b]| ≤ ⟨[a] ± [b]⟩ ≤ ⟨[a]⟩ + ⟨[b]⟩,|[a]| − |[b]| ≤ |[a]| − ⟨[b]⟩ ≤ |[a] ± [b]| ≤ |[a]| + |[b]|,
(e) ⟨[a][b]⟩ = ⟨[a]⟩ ⋅ ⟨[b]⟩, |[a][b]| = |[a]| ⋅ |[b]|,
(f) ⟨[a]−1⟩ = (|[a]|)−1 , |[a]−1| = (⟨[a]⟩)−1 ,
(g) ⟨[a]/[b]⟩ = ⟨[a]⟩/|[b]|, |[a]/[b]| = |[a]|/⟨[b]⟩,
(h) [a] ⊆ [b] ⇒ {{{ ⟨[a]⟩ ≥ ⟨[b]⟩,|[a]| ≤ |[b]|,
(i) If [a] is symmetric, then [a] ⋅ [b] = [a] ⋅ |[b]|.
Proof. We only prove (d) and (e); the remaining items are obvious or follow directly
from the Definition 2.4.1.

(d) Choose any ã ∈ [a], b̃ ∈ [b]. Then ⟨[a]⟩ − |[b]| ≤ |ã| − |b̃| ≤ |ã ± b̃|. Since ã, b̃
are arbitrary within the corresponding intervals, the first inequality is proved. Next
choose ã ∈ [a], b̃ ∈ [b] such that |ã| = ⟨[a]⟩, |b̃| = ⟨[b]⟩. Then⟨[a] ± [b]⟩ ≤ |ã ± b̃| ≤ |ã| + |b̃| = ⟨[a]⟩ + ⟨[b]⟩,
which terminates the proof of the first line of (d).

The first inequality of the second line is obvious. In order to see the second one
choose ã ∈ [a], b̃ ∈ [b] such that |ã| = |[a]|, |b̃| = ⟨[b]⟩. Then we get|[a]| = |ã| = |ã ± b̃ ∓ b̃| ≤ |ã ± b̃| + |b̃| ≤ |[a] ± [b]| + ⟨[b]⟩.
Subtracting the last summand yields the second inequality. For the third one choose
any ã ∈ [a], b̃ ∈ [b]. Then |ã ± b̃| ≤ |ã| + |b̃| ≤ |[a]| + |[b]|.
Since ã, b̃ were arbitrary we get the assertion.

(e) ⟨[a] ⋅ [b]⟩ = min{ |ãb̃| | ã ∈ [a], b̃ ∈ [b] } = ⟨[a]⟩ ⋅ ⟨[b]⟩.
The second equality is proved analogously.

Both functions frequently occur in connectionwith themidpoint mid([a]) = ǎ and the
radius rad([a]) = ra of an interval [a] as can be seen from the subsequent theorems
which we prove simultaneously after the second one. In order to formulate them we
need the following definition.
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Definition 2.4.3. Let [a] ∈ 𝕀ℝ. Then we define
r−a = min{ |ǎ|, ra } = |a| − |a| /2, r+a = max{ |ǎ|, ra } = (|a| + |a|)/2.

Theorem 2.4.4 (Midpoint). Let [a], [b] ∈ 𝕀ℝ. Then we get
(a) [a] = ǎ + ra[−1, 1], a = ǎ − ra , a = ǎ + ra , |[a]| = |ǎ| + ra ≥ ra ,
(b) mid(t[a]) = tǎ for t ∈ ℝ; in particular, mid(−[a]) = −ǎ ,
(c) mid([a] ± [b]) = ǎ ± b̌ ,
(d) mid([a][b]) = ǎb̌ + sign(ǎb̌)min{ ra|b̌|, |ǎ|rb , rarb }= ǎb̌ + sign(ǎ) sign(b̌) ⋅ {{{ r−ar−b , if 0 ∉ int([a] ∩ [b])

min{ ra|b̌|, |ǎ|rb }, if 0 ∈ int([a] ∩ [b]) ,
(e) mid([a]−1) = ǎ|[a]|⟨[a]⟩ ,
(f) mid([a]/[b]) = mid([a][b])|[b]|⟨[b]⟩ .

Theorem 2.4.5 (Radius). Let [a], [b] ∈ 𝕀ℝ. Then we get
(a) ra = |[a] − ǎ| ≥ 0, ra = 0⇔ a = a,
(b) rad(t[a]) = |t|ra for t ∈ ℝ; in particular, rad(−[a]) = ra ,
(c) rad([a] ± [b]) = ra + rb ,
(d) rad([a][b]) = max{ ra|[b]|, |[a]|rb , ra|b̌| + |ǎ|rb }= {{{ r+arb + rar+b , if 0 ∉ int([a] ∩ [b])

max{ra|[b]|, |[a]|rb}, if 0 ∈ int([a] ∩ [b]),
(e) rad([a]−1) = ra|[a]|⟨[a]⟩ ,
(f) rad([a]/[b]) = rad([a][b])|[b]|⟨[b]⟩ .

Proof of the Theorems 2.4.4 and 2.4.5. The assertions (a) and (b) of both theorems are
obvious from the definition.

(c) We only prove the minus case. To this end let [c] = [a] − [b] = [a − b, a − b].
Then ̌c = {(a − b) + (a − b)}/2 = (a + a)/2 − (b + b)/2 = ǎ − b̌; rc = ra + rb follows
analogously.

(d) Let [c] = [a][b]. By virtue of (b) wemay assumew.l.o.g. ǎ ≥ 0 and b̌ ≥ 0, hence
a ≥ 0, b ≥ 0. Then

c = (ǎ + ra)(b̌ + rb) = ǎb̌ + ra b̌ + ǎrb + rarb ,
c = min{ (ǎ + ra)(b̌ − rb), (ǎ − ra)(b̌ + rb), (ǎ − ra)(b̌ − rb) }= ǎb̌ − ra b̌ − ǎrb − rarb + 2min{ ra b̌, ǎrb , rarb }.

Taking ǎ ≥ 0, b̌ ≥ 0 into account we geťc = (c + c)/2 = ǎb̌ + sign(ǎb̌)min{ ra|b̌|, |ǎ|rb , rarb } (2.4.1)
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and

rc = (c − c)/2 = ra b̌ + ǎrb + rarb −min{ ra b̌, ǎrb , rarb }= max{ǎrb + rarb , ra b̌ + rarb , ra b̌ + ǎrb }= max{ |[a]|rb , ra|[b]|, ra|b̌| + |ǎ|rb }. (2.4.2)

If 0 ∉ int([a] ∩ [b]), then w.l.o.g. let 0 ∉ int([a]). This implies |ǎ| ≥ ra = r−a , and from
(2.4.1), (2.4.2) we obtaiňc = ǎb̌ + sign(ǎb̌)min{ ra|b̌|, rarb } = ǎb̌ + sign(ǎ) sign(b̌)ra min{ |b̌|, rb }
and

rc = max{ |[a]|rb , ra|b̌| + |ǎ|rb } = |ǎ|rb + ra max{ rb , |b̌| },
whence the remaining assertions follow.

If 0 ∈ int([a] ∩ [b]), then |ǎ| < ra , |b̌| < rb . Hence the remaining assertions follow
directly from (2.4.1) and (2.4.2), respectively.

(e) mid([a]−1) = (1/a + 1/a)/2 = ǎ/(aa) = ǎ/(|[a]|⟨[a]⟩),
rad([a]−1) = (1/a − 1/a)/2 = ra/(aa) = ra/(|[a]|⟨[a]⟩).

(f) By means of (d) and (e) we get

mid([a]/[b]) = mid([a] ⋅ [b]−1)= ǎb̌/(|[b]|⟨[b]⟩) + sign(ǎb̌)min{ ra|b̌|, ǎrb , rarb }/(|[b]|⟨[b]⟩)= mid([a][b])/(|[b]|⟨[b]⟩)
and

rad([a]/[b]) = rad([a] ⋅ [b]−1)= max{ |[a]|rb , ra|[b]|, ra|b̌| + |ǎ|rb }/(|[b]|⟨[b]⟩)= rad([a][b])/(|[b]|⟨[b]⟩).
We continue with additional properties of the radius also using the diameter d([a]).
Theorem 2.4.6 (Inequalities related to the radius). Let [a], [b] ∈ 𝕀ℝ. Then we get
(a) ra ≤ |[a]| − ⟨[a]⟩ ≤ d([a]),
(b) ra ≤ |[a] − ã| ≤ d([a]) for all ã ∈ [a],
(c) [a] ⊆ [b] ⇒ ra ≤ rb ,
(d) rad([a][b]) ≤ r+arb + rar+b ≤ |[a]|rb + ra|[b]| with ‘=’ in the first inequality if and only

if 0 ∉ int([a] ∩ [b]),
(e) |[a]|rb ≤ rad([a][b]) ≤ |[a]|rb + ra|b̌| ≤ |[a]|rb + ra|[b]|,
(f) ra|[b]| ≤ rad([a][b]) ≤ ra|[b]| + |ǎ|rb ≤ |[a]|rb + ra|[b]|,
(g) ra/⟨[b]⟩ ≤ rad([a]/[b]) ≤ (ra|[b]| + |ǎ|rb)/(|[b]|⟨[b]⟩).
Proof. (a)–(c) are obvious.

(d) follows from Theorem 2.4.5 (d) and |[a]| = |ǎ| + ra ≤ 2ra for intervals [a] with
0 ∈ [a].
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(e) follows from Theorem 2.4.5 (d) and the inequality

ra|[b]| = ra(|b̌| + rb) ≤ ra|b̌| + |[a]|rb .
(f) is an immediate consequence of (e), and (g) follows from (f) and Theo-

rem 2.4.5 (e).

Notice that the inequality in Theorem 2.4.6 (d) is certainly not worse than the cor-
responding ones in (e) and (f) of this theorem provided that 0 ∉ int([a] ∩ [b]). If
0 ∈ int([a] ∩ [b]), there are cases in which it is better than the second to last one
in (e), (f), and others in which it is worse, as the examples [a] = [b] = [−2, 8] and[a] = [b] = [−1, 1] show.
Theorem 2.4.7 (Radius for particular cases). Let [a], [b] ∈ 𝕀ℝ with 0 ∈ [a]. Then we
have
(a) rad([a][b]) ≤ 2rarb = r+arb + rar+b if 0 ∈ [b],
(b) rad([a][b]) = ra|[b]| if [a] is symmetric or if 0 ∉ int([b]),
(c) rad([a]/[b]) = ra/⟨[b]⟩.
Proof. (a) is an immediate consequence of Theorem 2.4.6 (d).

(b) If ǎ = 0, then the equality follows from Theorem 2.4.6 (f). If 0 ∉ int([b]) it
follows from Theorem 2.4.5 (d), since the assumptions imply |ǎ| ≤ ra , |b̌| ≥ rb , hence
r+a = ra , r+b = |b̌|, rb + |b̌| = |[b]|.

(c) follows from (b).

It is obvious that all results on the radius can be reformulated for the diameter d([a]) =
2ra by taking into account the factor two. Thus Theorem 2.4.5 remains true if one re-
places the radii by diameters, Theorem 2.4.7 (a) simplifies to

d([a][b]) ≤ d([a])d([b]) if 0 ∈ [a] and 0 ∈ [b],
and as an additional property we mention

d([a]) = |[a] − [a]| = max{ ã − ã | ã, ã ∈ [a] }. (2.4.3)

Our final result deals with equivalences of some set theoretic operations.

Theorem 2.4.8. Let [a], [b] ∈ 𝕀ℝ. Then we have
(a) [a] ⊆ [b] ⇔ |[a] − b̌| ≤ rb ⇔ |b̌ − ǎ| ≤ rb − ra ,
(b) [a] ⊆ int([b]) ⇔ |[a] − b̌| < rb ⇔ |b̌ − ǎ| < rb − ra ,
(c) [a] ∩ [b] ̸= 0 ⇔ |ǎ − b̌| ≤ ra + rb ⇔ a ≤ b and b ≤ a.

Proof. (a) From [a] ⊆ [b] ⇔ [a] − b̌ ⊆ [b] − b̌ = rb[−1, 1] we get equivalently |[a] −
b̌| ≤ rb , i.e., |ǎ − b̌ + ra[−1, 1]| ≤ rb . Since the left-hand side equals |ǎ − b̌| + ra , the
assertion follows.

(b) is proved analogously to (a), and (c) is obvious by geometric inspection.
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Exercises

Ex. 2.4.1. Prove the following formulae for the diameter.
(a) d([a][b]) = d([a])d([b]) + ⟨[a]⟩d(b]) + d([a])⟨[b]⟩ if 0 ∉ int([a] ∩ [b]).
(b) d( [a][b] ) = d([a])⟨[b]⟩ + ⟨[a]⟩⟨[b]⟩|[b]|d([b]) if 0 ∉ [b].
What are the corresponding formulae for the radius?

2.5 Distance and topology

Up to now we mainly considered algebraic aspects of interval computation. In order
to study iterative processes we need topological tools. To this end we introduce the
following function q .

Definition 2.5.1. Let [a], [b] ∈ 𝕀ℝ. Then the mapping q : 𝕀ℝ × 𝕀ℝ → ℝ is defined by

q([a], [b]) = max{ |a − b|, |a − b| }.
Asweare going to see, the function q is ametricwhich is called theHausdorffmetric or
(Hausdorff) distance. In fact it is a particular case of the well-known Hausdorff metric
for compact sets U, V ⊆ ℝ which is defined as

q(U, V) = max{ sup
u∈U

inf
υ∈V

|u − υ|, sup
υ∈V

inf
u∈U

|u − υ| }. (2.5.1)

Theorem 2.5.2. The function q of Definition 2.5.1 is a metric. It reduces to the standard
metric in ℝ if its operands are degenerate intervals, i.e., q([a], [b]) = |a − b| for [a] ≡ a,[b] ≡ b.

Proof. The definiteness (1.2.1) and the symmetry (1.2.2) are seen directly from the defi-
nition of q . The triangular inequality (1.2.3) is an immediate consequence of the trian-
gular inequality for the absolute value | ⋅ | in ℝ. The reduction to the standard metric
in ℝ for degenerate intervals is obvious from Definition 2.5.1.

As every metric does, q induces a metric topology on 𝕀ℝ with which convergence and
continuity are defined as usual – cf. Section 1.2.

Definition 2.5.3.
(a) We call an interval sequence ([a]k) convergent to an interval [a] ∈ 𝕀ℝ and write

limk→∞[a]k = [a] if limk→∞ q([a]k , [a]) = 0.
(b) Let D ⊆ ℝ. We call an interval function [f] : 𝕀(D) → 𝕀ℝ continuous in [a] ∈ 𝕀(D)

if limk→∞[f]([a]k) = [f]([a]) for all sequences ([a]k) from 𝕀(D) which converge
to [a].

We call [f] continuous in 𝕀(D) if it is continuous for any [a] ∈ 𝕀(D).
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Remark. Whenever we speak of distance, convergence or continuity in 𝕀ℝ we always
tacitly assume that this terminology is used with respect to q .

Now we show how convergence in 𝕀ℝ can be expressed by convergence in ℝ. This is
the key for proving that the metric space (𝕀ℝ, q) is complete – an important remark
since then we can apply Banach’s fixed point theorem.

Theorem 2.5.4.
(a) Let [a] ∈ 𝕀ℝ and [a]k = [ak , ak] ∈ 𝕀ℝ for k ∈ ℕ. Then we have

lim
k→∞

[a]k = [a] ⇔ lim
k→∞

ak = a and lim
k→∞

ak = a⇔ lim
k→∞

ǎk = ǎ and lim
k→∞

rad([a]k) = ra .

(b) The space (𝕀ℝ, q) is a complete metric space.
Proof. (a) follows immediately from theDefinition 2.5.1 of themetric and the definition
of midpoint and radius.

(b) Let ([a]k) be aCauchy sequence. ThenbyDefinition 2.5.1 the sameholds for the
two real sequences (ak) and (ak). Since (ℝ, | ⋅ |) is a complete metric space and since
ak ≤ ak for all k, these two sequences converge to some limits a, a with a ≤ a, and it
is easy to see that limk→∞[a]k = [a] holds. The converse can be seen similarly.

In applications we are often faced with sequences of intervals which are nested with
respect to ‘⊆’. We shall see that such a property is already sufficient to guarantee con-
vergence.

Theorem 2.5.5. Let ([a]k) be a sequence in 𝕀ℝ which satisfies[a]0 ⊇ [a]1 ⊇ [a]2 ⊇ ⋅ ⋅ ⋅ .
Then this sequence is convergent to some limit [a] which satisfies[a] = ∞⋂

k=0
[a]k ∈ 𝕀ℝ. (2.5.2)

The lower bounds ak converge monotonically increasing to a, and the upper bounds ak
converge monotonically decreasing to a.

Proof. The nested sequence ([a]k) satisfies
a0 ≤ a1 ≤ ⋅ ⋅ ⋅ ≤ ak ≤ ⋅ ⋅ ⋅ ≤ ak ≤ ⋅ ⋅ ⋅ ≤ a1 ≤ a0.

Since monotone and bounded sequences in ℝ are convergent there are real numbers
a, a such that

lim
k→∞

ak = a lim
k→∞

ak = a.

Therefore, by Theorem 2.5.4 we get limk→∞[a]k = [a]. Moreover, by the monotonicity
of the bounding sequences the representation (2.5.2) is immediate.
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Next we shortly address continuity, where this time we also consider functions from𝕀ℝ to ℝ or 𝕀ℝ × 𝕀ℝ to ℝ. Therefore, we have to deal with two metrics as indicated in
Definition 1.2.7, or we should interpret the image as a degenerate interval and keep q
as metric for the range, too.

Theorem 2.5.6. The functions inf(⋅), sup(⋅),mid(⋅), rad(⋅), d(⋅), | ⋅ |, ⟨⋅⟩ are continuous,
and the same holds for the binary operations ∘ ∈ { +, −, ⋅/ }.
Proof. The proof of Theorem 2.5.6 is immediate by virtue of Theorem 2.5.4 and the
continuity of the functions max, min and the corresponding operations ∘ in ℝ.
Now we state several properties of the Hausdorff distance q .

Theorem 2.5.7. Let [a], [b], [c], [d] ∈ 𝕀ℝ. Then the Hausdorff metric q satisfies the
following properties.
(a) q([a], [b]) = min{ t ∈ ℝ | t ≥ 0, [a] ⊆ [b] + [−t, t], [b] ⊆ [a] + [−t, t] },
(b) q([a], [b]) = |ǎ − b̌| + |ra − rb|,
(c) q([a], t) = |[a] − t| for t ∈ ℝ; in particular, q([a], 0) = |[a]|,
(d) q(t[a], t[b]) = |t|q([a], [b]) for t ∈ ℝ,
(e) q([a] + [c], [b] + [d]) ≤ q([a], [b]) + q([c], [d]),
(f) q([a] ± [c], [b] ± [c]) = q([a], [b]),
(g) q([a][c], [b][c]) ≤ |[c]|q([a], [b]),
(h) q([a]/[c], [b]/[c]) ≤ 1⟨[c]⟩q([a], [b]),
(i) q([c]/[a], [c]/[b]) ≤ |[c]|⟨[a]⟩⟨[b]⟩q([a], [b]),
(j) rb ≤ ra + q([a], [b]),
(k) |[b]| ≤ |[a]| + q([a], [b]),
(l) [b] ⊆ [a] + q([a], [b])[−1, 1],
(m) [a] ⊆ [b] ⇒ q([a], [b]) = |[b] − ǎ| − ra ,
(n) [a] ⊆ [b] ⇒ rb − ra ≤ q([a], [b]) ≤ d([b]) − d([a]),
(o) [a] ⊆ [b] ⊆ [c] ⇒ max{ q([a], [b]), q([b], [c]) } ≤ q([a], [c]),
(p) [a] ⊆ [b] ⊆ [d], [a] ⊆ [c] ⊆ [d] ⇒ q([b], [c]) ≤ max{ q([a], [b]), q([b], [d]) },
(q) b ∈ [d], [c] ⊆ [d] ⇒ q(b, [c]) ≤ q(b, [d]).
Proof. Let t ≥ 0 and q = q([a], [b]).

(a) The equivalences[a] ⊆ [b] + [−t, t] ⇔ b − t ≤ a and a ≤ b + t ⇔ b − a ≤ t and a − b ≤ t, (2.5.3)
and, analogously, [b] ⊆ [a] + [−t, t] ⇔ a − b ≤ t and b − a ≤ t, (2.5.4)

imply
q = max{ |a − b|, |a − b| } ≤ t.
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Hence

q ≤ m = min{ t ∈ ℝ | t ≥ 0, [a] ⊆ [b] + [−t, t], [b] ⊆ [a] + [−t, t] }.
Since (2.5.3) and (2.5.4) hold for t = q, we get m ≤ q, which proves the assertion.

(b) Choose t ≥ 0 such that (2.5.3) and (2.5.4) hold. By virtue of Theorem 2.4.8 (a)
this is equivalent to|b̌ − ǎ| ≤ rad([b] + [−t, t]) − ra = rb + t − ra and |ǎ − b̌| ≤ ra + t − rb ,
and, furthermore, to t ≥ |ǎ − b̌| + |ra − rb| =: s . Hence q ≥ s . For the converse inequality
set t = s .

(c)–(f) follow directly from Definition 2.5.1 and the triangular inequality for (e).
(g) According to (a) we have{{{ [a] ⊆ [b] + q[−1, 1] ⇒ [a][c] ⊆ [b][c] + q[−1, 1] |[c]|,[b] ⊆ [a] + q[−1, 1] ⇒ [b][c] ⊆ [a][c] + q[−1, 1] |[c]|.

Applying (a) once more finishes the proof.
(h) follows from (g).
(i) From 1a − 1

b

 ≤ |b − a|⟨[a]⟩⟨[b]⟩
and a similar relation for the lower bounds we get

q([a]−1, [b]−1) ≤ 1⟨[a]⟩⟨[b]⟩ q.
Together with (g) this implies the assertion.

(j) and (k) follow from (l) which is true in turn by (a).
(m) Since the assumption implies ra ≤ rb , we get q = |ǎ − b̌| + rb − ra by virtue

of (b). Thus, q = |b̌ − ǎ| + rad([b] − ǎ) − ra = |[b] − ǎ| − ra .
(n) The first inequality is (j), the second follows from (b) and Theorem 2.4.8 (a) via

q = |ǎ − b̌| + rb − ra ≤ 2(rb − ra).
(o) With (m) we get

q = |[b] − ǎ| − ra ≤ |[c] − ǎ| − ra = q([a], [c]).
Again by means of (m) and Theorem 2.4.8 (a) we similarly obtain

q([b], [c]) = |[c] − b̌| − rb ≤ |[c] − ǎ| + |ǎ − b̌| − rb ≤ |[c] − ǎ| + rb − ra − rb = q([a], [c]).
(p) If b ≤ c, then the assumption implies |c − b| = c − b ≤ a − b ≤ q([a], [b]).

Otherwise we obtain |c − b| = b − c ≤ b − d ≤ q([b], [d]). Similarly we get |c − b| ≤
max{q([b], [d]), q([a], [b])} which proves the assertion.

(q) is proved similarly as (p).
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The example [c] ⊂ [d] = [b] shows that (q) is no longer true if the assumption ‘b ∈ [d]’
is replaced by ‘[b] ⊆ [d]’.

We close this section by introducing Neumaier’s β-function from Neumaier [257],
which is used in Chapter 5.

Definition 2.5.8. Let [a], [b] ∈ 𝕀ℝ. Then the mapping β : 𝕀ℝ × 𝕀ℝ → ℝ is defined by

β([a], [b]) = |[a]| + q([a], [b]).
Theorem 2.5.9. The β-function has the following properties.
(a) If [a], [b], [c], [d] ∈ 𝕀ℝ, [a] ⊆ [b], [c] ⊆ [d], then

β([a] ⋅ [c], [b] ⋅ [d]) ≤ β([a], [b]) ⋅ β([c], [d]). (2.5.5)

(b) If [a], [b] ∈ 𝕀ℝ, [a] ⊆ [b], ⟨[a]⟩ > q([a], [b]), then
β([a]−1, [b]−1) ≤ ( ⟨[a]⟩ − q([a], [b]) )−1 . (2.5.6)

Proof. (a) Let q = q([a], [b]), q = q([c], [d]). Theorem 2.5.7 implies [b] ⊆ [a] +
q[−1, 1], [d] ⊆ [c] + q[−1, 1], hence [b][d] ⊆ [a][c] + (|[a]|q + q|[c]| + qq)[−1, 1].
From [a][c] ⊆ [b][d] we get q([a][c], [b][d]) ≤ |[a]|q + q|[c]| + qq , whence
β([a] ⋅ [c], [b] ⋅ [d]) ≤ |[a]| ⋅ |[c]| + |[a]|q + q|[c]| + qq = β([a], [b])β([c], [d]).

(b) With q as in (a) and [b] = [a] + [−q, q] we get ⟨[b]⟩ ≥ ⟨[a]⟩ − q > 0 by virtue
of the assumption. Therefore, 0 ∉ [b] , and [a] ⊆ [b] ⊆ [b] implies [a]−1 ⊆ [b]−1 ⊆([b])−1 . By virtue of Theorem 2.5.7 we obtain

q([a]−1, [b]−1) ≤ q([a]−1, ([b])−1) = max(|(b)−1 − a−1|, |(b)−1 − a−1|)= max(q/|a(a − q)|, q/|a(a + q)|)≤ q/(⟨[a]⟩(⟨[a]⟩ − q)) = (⟨[a]⟩ − q)−1 − ⟨[a]⟩−1,
from which (2.5.6) follows immediately.

2.6 Elementary interval functions

In order to define elementary interval functions similar to those in ℝ we are guided
by the inclusion property (2.2.4) and the optimality of the interval arithmetic with res-
pect to this property. Bearing these properties in mind we are automatically led to the
following definition.

Definition 2.6.1. By 𝔽wedefine the set of all real elementary functions φ whose func-
tion term φ(x) is given by abs(x) = |x|, powα(x) = xα (α ∈ℝ), exp(x) = ex , ln(x), sin(x),
cos(x), or arctan(x), and whose domain of definition Dφ is maximal. In accordance
with Section 1.1 we define Rφ([x]) as the range of φ restricted to [x] ∈ 𝕀ℝ.
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Weextend φ ∈ 𝔽 to an interval function on the set { [x] ∈ 𝕀ℝ | [x] ⊆ Dφ } by defining
φ([x]) = Rφ([x]). (2.6.1)

We call this extension an elementary interval function.

Remark.
(a) We write φ([a]) instead of [φ]([a]) in accordance with Definition 4.1.2 below.
(b) We are going to show that Rφ([x]) is an interval so that we completely stay in 𝕀ℝ

as we did when defining the interval arithmetic in Section 2.2. For degenerate in-
tervals, the elementary interval functions reduce to the corresponding elementary
functions in ℝ. Whenever φ([x]) occurs we tacitly assume that [x] ⊆ Dφ .

(c) We restricted 𝔽 to a subset of what is usually called an elementary function in ℝ,
including, for instance, all trigonometrical functions and their inverses as well as
the hyperbolic functions and their inverses.Wemade this restriction only in order
to keep certain succeeding proofs within a limited frame. The reader is faced with
a similar restriction in many programming languages. He is requested to adapt 𝔽
according to his needs.

(d) Notice that for nondegenerate intervals [x], the value abs([x]) differs from |[x]|.
(e) As usual we often replace pow1/n([x]) by n√[x] or [x] 1n for n ∈ ℕ, and we proceed

similarly for pow−n , n ∈ ℕ.
Simple examples are abs([−1, 2]) = [0, 2], sin([−10, 10]) = [−1, 1], and pow2([−1, 2])= [−1, 2]2 = [0, 4] ̸= [−1, 2] ⋅ [−1, 2] = [−2, 4].
Theorem 2.6.2 (Representation). Let φ ∈ 𝔽, [x] ⊆ Dφ . Then the following properties
hold.
(a) φ([x]) = [min ̃x∈[x] φ( ̃x), max ̃x∈[x] φ( ̃x)]; in particular, φ([x]) is an interval.
(b) φ([x]) = [φ(x), φ(x)] for φ ∈ {pown for n ∈ ℕ, exp, ln, arctan }.
(c) abs([x]) = [⟨[x]⟩, |[x]|].
Proof. (a) is based on the fact that elementary functions are continuous and therefore
have an absolute maximum and minimum on compact intervals.

(b) and (c) are obvious.

Our next result is a copy of Theorem 2.2.4 applied to elementary interval functions. It
follows immediately from Definition 2.6.1.

Theorem 2.6.3 (Inclusion property, inclusion isotony). Let φ ∈ 𝔽 and [x], [y] ∈ Dφ .
Then φ fulfills the inclusion property

φ( ̃x) ∈ φ([x]) for all ̃x ∈ [x]
and is inclusion isotone, or – less specifically – inclusion monotone, i.e.,[x] ⊆ [y] ⇒ φ([x]) ⊆ φ([y]).
More general interval functions and specific properties are considered in Chapter 4
after we have introduced interval vectors and interval matrices.
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2.7 Machine interval arithmetic

Because of its straightforward implementation in digital electronic circuitry, the bi-
nary number system is used internally by almost allmodern computers. Decimal num-
bers r ̸= 0 have the binary representation

r = ± n∑
i=−∞

bi2i , bi ∈ {0, 1}, bn = 1, bi ̸= 1 for infinitely many indices i < n, (2.7.1)

or in the short form

r = ±bnbn−1 . . . b1b0 . b−1b−2 . . . = (±bnbn−1 . . . b1b0 . b−1b−2 . . .)2. (2.7.2)

Here, n is an appropriate integer which depends on r . If n is negative, we insert zeros
for b0, b−1, . . . , bn+1 in the representation (2.7.2). If bi = 0 for all i ≤ i0 and some
i0 < 0, then (2.7.2) can be shortened as in the decimal system. In this case we call
the representation (2.7.2) finite. Notice that a decimal number r with a finite decimal
representation canhave a periodic infinite binary representation (2.7.2) as the example
0.1 = 1/10 = 0.0001100 shows. Here, periodicity results from the fact that the integer
10 in the denominator of the decimal number 1/10 has the integral divisor 5 which
is not a power of 2.

By virtue of (2.7.1), positive integers w can be represented as the evaluation of the
polynomial

p(x) = n∑
i=0

bixi , bi ∈ {0, 1}, bn = 1,

at x = 2. Therefore the conversion of positive decimal integers to binary ones can be
realized by representing p(2) in a Horner-like manner and by computing b0, . . . , bn
successively by integral division ‘÷’ from

w = 2w0 + b0, where w0 = w ÷ 2,
wk = 2wk+1 + bk+1, where wk+1 = wk ÷ 2, k = 0, 1, . . . , n − 1.

The well-known subtraction method with powers of 2 can also be applied to convert
decimal to binary – in particular, if w is not an integer.

Because of the limited storage space for a binary integer z – say n bits – only a
finite subset ℤM (= set of machine integers) of ℤ can be represented on a computer.
Since one bit is needed to store the sign of z, the maximal machine integer is zmax =∑n−2
i=0 2i = 2n−1 − 1. Negative integers are usually stored as two’s complement of |z|

with respect to n bits, which facilitates subtraction as we are going to see below. Here,
the two’s complement z of an integer z ∈ ℤM is defined as z = 2n − z . It can easily
be implemented as one’s complement z of z plus one, where this latter complement
with respect to n bits is the binary representation of z with n bits (including leading
zeros if necessary), in which all zeros are replaced by ones and vice versa. The relation
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z = z + 1 can be seen at once from z + z = (1, 1, . . . , 1)2 = ∑n−1
i=0 2i = 2n − 1. Thus

if a positive integer z is coded with a leading zero and n − 1 subsequent bits, then the
corresponding negative integer −z necessarily has a leading 1 in front. Notice that
z = 0 implies z = 2n , which cannot be stored with n bits, and the equation z =
2n − z = z implies z = 2n−1 , which has a one in front and, therefore, encodes the
negative integer −2n−1 = −zmax − 1. Thismeans that ℤM ̸= −ℤM , which formerly led to
the unexpected result (zmax + 1) + zmax = −1 in the programming environment Turbo
Pascal if warnings were suppressed.

There is a second kind ofmachine numbers, the so-called floating point numbers,
which form a subset ℝM of ℝ. These numbers are represented with ℓ bits as̃r = ±m ⋅ 2±e , (2.7.3)

where m ≥ 0 is called the mantissa and e ∈ ℕM is called the exponent with some
finite subset ℕM of ℕ0 . For ̃r ̸= 0 the mantissa often has the form 1. ∗ . . . ∗, ∗ ∈{0, 1}, which defines the normalized floating point numbers in binary representation.
These numbers form the basis for most calculations on a computer. The leading 1 of
m is usually not stored; this bit is then called a hidden bit. The exponent −e < 0 is
often made positive by adding a constant integer called bias. Usually, this bias equals
2ℓ − 1 = (1, 1, . . . , 1)2 with ℓ ones, where ℓ denotes the number of bits provided
for the storage of e > 0 (without sign bit). Thus the signed exponent ±e is coded as
binary integer by ℓ + 1 bits. By virtue of the bias, e > 0 has a leading 1 while the
biased binary representation of −e ≤ 0 starts with a zero. In particular, the largest
positive exponent emax is given in unbiased form with ℓ bits as

emax = (1, 1, . . . , 1)2 = 2ℓ − 1
and in biased form with ℓ + 1 bits as (1, 1, . . . , 1, 0)2 so that the biased exponent(1, 1, . . . , 1)2 = 2ℓ+1 − 1 is missing and can be used in combination with the man-
tissa to store additional information, for instance particularities such as NaN (not a
number; mantissa m ̸= 0) or ± infinity (mantissa m = 0).

In the commonly accepted IEEE Standard 754 [50], Bohlender, Ullrich [70] the
smallest negative exponent emin for the format ‘double’ is emin = −emax + 1 so that the
biased exponent zero would not occur. Together with the bits of the signed mantissa,
this biased exponent zero can be used to code denormalized floating point numbers
(including signed zero) which are defined to have a mantissa of the form 0. ∗ . . . ∗,∗ ∈ {0, 1} and the unbiased exponent 2emin−1 = 2−emax .We assume that these particular
denormalized numbers also belong to ℝM .

If ℓ denotes the number of bits provided to store m without counting the hidden
bit, then (1 + ℓ) + (1 + ℓ) = ℓ, where the two ones on the left-hand side count the
storage of the signs for the mantissa and the exponent (hidden behind the addition of
the bias). In the IEEE Standard 754 the number format ‘double’ has the specificationsℓ = 64, ℓ = 52, ℓ = 10, bias = 1023, where the highest bit stores the sign of theman-
tissa (0 for positive and 1 for negative floating point numbers) while the next 11 bits
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store the bit sequence of the biased exponent. Therefore, both pieces of information
are stored in the three highest places of the corresponding hexadecimal code.

By virtue of (2.7.3) the largest representablenormalizedfloatingpoint number ̃rmax
is given with binary representation of the mantissa as̃rmax = 1.1 . . . 1 ⋅ 2+emax = 2emax+1 − 2emax−ℓ = 22

ℓ − 22ℓ−ℓ−1.

Thus for the IEEE Standard ‘double’ we obtain emax = 210 − 1 = 1023 and ̃rmax =
21024 − 2971 = 2971 ⋅ (253 − 1) ≐ 1.797693134862316 ⋅ 10308, where ≐ means ‘equal
to the computed result’. This result can be obtained when invoking for instance the
MATLAB command realmax.

Similarly, we can compute the smallest positive normalized floating point number̃rmin , which is given bỹrmin = 1.0 ⋅ 2−(emax−1) = 2−1022 ≐ 2.225073858507201 ⋅ 10−308

if the IEEE Standard is fulfilled. This number is the output of the MATLAB command
realmin, for example. The interval (− ̃rmin, ̃rmin) does not contain any normalized
floating point number. It can be diminished by allowing denormalized floating point
numbers. The smallest positive denormalized floating point number is̃rextmin = ̃rmin ⋅ 2−ℓ = 2−1074 ≐ 4.940656458412465 ⋅ 10−324.

The set (− ̃rextmin, ̃rextmin) \ {0} is called underflow, the set ℝ \ ℝB is called overflow, whereℝB := [− ̃rmax, ̃rmax].
Workingwith real numbers, r ∈ ℝB means approximating r by somefloating point

number ̃r ∈ ℝM . The corresponding mapping fl : ℝB → ℝM with fl(r) = ̃r is called
rounding if fl( ̃r) = ̃r holds for all ̃r ∈ ℝM . Such a rounding is called monotone if r ≤ s
implies fl(r) ≤ fl(s) for all r, s, ∈ ℝB . It is called downward directed if fl(r) ≤ r holds
for all r ∈ ℝB . Similarly, we use the terminology upward directed if fl(r) ≥ r is fulfilled
for all r ∈ ℝB . If a rounding fl satisfies fl(−r) = −fl(r), it is called antisymmetric.

Notice that anyupwarddirected rounding fl↑ defines a downwarddirected fl↓ one
via fl↓(r) := −fl↑(−r).

There are several particular kinds of roundings which we describe for simplicity
only for real numbers

r = ± n∑
i=−∞

bi2i = ±( 0∑
i=−∞

bi+n2i)2n
with bn = 1, bi ̸= 1 for infinitely many indices i < n, ̃rmin ≤ |r| ≤ ̃rmax, so that

r = m ⋅ 2n with m = 1.bn−1bn−2 . . . bn−ℓ | bn−ℓ−1 . . . (2.7.4)

and n ∈ [emin, emax] ∩ ℤ. The subsequent definitions can be extended to r ∈ (− ̃rmin,̃rmin) without any problems, i.e., to the underflow and the denormalized domain.
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(i) Rounding by chopping

Here the trailing end of m in (2.7.4) is simply discarded so that̃r = flc(r) := ±( 0∑
i=−ℓ

bi+n2i)2n , bn = 1. (2.7.5)

The rounding is monotone and antisymmetric but not directed, as the example ℓ =ℓ = 1, flc(−1.01 ⋅ 20) = −1.0 ≥ −1.01, flc(1.01 ⋅ 20) = 1.0  1.01 shows.

(ii) Rounding to nearest

Nomen est omen! The rounding depends on the value bi of the largest index i of (2.7.4)
which was not taken into account in (2.7.5):̃r = fln(r) := {{{ flc(r), if bn−ℓ−1 = 0,

flc(r) + sign(r)2n−ℓ , if bn−ℓ−1 = 1.
(2.7.6)

The rounding is monotone and antisymmetric but not directed, as the example ℓ =ℓ = 1, fln(1.010 ⋅ 20) = 1.1 ≥ 1.010, flc(1.001 ⋅ 20) = 1.0  1.001 shows.

(iii) Upward rounding fl△

Here ̃r = fl△(r) is the nearestmachine numberwhich is not smaller than r . This round-
ing is monotone but not antisymmetric, as the example ℓ = ℓ = 1, fl△(−1.01 ⋅ 20) =−1.0 ̸= −1.1 = −fl△(1.01 ⋅ 20) shows. Clearly, fl△ is upward directed.

(iv) Downward rounding fl

Here ̃r = fl is the nearest machine number which is not greater than r . This rounding
satisfies fl(r) = −fl△(−r). Hence it ismonotone, downward directed, but not antisym-
metric.

By virtue of the finite format of machine numbers ̃r, real numbers r are usually
represented on a computer with a so-called conversion error. It is one kind of a round-
ing error. For the decimal r = 0.1, rounding to nearest and the above-mentioned IEEE
Standard format ‘double’ results in the normalized floating point representatioñr = fln(r) = fln(1.1001 ⋅ 2−4) = 1.1001 . . . 10011010 ⋅ 2−4

with 52 bits behind the comma and a relative error | ̃r−r
r | which is bounded by the ma-

chineprecision (ormachine epsilon) eps = 2−ℓ−1 , cf. Anderson et al. [49], for example.
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Notice that the definition of machine epsilon is not unique in the literature. Some au-
thors like Chaitin-Chatelin [76] or Higham [147] use the terminology ‘unit rounding’
respectively ‘unit roundoff’ for our eps and define the machine epsilon as in MATLAB
by 2 ⋅ eps in order to measure the distance between 1.0 and the next larger floating
point number.

A second kind of rounding error may result from the four arithmetic operations+, −, ∗, /. These operations can be realized on a computer simply by an adder with
the possibility to
– add bitwise two binaries,
– shift the bit sequence in the register one position to the left or right,
– compare two binaries in order to decide which one is the largest,
– interchange ones with zeros and vice versa bitwise in order to compute the two

complements of a binary integer.

The last property is interesting since the subtraction z − w of two integers z and w can
be done by addition via

z − w = z − 2n + (2n − w) = (z + w) − 2n = −(2n − (z + w)) = −(z + w). (2.7.7)

One can show (Exercise 2.7.2) that

2n < z + w < 2n+1 holds if z > w (2.7.8)

so that the subtraction of 2n in (2.7.7) can be done simply by deleting the leading bit
(cf. the second equality in (2.7.7)). In addition,

2n−1 < z + w < 2n holds if z < w (2.7.9)

(Exercise 2.7.2), i.e., z + w encodes the negative integer z − w as its two’s complement
(cf. the last equality in (2.7.7)).

Adding two normalized floating point numbers z1 = ±m12e1 , z2 = ±m22e2 is re-
alized in essentially four steps:
– check, whether e1, e2 differ, and determine the larger one in this case,
– if e1 ̸= e2 , adapt the smaller exponent to the larger one by shifting the comma in

the mantissa appropriately to the left,
– add the modified mantissas bitwise,
– renormalize the sum.

It is obvious that the last step in this procedure can cause errors even if the first three
steps can be done accurately, for instance by using a sufficiently long accumulator.
So, adding the representable floating point numbers ̃r1 = 1.0 and ̃r2 = 1.0 ⋅ 2−ℓ−2

and normalizing either by chopping or by rounding to nearest results in ̃r1 + ̃r2 ≐ ̃r1 .
Such rounding errors combined with conversion errors yield the unexpected re-

sult ((0.1 + 0.1) + 0.1) − 0.3 ≐ 5.551115123125783 ⋅ 10−17 (2.7.10)
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in MATLAB which computes in the format ‘double’ by default. The result in (2.7.10) is
represented by the hexadecimal code (3C90000000000000)16 which encodes 2−54 ≐
5.551115123125783 ⋅ 10−17; cf. Exercise 2.7.1.

The division 1/r can be realized by comparison and subtraction although the re-
sult can be received faster by Newton’s method applied to the function f(x) = 1/x − r .
This leads to the iteration

xk+1 = (2 − rxk)xk , k = 0, 1, . . . , (2.7.11)

which contains no division and which converges very fast if the initial approximation
x0 is sufficiently good; cf. Exercise 2.7.3.

A third kind of rounding error results from the computation of elementary function
values. If for instance sin(r), r ∉ [−π/2, π/2], is required, the system first reduces
the argument r by a multiple of π in order to end up with an argument r − kπ ∈ I =[−π/2, π/2]. Then it computes sin(r − kπ), mostly in a way unknown to the user. Even
if r is a machine number and if the latter action could be done with an error of 1 ulp
(:= unit of the last place), the reduction to I causes rounding errors since π is not
a machine number. For details see Muller [240], for example. Safety bit, guard bit,
and a tricky algorithm are necessary in order to get a sufficiently good approximation
of sin r . Volder’s CORDIC algorithm in Volder [357] and in Appendix E may represent
an example of how to compute elementary functions iteratively with arguments in a
reference interval like I .

Computing with intervals on a computer must satisfy a simple paradigm:

All roundings must be such that the resulting theoretical interval is contained in the corresponding
machine interval.

This already starts with the conversion of real numbers and implies, for instance, that
the decimal 0.1 must be enclosed by a machine interval, i.e., by an interval whose
bounds are machine numbers. Generally, this can be achieved by using any directed
roundings, for instance by [fl(a), fl△(a)] for a, a ∈ ℝB , a ≤ a, fl, fl△ being the
downward resp. upward rounding in (iv), resp. (iii) above. Define 𝕀ℝB as set of all
intervals [a] = [a, a] with a, a ∈ ℝB and let 𝕀ℝM be the set of all machine intervals.
Furthermore, let fl↑ denote any monotone upward directed rounding on ℝB and de-
fine fl↓ on ℝB by fl↓(r) := −fl↑(−r) ∈ ℝM and fl⬦ on 𝕀ℝB by

fl⬦([a]) := [fl↓(a), fl↑(a)] ∈ 𝕀ℝM . (2.7.12)

Then fl⬦ fulfills the following properties for [a], [b] ∈ 𝕀ℝB :
(i) fl⬦([a]) = [a] for all [a] ∈ 𝕀ℝM ,
(ii) [a] ⊆ [b] implies fl⬦([a]) ⊆ fl⬦([b]),
(iii) [a] ⊆ fl⬦([a]),
(iv) fl⬦(−[a]) = −fl⬦([a]).
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Therefore, fl⬦ is a monotone, directed and antisymmetric rounding on 𝕀ℝB , where
the partial ordering is ‘⊆’. Because of (iii) it is called an outward rounding.

If ↑= △, then fl⬦ represents that machine interval which encloses [a] the clos-
est. In this case, fl⬦ is called an optimal outward rounding. Optimality may be lost if
arbitrary monotone directed roundings are chosen to define fl⬦ .

For ∘ ∈ {+, −, ⋅, \}, [a], [b] ∈ ℝM , φ ∈ 𝔽, fl⬦ as in (2.7.12) we define a machine
interval arithmetic by[a] ◻∘ [b] := fl⬦([a] ∘ [b]), if [a] ∘ [b] ∈ 𝕀ℝB , (2.7.13)

φ⬦([a]) := fl⬦(φ([a]), if φ([a]) ∈ 𝕀ℝB . (2.7.14)

The following obvious properties hold.

Theorem 2.7.1. Let [a], [a], [b], [b] ∈ 𝕀ℝB . Then the arithmetic in (2.7.13), (2.7.14) sat-
isfies
(a) [a] ∘ [b] ⊆ [a] ◻∘ [b], φ([a]) ⊆ φ⬦([a]).
(b) [a] ⊆ [b], [a] ⊆ [b] implies [a] ◻∘ [a] ⊆ [b] ◻∘ [b] .
Directed roundings are part of the IEEE Standard 754. They are used in Rump’s MAT-
LAB tool INTLAB (cf. Rump [320] and Appendix G) in order to provide an efficient
interval arithmeticwhich follows the lines above and in thisway realizes the paradigm
on page 104.

In some of our computations we need a storage of floating point numbers z in
double length or even longer. Such multiple precision numbers z can be represented
as a sum

z = z1 + ⋅ ⋅ ⋅ + zk . (2.7.15)

Here zi are floating point numbers of the MATLAB format double. Usually the very
long mantissa of z is decomposed into appropriate pieces which form the mantissas
of the numbers zi . Such a decomposition of z is often nonoverlapping, but this is not
a must. The individual zi can be stored as cells z{i} of a MATLAB cell array. In the
literature the decomposition and storage can be found in Stetter [346] and is denoted
there as staggered correction format; see also Auzinger, Stetter [58] and Lohner [194].
In order to benefit from (2.7.15) a processor with a long accumulator is necessary, or
at least an appropriate software handling for (2.7.15); cf. Kulisch [182], Kulisch, Mi-
ranker [183, 184], and Rump [320].

Exercises

Ex. 2.7.1.
(a) Convert 203474 to binary using two different ways.
(b) Convert the decimals 0.1 and 0.3 to binary and verify (2.7.10); use rounding to

nearest already for the conversion and compute fln(fln(fln(fln(0.1) + fln(0.1)) +
fln(0.1)) − fln(0.3)).
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Ex. 2.7.2. Prove (2.7.8) and (2.7.9).

Ex. 2.7.3. Derive the iteration (2.7.11). Prove that this iteration converges if and only if
0 < rx0 < 2 holds, i.e., if the starting point x0 satisfies |1r − x0| < 1

|r| . This is certainly
fulfilled if x0 is chosen between zero and 1/r . Show that for r =m ⋅ 2e with normalized
mantissa m and nonnegative exponent e the inequality

0 < 2−(e+1) < 1
r
< 2−e

holds so that x0 = 2−(e+1) is a starting point (not necessarily a good one) which implies
convergence of the Newton sequence (2.7.11).

Hint: Prove first xk − 1
r = −r(xk−1 − 1

r )2 = −1
r (rxk−1 − 1)2 .

Ex. 2.7.4. Compute sin(2k ⋅ π) in MATLAB for several integer values of k, for instance
for k = 1, 10, 50, 100, and compare the computed result with the exact one which is
zero.

Ex. 2.7.5. Evaluate the expression 9x4 − y4 + 2y2 for x = 10864 and y = 18817 using
your pocket calculator, MATLAB, and MAPLE. Repeat your trial in MAPLE with the
decimal numbers x = 10864.0 and y = 18817.0 which should yield the same result
as the corresponding integer values.

Repeat your calculations with the same numbers substituted in the equivalent
expression (3x2 − y2 + 1)(3x2 + y2 − 1) + 1. (The exact result is 1.)

Ex. 2.7.6. Show by the example a = 7.16, a = 7.18 that in a normalized decimal float-
ing point system with two decimals after the decimal point and two decimals for the
exponent (plus storage for its sign) the midpoint ǎ of [a] = [a, a] is not contained in[a] if computed via ǎ = (a + a)/2.What happens if ǎ is computed via ǎ = a + (a − a)/2?
What can be said on thismidpoint problem if oneworks in a normalized binary system
with rounding by chopping or rounding to nearest?

Notes to Chapter 2

To2.2: Real interval arithmetic andbasic properties canbederived fromanarithmetic
for general sets of numbers in Young [366]. Intervals in the context of error control in
numerical analysis were also considered in Dwyer [88]. Interval arithmetic, proper-
ties, and midpoint-radius form of intervals can be found in Sunaga [351]. Moore used
intervals and interval arithmetic in applications; see Moore [230, 231, 232].

To 2.3: The cases in which distributivity holds in interval arithmetic were completely
discussed in Ratschek [282] and Spaniol [345]. For extensions see Popova [275]. For
a generalization of (2.3.6) to a ‘linear’ interval equation with several variables see
Ratschek, Sauer [288].
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To 2.4: The mignitude and its rules originate from Neumaier [254], the definition of
r−a , r+a and properties with them are contained in Mayer [218]. For the width of in-
terval products see also Ris [294, 295], and Ratschek, Rokne [286]. The formula in
Exercise 2.4.1 (b) on the diameter is from Kreß [176], that from part (a) seems to be
new. Most of the remaining facts – also of the following sections – can be found in
Kulisch [180], Alefeld, Herzberger [26], and Neumaier [257].

To 2.5: Neumaier’s β-function as well as its properties in Theorem 2.5.9 are repeated
from Neumaier [257].

To 2.7: A theoretical and practical concept of rounding is presented in Kulisch [181],
Kulisch, Miranker [183], Kulisch [182], where the latter also contains a huge bibliogra-
phy on interval analysis (more than 660 publications). Details of the IEEE Standard
754 are explained in Bohlender, Ullrich [70]. Properties and applications can also be
found in Rump [322].

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



3 Interval vectors, interval matrices

3.1 Basics

Interval vectors and intervalmatrices are defined as vectors andmatriceswith interval
entries. Thus [x] = ([x]i) = ([x]1

...[x]n)
is a real interval (column) vector with n components [x]i ∈ 𝕀ℝ, i = 1, . . . , n, and

[A] = ([a]ij) = ([a]11 . . . [a]1n
...

...[a]m1 . . . [a]mn

)
is a real m × n interval matrix with entries [a]ij ∈ 𝕀ℝ, i = 1, . . . ,m, j = 1, . . . , n . The
set of all real interval vectors with n components is denoted by 𝕀ℝn , that of all real
m × n interval matrices by 𝕀ℝm×n . Analogously to Chapter 2 we use the notation 𝕀(S)
for S ⊆ ℝn or S ⊆ ℝm×n .

We call n and m × n the dimension of [x] and [A], respectively, noting that this
terminology only refers to the form of [x] and [A] and not to the dimension of some
vector space. As usual we drop the specification ‘real’, since in nearly all chapters of
this book we consider only real intervals and, correspondingly, real interval vectors
and real interval matrices. We also identify 𝕀ℝ1 and 𝕀ℝ1×1 with 𝕀ℝ, and 𝕀ℝm×1 with𝕀ℝm . Therefore, we no longer mention definitions or properties for interval vectors if
they are stated and proved for general interval matrices.

We define Ã = (ãij) ∈ [A] = ([a]ij) ∈ 𝕀ℝm×n if ãij ∈ [ã]ij holds for i = 1, . . . , m,
j = 1, . . . , n . Thus with [a]ij = [aij , aij], with A = (aij), A = (aij) ∈ ℝm×n , and with[A, A] = { Ã ∈ ℝm×n | A ≤ Ã ≤ A }
we have [A] = [A, A], i.e., an interval matrix is at the same time a matrix interval and
vice versa.

Formatrices [A], [B] ∈ 𝕀ℝm×n the relation [A] ∘ [B] for ∘ ∈ {=,⊆,⊇,∩,∪,≤,<,≥,>}
and the function value h([A]) for h ∈ { | ⋅ |, mid, rad, d(⋅) } as well as q([A], [B]) are
defined entrywise. Although these function values all are real m × n matrices, we keep
the terminology of Chapter 2. For instance, we speak of the absolute value |[A]| of [A]
instead of an absolute valuematrix, and we denote the matrix q([A], [B]) as distance,
keeping in mind that one can easily get a metric in the usual sense via ‖q([A], [B])‖
with any monotone matrix norm ‖ ⋅ ‖ (i.e., |A| ≤ |B|, A, B ∈ ℝm×n implies ‖A‖ ≤ ‖B‖).
For themidpoint of [A] we oftenwrite Ǎ = (ǎij) instead of mid([A]), and for the radius
we sometimes use the symbol rA instead of rad([A]). In addition, for [A] ∈ 𝕀ℝm×n
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110 | 3 Interval vectors, interval matrices

we define the real m × n matrices r−A = (r−aij ) and r+A = (r+aij ), and as in MATLAB we
use the symbol .∗ for the Hadamard product, i.e., the entrywise product [A] .∗ [B] =([a]ij ⋅ [b]ij) for matrices [A], [B] of the same dimension.

Notice that the entrywise definition of =, ⊆, ⊇, ∩, ∪ for interval matrices is equiv-
alent to the usual set-theoretic meaning of these symbols. Only in this latter sense,
i.e., not by an entrywise definition, we will use the symbols ̸=, ⊂, ⊈, ⊃, ⊉ for interval
matrices.With the partial ordering for realmatrices as introduced inDefinition 1.9.1 (b)
the interval hull S of a bounded set S ⊆ ℝm×n is defined analogously to that of S ⊆ ℝ.

As with intervals we call an interval matrix [A], written as [A] = [A, A], degen-
erate or a point matrix if A = A = Ã holds. Otherwise we call it nondegenerate. We
identify point interval matrices with their element matrix, i.e., Ã ≡ [A] = [Ã, Ã]. In
this way ℝm×n is embedded in the set 𝕀ℝm×n of interval matrices [A]. Again we will
not distinguish between Ã and [Ã, Ã] in the sequel.

As indicated above, [A] ≤ [B] means A ≤ B and A ≤ B . In particular, O ≤ [A] is
equivalent to O ≤ A . For point matrices this partial ordering reduces to the natural
partial ordering in ℝm×n as introduced in Definition 1.9.1 (b).

For matrices [A] ∈ 𝕀ℝn×n the so-called comparison matrix or Ostrowski matrix⟨[A]⟩ = (cij) ∈ ℝn×n is defined by

cij = {{{ ⟨[a]ii⟩, if i = j,−|[a]ij|, if i ̸= j,

where we used the mignitude of Section 2.4 for the symbol and the definition of the
diagonal entries.

Example 3.1.1. Let[A] = ([0, 1] [−1, 5][3, 7] [−4, −2]) , [B] = ( [3, 6] [1, 2][ − 4, −3] −9 ) .

Then |[A]| = (1 5
7 4

) , ⟨[A]⟩ = ( 0 −5−7 2
) , Ǎ = (1/2 2

5 −3) ,

d([A]) = (1 6
4 2

) , q([A], [B]) = ( 5 3
10 7

) .

The transpose [A]T of [A] = ([a]ij) ∈ 𝕀ℝm×n is defined as usual by [A]T = ([a]ji) ∈𝕀ℝn×m . If m = n and [A] = [A]T we call [A] symmetric while we use the terminology
zero-symmetric for [A] ∈ 𝕀ℝm×n if Ǎ = O .

The definition of the arithmetic for interval matrices follows exactly the lines of
traditional arithmetic, i.e.,[A] + [B] = ([a]ij + [b]ij), [A] − [B] = ([a]ij − [b]ij), [c] ⋅ [A] = ([c][a]ij) (3.1.1)
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for matrices [A], [B] ∈ 𝕀ℝm×n and any constant [c] ∈ 𝕀ℝ. Moreover,[A] ⋅ [B] = ( ℓ∑
k=1

[a]ik[b]kj) ∈ 𝕀ℝm×n

for matrices [A] ∈ 𝕀ℝm×ℓ , [B] ∈ 𝕀ℝℓ×n .
We start with some properties which can easily be proved entrywise by means of

the corresponding ones in Chapter 2.

Theorem 3.1.2. For ∘ ∈ {+, −, ⋅ } and matrices of the appropriate dimensions the follow-
ing properties hold.
(a) {A ∘ B | A ∈ [A], B ∈ [B]} ⊆ [A] ∘ [B] inclusion property

with equality in the case of ∘ ∈ {+, −}
(b) [A] ⊆ [A], [B] ⊆ [B] implies [A] ∘ [B] ⊆ [A] ∘ [B] inclusion monotony

(c) [A] + [B] = [B] + [A] commutative law

(d) [A] + ([B] + [C]) = ([A] + [B]) + [C] associative law

(e) [A] + O = [A], [A] ⋅ I = [A] neutral elements

(f)
[A]([B]C) ⊆ ([A][B])C(A[B])[C] ⊆ A([B][C])(A[B])C = A([B]C) }}}}}}} for point matrices A, C

(g)
[A]([B] + [C]) ⊆ [A][B] + [A][C]([B] + [C])[A] ⊆ [B][A] + [C][A]} subdistributive law

with equality in the following cases
(i) [A] ≡ A
(ii) O ≤ B and O ≤ C
(iii) O ≥ B and O ≥ C.

Equality in Theorem 3.1.2 (a) can be easily seen for ∘ ∈ {+, −} by constructing matrices
Ã ∈ [A], B̃ ∈ [B] entrywise such that Ã + B̃ = C̃ for any given matrix C̃ ∈ [A] + [B].
Alternatively, use Theorem 4.1.5.

Our next example shows that strict enclosure can hold in Theorem 3.1.2 (a) for
multiplication, and that the multiplication of matrices is not even potential associa-
tive.

Example 3.1.3. Let [A] = (1 [0, 1]
1 −1 ) .

Then [A] ⋅ [A] = ([1, 2] [−1, 1]
0 [1, 2] ) ,
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hence

[A] ⋅ ([A] ⋅ [A]) = ([1, 2] [−1, 3][1, 2] [−3, 0]){{{{{ ̸≠⊈⊇}}}}}([A] ⋅ [A]) ⋅ [A] = ([0, 3] [−1, 3][1, 2] [−2, −1]) .

Moreover, Ã ∈ [A] implies

Ã = (1 α
1 −1) for some α ∈ [0, 1].

Therefore, Ã ⋅ Ã = (1 + α)I , and
R = { Ã ⋅ Ã | Ã ∈ [A] } = {βI | β ∈ [1, 2]} ⊂ [A] ⋅ [A]. (3.1.2)

Notice that by the last definition in (3.1.1) the matrix [1, 2]I means the interval matrix([1, 2] 0
0 [1, 2]) ,

which represents all diagonal matrices in which the entry a11 ∈ [1, 2] may vary inde-
pendently of a22 ∈ [1, 2]. Obviously, the range R in (3.1.2) is not representable here by
an interval matrix.

We call an interval matrix [A] ∈ 𝕀ℝn×n singular if it contains at least one singular
matrix Ã ∈ ℝn×n . Otherwise we call it regular. We use the terminology strongly regular
if Ǎ−1[A] is regular.

As in the one-dimensional case, the inverse [A]−1 of a regular intervalmatrix [A] ∈𝕀ℝn×n cannot exist if [A] has at least one nondegenerate entry. Therefore, we define[A]−1 by means of the interval hull[A]−1 = { Ã−1 | Ã ∈ [A] } (3.1.3)

for regular matrices [A] ∈ 𝕀ℝn×n keeping in mind that [A] ⋅ [A]−1 = I does not hold if
d([A]) ̸= O .

It is generally not possible to represent [A]−1 by means of the inverses of two par-
ticular matrices Ã ∈ [A]. This can be seen from the following example.

Example 3.1.4. Let[A] = ( [1, 2] 0[−2, 2] [−2, −1]) and Ã = (a 0
b c

) ∈ [A].
Then

Ã−1 = ( 1/a 0−b/(ac) 1/c) ,
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whence, by virtue of (3.1.3),[A]−1 = ( 1/[a]11 0−[a]21/([a]11[a]22) 1/[a]22) = ([1/2, 1] 0[−2, 2] [−1, −1/2]) .

The lower bound C of [A]−1 is
C = (1/2 0−2 −1) with C−1 = ( 2 0−4 −1) ∉ [A].

Therefore, there is no matrix Ã ∈ [A] such that Ã−1 = C .

For some classes of matrices one can find [A]−1 very easily. For instance, if [A] is a
regular diagonal matrix, then clearly[A]−1 = diag(1/[a]11, . . . , 1/[a]nn).
Other classes can be found in Section 3.3.

We continue with some frequently used properties for the auxiliary functions| ⋅ |, ⟨⋅⟩, rad(⋅), etc. with matrix arguments.

Theorem 3.1.5. Let [A], [B], [C] be intervalmatrices of appropriate dimensions and de-
fine the matrices SǍ = (sign(ǎij)), SB̌ = (sign(b̌ij)). Then the following properties hold.
(a) |[A] + [B]| ≤ |[A]| + |[B]|,
(b) |[A] ⋅ [B]| ≤ |[A]| ⋅ |[B]|,
(c) mid([A][B]) = ǍB̌ + (SǍ .∗ r−A)(SB̌ .∗ r−B) if 0 ∉ int([a]ik ∩ [b]kj) for all indices i, j, k,
(d) rad([A] ± [B]) = rA + rB ,
(e) rad(A[B]) = |A|rB , rad([A]B) = rA|B|,
(f) rad([A][B]) ≤ r+ArB + rAr+B ≤ |[A]|rB + rA|[B]|

with ‘=’ in the first inequality if and only if 0 ∉ int([a]ik ∩ [b]kj) for all indices i, j, k,
and with strict inequality for those entries (rad([A][B]))ij for which 0 ∈ int([a]ik ∩[b]kj) occurs for at least one index k,

(g) |[A]|rB ≤ rad([A][B]) ≤ |[A]|rB + rA|B̌| ≤ |[A]|rB + rA|[B]|,
(h) rA|[B]| ≤ rad([A][B]) ≤ rA|[B]| + |Ǎ|rB ≤ |[A]|rB + rA|[B]|,
(i) O ∈ [A] and O ∈ [B] implies rad([A][B]) ≤ 2rA ⋅ rB ,
(j) q([C][A], [C][B]) ≤ |[C]|q([A], [B]), q([A][C], [B][C]) ≤ q([A], [B])|[C]|.
Proof. The proof can be easily achieved by means of the Theorems 2.4.2–2.4.7 and
2.5.7. As an example we prove here only (e) and (j) explicitly.

(e) (rad(A[B]))ij = rad( n∑
k=1

aik[b]kj) = n∑
k=1

rad(aik[b]kj)= n∑
k=1
|aik| rad([b]kj) = (|A| rad([B]))ij .
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(j) (q([C][A], [C][B]))ij = q( m∑
k=1
[c]ik[a]kj , m∑

k=1
[c]ik[b]kj)≤ m∑

k=1
q([c]ik[a]kj , [c]ik[b]kj) ≤ m∑

k=1
|[c]ik| q([a]kj , [b]kj)= (|[C]|q([A], [B]))ij .

Theorem 3.1.6. Let [b], [c] ∈ 𝕀ℝn , [A], [B] ∈ 𝕀ℝn×n and denote the spectral radius
by ρ(⋅).
(a) If rad([b] + [A][c]) < rad([c]) holds, then ρ(Ã) ≤ ρ(|Ã|) ≤ ρ(|[A]|) < 1 follows for

all matrices Ã ∈ [A].
(b) If rad([b] + (I − [A][B])[c]) < rad([c]) holds, then [A], [B] are regular.
Proof. (a) is an immediate consequence of the inequality|Ã| rad([c]) ≤ |[A]| rad([c]) ≤ rad([A][c]) + rad([b]) = rad([b] + [A][c]) < rad([c])
and the Theorems 1.9.10 and 1.9.13.

In order to prove (b), choose Ã ∈ [A], B̃ ∈ [B]. Then (a) guarantees ρ(I − ÃB̃) < 1.
Therefore, theNeumann series for (I − ÃB̃) converges and represents (I − (I − ÃB̃))−1 =(ÃB̃)−1 . Hence Ã, B̃ are regular, and so are [A] and [B].
3.2 Powers of interval matrices

Powers Ak of square matrices A ∈ ℝn×n occur, for instance, in the Neumann series∑∞
k=0 Ak or when discussing stability of initial value problems

y(t) = {B + C(t)} y(t) + {b + c(t)}, t > t0, (3.2.1)

y(t0) = y0, (3.2.2)

where t, t0 ∈ ℝ, b, c(t), y0, y(t) ∈ ℝn , B, C(t) ∈ ℝn×n , C and c sufficiently smooth
periodic functions with the same period T > 0. In the latter case the fundamental
matrix Φ(t) ∈ ℝn×n of the associated homogeneous system

y(t) = {B + C(t)} y(t), t ∈ ℝ, (3.2.3)

with the initial value
Φ(t0) = I (3.2.4)

satisfies
Φ(t + T) = Φ(t) ⋅ Φ(t0 + T)

since both sides are (matrix) solutions of (3.2.3) and have the same initial value Φ(t0 +
T). An inductive argument leads to

Φ(t + kT) = Φ(t) ⋅ {Φ(t0 + T)}k , t0 ≤ t ≤ t0 + T, k ∈ ℕ0. (3.2.5)
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By virtue of (3.2.4) the solution yh of (3.2.3) with initial value yh(t0) = y0 can bewritten
as yh(t) = Φ(t)y0 . Therefore, if yεh denotes the solution of (3.2.3) with the initial value
yεh(t0) = y0 + ε, (ε ∈ ℝn) we get

yεh(t) − yh(t) = Φ(t)ε
and finally

yεh(t + kT) − yh(t + kT) = Φ(t) ⋅ {Φ(t0 + T)}kε, t0 ≤ t ≤ t0 + T, k ∈ ℕ0. (3.2.6)

This also holds if yεh , yh are replaced by the solutions of the corresponding inhomo-
geneous system (3.2.1) with the same initial values (Jordan, Smith [157], pp. 226–227).
Therefore, the powers Ak of A = Φ(t0 + T) determine whether the difference in (3.2.6)
is bounded (i.e., the solution of (3.2.1), (3.2.2) is stable) and, in addition, tends to zero
if t tends to infinity (which means that the solution of (3.2.1), (3.2.2) is asymptotically
stable). The first case certainly occurs if A is semiconvergent, the second case is equiv-
alent to A being convergent (cf. Definition 1.7.5). With an appropriate software like
AWA (see Lohner [192], Rihm [293]) it is possible to enclose Φ(t0 + T). Thus the pow-
ers of such enclosures can be used in order to derive sufficient criteria for stability,
respectively asymptotic stability, of (3.2.1), (3.2.2). This was done in Cordes [77] and
leads us to the study of powers [A]k of interval matrices [A] ∈ 𝕀ℝn×n . By virtue of
the missing power associativity of interval matrices – cf. Example 3.1.3 – wemust first
define what we mean by a power of [A].
Definition 3.2.1. Let [A] ∈ 𝕀ℝn×n .
(a) We define[A]0 = ([a](0)ij ) = I, [A]k = ([a](k)ij ) = [A]k−1 ⋅ [A], k ∈ ℕ. (3.2.7)

(b) Analogously to Definition 1.7.4 we call [A] semiconvergent if [A]∞ = limk→∞[A]k
exists, and convergent if, in addition, [A]∞ = O holds.

One might ask why we did not define the powers of [A] by
0[A] = I, k[A] = [A] ⋅ k−1[A], k ∈ ℕ, (3.2.8)

i.e., by multiplication with [A] from the left. We oriented on (3.2.5), (3.2.6) where one
can think of multiplying Φ(t0 + T) from the right in order to get the next section t0 +(k + 1)T ≤ t + (k + 1)T ≤ t0 + (k + 2)T , t ∈ [t0, t0 + T]. But this is not a must, of
course. We leave it to the reader as Exercise 3.2.2 to show that (k[A]) is convergent
if and only if (([A]T)k) has this property, and that (k[A]) and ([A]k) do not need to
converge, respectively diverge, simultaneously.

Nextwe introduce (ir)reducibility for intervalmatrices similarly to singularity/reg-
ularity in Section 3.1. An interval matrix [A] ∈ 𝕀ℝn×n is denoted to be irreducible if it
contains at least one irreducible matrix Ã ∈ ℝn×n , and reducible otherwise. It is obvi-
ous that [A] is (ir)reducible if and only if the real matrix |[A]| has the same property.
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If P is a permutation matrix such that R|[A]| = P|[A]|PT is ‘the’ reducible normal form
of |[A]| according to (1.7.5), then we call R[A] = P[A]PT the reducible normal form of
the interval matrix [A]. Here we dropped brackets because of Theorem 3.1.2 (f).

Our first result handles convergence of nondegenerate irreducible interval matri-
ces [A].
Theorem 3.2.2. Let [A] ∈ 𝕀ℝn×n be nondegenerate and irreducible. Then [A] is conver-
gent if and only if ρ(|[A]|) < 1.

Proof. ‘⇒’: Let ρ = ρ(|[A]|), u > 0 be a Perron vector of |[A]|, and d([a]i0 j0 ) > 0. Then
the inequality

d([A]k+1)u ≥ d([A])|[A]|ku = ρkd([A])u
implies (d([A]k+1)u)i0 ≥ ρkd([a]i0 j0 )uj0 > 0.

Since [A] is convergent so is (ρk), which proves ρ < 1.
‘⇐’: follows immediately from |[A]k| ≤ |[A]|k and Theorem 1.7.6 applied to |[A]|.

If one of the assumptions of Theorem 3.2.2 is dropped, only the if-part of the theorem
remains true as can be seen from its proof and from the convergent matrix[A] ≡ A = (1 −1

1 −1)
with [A]2 = O, ρ(A) = 0, ρ(|[A]|) = 2 > 1. Apparently, the missing nondegenerate
intervals in [A] cause the failure of Theorem 3.2.2. Therefore, wewill now characterize
those columns j of [A] for which at least some power of [A] exists which contains a
nondegenerate entry somewhere in this same column j .

Definition 3.2.3. Let [A] ∈ 𝕀ℝn×n . Thenwe define the column index set C ⊆ {1, . . . , n}
by

C = { j | ∃k0, i0 : d([a](k0)i0 j ) > 0 }. (3.2.9)

Since C is difficult to determine from this definition we present an equivalent formu-
lation of C .

Lemma 3.2.4. Let [A] ∈ 𝕀ℝn×n , define C as in Definition 3.2.3, and denote by G(|[A]|)
the directed graph of |[A]|. Then j ∈ C if and only if there is a path (i0, i1, . . . , is = j) in
G(|[A]|) with at least one edge (iα , iβ) such that d([a]iα iβ ) > 0.

Proof. ‘⇒’: Assume that there are some columns j ∈ C for which no path exists as
described in the lemma. By definition there are positive integers i, k with d([a](k)ij ) > 0.
Choose i, j in such a way that k is minimal. Then d([a]lj) = d([a](1)lj ) = 0, l = 1, . . . , n,
since in the case d([a]l0 j) > 0 the path (l0, j) contradicts the assumption. Therefore,
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we get k > 1 and

0 < d([a](k)ij ) ≤ n∑
l=1

d([a](k−1)il ) |[a]lj| + n∑
l=1
|[a](k−1)il | d([a]lj)= n∑

l=1
d([a](k−1)il ) |[a]lj|.

There must be an s with |[a]sj| ̸= 0, d([a](k−1)is ) > 0, which proves s ∈ C . Since k was
minimal there is a path as described in the lemma which ends at s . Taking into ac-
count |[a]sj| ̸= 0 this path can be lengthened by the edge (s, j) which contradicts our
assumption.

‘⇐’: Let (α, β, i2, . . . , is = j) be a path as described in the lemma. Without loss
of generality assume d([a]α,β) > 0. Then we obtain

d([a](s)αj ) = n∑
l=1

d([a](s−1)αl [a]lj) ≥ d([a](s−1)α,is−1 [a]is−1,j)≥ d([a](s−1)α,is−1 )|[a]is−1,j| ≥ d([a](s−2)α,is−2 ) ⋅ |[a]is−2,is−1 | ⋅ |[a]is−1,j|≥ ⋅ ⋅ ⋅ ≥ d([a]αβ) ⋅ |[a]β,i2 | ⋅ |[a]i2,i3 | ⋅ ⋅ ⋅ |[a]is−1,j| > 0

which completes the proof.

By virtue of Lemma 3.2.4 the column index set C of a nondegenerate interval matrix[A] with irreducible absolute value is the full index set, i.e., C = {1, . . . , n}.
Now we are ready to formulate a necessary and sufficient criterion for the conver-

gence of general interval matrices [A] ∈ 𝕀ℝn×n .

Theorem 3.2.5. Let [A] ∈ 𝕀ℝn×n and C ⊆ {1, . . . , n} as in Definition 3.2.3. Construct the
matrix B ∈ ℝn×n by

bij = {{{ |[a]ij|, if j ∈ C,[a]ij ≡ aij , if j ∉ C. (3.2.10)

Then [A] is convergent if and only if ρ(B) < 1.

Proof. If [A] is irreducible and d([A]) ̸= O, then Theorem 3.2.5 reduces completely to
Theorem 3.2.2, hence it is proved in this case. If [A] is a point matrix, then [A] ≡ B,
and the assertion follows from Theorem 1.7.6. Now let [A] be reducible. By virtue of
Exercise 3.2.3 (b) we can assume that [A] has reducible normal form, i.e., [A] has the
block form

[A] =([A]11 O . . . O[A]21 [A]22 . . .
...

...
. . . . . . O[A]s1 . . . [A]s,s−1 [A]ss) (3.2.11)
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where each diagonal submatrix [A]ii is either a 1 × 1 zero matrix or irreducible. Let[A](k)ij , Bij , B(k)
ij , Iij be the corresponding blocks of [A]k , B, Bk , and I , respectively.

‘⇒’: Let [A] be convergent. Then the same holds for all diagonal blocks [A]ii .
Using Lemma 3.2.4 one sees that either all columns of [A]ii belong to C (which always
refers to the whole matrix [A]) or none. In the first case for any column j of [A]ii there
are integers m, p with d([a](m)

pj ) > 0. From

d([a](m+k)
pl ) ≥ {d([A]m) |[A]|k}pl ≥ d([a](m)

pj ) (|[A]|k)jl ≥ 0 (3.2.12)

for all k ∈ ℕ and all column indices l of [A]ii we get limk→∞ Bk
ii = limk→∞|[A]ii|k = O,

whence ρ(Bii) < 1. In the second casewe have Bii ≡ [A]ii . Hence ρ(Bii) < 1 holds again
because of Bk

ii ≡ [A]kii . Since det(B − λI) = ∏s
i=1 det(Bii − λIii) we obtain ρ(B) < 1.

‘⇐’: Let B be convergent. Then Bii = |[A]ii| or Bii ≡ [A]ii implies the convergence
of [A]ii , i = 1, . . . , s . Assume that [A] is not convergent. Then there is a block [A]ij
with i > j andmaximal j < s such that the matrix sequence ([A](k)ij ) does not converge
to the zero matrix. Let

[R] =(((
(

[A]j+1,j
...[A]ij
...[A]sj

)))
)

, [Q] =([A]j+1,j+1 O . . . O
...

. . . . . .
...

...
. . . O[A]s,j+1 . . . . . . [A]ss) .

Let [Q](k), [R](k) be the submatrices of [A]k which correspond to [Q] and [R], respec-
tively. Because of the extremal choice of j, the sequence ([Q](k)) = ([Q]k) converges to
the zero matrix. From [R](k+1) = [R](k)[A]jj + [Q]k[R] and by induction we get|[R](k+1)| ≤ k∑

l=0
|[Q]l| |[R]| |[A]|k−ljj .

If [A]jj is a 1 × 1 zero matrix we obtain |[R](k+1)| ≤ |[Q]k| |[R]| and the convergence of([R](k)) and ([A](k)ij ) to zero matrices follows, contradicting the assumption. If |[A]jj|
is irreducible and j ∉ C for all columns j of [A]jj , then we will prove by induction[A](k)ij = B(k)

ij , k = 1, 2, . . . , (3.2.13)

which implies the contradiction limk→∞[A](k)ij = O .
The definition of B guarantees (3.2.13) for k = 1. Let (3.2.13) hold for some k ∈ ℕ

and let (i, j) be an arbitrary index pair which belongs to Bij . Then we obtain

b(k+1)
i j = ∑

l∈C
b(k)
i l alj + ∑

l∉C
b(k)
i l alj . (3.2.14)

All the entries alj of the first sum are zero because otherwise the contradiction j ∈ C
can be easily shown using Lemma 3.2.4. Therefore, the summands b(k)

i l alj can be
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replaced by [a](k)i l alj in both sums without changing the value in (3.2.14). This ter-
minates the induction for (3.2.13).

In order to finish the proof it remains to consider the case of |[A]jj| being irre-
ducible with all columns in C . Let u > 0 be a Perron vector of |[A]jj|. From the begin-
ning of the proof we already know ρ = ρ(|[A]jj|) < 1. Taking into account the conver-
gence of [Q], there is a vector υ > 0 with 0 ≤ |[Q]l| |[R]|u ≤ υ for all l = 0, 1, . . . . If
ε > 0 is given, we can choose a positive integer m such that

k−m∑
l=0
|[Q]l| |[R]| |[A]jj|k−lu = k−m∑

l=0
ρk−l|[Q]l| |[R]|u ≤ ρm

1 − ρ υ < ευ

holds for all k > m . Choosing k so large that |[Q]l| ≤ ε
m ee

T holds for all l > k − m, we
get

0 ≤ |[R](k+1)|u ≤ k∑
l=0
|[Q]l| |[R]| |[A]jj|k−lu≤ k∑

l=k−m+1
|[Q]l| |[R]|u + ευ ≤ ε(eeT |[R]|u + υ).

Since ε was arbitrary, ([R](k)) converges to zero and the same is true for ([A](k)ij ).
Example 3.2.6. Let [A] = (1 −1 0

1 −1 0
0 0 [0, 12 ]) .

Then

B = (1 −1 0
1 −1 0
0 0 1

2

) with ρ(B) = 1
2
< 1.

Hence [A] is convergent. In fact,
[A]k = 1

2k
(0 0 0
0 0 0
0 0 [0, 1]) k = 2, 3, . . . ,

and ρ(|[A]|) = 2.

Without proof we cite two results fromMayer [199] on the semiconvergence of interval
matrices with irreducible absolute value.

Theorem 3.2.7. Let [A] ∈ 𝕀ℝn×n be nondegenerate and irreducible. Then [A] is semi-
convergent with limit [A]∞ ̸= O if and only if the following two conditions hold.
(i) |[A]| is semiconvergent with limit |[A]|∞ ̸= O (which may differ from |[A]∞|.
(ii) If [A] contains exactly one real matrix Ã with |Ã| = |[A]|, then Ã ̸= −D|[A]|D where

D is a signature matrix.
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In many examples the limit [A]∞ in Theorem 3.2.7 is zero-symmetric in the sense of
Section 3.1. Therefore, it is interesting to know when this property does not occur.

Theorem 3.2.8. Let [A] ∈ 𝕀ℝn×n be nondegenerate and irreducible. Assume that [A] is
semiconvergent with limit [A]∞ ̸= O. Then [A]∞ is not zero-symmetric if and only if [A]
contains exactly one matrix Ã with |Ã| = |[A]| and this matrix Ã has, in addition, the
representation Ã = D|[A]|D with a signature matrix D.

Exercises

Ex. 3.2.1. Show that Mathieu’s differential equation

y(t) + cy(t) + {a + b cos(2t)} y(t) = 0, c > 0, a, b ∈ ℝ
is an example for (3.2.3).

Ex. 3.2.2. Let [A] ∈ 𝕀ℝn×n .
(a) Show that ∞[A] = limk→∞

k[A] exists if and only if ([A]T)∞ = limk→∞([A]T)k ex-
ists and that ∞[A] = O and ([A]T)∞ = O hold simultaneously.

(b) Show that each matrix

Ã ∈ [A] = (1 −1 0
1 −1 0
0 [0, 12 ] 0

)
has the spectral radius ρ(Ã) = 0.

(c) Show that limk→∞[A]k does not exist while limk→∞
k[A] does.

Ex. 3.2.3. Let [A], [B] ∈ 𝕀ℝn×n and let P ∈ ℝn×n contain in each column and each
row exactly one entry not equal to zero. (For instance, let P be a permutation matrix.)
Prove the following equalities.
(a) P([A][B]) = (P[A])[B]; [A]([B]P) = ([A][B])P; [A](P[B]) = ([A]P)[B].
(b) P[A]kP−1 = (P[A]P−1)k , where P[A][B] := (P[A])[B].
Ex. 3.2.4. Check which of the following matrices are semiconvergent. If so, check
whether their limit is zero-symmetric. If possible, compute this limit.[A]1 = 1

2
([0, 1] [0, 1][0, 1] [0, 1]) , [A]2 = 1

2
([−1, 0] [0, 1][0, 1] [−1, 0]) ,[A]3 = 1

2
( [0, 1] [−1, 10][−1, 0] [0, 1] ) , [A]4 = 1

2
([0, 1] [0, 1][0, 1] [−1, 0]) ,[A]5 = 1

2
([−1, 1] [1, 1][1, 1] [−1, −1]) .
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Ex. 3.2.5. Show be means of the example[A] ≡ 1
2
(1 −1
1 1

)
that ρ(|[A]m|) < 1 for some m ∈ ℕ does not imply ρ(|[A]|) < 1.

3.3 Particular interval matrices

In this subsection we will extend the concept of particular matrices from Section 1.10
to interval matrices.

Definition 3.3.1. An interval matrix [A] ∈ 𝕀ℝn×n is called a diagonal matrix, an upper
or lower triangular matrix, an M-matrix, an H -matrix, and an inverse positive matrix,
respectively, if all element matrices Ã ∈ [A] have the corresponding property.
By virtue of their definition, M-, H - and inverse positive matrices [A] ∈ 𝕀ℝn×n are
regular interval matrices. For each of these classes of matrices we now list some cru-
cial properties. We start with a criterion on inverse positive matrices which is due to
Kuttler [185].

Theorem 3.3.2 (Inverse positive matrices; Kuttler’s theorem). Let [A] ∈ 𝕀ℝn×n . Then[A] ∈ 𝕀ℝn×n is inverse positive if and only if A, A are inverse positive. In this case we
have [A]−1 = [A−1, A−1], i.e., A−1 ≤ Ã−1 ≤ A−1 for all matrices Ã ∈ [A].
Proof. If [A] is inverse positive, then so are A and A by definition. For the converse
assume that A−1 ≥ O, A−1 ≥ O and let 0 < u ∈ ℝn . Then υ = A−1u > 0. Choose Ã ∈ [A].
Then A ≤ Ã ≤ A implies

A−1Ã ≤ I ≤ A−1Ã. (3.3.1)

From the first inequality we get B = A−1Ã ∈ Zn×n and from Bυ = A−1Ãυ ≥ A−1Aυ =
A−1u > 0 we see that B is an M-matrix. Therefore, B and Ã = AB are regular and
Ã−1 = B−1A−1 ≥ O . The final double inequality of the theorem follows directly from
(3.3.1) multiplied by Ã−1 ≥ O .

Sometimes not [A] but D[A]D must be tested for inverse positivity where D, D are
two signature matrices defined in Section 1.1. The following corollary is an immediate
consequence of Kuttler’s theorem.

Corollary 3.3.3. Let D, D be two signature matrices and [A] ∈ 𝕀ℝn×n . Then D[A]D is
inverse positive if and only if at least one of the two subsequent conditions (i), (ii) hold.
(i) [A] is regular and DÃ−1D ≥ O for each Ã ∈ [A].
(ii) Ǎ − D rad([A])D and Ǎ + D rad([A])D are regular and satisfy

D(Ǎ − D rad([A])D)−1D ≥ O and D(Ǎ + D rad([A])D)−1D ≥ O.
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Proof. The equivalence with (i) follows from D[A]D = {DÃD | Ã ∈ [A]} and D−1 = D,
D−1 = D . The equivalencewith (ii) followswithKuttler’s theorem frommin(D[A]D) =
min{D(Ǎ + [− rad[A], rad([A])])D} = DǍD − rad([A]) = D(Ǎ − D rad([A])D)D and
an analogous expression for max(D[A]D).
We continue with properties of M- and H -matrices.

Theorem 3.3.4 (M-matrices). Let [A] ∈ 𝕀ℝn×n .
(a) The matrix [A] ∈ 𝕀ℝn×n is an M-matrix if and only if A is an M-matrix and A ∈

Zn×n . In this case we have [A]−1 = [A−1, A−1], i.e., A−1 ≤ Ã−1 ≤ A−1 for all matrices
Ã ∈ [A].

(b) A triangular matrix with aii > 0 for i = 1, . . . , n and aij ≤ 0 for i ̸= j is an M-matrix.

Proof. (a) If [A] is an M-matrix, so are A and A .
Assume conversely that A is an M-matrix and A ∈ Zn×n . Then Ã ∈ Zn×n for all

matrices Ã ∈ [A]. Moreover, by virtue of Corollary 1.10.5 they are M-matrices, and so
is [A].

The representation of [A]−1 follows from A−1 ≤ Ã−1 ≤ A−1 for A ≤ Ã ≤ A or from
Theorem 3.3.2.

(b) follows immediately from Theorem 1.10.7 (d).

Theorem 3.3.5 (H -matrices). Let [A] ∈ 𝕀ℝn×n .
(a) The matrix [A] ∈ 𝕀ℝn×n is an H-matrix if and only if ⟨[A]⟩ is an M-matrix.
(b) If [A] is an M-matrix, then it is an H-matrix.
(c) If ⟨[A]⟩ is strictly diagonally dominant, then [A] is an H-matrix.
(d) If ⟨[A]⟩ is irreducibly diagonally dominant, then [A] is an H-matrix.
(e) If ⟨[A]⟩ is regular and diagonally dominant, then [A] is an H-matrix.
(f) If [A] is a triangular matrix with 0 ∉ [a]ii for i = 1, . . . , n, then it is an H-matrix.

Proof. (a) Let [A] be an H -matrix and choose Ã ∈ [A] such that ⟨Ã⟩ = ⟨[A]⟩. Since Ã
is an H -matrix, ⟨Ã⟩ is an M-matrix and so is ⟨[A]⟩.

Conversely, let ⟨[A]⟩ be an M-matrix and let Ã ∈ [A]. Then ⟨[A]⟩ ≤ ⟨Ã⟩ ∈ Zn×n ,
hence ⟨Ã⟩ is an M-matrix by virtue of Corollary 1.10.5. Therefore, Ã is an H -matrix,
and so is [A].

(b)–(f) follow immediately from the Theorems 1.10.7 and 1.10.18.

We next consider regular interval matrices [A] for which the entry (Ã−1)ij of the in-
verse does not change its sign when Ã varies in [A] and i, j are chosen arbitrary but
held fixed.

Definition 3.3.6. A regular interval matrix [A] ∈ 𝕀ℝn×n is called inverse stable if for
each i, j ∈ {1, . . . , n} either (Ã−1)ij ≥ 0 for each Ã ∈ [A] or (Ã−1)ij ≤ 0 for each Ã ∈ [A].
Obviously, M-matrices and inverse positive matrices [A] ∈ 𝕀ℝn×n belong to the class
of inverse stable matrices. A general sufficient criterion for inverse stability is given in
the following theorem.
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Theorem 3.3.7. Let [A] ∈ 𝕀ℝn×n have a regular midpoint matrix Ǎ which satisfies

ρ(R) < 1, where R = |Ǎ−1| rad([A]). (3.3.2)

Then [A] is regular. Moreover, if
Q|Ǎ−1| ≤ |Ǎ−1| with Q = R(I − R)−1, (3.3.3)

then [A] is inverse stable.
Proof. Choose Ã = Ǎ − ∆ ∈ [A]. Then |Ǎ−1∆| ≤ R, whence ρ(Ǎ−1∆) < 1. Therefore, the
corresponding Neumann series converges, and one obtains ∑∞

k=0(Ǎ−1∆)kǍ−1 = (I −
Ǎ−1∆)−1Ǎ−1 = Ã−1 . Hence [A] is regular. Moreover,|Ã−1 − Ǎ−1| = |((Ǎ − ∆)−1Ǎ − I)Ǎ−1| ≤ |(I − Ǎ−1∆)−1 − I| ⋅ |Ǎ−1|=  ∞∑k=1(Ǎ−1∆)k |Ǎ−1| ≤ ∞∑

k=1
Rk ⋅ |Ǎ−1| = Q|Ǎ−1| ≤ |Ǎ−1|

from which one can immediately conclude inverse stability by inspecting the entries.

Notes to Chapter 3

To 3.1: Interval vectors and basic operations with them are already contained in
Sunaga [351]. For interval matrices see Moore [232] and Apostolatos, Kulisch [51].

To 3.2: Powers of interval matrices and convergence are first considered in Mayer
[198]. The results in Section 3.2 are taken from there. Based on these results the
convergence of the Neumann series with [A] ∈ 𝕀ℝn×n was completely discussed in
Mayer [200]. Semiconvergence for interval matrices with irreducible absolute value
was introduced in Mayer [199], necessary and sufficient results for the convergence as
well as results on the shape of the limit are given there. The results were generalized
to arbitrary matrices in Arndt, Mayer [55, 56], but a necessary and sufficient criterion
for the semiconvergence of a general intervalmatrix [A] is still missing. An alternative
proof for Theorem 3.2.5 can be found in Pang, Lur, Guu [268]. Results on the stability
of linear homogeneous systems of differential equations with periodic coefficients
can be found in the literature as Floquet theory; cf. Yakubovich, Starzhinskii [365], for
example. Applications of stability of such systems using interval analysis are given in
Cordes [77].

To 3.3: Interval M-matrices are considered in Barth, Nuding [59], interval H -matrices
and their properties are discussed in Neumaier [254]. They are already used implicitly
in Alefeld [7].
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4 Expressions, P-contraction, ε-inflation
4.1 Expressions, range

In Section 2.6 we defined the elementary interval functions by their range. This defini-
tion could also be applied for general continuous functions f : D ⊆ ℝn →ℝ since such
functions assume their maximum andminimum on each compact set, particularly on
each interval vector [x] ⊆ D . Unfortunately, in most cases neither these extrema nor
their position can be easily determined. Therefore, one replaces these optimal defini-
tions by a coarser one such that the resulting image for an input [x] encloses at least
the range Rf ([x]) of f restricted to [x] ⊆ D . To this end we define a certain set 𝔼 of ad-
missible expressions and the interval arithmetic evaluation of their induced functions
which all belong to the class of so-called factorable functions.

Definition 4.1.1. Let 𝔽u denote the set of unary operations +, −, 𝔽b the set of binary
operations +,−, ⋅ , /, and 𝔽 the set of elementary functions as inDefinition 2.6.1 (which
can be extended if necessary). A function f : D ⊆ℝn →ℝ with x = (x1, . . . , xn)T → f(x)
is called factorable with respect to 𝔽u ∪ 𝔽b ∪ 𝔽 if there exists a sequence f 1, . . . , f s of
functions f j : D → ℝ, j = 1, . . . , s, such that the following properties hold.
(1) f k(x) = xk , k = 1, . . . , n,
(2) f k(x) = ck−n , k = n + 1, . . . ,m, where cj denotes a constant,
(3) f k(x) = f ℓ(x) ∘ f r(x), ∘ ∈ 𝔽b or f k(x) = ±f ℓ(x), or f k(x) = φ(f ℓ(x)) with φ ∈ 𝔽, andℓ, r < k, k = m + 1, . . . s,
(4) f(x) = f s(x).
We call (f k) a factor sequence for f .
Definition 4.1.2. We define 𝔼 as the set of all scalar mathematical expressions which
are built in finitely may steps by the vector variable x = (xi) ∈ ℝm , real constants, the
unary operations +, −, the binary operations +, −, ⋅ , /, and the elementary functions
φ ∈ 𝔽. Let f : D ⊆ ℝm → ℝn be a function with f(x) = (fi(x)) such that fi(x) ∈ 𝔼,
i = 1, . . . , n . Replace each variable xi by an interval [x]i with [x] = ([x]i) ⊆ D using
the corresponding interval operations andelementary interval functions. If all interval
operations are defined, we end up with an interval vector which we denote by f([x])
andwhichwe call the interval arithmetic evaluation of f at [x]. If one varies [x] ∈ 𝕀ℝm ,[x] ⊆ D, one obtains an interval function [f] with expression [f]([x]) = f([x]), whichwe
also denote as interval arithmetic evaluation of f . In the sequel we will mostly write
f([x]) if we mean this particular interval function [f].
Apparently [f] from Definition 4.1.2 may differ if the form of the original expression
f(x) is changed equivalently. For instance the equivalent expressions f(x) = 0 and
f(x) = x − x yield different interval functions. Therefore, when speaking of the in-
terval arithmetic evaluation of f = (fi) one always has a particular expression for
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fi(x) ∈ 𝔼 in mind which represents fi . We assume this tacitly for f when we write
f([x]). In addition, we assume that f([x]) exists whenever f([x]) is used in the se-
quel. We emphasize that f([x]) does not denote the range Rf ([x]) of f over [x] as is
sometimes done in the literature. In fact we will see that only Rf ([x]) ⊆ f([x]) can be
guaranteed; cf. Theorem 4.1.4 and Example 4.1.3.

It is obvious that one can identify 𝔼 with the set of all factor sequences f 1, . . . , f s

defined in Definition 4.1.1, but not with the set of all factorable functions f since f can
be represented by more than one such sequence.

Composition of functions is contained in Definition 4.1.2 by using an appropriate
formula tree.

Example 4.1.3.
(a) Let f(x) = x − x, hence f([x]) = [x] − [x]. Then f([−1, 2]) = [−1, 2] − [−1, 2] =[−3, 3] ̸= 0. In contrast with this, the equivalent expression f(x) ≡ 0 yields f([x]) ≡

0 ≡ [0, 0] = Rf ([x]).
(b) The expression

f(x) = 1
x − x + 1

is defined for all x ∈ ℝ, while
f([−1, 2]) = 1[−1, 2] − [−1, 2] + 1 = 1[−2, 4]

is not defined because of 0 ∈ [−2, 4].
(c) Let

f(x) = x + x3
2 + x2 − sin x .

Then
f([x]) = [x] + [x]3

2 + [x]2 − sin([x]) ,
whence

f([−2, 2]) = [−2, 2] + [−8, 8]
2 + [0, 4] − [−1, 1] = [−10, 10][1, 7] = [−10, 10].

By virtue of the definition of +, −, ⋅ , / and φ ∈ 𝔽 for intervals, one immediately gets
the following property.

Theorem 4.1.4 (Inclusion property, inclusion monotony). Let f : D ⊆ ℝm → ℝn and[x], [y] ⊆ D. Then
Rf ([x]) ⊆ f([x]) (inclusion property) (4.1.1)

holds. In addition,[x] ⊆ [y] implies f([x]) ⊆ f([y]) (inclusion isotony, or inclusion monotony).

In particular, f([x]) exists in this case if f([y]) does.
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Notice that a meaningful machine interval arithmetic must always take care that
rounding is such that (4.1.1) remains true. Thus f([x]) should be computed with out-
ward rounding for each operation.

Before defining interval functions with property (4.1.1) in a way different from in-
terval arithmetic evaluations, we state and prove a simple but important result by
Moore [232] which guarantees equality in (4.1.1).

Theorem 4.1.5. Let f : D ⊆ ℝm → ℝ be defined by f(x) ∈ 𝔼 such that each variable xi
of x = (xi) appears at most once in f(x). Then Rf ([x]) = f([x]) for all [x] ∈ 𝕀ℝn for which
f([x]) is defined.
Proof. Due to (4.1.1) it remains to prove

Rf ([x]) ⊇ f([x]). (4.1.2)

To this end we will show by induction on the number of operations in f(x) that there
exist vectors x1, x2 ∈ [x] such that

f([x]) = [f(x1), f(x2)]. (4.1.3)

Since, by virtue of f(x) ∈ 𝔼, the function f is continuous, it attains all values between
f(x1) and f(x2) so that (4.1.2) then holds.

Let us now start the induction with k = 0. Then the following possibilities for f(x)
can occur:

f(x) ≡ c ∈ ℝ, whence f([x]) = [c, c] = [f(x), f(x)],
and

f(x) = xi , whence f([x]) = [x]i = [xi , xi] = [f(x), f(x)].
Assume now that (4.1.3) holds for all expressions in 𝔼 which have at most k opera-
tions, where we count the application of an elementary function as an operation, too.
Assume that the expression f(x) has k + 1 operations.

Case 1: f = ±g with (4.1.3) for g . By the induction hypothesis there are vectors υ1, υ2
such that g([x]) = [g(υ1), g(υ2)] whence f([x]) = [f(υ1), f(υ2)] if f = +g and f([x]) =[−g(υ2), −g(υ1)] = [f(υ2), f(υ1)] if f = −g .
Case 2: f = g ∘ h with ∘ ∈ {+,−, ⋅, /} andwith (4.1.3) for g, h . By the inductionhypothesis
we get

f([x]) = g([x]) ∘ h([x]) = [g(υ1), g(υ2)] ∘ [h(w1), h(w2)]
with appropriate vectors υi , wj ∈ [x], i, j = 1, 2. Theorem 2.2.2 guarantees

min f([x]) = g(υi0 ) ∘ h(wj0 ) for appropriate indices i0, j0 ∈ {1, 2}.
According to our assumptions, for each fixed l ∈ {1, . . . , n} at least one of the two func-
tions g, h does not depend on xl . Without loss of generality assume that the function
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h does not depend on x1, . . . , xσ (σ ≤ n) and the function g does not depend on
xσ+1, . . . , xn .

Define x1 ∈ ℝn by

x1k = {{{ υi0k , k = 1, . . . , σ

wj0
k , k = σ + 1, . . . , n.

Then
x1 ∈ [x], g(x1) = g(υi0 ), h(x1) = h(wj0 ),

whence
min f([x]) = g(x1) ∘ h(x1) = f(x1).

Analogously there is a vector x2 ∈ [x] such that max f([x]) = f(x2) holds.
This implies (4.1.3).

Case 3: f = φ(g) with φ ∈ 𝔽 and with (4.1.3) for g . By virtue of the continuity of φ we
get

min f([x]) = minφ(g([x])) = φ( ̃g)
with ̃g ∈ g([x]) = [g(υ1), g(υ2)] and appropriate vectors υ1, υ2 ∈ [x], guaranteed by
the induction hypothesis. Since g is continuous, there exists a vector x1 ∈ [x] such
that g(x1) = ̃g, whence min f([x]) = φ(g(x1)) = f(x1). Analogously there is a vector
x2 ∈ [x] with max f([x]) = f(x2).
It is obvious that one can also prove Theorem 4.1.5 using the factor sequence of f and
an induction on the length of such sequences. If in an expression f(x) ∈ 𝔼 some vari-
able xi of x = (xi) appears more than once, then Rf ([x]) = f([x]) need no longer hold
because the interval arithmetic does not take into account the linkage of xi in f(x). In
fact, for the interval arithmetic evaluation f([x]), each occurrence of xi in the expres-
sion f(x) is treated as if a new variable substitutes xi , which varies in the same interval[x]i as xi . This may lead to an overestimation of f([x]) over the range Rf ([x]), which
is sometimes complained of. In the case of such multiple occurrences of xi , one often
speaks of dependent variables or dependency in the variables.

Example 4.1.6. Let f(x1, x2) = 5+x1
6−x2 for (x1, x2) ∈ [1, 2] × [−2, 2]. Then

f([1, 2], [−2, 2]) = 5 + [1, 2]
6 − [−2, 2] = [6, 7][4, 8] = [34 , 74] = Rf ([1, 2] × [−2, 2]),

where we applied Theorem 4.1.5 for the last equality.

Another possibility to enclose the range of a function f can be constructed by means
of the following centered forms.

Definition 4.1.7 (Centered form). Let f : D ⊆ ℝn → ℝ, [x] ⊆ D, z ∈ D . Assume that
there is a vector [s] ∈ 𝕀ℝn such that for all x ∈ [x] there exists a value s(x, z) ∈ [s], the
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so-called slope (between x and z), with

f(x) = f(z) + s(x, z)T(x − z). (4.1.4)

Then the right-hand side of (4.1.4) is called the centered form of f(x) with center z . It
induces an interval [f]([x]) = f(z) + [s]T ⋅ ([x] − z). (4.1.5)

For fixed z, variable [x] ⊆ D, and [s] = [s]([x], z) with the property above we thus get
an interval function [f] : 𝕀(D) → 𝕀ℝ.
Notice that we do not require z ∈ [x] for general centered forms.

From (4.1.4) we can immediately deduce the analogue of property (4.1.1).

Theorem 4.1.8. For the interval function [f] in Definition 4.1.7 we get Rf ([x]) ⊆ [f]([x]).
Example 4.1.9. If n = 1 and x ̸= z, then (4.1.4) necessarily leads to the slope

s(x, z) = f(x) − f(z)
x − z .

If n = 2, x = (x1, x2)T , f(x) = x1 ⋅ x2 , and z = (z1, z2)T we have at the same time

f(z) + (x2, z1)(x − z) = z1z2 + x2(x1 − z1) + z1(x2 − z2) = x1x2 = f(x)
with s(x, z) = (x2

z1
)

and

f(z) + (z2, x1)(x − z) = z1z2 + z2(x1 − z1) + x1(x2 − z2) = x1x2 = f(x)
with s(x, z) = (z2

x1
) .

In particular, s(x, z) is not unique.
A special case of a centered form is the following mean value form which is an imme-
diate consequence of the mean value theorem.

Theorem 4.1.10 (Mean value form). Let D ⊆ ℝn be a region with z ∈ [x] ⊆ D, and let
f : D → ℝ be continuously differentiable. Moreover, let f ([x]) = (grad f([x]))T exist.
Then the mean value form

f(x) = f(z) + f (ξ)(x − z), ξ = z + θ(x − z), θ = θ(x, z) ∈ (0, 1) appropriately,
is a centered form which induces the interval[f]M([x]) = f(z) + f ([x])([x] − z).
Notice that we require z ∈ [x] for the mean value form.

Our next example illustrates this centered form and shows that it delivers an en-
closure of the range Rf ([x]) which at least here is better than the interval arithmetic
evaluation f([x]).
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Example 4.1.11. Let f(x) = x − x and z ∈ [x] ∈ 𝕀ℝ. Then f (x) ≡ 0 and [f]M([x]) = f(z) +
f ([x]) ⋅ ([x] − z) = [0, 0] = Rf ([x]), while f([x]) = [x] − [x] ⊃ Rf ([x]) for nondegenerate
intervals [x].
In order to assess the quality of enclosure of Rf ([x]), we introduce the concept of the
order of approximation.

Definition 4.1.12 (Order of approximation). Let [x]0 ⊆ D ⊆ ℝn . If f : D → ℝ is contin-
uous and if [f] : 𝕀([x]0) → 𝕀ℝ is an interval function which fulfills the conditions

Rf ([x]) ⊆ [f]([x]), (4.1.6)

q([f]([x]), Rf ([x])) ≤ c ‖d([x])‖m∞ (4.1.7)

for all [x] ∈ 𝕀([x]0) with a constant c independent of [x], then we say that [f]([x])
approximates the range Rf ([x]) (on 𝕀([x]0)) with order m .

By virtue of the norm equivalence on ℝn the maximum norm in Definition 4.1.12 can
be replaced by any other norm on ℝn .

Our next theorem motivates this definition.

Theorem 4.1.13. Let f : D ⊆ ℝn → ℝ be continuous, [x]0 ⊆ D, [f] : 𝕀([x]0) → 𝕀ℝ. Let[f]([x]) approximate Rf ([x]) on 𝕀([x]0) of order m. Decompose [x]0 in kn boxes such
that every i-th edge of these boxes has length d([x]0i )

k . Denote by Mk the set of all these
boxes and define [f]k([x]0) = ⋃

[x]∈Mk

[f]([x]).
Then the following properties hold.
(a) Rf ([x]0) ⊆ [f]k([x]0) ∈ 𝕀ℝ.
(b) q([f]k([x]0), Rf ([x]0)) ≤ ̃c

km , ( ̃c ∈ ℝ independent of k).
(c) limk→∞[f]k([x]0) = Rf ([x]0), i.e., the finer the grid the better the approximation of

Rf ([x]0).
Notice the appearance of the order m in part (b) of the theorem. Summarizing the
theorem says that the finer the grid and the higher the order, the better the enclosure
of Rf ([x]0) by [f]k([x]0).
Proof. (a) By virtue of ⋃[x]∈Mk

[x] = [x]0 and (4.1.6) we obtain Rf ([x]0) ⊆ [f]k([x]0).
If [x], [x] ∈ Mk are neighbors, then [x] ∩ [x] ̸= 0, hence [f]([x]) ∩ [f]([x]) ̸= 0 and[f]([x]) ∪ [f]([x]) ∈ 𝕀ℝ. Now an inductive argument implies [f]k([x]0) ∈ 𝕀ℝ.

(b) Let [f]k([x]0) = [f k , f k] and Rf ([x]0) = [w, w]. There is a vector [x]1 ∈ Mk with
f k = min[f]([x]1). Let w1 = min Rf ([x]1). Then by (a) we have |w − f k| = w − f k ≤
w1 − f k = |w1 − f k|.

Analogously there exists a vector [x]2 ∈ Mk with f k = max[f]([x]2) and |w − f k| ≤|w2 − f k|, where w2 = max Rf ([x]2).
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By means of (4.1.7) and of the assumption we finally get

q([f]k([x]0), Rf ([x]0)) = max{ |f k − w|, |f k − w| }≤ max{ q([f]([x]1), Rf ([x]1)), q([f]([x]2), Rf ([x]2)) }≤ max{ c ‖d([x]1)‖m∞, c ‖d([x]2)‖m∞ } ≤ ̃c
km

with ̃c = c ‖d([x]0)‖m∞ .
(c) follows from (b).

Example 4.1.14. Let f(x) = x − x and divide [x]0 = [−1, 1] into k equally spaced in-
tervals [x]j = [−1 + 2

k ⋅ (j − 1), −1 + 2
k ⋅ j], j = 1, . . . , k . Define [f] on 𝕀([x]0) by[f]([x]) = f([x]). Then d([x]j) = 2

k ,Mk = {[x]j | j = 1, . . . , k}, f([x]j) = [−2
k ,

2
k ], [f]k([x]0) =⋃k

j=1 f([x]j) = [−2
k ,

2
k ], and q([f]k([x]0),Rf ([x]0)) = q([f]k([x]0), [0, 0]) = 2

k which tends
to zero if k tends to infinity.

In order to determine the order of approximation of the interval arithmetic evaluation
of a function f and of its mean value form we need a smoothness property which is
fulfilled by nearly all expressions in 𝔼.
Definition 4.1.15 (Lipschitz continuity). Let [x]0 ∈ 𝕀ℝm . An interval function[f] : 𝕀([x]0) → 𝕀ℝn

is called Lipschitz continuous if there is a positive constant lf ∈ ℝ such that‖q([f]([x]), [f]([y]))‖∞ ≤ lf ⋅ ‖q([x], [y])‖∞
holds for all [x], [y] ∈ 𝕀([x]0). The constant lf is called Lipschitz constant; the set of
all functions which are Lipschitz continuous in 𝕀([x]0) is denoted by L([x]0).
As in Definition 4.1.12 the maximum norm in Definition 4.1.15 can be replaced by any
other vector norm on ℝm and ℝn , respectively. Definition 4.1.15 generalizes the defini-
tion of Lipschitz continuity for real functions f . In particular, if the interval arithmetic
evaluation of f is Lipschitz continuous, then the real function f itself is Lipschitz con-
tinuous on [x]0 in the traditional way.

If [f] ∈ L([x]0) with [f]([x]) = f([x]) we often shorten this by f ∈ L([x]0) or f([x]) ∈
L([x]0). If m > 1, n = 1 in Definition 4.1.15, we write f ([x]) ∈ L([x]0) or f  ∈ L([x]0), if
wemean grad f = (f )T ∈ L([x]0). For n > 1 and f = (fi) weuse f  ∈ L([x]0) if f i ∈ L([x]0)
for i = 1, . . . , n .

Theorem 4.1.16. Let f : D ⊆ ℝm → ℝ be given by an expression f(x) ∈ 𝔼. Assume that
f([x]0) exists for some interval vector [x]0 ⊆ D and define [f] on 𝕀([x]0) by [f]([x]) =
f([x]). If f([x]0) does not contain a root whose radicand contains zero, then [f] is Lip-
schitz continuous.

Proof. We prove the theorem by induction with respect to the number of operations,
similar to the proof of Theorem 4.1.5. To this end let [x], [y] ∈ 𝕀([x]0).
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Case 1: f = c (= constant) or f(x) = xi . Here, f ∈ L([x]0) is immediate with lf = 1
for instance.

Case 2: f = ±g, where g ∈ L([x]0) with Lipschitz constant lg .
The subcase f = g is trivial, the subcase f = −g follows from q(f([x]), f([y])) =

q(−g([x]), −g([y])) = |(−1)|q(g([x]), g([y])) ≤ lg‖q([x], [y])‖∞ .
Case 3: f = g ∘ h, where ∘ ∈ {+,−,∗, /} and g, h ∈ L([x]0) with Lipschitz constants

lg and lh , respectively.
The subcases f = g ± h follow from

q(f([x]), f([y])) = q(g([x]) ± h([x]), g([y]) ± h([y]))≤ q(g([x]), g([y])) + q(h([x]), h([y])) ≤ (lg + lh)‖q([x], [y])‖∞ .

The subcase f = g ⋅ h is shown by

q(f([x]), f([y])) = q(g([x])h([x]), g([y])h([y]))≤ q(g([x])h([x]), g([x])h([y])) + q(g([x])h([y]), g([y])h([y]))≤ |g([x])|q(h([x]), h([y])) + |h([y])|q(g([x]), g([y]))≤ |g([x]0)|lh‖q([x], [y])‖∞ + |h([x]0)|lg‖q([x], [y])‖∞= lf ‖q([x], [y])‖∞
with lf = |g([x]0)|lh + |h([x]0)|lg .

The proof of the final subcase f = g/h is based on Theorem 2.5.7 (h), (i):

q(f([x]), f([y])) = q ( g([x])
h([x]) , g([y])h([y]))≤ q ( g([x])
h([x]) , g([y])h([x])) + q ( g([y])h([x]) , g([y])h([y]))≤ 1⟨h([x])⟩q(g([x]), g([y])) + |g([y])|⟨h([x])⟩⟨h([y])⟩q(h([x]), h([y]))≤ lf ‖q([x], [y])‖∞

with
lf = 1⟨h([x]0)⟩ lg + |g([x]0)|⟨h([x]0)⟩2 lh .

Case 4: f = φ(g) with φ ∈ 𝔽 and g ∈ L([x]0) with Lipschitz constant lg . If φ is a
root we assume that min(g([x]0)) > 0.

Let [u] = g([x]), [υ] = g([y]), and q = q([u], [υ]). By virtue of Theorem 2.5.7 (a) we
have [u] ⊆ [υ] + [−q, q].

Choose ̃u ∈ [u] arbitrarily. Then there exist elements ̃υ ∈ [υ], ̃q ∈ [−q, q] such that̃u = ̃υ + ̃q holds. Apply the mean value theorem in order to get φ( ̃u) = φ( ̃υ) + φ(ξ) ̃q ∈
φ([υ]) + φ(g([x]0))[−q, q].

Since φ([u]) = Rφ([u])weobtain φ([u]) ⊆ φ([υ]) + [− ̂q, ̂q]with ̂q = |φ(g([x]0))| ⋅ q .
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Analogously we can show φ([υ]) ⊆ φ([u]) + [− ̂q, ̂q], and Theorem 2.5.7 (a) implies

q(φ(g([x])), φ(g([y]))) = q(φ([u]), φ([υ])) ≤ ̂q= |φ(g([x]0))| ⋅ q(g([x]), g([y]))≤ lf ‖q([x], [y])‖∞ with lf = |φ(g([x]0))| ⋅ lg .
Theorem 4.1.17. If [x]0 ⊆ D ⊆ ℝn , f : D → ℝ, f([x]) ∈ L([x]0), then the following prop-
erties hold.
(a) f([x]) ⊆ f( ̌x) + lf eT([x] − ̌x).
(b) d(f([x])) ≤ lf eTd([x]).
Proof. (a) follows from|f([x]) − f( ̌x)| = q(f([x]) − f( ̌x), 0) = q(f([x]), f( ̌x))≤ lf ‖q([x], ̌x)‖∞ = lf ‖|[x] − ̌x|‖∞ ≤ lf eT |[x] − ̌x|,
whence

f([x]) − f( ̌x) ⊆ n∑
i=1

lf |[x]i − ̌xi|[−1, 1] = lf eT([x] − ̌x).
(b) is an immediate consequence of (a).

We will extend the result in Theorem 4.1.17 (b) a little bit, allowing now f(x) ∈ ℝn in-
stead of merely f(x) ∈ ℝ.
Theorem 4.1.18. Let [x]0 ⊆ D ⊆ ℝn , f = (fi) : D → ℝn .
(a) If f([x]) ∈ L([x]0), then ‖d(f([x]))‖∞ ≤ γ‖d([x])‖∞ follows for arbitrary interval vec-

tors [x] ⊆ [x]0 with some independent constant γ > 0.
(b) If, conversely, ‖d(f([x]))‖∞ ≤ γ‖d([x])‖∞ holds for all [x] ⊆ [x]0 , then the real func-

tion f : D → ℝn is Lipschitz continuous on [x]0 in the usual sense.
Proof. (a) follows immediately from Theorem 4.1.17 (b): One sees at once that with
f([x]) each of its components fi([x]) is also Lipschitz continuous with the same Lip-
schitz constant lf . Therefore, d(fi([x])) ≤ lf eTd([x]) holds and implies ‖d(f([x]))‖∞ ≤
lf eTd([x]) ≤ nlf ‖d([x])‖∞ .

In order to prove (b), choose x, y ∈ [x]0 arbitrarily and define[z] = ([min{xi , yi}, max{xi , yi}]) ⊆ [x]0.
Obviously, d([z]) = |x − y| holds and from |f(x) − f(y)| ≤ d(f([z])) we get the classical
Lipschitz condition‖f(x) − f(y)‖∞ ≤ ‖d(f([z]))‖∞ ≤ γ‖d([z])‖∞ = γ‖x − y‖∞
as required.
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It is unknown to the author whether in (b) the Lipschitz continuity follows for the
interval arithmetic evaluation f([x]), too.

After these smoothness results we return to the order of approximation.

Theorem 4.1.19. If f : D ⊆ ℝn → ℝ, [x]0 ⊆ D, then the following properties hold.
(a) If f([x]) ∈ L([x]0), then q(f([x]), Rf ([x])) ≤ c ‖d([x])‖∞
(b) If f ([x]) ∈ L([x]0) and z ∈ [x], then q([f]M([x]), Rf ([x])) ≤ ̃c ‖d([x])‖2∞
with constants c, ̃c, which do not depend on [x] ⊆ [x]0 .
Proof. (a)Wefirst remark that ̃x ∈ [x] ⊆ [y] implies q([x], [y]) ≤ q( ̃x, [y]); cf. Figure 4.1.1
for the one-dimensional case. With f( ̌x) ∈ Rf ([x]) ∈ 𝕀ℝ we therefore obtain

q(f([x]), Rf ([x])) ≤ q(f([x]), f( ̌x)) ≤ lf ‖q([x], ̌x)‖∞ = lf ⋅ 12 ‖d([x])‖∞
which proves the assertion.

[x] [y]

| x − y | | x − y |

| ̃x − ỹ | | ̃x − y |

x̃

Fig. 4.1.1: q([x], [y]) ≤ q( ̃x, [y]).

(b) Let [f]M([x]) = [f M , f M] and Rf ([x]) = [fmin, fmax]. There are elements ̃x ∈ [x],̃f  ∈ f ([x]) such that min (f ([x]) ⋅ ([x] − z)) = ̃f  ⋅ ( ̃x − z), wherewe use ̃f  only symbol-
ically. (It is not necessarily a derivative.) W.l.o.g. let q([f]M([x]), Rf ([x])) = fmin − f M .
Then by means of the mean value theorem we obtain

q([f]M([x]), Rf ([x])) = fmin − { f(z) + ̃f  ⋅ ( ̃x − z) }≤ f( ̃x) − f(z) − ̃f  ⋅ ( ̃x − z)≤ |f (ξ) − ̃f | ⋅ | ̃x − z| ≤ q(f (ξ), f ([x])) d([x])≤ n ⋅ ‖(q(f (ξ), f ([x])))T‖∞ ‖d([x])‖∞≤ n ⋅ lf ‖q(ξ, [x])‖∞‖d([x])‖∞≤ n ⋅ lf ‖d([x])‖2∞,

where the final inequality can be seen from Figure 4.1.2 in the one-dimensional case.

We illustrate the theorem by the following example.
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[x]

ξ

d ([x]) Fig. 4.1.2: q(ξ, [x]) ≤ d([x]).

Example 4.1.20. Let f(x) = x+1
x−1 = 1 + 2

x−1 , x ∈ [x]ε = 2 + [−ε, ε] for 0 < ε ≤ 1
2 , [x]0 =[ 32 , 52 ].

Use f (x) in the form
f (x) = − 2(x − 1)2 .

Then f([x]) ∈ L([x]0), f ([x]) ∈ L([x]0), and a simple computation yields the following
results:
– Range:

Rf ([x]ε) = 1 + 2[x]ε − 1 = [3 − 2ε
1 + ε , 3 + 2ε

1 − ε ] .
– Interval arithmetic evaluation of the first expression of f(x):

f([x]ε) = [3 − 4ε
1 + ε , 3 + 4ε

1 − ε ]
with

qA = q(f([x]ε), Rf ([x]ε)) = 2ε
1 − ε = d([x]ε)

1 − ε = O(ε), ε → +0.
– Mean value form with z = 2:[f]M([x]ε) = 3 − [− 2ε(1 − ε)2 , 2ε(1 − ε)2 ]

with

qM = q([f]M([x]ε), Rf ([x]ε)) = 2ε2(1 − ε)2 3 − ε
1 + ε= 3 − ε

2(1 − ε)2(1 + ε) (d([x]ε))2 = O(ε2), ε → +0.
For ε = 10−k and various integers k we represent the overestimation in Table 4.1.1,
where we rounded the mantissas to one decimal place after the decimal point. The
table should highlight the difference between the interval arithmetic evaluation and
the mean value form when assessing the quality of enclosure of Rf ([x]).
Example 4.1.20 shows that the order of approximation in Theorem 4.1.19 cannot gen-
erally be increased for f([x]) and [f]M([x]), respectively. Under certain conditions
Hertling showed in [143] that the order two cannot be improved in 𝕀ℝ1 by rearranging
terms in the given expression. Nevertheless, there are methods of order higher than
two even in 𝕀ℝ1 . A result towards this direction is contained in the following lemma
of Cornelius and Lohner [80].
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Tab. 4.1.1: Results of Example 4.1.20.

k qA qM
1 2.2 ⋅ 10−1 6.5 ⋅ 10−2

2 2.0 ⋅ 10−2 6.0 ⋅ 10−4

3 2.0 ⋅ 10−3 6.0 ⋅ 10−6

4 2.0 ⋅ 10−4 6.0 ⋅ 10−8

5 2.0 ⋅ 10−5 6.0 ⋅ 10−10

Lemma 4.1.21. Let [h], [x] ∈ 𝕀ℝ, g, h ∈ C0([x],ℝ), Rh([x]) ⊆ [h], f = g + h, F([x]) =
Rg([x]) + [h]. Then Rf ([x]) ⊆ F([x]) and

q(Rf ([x]), F([x])) ≤ d([h]) ≤ 2|[h]|. (4.1.8)

Proof. The first assertion is trivial. In order to prove (4.1.8) we choose x1, x2, y1, y2 ∈[x] such that Rf ([x]) = [f(x1), f(x2)], Rg([x]) = [g(y1), g(y2)]. Then
q(Rf ([x]), F([x])) = max{ |f(x1) − g(y1) − h|, |f(x2) − g(y2) − h| }.

By virtue of our first assertion we get|f(x1) − g(y1) − h| = f(x1) − g(y1) − h ≤ f(y1) − g(y1) − h= h(y1) − h ≤ h − h = d([h])
and, similarly,|f(x2) − g(y2) − h| = g(y2) + h − f(x2) ≤ h − h(y2) ≤ d([h]).
This proves the first inequality of (4.1.8); the second is obvious.

Based on this lemmaandonHermite interpolation (see Theorem 1.4.7 and the notation
there) we immediately get the following result of Cornelius and Lohner [80].

Theorem 4.1.22. Let D be an open subset of ℝ, and let f ∈ Cm+1(D), [x]0 ⊂ D, f (m+1) ∈
L([x]0). For fixed n ∈ ℕ0 and each [x] ⊆ [x]0 let x0, . . . , xn ∈ [x], m0, . . . ,mn ∈ ℕ0 be
given numbers with ∑n

i=0mi = m + 1. Denote by pm the corresponding Hermite interpo-
lation polynomial according to Theorem 1.4.7 (which depends on xi and mi ). Choose a
number ̃f (m+1) ∈ f (m+1)([x]) and define the functions qm+1, Fmn , Gmn by

qm+1(x) = pm(x) + ̃f (m+1)(m + 1)! n∏
i=0
(x − xi)mi

Fmn([x]) = Rpm ([x]) + 1(m + 1)! f (m+1)([x]) n∏
i=0
([x] − xi)mi

Gmn([x]) = Rqm+1 ([x]) + 1(m + 1)! { f (m+1)([x]) − ̃f (m+1) } n∏
i=0
([x] − xi)mi .
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With appropriate constants c1, c2 , which depend on [x]0,m, f only, we obtain
(a) Rf ([x]) ⊆ Fmn([x]), Rf ([x]) ⊆ Gmn([x]),
(b) q(Rf ([x]), Fmn([x])) ≤ c1(d([x]))m+1 ,
(c) q(Rf ([x]), Gmn([x])) ≤ c2(d([x]))m+2 .

Proof. (a) follows from Theorem 1.4.7 and Lemma 4.1.21.
(b) Lemma 4.1.21 implies

q(Rf ([x]), Fmn([x])) ≤ 2(m + 1)! |f (m+1)([x])| n∏
i=0
|[x] − xi|mi

≤ 2(m + 1)! |f (m+1)([x]0)| n∏
i=0
(d([x]))mi = c1(d([x]))m+1.

(c) Using Lemma 4.1.21 and Theorem 4.1.17 (b) we obtain

q(Rf ([x]), Gmn([x])) ≤ 2(m + 1)! |f (m+1)([x]) − ̃f (m+1)| n∏
i=0
|[x] − xi|mi

≤ 2(m + 1)! d(f (m+1)([x])) n∏
i=0
|[x] − xi|mi

≤ 2(m + 1)! lf (m+1) d([x]) (d([x]))m+1 = c2(d([x]))m+2.

Notice that the exponents m + 1 and m + 2 in Theorem 4.1.22 are only lower bounds
of the order of approximation as the mean value form shows – cf. Theorem 4.1.19 (b)
and the subsequent Corollary 4.1.23 (a).

Now we specialize m in Theorem 4.1.22 in order to end up with various range en-
closures of different approximation orders.

Corollary 4.1.23. With the notation and assumptions of Theorem 4.1.22 we get the fol-
lowing enclosures of Rf ([x]):
(a) m = 0, n = 0, m0 = 1 :

F00([x]) = f(x0) + f ([x])([x] − x0) = fM([x]) (Order ≥ 1)
G00([x]) = { f(x0) + ̃f  ⋅ ([x] − x0) } + { f ([x]) − ̃f  }([x] − x0) (Order ≥ 2)

(b) m = 1, n = 0, m0 = 2, ̃f  ̸= 0 :

F10([x]) = { f(x0) + f (x0)([x] − x0) } + 1
2
f ([x])([x] − x0)2 (Order ≥ 2)

G10([x]) = {f(x0) + ̃f 
2
((([x] − x0) − f (x0)̃f  )2 − ( f (x0)̃f  )2)}+ 1

2
(f ([x]) − ̃f )([x] − x0)2 (Order ≥ 3)
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(c) m = 1, n = 1, m0 = 1, m1 = 1, x0 = x ̸= x1 = x, ̃f  ̸= 0:

F11([x]) = { f(x) + ∆([x] − x) } + 1
2
f ([x])[−(rad([x]))2, 0] (Order ≥ 2)

G11([x]) = { f(x) + f(x)
2

+ ̃f 
2
(([x] − ̌x + ∆̃f )2 − ( ∆̃f )2 − (rad([x]))2)}+ 1

2
(f ([x]) − ̃f ) [−(rad([x]))2, 0] , (Order ≥ 3)

where ∆ = f(x) − f(x)
x − x .

Proof. (a) is obvious.
(b) uses the interval square function and a representation which allows the appli-

cation of Theorem 4.1.5.
(c) proceeds similarly to (b). In addition itmodifies the part ([x] − x)([x] − x) of the

remainder term in Theorem 4.1.22 in order to get the range [h( ̌x), 0] = [−(rad([x]))2, 0]
of the function h(x) = (x − x)(x − x) for x ∈ [x].

The details of (b) and (c) are left to the reader as Exercise 4.1.1.

We will apply Corollary 4.1.23 to the function f of Example 4.1.20.

Example 4.1.24. Let f(x) = x+1
x−1 = 1 + 2

x−1 , x ∈ [x]ε = 2 + [−ε, ε] for 0 < ε ≤ 1
2 , [x]0 =[32 , 52 ]. Use f (x) in the form f (x) = − 2

(x−1)2 and f (x) in the form f (x) = 4
(x−1)3 , and

choose x0 = 2, ̃f  = f (2) = −2, ̃f  = f (2) = 4. Then analogously to Example 4.1.20
we get the following results:
– Range:

Rf ([x]ε) = [3 − 2ε
1 + ε , 3 + 2ε

1 − ε ] = [3 − 2ε + 2ε2

1 + ε , 3 + 2ε + 2ε2

1 − ε] .
– m = 0, n = 0, m0 = 1:

F00([x]ε) = fM([x]ε) = 3 + 2ε(1 − ε)2 [−1, 1]
qF00 = q(Rf ([x]ε), F00) = 2ε2(1 − ε)2 ⋅ 3 − ε1 + ε = O(ε2), ε → +0.

G00([x]ε) = [3 − 2ε, 3 + 2ε] + 2ε2(2 − ε)(1 − ε)2 [−1, 1]
qG00 = q(Rf ([x]ε), G00) = 2ε2(1 − ε)2 ⋅ 3 − ε1 + ε = qF00 = O(ε2), ε → +0.

– m = 1, n = 0, m0 = 2:

F10([x]) = [3 − 2ε, 3 + 2ε] + [0, 2ε2(1 − ε)3 ]
qF10 = q(Rf ([x]ε), F10) = 2ε2

1 + ε = O(ε2), ε → +0.
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G10([x]) = [3 − 2ε, 3 + 2ε] + 2ε2 [ 1(1 + ε)3 , 1(1 − ε)3 ]
qG10 = q(Rf ([x]ε), G10) = 2ε3

2 − ε(1 − ε)3 = O(ε3), ε → +0.
For ε = 10−k , k = 0, . . . , 5, we list our results in Table 4.1.2, where we rounded again
to one decimal place after the decimal point.

Tab. 4.1.2: Results of Example 4.1.24.

k qF00 = qG00 qF10 qG10
1 6.5 ⋅ 10−2 1.8 ⋅ 10−2 5.2 ⋅ 10−3

2 6.0 ⋅ 10−4 2.0 ⋅ 10−4 4.1 ⋅ 10−6

3 6.0 ⋅ 10−6 2.0 ⋅ 10−6 4.0 ⋅ 10−9

4 6.0 ⋅ 10−8 2.0 ⋅ 10−8 4.0 ⋅ 10−12

5 6.0 ⋅ 10−10 2.0 ⋅ 10−10 4.0 ⋅ 10−15

Exercises

Ex. 4.1.1. Fill in the details in the proof of Corollary 4.1.23.

Ex. 4.1.2. Verify the results of Example 4.1.24.

Ex. 4.1.3 (Cornelius, Lohner [80]). Compute similar tables to Tables 4.1.1 and 4.1.2 for
the function f(x) = ln(x)/x, x0 = 1.5, and the intervals [x]i = 1.5 + 10−i[−1, 1], i =
0, 1, . . . , 7.

Do the same for the function f(x) = ex−sin x −1, x0 =−1.5, [x]i =−1.5+10−i[−1,1],
i = 0, 1, . . . , 7.

4.2 P-contraction

As we remarked in Section 3.1, we will apply the Hausdorff distance q for vectors[x] ∈ 𝕀ℝn componentwise. Then by virtue of anymonotone vector norm ‖ ⋅ ‖ on ℝn , we
will get a metric on 𝕀ℝn via ‖q([x], [y])‖ with which 𝕀ℝn becomes a complete metric
space. With this metric one can introduce contractive mappings in order to apply Ba-
nach’s fixed point theorem. Often it is simpler to work with q on 𝕀ℝn directly instead
of composing it with an additional norm. This leads to the concept of P-contraction
introduced in Schröder [333].
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Definition 4.2.1. Let [f] : 𝕀ℝn → 𝕀ℝn , O ≤ P ∈ ℝn×n with ρ(P) < 1. If

q([f]([x])), [f]([y])) ≤ Pq([x], [y]) (4.2.1)

holds for all [x], [y] ∈ 𝕀ℝn , then [f] is called a P-contraction.
If [f]: 𝕀([z])→ 𝕀ℝn for somegiven [z] ∈ 𝕀ℝn and if (4.2.1) holds for [x], [y] ∈ 𝕀([z]),

then we call [f] a P-contraction on [z].
Our first result relates P-contractions to contractions in the usual sense.

Theorem 4.2.2. P-contractions are contractions in the usual sensewith respect to some
particular metric, but not vice versa.

Proof. Let [f] be a P-contraction as in Definition 4.2.1. Choose ε > 0 such that α =
ρ(P) + ε < 1. By virtue of Theorem 1.9.12 there is a monotone vector norm ‖ ⋅ ‖ whose
operator norm satisfies ‖P‖ ≤ α . Then (4.2.1) implies the contraction condition‖q([f]([x]), [f]([y]))‖ ≤ ‖P‖ ‖q([x], [y])‖ ≤ α‖q([x], [y])‖.
In order to prove the missing converse implication we consider the function[f] : {𝕀ℝ2 → 𝕀ℝ2[x] → 1

2 ‖ |[x]| ‖∞( 11 )
and recall that the norm ‖ ⋅ ‖∞ is monotone on ℝ2 . Using results from Theorem 2.5.7
we obtain‖q([f]([x]), [f]([y]))‖∞ = ‖[f]([x]) − [f]([y])‖∞= 1

2 | ‖ |[x]| ‖∞ − ‖ |[y]| ‖∞ | ≤ 1
2 ‖ |[x]| − |[y]| ‖∞= 1

2 ‖ | ̌x| + rx − | ̌y| − ry ‖∞≤ 1
2 ‖ | | ̌x| − | ̌y| | + |rx − ry| ‖∞≤ 1
2 ‖ | ̌x − ̌y| + |rx − ry| ‖∞ = 1

2 ‖q([x], [y])‖∞
for all [x], [y] ∈ 𝕀ℝn , hence [f] is a contraction with respect to ‖q(⋅, ⋅)‖∞ .

Assume now that f is a P-contraction. Then|[f](x)| = |[f](x) − [f](0)| = q([f](x), [f](0)) ≤ Pq(x, 0) = P|x|
for all x ∈ ℝ2 . Choosing x = (1, 0)T and x = (0, 1)T , respectively, implies

1
2
(1
1
) ≤ (p11

p21
) and

1
2
(1
1
) ≤ (p12

p22
) ,

respectively.
Thus

P ≥ 1
2
(1 1
1 1

) ,
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hence

ρ(P) ≥ ρ(1
2
(1 1
1 1

)) = 1

by virtue of Theorem 1.9.10, which contradicts the definition of a P-contraction.

The example in the proof of Theorem 4.2.2 is fromMartin Koeber [167]; seeMayer [211].
Our next example presents one of the most important P-contractions.

Example 4.2.3. Let [f] : 𝕀ℝn → 𝕀ℝn be defined by[f]([x]) = [A][x] + [b], (4.2.2)

where [A] ∈ 𝕀ℝn×n satisfies ρ(|[A]|) < 1. Then [f] is a P-contraction with P = |[A]|.
The proof is immediate since

q([f]([x]), [f]([y])) = q([A][x], [A][y]) ≤ |[A]|q([x], [y]).
In order to facilitate the verification of P-contractions different from (4.2.2) we need
some preparations.

Lemma 4.2.4. Let f , f : ℝ → ℝ satisfy|f (x) − f (y)| ≤ α|x − y|, |f (x) − f (y)| ≤ α|x − y| (4.2.3)

for some fixed α > 0 and for all x, y ∈ ℝ. Assume that [f] : 𝕀ℝ → 𝕀ℝ is defined by[f]([x]) = [f (x1), f (x2)], (4.2.4)

where x1, x2 are some elements from [x] with f (x1) = min{ f (x) | x ∈ [x] } ≤ f (x2) =
max{ f (x) | x ∈ [x] }. Then

q([f]([x]), [f]([y])) ≤ αq([x], [y]) (4.2.5)

holds.

Proof. Let [x], [y] ∈ 𝕀ℝ and let xi , yi , i = 1,2 be the elements from [x], [y]whichdefine[f]([x]) and [f]([y]), respectively. W.l.o.g. we assume f (y1) ≥ f (x1). Then by (4.2.3) we
obtain |f (y1) − f (x1)| = f (y1) − f (x1)≤ {{{ f (y) − f (x1) ≤ α|y − x1|

f (y) − f (x1) ≤ α|y − x1| .
If x1 > y, the upper inequality yields|f (y1) − f (x1)| ≤ α|y − x| ≤ αq([x], [y]).
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If x1 < y, then the lower inequality yields|f (y1) − f (x1)| ≤ α|y − x| ≤ αq([x], [y]).
If y ≤ x1 ≤ y, then f (y1) ≤ f (x1), hence f (y1) = f (x1), which trivially implies|f (y1) − f (x1)| ≤ αq([x], [y]).
Similarly, one shows |f (y2) − f (x2)| ≤ αq([x], [y]),
which proves (4.2.5).

We apply Lemma 4.2.4 in order to verify P-contractivity for the four interval functions
in Example 4.2.5.

Example 4.2.5. The following functions are P-contractions on 𝕀ℝ.
(i) [f]([x]) = 1

2 arctan([x]).
(ii) [f]([x]) = e−[x]2 .
(iii) [f]([x]) = β sin([x]), where |β| < 1.
(iv) [f]([x]) = γ cos([x]), where |γ| < 1.
In order to verify the property for (i)we apply Lemma4.2.4with f (x) = f (x) = 1

2 arctanx,
x1 = x, x2 = x, and α = max{ (12 arctan x) | x ∈ ℝ } = max{ 1

2(1+x2) | x ∈ ℝ } = 1
2 < 1.

For (ii) we apply Lemma 4.2.4 with f (x) = f (x) = e−x2 ,

x1 = {{{ x, if |x| ≥ |x|
x, if |x| < |x| , x2 = {{{{{{{{{

0, if 0 ∈ [x]
x, if 0 < x

x, if 0 > x

,

and

α = max{2xe−x2 | x ∈ ℝn } = 2√2 e−1/2 = √2
e
< 1.

In order to prove the P-contractivity in (iii) we use Lemma 4.2.4 with f (x) = f (x) =
β sin x . As x1 we choose the smallest value in [x], where β sin x assumes its minimum
on [x], as x2 we choose the largest value in [x] where β sin x assumes its maximum
on [x]. With α = max{β cos x | x ∈ ℝ} = |β| < 1 we obtain the assertion for (iii).

The P-contractivity for the function in (iv) is proved analogously to (iii).

Our next theorem is basic for many results in the subsequent chapters.

Theorem 4.2.6. Let [f] : 𝕀ℝn → 𝕀ℝn be a P-contraction. Then [f] is Lipschitz continu-
ous with Lipschitz constant ‖P‖∞ . Each sequence of iterates[x]k+1 = [f]([x]k), k = 0, 1, . . . (4.2.6)

converges to the same limit [x]∗ which is the unique fixed point of [f].
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If, in addition, [f](x) ∈ ℝn (4.2.7)

holds for all x ∈ ℝn , then [x]∗ is a point vector.
If a function f : ℝn → ℝn satisfies the inclusion property

f(x) ∈ [f]([x]) (4.2.8)

for all x ∈ [x] and arbitrary [x] ∈ 𝕀ℝn , then [x]∗ contains all fixed points of f . If f is
continuous, it has at least one fixed point in [x]∗ .

If [f]([x]) is the interval arithmetic evaluation f([x]) of some function f : ℝn → ℝn ,
then f is a P-contraction on ℝn . It has a unique fixed point x∗ to which the interval
sequence (4.2.6) contracts independently of [x]0 ∈ 𝕀ℝn , and which can be identified
with [x]∗ .
Proof. Applying the maximum norm to the defining inequality of a P-contraction re-
sults in the Lipschitz continuity of [f] and the corresponding Lipschitz constant. The
convergence of the sequence in (4.2.6) can be seen immediately from Theorem 4.2.2
and Banach’s fixed point theorem.

If (4.2.7) holds, then start (4.2.6) with any point vector [x]0 . In this case all iterates[x]k are point vectors and so is [x]∗ .
If (4.2.8) holds and if x∗ is a fixed point of f , then start (4.2.6) with [x]0 ≡ x∗ . This

implies
x∗ = f(x∗) ∈ [f](x∗) = [x]1,

and a simple induction shows x∗ ∈ [x]k , k = 0, 1, . . ., whence x∗ ∈ [x]∗ .
If (4.2.8) holds and if f is continuous, then Brouwer’s fixed point theorem applies

to [x]∗ since f(x) ∈ [f]([x]∗) = [x]∗ for all x ∈ [x]∗ , i.e., f maps [x]∗ into itself. This
guarantees the existence of at least one fixed point of f in [x]∗ .

The last part of the theorem follows from the previous one taking into account
that now (4.2.7) is fulfilled.

Our next result extends Theorem 4.2.6.

Theorem 4.2.7. Let [f] : 𝕀ℝn → 𝕀ℝn be a P-contraction. With the notation of Theo-
rem 4.2.6 we obtain the following properties.
(a) [x]∗ ⊆ [x]0 + (I − P)−1q([x]1, [x]0)[−1, 1].
(b) If α = ‖P‖∞ < 1, then[x]∗ ⊆ [x]0 + 1

1 − α ‖q([x]1, [x]0)‖∞e[−1, 1].
(c) If [x]1 ⊆ [x]0 and if [f] is inclusion monotone, then[x]∗ ⊆ [x]k ⊆ [x]k−1 ⊆ ⋅ ⋅ ⋅ ⊆ [x]0 (4.2.9)

for all k ∈ ℕ0 .
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(d) If [x]1 ⊆ [x]0 and [f]([x]) = f([x]) for some function f : ℝ→ ℝ, then f has a unique
fixed point x∗ , and (4.2.9) holds with [x]∗ ≡ x∗ .

Proof. (a) Analogously to the proof of Banach’s fixed point theorem we have

q([x]k+1, [x]0) ≤ k∑
i=0

q([x]i+1, [x]i)
= k∑

i=1
q([f]([x]i), [f]([x]i−1)) + q([x]1, [x]0)

≤ k∑
i=1

Pq([x]i , [x]i−1) + q([x]1, [x]0) ≤ ⋅ ⋅ ⋅
≤ ( k∑

i=0
Pi)q([x]1, [x]0) ≤ (∞∑

i=0
Pi)q([x]1, [x]0)= (I − P)−1q([x]1, [x]0), (4.2.10)

and in the limit k →∞ we get

q([x]∗, [x]0) ≤ (I − P)−1q([x]1, [x]0).
This proves (a) by virtue of Theorem 2.5.7 (a).

(b) follows from (a),(I − P)−1q([x]1, [x]0) ≤ ‖(I − P)−1q([x]1, [x]0)‖∞ ⋅ e,
and ‖(I − P)−1‖∞ =  ∞∑

k=0
Pk
∞≤ ∞∑

k=0
‖P‖k∞ = 1

1 − α .
(c) The hypothesis implies [x]2 ⊆ [f]([x]1) ⊆ [f]([x]0) = [x]1 , and by induction

we get [x]k ⊆ [x]k−1 ⊆ ⋅ ⋅ ⋅ ⊆ [x]0 . The rest is immediate since limk→∞[x]k = [x]∗ by
Theorem 4.2.6.

(d) follows at once from (c) and Theorem 4.2.6.

The remaining part of this section is devoted to local P-contractions, i.e., to P-con-
tractions on some fixed vector [z]. Our first result can be proved analogously to Theo-
rem 4.2.6.

Theorem 4.2.8. Let [f]: 𝕀([z])→ 𝕀([z]) be a P-contraction on [z] ∈ 𝕀ℝn . Then the asser-
tions of Theorem 4.2.6 hold analogously with [z] replacing ℝn and 𝕀([z]) replacing 𝕀ℝn .

Notice that the definition of [f] in Theorem 4.2.8 implies [f]([z]) ⊆ [z]. Therefore, each
continuous function f : [z] → ℝn has at least one fixed point in [z], provided

f(x) ∈ [f]([x]) holds for all x ∈ [x] and arbitrary [x] ∈ 𝕀([z]).
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No P-contraction property is needed for this observation which, again, is based on
Brouwer’s fixed point theorem. If in this case [f] is inclusionmonotone, then the fixed
points of [f] are contained in each of the iterates[x]k+1 = [f]([x]k), k = 0, 1, . . .

when starting this process with [x]0 = [z].
Theorem 4.2.9. For a fixed vector [z] ∈ 𝕀ℝn and an n × n matrix P ≥ O with ρ(P) < 1,
let [z]P ∈ 𝕀ℝn be a vector which satisfies[z]P ⊇ [z] + (I − P)−1d([z])[−1, 1]. (4.2.11)

Let [f] : 𝕀([z]P) → 𝕀ℝn be a P-contraction on [z]P with the contraction matrix P from
(4.2.11). Choose [x]0 ⊆ [z] (4.2.12)

and assume [x]1 = [f]([x]0) ⊆ [z]. (4.2.13)

Then the iterates [x]k+1 = [f]([x]k) (4.2.14)

aredefined for k =0,1, . . . and converge to some vector [x]∗ ⊆ [z]P which is independent
of [x]0 as long as (4.2.12) and (4.2.13) are fulfilled. This limit is a point vector if [f]([x])
is the interval arithmetic evaluation f([x]) of some function f : [z]P → ℝn .

Proof. Assume that [x]i ⊆ [z]P holds for i = 0, 1, 2, . . . , k . This is certainly true for
k = 0 and k = 1. Then by virtue of (4.2.10) we get

q([x]k+1, [x]0) ≤ (I − P)−1q([x]1, [x]0) ≤ (I − P)−1d([z]),
where the last inequality follows from (4.2.12), (4.2.13) and from the definition of q(⋅, ⋅).
Hence [x]k+1 ⊆ [x]0 + (I − P)−1d([z])[−1, 1] ⊆ [z]P , (4.2.15)

and [x]k exists for all nonnegative integers k . Since
q([x]k+m , [x]k) = q([f]([x]k−1+m), [f]([x]k−1))≤ Pq([x]k−1+m , [x]k−1) ≤ ⋅ ⋅ ⋅ ≤ Pkq([x]m , [x]0)≤ Pk(I − P)−1d([z]) for all m = 0, 1, . . . ,

and since ρ(P) < 1 by assumption, the sequences (xk), (xk) are Cauchy sequences inℝn , hence they converge to limits x∗ and x∗ , respectively, with x∗ ≤ x∗ . Therefore,
limk→∞[x]k = [x∗, x∗] =: [x]∗ with [x]∗ ⊆ [z]P by (4.2.15). To show the uniqueness, let[y]k be constructed analogously to (4.2.14) and assume that (4.2.12) and (4.2.13) hold
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for [y]0 and [y]1 . Let [y]∗ be the limit of ([y]k). Since P-contractions are continuous
functions, we get

q([x]∗, [y]∗) = q([f]([x]∗), [f]([y]∗)) ≤ Pq([x]∗, [y]∗)≤ ⋅ ⋅ ⋅ ≤ Pkq([x]∗, [y]∗), k = 0, 1, . . .

which implies q([x]∗, [y]∗) = 0 and [x]∗ = [y]∗ .
We point out that Theorem 4.2.9 suffers from the dependency of [f] and [z]P on the
same matrix P . How it can be applied is shown by the following steps for which we
assume [f]([x]) = f([x]) with f : [z]P →ℝn being some function for which a fixed point
is looked for.
(1) Choose a ‘sufficiently good’ approximation ̃x of x∗ , say, by some noninterval

method.
(2) Let [x]0 = [ ̃x, ̃x].
(3) Define [z] = ̃x + δ[−1, 1]e, where δ = ‖ ̃x − f( ̃x)‖∞ , or let [z] = ̃x + δ[−1, 1], where

δ = | ̃x − f( ̃x)|. (Both possibilities imply [x]1 = [f]([x]0) = [f( ̃x), f( ̃x)] = ̃x + [f( ̃x) − ̃x,
f( ̃x) − ̃x] ⊆ [z].)

(4) Check whether [f] is an (α P)-contraction on [z], where α ∈ (0, 1) is sufficiently
small, say α = 0.1, and where O ≤ P ∈ 𝕀ℝn×n with ρ(P) < 1.

(5) Choose [z]P = [z] + (I − P)−1d([z]) [−1, 1] ⊇ [z], and check whether [f] is a P-
contraction on [z]P .

If ̃x approximates x∗ sufficiently well, then δ is small, hence d([z]) will be small.
Assuming [f] to be an (α P)-contraction as required in (4) lets expect [f] to be a P-con-
traction on [z]P since [z]P differs ‘only slightly’ from [z]. This is heuristics, of course.
That it canwork is illustrated by the following examplewhich dealswith enclosures of
eigenpairs as we shall see in Section 7.2 and which modifies the Steps (1)–(5) slightly.

Example 4.2.10. Let ( ̃x, ̃λ) be an approximation of some eigenpair (x∗, λ∗) of a given
matrix A ∈ ℝn×n with λ∗ being an algebraic simple eigenvalue. Assume x∗ , ̃x to be
normalized by x∗

n = ̃xn = 1 (if possible). Define the functions f, g : ℝn+1 → ℝn+1 by

f(x, λ) = ( Ax − λx(e(n))Tx − 1) ,

g(x, λ) = ( ̃x ̃λ) − Cf( ̃x, ̃λ) + {I − C(A − ̃λI −x(e(s))T 0
)}(x − ̃x

λ − ̃λ) ,

with some matrix C ∈ ℝ(n+1)×(n+1) , and choose[x]0 = ̃z = ( ̃x ̃λ) , δ = ‖Cf( ̃x, ̃λ)‖∞, [z] = ̃z + δ[−1, 1]e ∈ ℝn+1.

Let P be a nonnegative (n + 1) × (n + 1) matrix to be determined later such that‖P‖∞ ≤ 1
2

(4.2.16)

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



4.2 P -contraction | 147

holds, the bound 1
2 being arbitrary within the interval (0, 1). Then[z]P = [z] + 2d([z])[−1, 1] = ̃z + 5δ[−1, 1]e

fulfills the assumption (4.2.11) of Theorem 4.2.9 since‖(I − P)−1‖∞ =  ∞∑
k=0

Pk
∞ ≤ ∞∑

k=0
‖P‖k∞ = (1 − ‖P‖∞)−1 ≤ 2.

The assumptions (4.2.12) and (4.2.13) of this theorem can also be seen at once if [f]
is defined by [f]([x], [λ]) = g([x], [λ]). We will show that [f] is a P-contraction on [z]P
with the same P as above, provided that δ is small enough, i.e. ( ̃x, ̃λ) approximates(x∗, λ∗) sufficiently well. To this end let[υ] = ( [υ][υ]n+1) ⊆ [z]P − ̃z, [w] = ( [w][w]n+1) ⊆ [z]P − ̃z,
and choose

C = (A − ̃λI − ̃x(e(n))T 0
)−1

.

By virtue of Theorem 1.8.3 the inverse of(A − λI −x(e(n))T 0
)

exists at least in some neighborhood of (x, λ) = (x∗, λ∗), whence(A − ̃λI −x(e(n))T 0
) = C−1 + (O −x + ̃x

O 0
) .

Therefore,

q(g( ̃z + [υ]), g( ̃z + [w]))= q({C(O −[υ]
O 0

)} [υ],{C(O −[w]
O 0

)} [w])≤ q({C(O −[υ]
O 0

)} [υ],{C(O −[υ]
O 0

)} [w])+ q({C(O −[υ]
O 0

)} [w],{C(O −[w]
O 0

)} [w])≤ C(O −[υ]
O 0

) q([υ], [w]) + |C|q((O −[υ]
O 0

) ,(O −[w]
O 0

)) |[w]|≤ |C| {(O −[υ]
O 0

) q([υ], [w]) + q((−[υ]0
) ,(−[w]

0
)) |[w]n+1|}≤ |C| {(O −[υ]

O 0
) + |[w]n+1|I} q([υ], [w]).
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With

P = 5δ|C|(((
(

1 0 . . . 0 1

1
. . .

... 1
. . . 0

...
O 1 1

1

)))
)

= 5δ|C|(I + (e − e(n+1))(e(n+1))T)
we thus get

q(g( ̃z + [υ]), g( ̃z + [w])) ≤ Pq([υ], [w]) = Pq( ̃z + [υ], ̃z + [w]).
For sufficiently small δ, i.e., for sufficiently good approximations ( ̃x, ̃λ), the condi-
tion ‖P‖∞ ≤ 1

2 is certainly fulfilled, so that Theorem 4.2.9 can be applied. Notice that
C depends on ( ̃x, ̃λ), but it is bounded if ( ̃x, ̃λ) lies in some fixed neighborhood of(x∗, λ∗).
If it is known that [f] is a P-contraction on some interval vector [z]P , one can often
construct a vector [z] such that[z]P = [z] + (I − P)−1d([z]) [−1, 1]
holds. How this can be done is stated in our next theorem.

Theorem 4.2.11. Let [f] be a P-contraction on [z]P ∈ 𝕀ℝn and assume

zP + (3I − P)−1d([z]P) ≤ zP − (3I − P)−1d([z]P). (4.2.17)

Then [z]P = [z] + (I − P)−1d([z])[−1, 1] (4.2.18)

holds if and only if[z] = [zP + (3I − P)−1d([z]P), zP − (3I − P)−1d([z]P)]. (4.2.19)

The assumption (4.2.17) is certainly satisfied if

Pd([z]P) ≤ d([z]P). (4.2.20)

Proof. Since (4.2.18) implies zP = z − (I − P)−1(z − z) we get
z = z + (I − P)(z − zP). (4.2.21)

By (4.2.18) and (4.2.21), it follows

zP = z + (I − P)−1(z − z) = z + (I − P)(z − zP) + z − zP ,
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hence d([z]P) = (3I − P)(z − zP), and
z = zP + (3I − P)−1d([z]P). (4.2.22)

Substituting (4.2.22) in (4.2.21) yields

z = zP + (3I − P)−1d([z]P) + (I − P)(3I − P)−1d([z]P)= zP − d([z]P) + (3I − P)−1(2I − P)d([z]P)= zP − (3I − P)−1{3I − P − (2I − P)}d([z]P)= zP − (3I − P)−1d([z]P).
Notice that (3I − P)−1 = 1

3 (I − 1
3P)−1 exists byNeumann’s series, since ρ(13P) = 1

3ρ(P) <
1
3 < 1.

If (4.2.20) holds, then 2d([z]P) ≤ (3I − P)d([z]P) which implies 2(3I − P)−1d([z]P)≤ d([z]P). This inequality is equivalent to (4.2.17).
In the case n = 1, the condition (4.2.20) and hence (4.2.17) always holds if ρ(P) < 1.

For n > 1, the inequality (4.2.17) can fail, as is shown by the example

P = (1/2 1/4
1/4 1/2) , d([z]P) = (0.0011

) ,

which yields ρ(P) = 3/4 < 1 and

2(3I − P)−1d([z]P) = 2
3
( 5/6 −1/12−1/12 5/6 )−1 (0.001

1
)= 8

99
(10 1

1 10
) (0.001

1
)= 8

99
( 1.01
10.001

) ̸≤ d([z]P).
Exercises

Ex. 4.2.1. Show that the real function f : ℝ → ℝ with f(x) = x − x is a contraction
while its interval arithmetic evaluation is not.

Ex. 4.2.2. Let [f] : 𝕀ℝn → 𝕀ℝn be a P-contraction and let [g] : 𝕀ℝn → 𝕀ℝn be a Q-
contraction. Show that the following assertions hold.
(a) [f] ± [g] is a (P + Q)-contraction, provided that ρ(P + Q) < 1.
(b) [f]([g]) is a PQ-contraction, provided that ρ(PQ) < 1.
(c) Let n = 1. Then [f] ⋅ [g] is an (αQ + βP)-contraction, provided that |[f]([x])| ≤ α,|[g]([x])| ≤ β for all [x] ∈ 𝕀ℝ, and |αQ + βP| < 1.
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Ex. 4.2.3. Show that the function [f] : 𝕀ℝ2 → 𝕀ℝ2 , defined by[f]([x]1, [x]2) = ( 1
2 arctan ( 12 sin([x]1)) + 1

2 e
−[x]22

1
4 sin ([x]1) − 1

4 sin ([x]2) ) ,

is a P-contraction. Hint: Use Exercise 4.2.2.

Ex. 4.2.4. Show that the function [f] : 𝕀ℝ → 𝕀ℝ with [f]([x]) = [x] ⋅ [x] is not a P-
contraction on 𝕀ℝ. Find a nondegenerate interval [z] such that [f] is a P-contraction
on [z] and maps 𝕀([z]) into itself.
Ex. 4.2.5. Reformulate and prove the results for P-contractions for contractive inter-
val mappings as well.

4.3 ε-inflation

Verifying and enclosing solutions of mathematical problems and improving the en-
closures are basic aims of interval computations. If [f]: 𝕀ℝn → 𝕀ℝn is a P-contraction
with [f]([x]) = f([x]) for some function f : ℝ→ ℝ, then Theorem 4.2.6 guarantees that
f has a unique fixed point x∗ to which the iterates [x]k+1 = f([x]k) converge indepen-
dently of the starting vector [x]0 . Unfortunately, no iterate needs to contain x∗ as can
be seen from the simple example f(x) = x/2 when starting with [x]0 ≡ ̃x = 1. For P-
contractions, Theorem 4.2.7 (a) provides a vector [z] which encloses x∗ . If one starts
the iteration with this vector, then x∗ remains enclosed in each iterate [x]k . But often
the contraction property or even the existence of a fixed point are unknown. In this
case the additional assumptions of Theorem 4.2.7 (d) become important since they
will guarantee a fixed point of f and an iterative behavior as in (4.2.9), even if [f] is
not a P-contraction.

Theorem 4.3.1. Let D ⊆ ℝn and let f : D → ℝn be continuous. If [f] : 𝕀(D) → 𝕀ℝn is
inclusion monotone and satisfies

f(x) ∈ [f]([x]) for all x ∈ [x] and arbitrary [x] ⊆ D (4.3.1)

and [f]([z]) ⊆ [z] for some [z] ⊆ D, (4.3.2)

then f has at least one fixed point x∗ ∈ [z] and the iteration[x]0 = [z], [x]k+1 = [f]([x]k), k = 0, 1, . . .

converges to some limit [x]∗ such that

x∗ ∈ [x]∗ ⊆ [x]k ⊆ [x]k−1 ⊆ ⋅ ⋅ ⋅ ⊆ [x]0 = [z] (4.3.3)

holds for all k ∈ ℕ0 and all fixed points x∗ ∈ [z] of f .
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In particular, these statements are true if (4.3.2) and [f]([x]) = f([x]) ∈ L([z]) hold.
In this case [x]∗ is a fixed point of [f].
Proof. The assumptions of the theorem imply f(x) ∈ [f]([z]) ⊆ [z] for all vectors x ∈ [z].
Therefore, f maps [z] into itself, and Brouwer’s fixed point theorem 1.5.8 guarantees
the existence of a fixed point x∗ in [z] = [x]0 . The inclusion property of [f] and (4.3.2)
yield

x∗ = f(x∗) ∈ [f]([x]0) = [x]1 ⊆ [x]0,
and an inductive argument proves (4.3.3), where we used Theorem 2.5.5 for the exis-
tence of the limit [x]∗ .

The rest of the theorem follows from the inclusion monotony, enclosure property
and continuity of the interval arithmetic evaluation f([x]).
Theorem 4.3.1 does not imply that [x]∗ is a point vector even if [f]([x]) = f([x]) as can
be seen from the simple example f(x) = x, [x]0 ̸= 0.

There are essentially two ways to fulfill (4.3.2). Both start with an approximatioñx ∈ ℝn of x∗ which can be thought to be computed by some traditional (i.e., noninter-
val) method.

The first way uses an ansatz [z] = ̃x + δ[−1, 1]e (4.3.4)

and tries to compute 0 ≤ δ ∈ ℝ from (4.3.2). For instance if we choose ̃x = 1 in the
simple example f(x) = x/2, [f]([x]) = f([x]), we require(1 + δ[−1, 1])/2 = f(1 + δ[−1, 1]) ⊆ 1 + δ[−1, 1],
which leads to 1/2 + δ/2 ≤ 1 + δ and 1/2 − δ/2 ≥ 1 − δ . The second inequality implies
δ ≥ 1,whence thefirst holds trivially for these values. Thus [z] = [0,2]will fulfill (4.3.2)
and contains the (only) fixed point x∗ = 0 of f . Unfortunately, for nonlinear functions
f an ansatz like (4.3.4) does not always work since it leads to nonlinear inequalities
for δ . Therefore, we must look for a second way.

This second way iterates according to[x]k+1 = f([x]kε), k = 0, 1, . . . , (4.3.5)

where frequently [x]0 = ̃x, and where [x]kε is any interval vector which contains [x]k
in its interior. Thismeans that in each step themethod enlarges themomentary iterate[x]k slightly to a superset and iterates with it in place of [x]k . The construction of [x]kε
from [x]k is called ε-inflation. It usually depends on a small real parameter ε > 0
which provides the name. It goes back to Caprani and Madson [75] and particularly to
Rump [311, 312]. One iterates according to (4.3.5) until[x]k0+1 ⊆ [x]k0ε (4.3.6)
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holds for some index k0 , which is (4.3.2) with [z] = [x]k0ε , or until some index kmax is
reached. In the latter case one can continue by inflating with a different value of ε or
stop with a remark concerning the failure of verification.

There are various possibilities for ε-inflation which, for simplicity, we demon-
strate for [x] ∈ 𝕀ℝ. By means of the vector e there should be no problem to generalize
them to [x] ∈ 𝕀ℝn . One often chooses ε = 0.1 and sometimes uses a second parame-
ter η which is much smaller than ε and which takes care that [x] is inflated even in
particular cases. Frequently, η is chosen to be the smallest positive machine number.

Possibilities for ε-inflation

(i) [x]ε = [x] + [−ε, ε] (absolute inflation)

(ii) [x]ε = {{{ [x] + ε[−|x|, |x|], if x ⋅ x ̸= 0[x] + [−η, η], if x ⋅ x = 0
(inflation relatively to the bounds x, x)

(iii) [x]ε = [x] + ε[−|x|, |x|] + [−η, η]
(iv) [x]ε = {{{ [x] + |[x]|[−ε, ε], if [x] ̸= 0[x] + [−η, η], if [x] = 0

(inflation relatively to the absolute value |[x]|)
(v) [x]ε = [x] + |[x]|[−ε, ε] + [−η, η]
(vi) [x]ε = {{{ [x] + d([x])[−ε, ε] = (1 + ε)[x] − ε[x], if d([x]) = x − x ̸= 0[x] + [−η, η], if d[x] = 0

(inflation relatively to the diameter d([x]))
(vii) [x]ε = [x] + d([x])[−ε, ε] + [−η, η] = (1 + ε)[x] − ε[x] + [−η, η]
(viii) [x]ε = [x] ⋅ [1 − ε, 1 + ε] + [−η, η]
(ix)

{{{ [y] = (1 + ε)[x] − ε[x][x]ε = [y, y]
where y , y denote the next preceding and the next succeeding machine num-
ber of y and y, respectively.

This list fromMayer [211] could certainly be continued. The definition in (vii) was used
inLohner’s softwarepackageAWA for verifying andenclosing solutions of initial value
problems and boundary value problems; cf. Lohner [192]. The last definition for [x]ε
was implemented in the scientific language PASCAL-XSC (cf. Klatte et al. [164]).

For our simple example above we choose [x]ε = [x] + ε[−1, 1] with ε = 0.1 and
start the iterationwith [x]0 ≡ ̃x = 1. Then [x]4 ⊆ [x]3ε , i.e., the iterationwith ε-inflation
succeeds in (4.3.6) within four steps.
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It is an open question under which conditions ε-inflation results in success. The
interval arithmetic evaluation of f(x) = 2x will certainly never imply (4.3.2) unless[z] = 0. For P-contractions [f], however, success is guaranteed as we shall see, if the
inflated vectors [x]kε can be written in the form[x]k+1ε = [f]([x]kε) + [δ]k
with [δ]k tending to some limit [δ] which contains 0 in its interior. For inflations like
(vii) these assumptions seem to be reasonable at least for sequences ( [x]k ) which
converge to some limit [x]∗ since then, for k → ∞ and (4.3.5), the intervals [δ]k =
d([x]k+1)[−ε, ε] + [−η, η] tend to [δ] = d([x]∗)[−ε, ε] + [−η, η]which apparently fulfills
0 ∈ int([δ]).

Notice that the enclosure of rounding errors can also be incorporated in [f]: think
of [f]([x]) to be the outward rounded interval arithmetic evaluation f([x]), so that

f([x]) ⊆ [f]([x])
holds. The crucial condition, however, is the P-contraction property for [f].
Theorem 4.3.2. Let [f] : D = 𝕀ℝn → 𝕀ℝn be a P-contraction satisfying (4.3.1). Iterate
by ε-inflation according to [x]k+1ε = [f]([x]kε) + [δ]k , (4.3.7)

where [δ]k ∈ 𝕀ℝn are vectors which converge to some limit [δ]. If [δ] contains 0 in its
interior, then there is an integer k0 = k0([x]0ε ) such that[f]([x]k0ε ) ⊆ int([x]k0ε ) (4.3.8)

holds.

Proof. Let [h]([x]) = [f]([x]) + [δ]. Then by Theorem 2.5.7 we get

q([h]([x]), [h]([y])) = q([f]([x]), [f]([y])) ≤ P q([x], [y]), (4.3.9)

hence [h] is a P-contraction. By Theorem 4.2.6 it has a unique fixed point [x]∗ which
satisfies [x]∗ = [f]([x]∗) + [δ]. (4.3.10)

Assume for the moment that
lim
k→∞

[x]kε = [x]∗ (4.3.11)

holds for the sequence in (4.3.7). By the continuity of [f] we have
lim
k→∞

[f]([x]kε) = [f]([x]∗). (4.3.12)
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Since 0 ∈ int([δ]), equation (4.3.10) implies[f]([x]∗) ⊆ int([x]∗).
Togetherwith (4.3.11) and (4.3.12) this yields (4.3.8) for all sufficiently large integers k0 .

We will prove now the assumption (4.3.11). With Theorem 2.5.7 we obtain

q([x]k+1ε , [x]∗) = q([f]([x]kε) + [δ]k , [f]([x]∗) + [δ])≤ Pq([x]kε , [x]∗) + q([δ]k , [δ])≤ P2q([x]k−1ε , [x]∗) + Pq([δ]k−1, [δ]) + q([δ]k , [δ])≤ ⋅ ⋅ ⋅ ≤ Pk+1q([x]0ε , [x]∗) + k∑
i=0

Piq([δ]k−i , [δ]). (4.3.13)

Fix θ > 0. Since ρ(P) < 1, there is an integer m such that

Pi ≤ θeeT for all i ≥ m.

Since limk→∞[δ]k = [δ], there are a constant c > 0 and an integer k > m with

q([δ]i , [δ]) ≤ ce i = 0, 1, . . . ,

and
q([δ]k−i , [δ]) ≤ θe, k ≥ k, i = 0, 1, . . . ,m.

Thus with (4.3.13) and k ≥ k we get

q([x]k+1ε , [x]∗) ≤ θeeT q([x]0ε , [x]∗) + m∑
i=0

Piθe + Pm+1
k∑

i=m+1
Pi−(m+1)ce≤ θ{eeTq([x]0ε , [x]∗) + (I − P)−1e + eeT(I − P)−1ce}.

Since the expression in braces is independent of θ, m and k, and since θ can be cho-
sen arbitrarily small, (4.3.11) holds.

Example 4.3.3. Let [b] ∈ 𝕀ℝn , [A] ∈ 𝕀ℝn×n , and let [D]ε ∈ 𝕀ℝn×n be diagonal with I ∈[D]ε and ρ(|[D]ε[A]|) <1.Define [f] by [f]([x]) = [D]ε([b] + [A][x]). ThenTheorem4.3.2
applies.

In many cases, [f] is only a local P-contraction with respect to some vector [z]. Then
based on Theorem 4.2.6 one can formulate a local variant of Theorem 4.3.2 which we
first formulate and prove for [δ]k = [δ], k = 0, 1, . . . .

Theorem 4.3.4. Let [f] : 𝕀ℝn → 𝕀ℝn satisfy (4.3.1) and let [δ], [z] ∈ 𝕀ℝn fulfill the fol-
lowing properties:
(i) 0 ∈ int([δ]),
(ii) [f] is a local P-contraction on[z]P ⊇ [z] + (I − P)−1d([z])[−1, 1]. (4.3.14)
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If [x]0ε ⊆ [z] and [x]1ε ⊆ [z] hold for the iterates from (4.3.7)with [δ]k = [δ], then there is
an integer k0 = k0([x]0ε ) such that (4.3.8) is true. In particular, f from (4.3.1) has a fixed
point in [x]k0ε .

Proof. Since [h]([x]) = [f]([x]) + [δ] fulfills (4.3.9) for all [x], [y] ⊆ [z]P , the function [h]
is a local P-contraction on [z]P . By Theorem 4.2.9 there is a vector [x]∗ ⊆ [z]P which
satisfies

lim
k→∞

[x]kε = [x]∗ = h([x]∗) = [f]([x]∗) + [δ]. (4.3.15)

Since 0 ∈ int([δ]), this yields [f]([x]∗) ⊆ int([x]∗), (4.3.16)

and the assertion follows from (4.3.12), (4.3.16) and from the first equality in (4.3.15).

In order to get the full analogy of Theorem 4.3.2, condition (4.3.14) has to be replaced
by a slightly more complicated one.

Theorem 4.3.5. Let [f]: 𝕀ℝn → 𝕀ℝn satisfy (4.3.1), and let [δ]k , [δ], [z] ∈ 𝕀ℝn fulfill the
following properties:
(i) limk→∞[δ]k = [δ],
(ii) 0 ∈ int([δ]),
(iii) [f] is a local P-contraction on[z]P ⊇ [z] + (I − P)−1(d([z]) + υ) [−1, 1]

with
υ = max{w, d([z]) + (I − P)−1d([z]) },

where
w = (maxk{ q([δ]ki , [δ]i) }) ∈ ℝn .

If [x]0ε ⊆ [z] and [x]1ε ⊆ [z] hold for the iterates from (4.3.7), then there is an integer k0 =
k0([x]0ε ) such that (4.3.8) is true. In particular, f from (4.3.1) has a fixed point in [x]k0ε .

Proof. As in the proof of Theorem 4.3.4 there is a vector [x]∗ ⊆ [z]P which satisfies[x]∗ = [f] ([x]∗) + [δ].
It remains to show

lim
k→∞

[x]kε = [x]∗,
then the proof can be finished as in Theorem 4.3.2. To this end, we prove by induction[x]kε ⊆ [z]P , k = 0, 1, . . . . (4.3.17)

For k = 0 and k = 1 this holds by assumption.
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Let [x]0ε , [x]1ε , . . . , [x]kε ⊆ [z]P . Then as in (4.3.13) we have
q([x]k+1ε , [x]∗) ≤ Pk+1q([x]0ε , [x]∗) + k∑

i=0
Piq([δ]k−i , [δ]). (4.3.18)

Since [x]0ε ⊆ [z] by assumption, and since [x]∗ ⊆ [z] + (I − P)−1d([z]) [−1, 1] by Theo-
rem 4.2.9, we get

q([x]0ε , [x]∗) ≤ |z − z| + (I − P)−1d([z]) = d([z]) + (I − P)−1d([z]),
hence (4.3.18) implies

q([x]k+1ε , [x]∗) ≤ Pk+1{ d([z]) + (I − P)−1d([z]) } + k∑
i=0

Piw≤ Pk+1υ + k∑
i=0

Piυ ≤ ∞∑
i=0

Piυ = (I − P)−1υ.
Therefore, [x]k+1ε ⊆ [x]∗ + (I − P)−1υ[−1, 1]⊆ [z] + (I − P)−1d([z]) [−1, 1] + (I − P)−1υ[−1, 1]⊆ [z]P ,
and (4.3.17) is true.

The proof finishes now following the lines of Theorem 4.3.2. The inclusion (4.3.17)
is needed to justify the first estimate in (4.3.13) which is now based on the P-contrac-
tion property on [z]P .
We illustrate our theoretical results by a simple example which fulfills the conditions
of Theorem 4.3.4.

Example 4.3.6. Let f(x) = x ⋅ x, [f]([x]) = [x] ⋅ [x], [z] = [−2, 2] ⋅ 10−2 , P = 1
2 , [x]ε =[x] + [δ] with [δ] = [−1, 1] ⋅ 10−4 . Then 0 ∈ int([δ]) and[z]P = [z] + (I − P)−1d([z]) [−1, 1] = [−0.1, 0.1],

q([x] ⋅ [x], [y] ⋅ [y]) ≤ q([x] ⋅ [x], [x] ⋅ [y]) + q([x] ⋅ [y], [y] ⋅ [y])≤ (|[x]| + |[y]|) q([x], [y])≤ 0.2 q([x], [y]) for all [x], [y] ⊆ [z]P ,
hence [f] is a local P-contraction on [z]P .

With [x]0 = 10−2 we get[x]0ε = [0.99, 1.01] ⋅ 10−2 ⊆ [z],[x]1 = [f]([x]0ε ) = [0.9801, 1.0201] ⋅ 10−4,[x]1ε = [−0.0199, 2.0201] ⋅ 10−4 ⊆ [z].
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Thus the assumptions of Theorem 4.3.4 are fulfilled, whence (4.3.8) holds for some
integer k0 . Indeed,[x]2 = [f]([x]1ε ) = [−0.04019999, 4.08080401] ⋅ 10−8⊆ int([x]1ε ).
How to choose ε generally in verification algorithms remains an open question. Some
remarks on this problem–primarily based on experience – canbe found inKönig [170]
and Rump [311].

For an effective estimate of (I − P)−1 which occurs in the Theorems 4.2.9, 4.3.4 and
4.3.5, we refer to Hansen [131].

Exercises

Ex. 4.3.1. Prove Example 4.3.3.

Notes to Chapter 4

To 4.1: Factorable functions are used in Fischer [97]. Higher order methods are con-
sidered in Cornelius, Lohner [80] where also Lemma 4.1.21, Theorem 4.1.22, and Corol-
lary 4.1.23 can be found. Extensions are contained in Alefeld, Lohner [34]. The remain-
ing part of Section 4.1 is standard knowledge in interval analysis. See also Ratschek,
Rokne [284]. The quality of enclosure is discussed in Alefeld [9, 16], and Nickel [261].

To 4.2: The concept of P-contraction for intervals was already used in Alefeld,
Herzberger [26]. Theorem 4.2.6 is an extension of Schröder’s theorem in Schröder [333]
andNeumaier [257], Example 4.2.3 goesback toOttoMayer [227].Most of the remaining
material of Section 4.2 was published in Mayer [211]; see also Mayer [212].

To 4.3: The idea of ε-inflation can be found in Alefeld, Apostolatos [19] and Caprani,
Madsen [75] although it was not so named there. Independently, the tool was intro-
duced for applications by Siegfried M. Rump in [311, 312]. In Rump’s paper [315] a first
theoretical result on the success of ε-inflation was proved for the affine case which we
repeated in this book as Example 4.3.3. Most of the remaining results in Section 4.3 on
ε-inflation were published in Mayer [211, 212].
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5 Linear systems of equations

5.1 Motivation

Linear systems of equations are basic in mathematical modeling and in numerical
analysis. Even if a model is nonlinear or nondiscrete, linearization and discretization
finally can lead to a linear system. The reason why one tries to end up with such sys-
tems lies in their simplicity and their ‘easy’ numerical treatment. A typical example is
Newton’smethod for the computation of a zero x∗ of a nonlinear (sufficiently smooth)
function f : D ⊆ ℝn → ℝn . It results from a Taylor expansion of f(x∗) at some vector
xk ̸= x∗ cut off behind the linear term. Thus the nonlinear system f(x∗) = 0 transforms
to the linear approximation 0 ≈ f(xk) + f (xk)(x∗ − xk). Changing this approximation
to an equality by replacing x∗ by some vector xk+1 leads to the linear system

f (xk)(xk+1 − xk) = −f(xk).
This is the Newton iteration in the form which is used in practice.

In some cases a linearization is hidden behind some assumptions at the begin-
ning. This holds for instance if linear proportionality is assumed. We will illustrate
this phenomenon by Leontief’s input–output model, which will serve us at the same
time as motivation for interval linear systems.

The static open input–output model was invented in order to describe the rela-
tions between different sectors of a complex economic system on which future de-
velopments are based. To be more precise, let a national economy be divided into n
sectors each of which is assumed to produce a single kind of goods. The goods are
consumed by the n sectors in order to maintain their production and by an additional
sector called the open sector or final demand. In order to be comparable, the gross
outputs xi are measured in a common monetary unit. That part of xi which is con-
sumed by the j-th sector is assumed to be proportional to the production xj of this
sector itself. Introducing so-called input coefficients cij for this proportionality and
denoting by bi the final demand or net output of the i-th sector yields the equilibrium
equations

xi = n∑
i=1

cijxj + bi , i = 1, . . . , n, (5.1.1)

which describe the distribution of the total production xi of the i-th sector. Introduc-
ing vectors, we can write the system (5.1.1) equivalently in fixed point form x = Cx + b
with C ≥ O, b ≥ 0, x ≥ 0. In order to satisfy each demand of the open sector it is
necessary that the matrix A = I − C ∈ Zn×n has a nonnegative inverse, hence it is an
M-matrix.

Although originally themodel was assumed to be static, the input coefficients are
often subject to uncertainties at the start or they do not remain constant over time.

DOI 10.1515/9783110499469-006
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Mostly lower and upper bounds for cij and bi are available which then form enclos-
ing intervals [c]ij and [b]i . Therefore, a whole set of linear systems Ax = b must be
studied with A ∈ [A] = I − [C] and b ∈ [b]. The set S of the corresponding individual
solutions will be considered in the next section. There we are going to show that S
can be represented in a simple but costly manner. In fact, the description of S is NP-
hard, since in the general case one has to study the solution of all the 2n2+n linear
systems Ax = b with A ∈ ∂[A] and b ∈ ∂[b]. (Cf. for instance Garey, Johnson [113] or
van Leeuwen [355] for a definition of NP-hardness.) Therefore, one looks for simpler
types of sets which enclose S rather than representing it. For our purposes this means
that we look for corresponding interval vectors. But we point out that not all of our
algorithms to construct such vectors will be polynomial-time ones. For details in this
respect see Rohn’s contribution in Herzberger [144] or in Fiedler et al. [95], or consider
Kreinovich et al. [175], Rohn [303], Rohn, Kreinovich [309], for example.

5.2 Solution sets

We start with a basic definition suggested by the preceding section.

Definition 5.2.1. Let [A] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn .
(a) The symbolic equation [A]x = [b] (5.2.1)

is called an interval linear system. It abbreviates the set of all linear systems Ax = b
with A ∈ [A] and b ∈ [b].

(b) The set
S = { x | Ax = b, A ∈ [A], b ∈ [b] } (5.2.2)

is called the solution set of (5.2.1).
(c) Any interval vector [x] which contains at least one solution of each linear system

Ax = b with A ∈ [A], b ∈ [b] is called a solution of (5.2.1).
Notice that [A][x] does not represent a linear mapping from 𝕀ℝn to 𝕀ℝn although the
word ‘linear’ appears in the definition of (5.2.1). Here we followed tradition. Moreover,
a solution [x] of (5.2.1) usually does not satisfy [A][x] = [b] algebraically.

If [A] is regular, a solution of (5.2.1) is a superset of S . This follows directly from
Definition 5.2.1. If [A] is singular, S contains a nontrivial affine subspacewhich clearly
cannot be enclosed by a compact interval vector. This justifies our definition in (c),
which at a first glance seems to be somehow strange.

Solutions of (5.2.1) will be considered in the next sections. In the present one we
will take a closer look to the solution set itself. Ourfirst theoremcontains criteriawhich
guarantee that a fixed vector x ∈ ℝn belongs to S .
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Theorem 5.2.2. Denote by S the solution set (5.2.2), where [A] ∈ 𝕀ℝn×n and [b] ∈ 𝕀ℝn .
Then the following properties are equivalent, where [A]x denotes the product of [A] ∈𝕀ℝn×n and x ∈ ℝn .
(a) x ∈ S,
(b) [A]x ∩ [b] ̸= 0,
(c) 0 ∈ [A]x − [b],
(d) |Ǎx − b̌| ≤ rad([A])|x| + rad([b]), (Oettli–Prager inequality)
(e) ∃D ∈ ℝn×n : |D| ≤ I ∧ Ǎx − b̌ = D (rad([A])|x| + rad([b])),
(f)

{{{ bi −∑n
j=1 â

+
ijxj ≤ 0−bi +∑n

j=1 â
−
ijxj ≤ 0

}}} i = 1, . . . , n,

where â−
ij and â+

ij are defined by the equality[a]ij = {{{ [â−
ij , ̂a+

ij] if xj ≥ 0[â+
ij , ̂a−

ij] if xj < 0
.

Proof. The implications ‘(a)⇒ (b)⇔ (c)’ and ‘(d)⇔ (e)’ can be seen immediately. No-
tice that the property |D| ≤ I in (e) implies that D is a diagonalmatrix. The equivalence
of (b) and (d) follows from the Theorems 2.4.4, 2.4.5 and 2.4.8 (c). Property (f) follows
from (c) and the definition of a±

ij , whence

min([A]x − [b])i = −bi + n∑
j=1

â−
ijxj ≤ 0 ≤ −bi + n∑

j=1
â+
ijxj = max([A]x − [b])i ,

i = 1, . . . , n.

The implication ‘(f)⇒ (a)’ can be seen as follows. From (f) we obtain([A]x)i = n∑
j=1

â−
ijxj ≤ bi , ([A]x)i = n∑

j=1
â+
ijxj ≥ bi .

Define αij(t) = tâ+
ij + (1 − t)â−

ij , βi(t) = ∑n
j=1 αij(t)xj , t ∈ [0, 1], i, j = 1, . . . , n . Since

βi(t) is continuous, it assumes for 0 ≤ t ≤ 1 all values between βi(0) and βi(1). From
βi(0) ≤ bi , bi ≤ βi(1) and bi ≤ bi there is somevalue t = ti ∈ [0,1] such that βi(ti) ∈ [b]i .
With Â = A(t1, . . . , tn) = (αij(ti)), b̂ = (βi(ti)) we get Âx = b̂, Â ∈ [A], b̂ ∈ [b], hence
x ∈ S .
The equivalence ‘(a) ⇔ (d)’ is the famous Oettli–Prager theorem in Oettli and Prager
[264] whose interval formulation ‘(a)⇔ (b)⇔ (c)’ is due to Beeck [62, 63]. Property (e)
goes back to Rohn [308] while (f) can be found in Hartfiel [136]. Since in (f) the coef-
ficients of the inequalities remain fixed as long as one stays in a fixed orthant O, we
immediately obtain the first part of (a) of the subsequent theorem.

Theorem 5.2.3. Denote by O any fixed orthant in ℝn and let S be the solution set (5.2.2).
Then the following statements hold.
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(a) The intersection S ∩ O can be represented as the intersection of finitely many half-
spaces. It is convex.

(b) If [A] is regular, then S is connected and compact, but not necessarily convex. If [A]
is singular and S ̸= 0, then S is not compact and need not be connected.

Proof. Since half-spaces are convex, the same holds for intersections among them.
Together with (f) of Theorem 5.2.2 this proves (a). If [A] is regular, then the mapping
f(A, b) = A−1b exists and is continuouson the compact, connected set [A] × [b]. There-
fore, its range S has the sameproperties. If [A] is singular, then clearly S is unbounded
if there is a singular matrix Ã ∈ [A] and a right-hand side b̃ ∈ [b] such that Ãx = b̃
is solvable. But even if no such singular linear system has a solution, Cramer’s rule
shows (how?) that S is unbounded provided that it is not empty. Connectivity may be
lost as the example [A] = [−1, 1], [b] = 1, S = (−∞, −1] ∪ [1,∞) in Jansson [156]
shows.

We illustrate the last two theorems by an example.

Example 5.2.4. Let [A] = ( 1 [0, 1][0, 1] [−4, −1]) , [b] = ([0, 2][0, 2]) .

For

A = (1 α
β −γ) ∈ [A]

we get

A−1 = 1
γ + αβ (γ α

β −1)
with α, β ∈ [0, 1], γ ∈ [1, 4]. Since b ≥ 0 the first component of A−1b is nonnega-
tive for all b ∈ [b]. Therefore, S is completely contained in the union O1 ∪ O4 of the
first and the fourth quadrant. According to Theorem 5.2.2 (f) the intersection S ∩ O1 is
characterized by

0 ≤ x1 ≤ 2, 0 ≤ x2 ≤ x1,

while S ∩ O4 can be described by−2 ≤ x2 ≤ 0, 0 ≤ x1 ≤ 2 − x2.
Figure 5.2.1 shows S together with some subsets which will be explained later on.

Asking for S or an enclosure of S is not the only possible task in connection with
linear systems. When considering Leontief’s input–output model of Section 5.1 one
might be interested in the question of which gross outputs x lead to a final demand
b ∈ [b] for each A ∈ [A]. The so-called tolerance solution set

Stol = { x | (∀A ∈ [A]) (∃b ∈ [b]) (Ax = b) }
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Scontrol = ∅
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Ssym

x1

x2

Fig. 5.2.1: Solution sets of Example 5.2.4.

gathers these particular solutions.Moreover, onemight askwhich gross outputs x can
satisfy each final demand b if A ∈ [A] is chosen appropriately (dependent on b). This
leads to the control solution set

Scontrol = { x | (∀b ∈ [b]) (∃A ∈ [A]) (Ax = b) }.
Both new solution sets can be expressed by means of set theoretic symbols, partly
combined with interval arithmetic, or by a midpoint-radius formulation.

Theorem 5.2.5. Let [A] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn . Then the following equivalences hold.
(a) x ∈ Stol ⇔ [A]x ⊆ [b] ⇔ |b̌ − Ǎx| ≤ rad([b]) − rad([A])|x|. (Rohn [299])
(b) x ∈ Scontrol⇔[A]x ⊇ [b]⇔ |b̌ − Ǎx| ≤ rad([A])|x| − rad([b]). (Lakeyev,Noskov [186])
Proof. The proof follows immediately from the Theorems 2.4.4, 2.4.5, and 2.4.8 (a).

Theorem 5.2.5 shows that the solution sets Stol and Scontrol can also be expressed by
means of appropriate linear inequalities. Using the subset property there we can see
that for the tolerance solution set Stol in Example 5.2.4 they read

0 ≤ x1, 0 ≤ −4x2, x1 + x2 ≤ 2, x1 − x2 ≤ 2

in the first quadrant O1 and

0 ≤ x1 + x2, 0 ≤ −x2, x1 ≤ 2, x1 − 4x2 ≤ 2
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in the forth quadrant O4 . Herewe have already used that x1 ≥ 0 holds for the elements
of Stol as a subset of S . An easy calculation yields Stol ∩ O1 = [0, 2] × [0, 0] while Stol ∩
O4 is characterizedby the two inequalities x2 ≥−x1 , x2 ≥−1/2+ x1/4 for (x1, x2) ∈O4 .
The tolerance solution set is illustrated in Figure 5.2.1.

The corresponding control solution set Scontrol is empty. This can be seen from the
inequalities

x1 ≤ 0, −4x2 ≤ 0, 2 ≤ x1 + x2, 2 ≤ x1 − x2
in O1 and

x1 + x2 ≤ 0, −x2 ≤ 0, 2 ≤ x1, 2 ≤ x1 − 4x2
in O4 .

From Theorem 5.2.5 we can also deduce that for a regular matrix [A] ∈ 𝕀ℝn×n each
of the solution sets Stol , Scontrol is either empty or a closed polyhedron. Moreover, the
first one is convex. Additional properties for these sets as well as further references
can be found, e.g., in Fiedler et al. [95], Chapter 2, and Shary [342].

While the three solution sets described above do not restrict [A] it is sometimes
clear from the origin of the problem that the matrices A ∈ [A] of the underlying point
systems share some property such as symmetry or Toeplitz form. Therefore, it is useful
to modify S in this respect. In Neumaier [257] the symmetric solution set

Ssym = { x | Ax = b, A = AT , A ∈ [A], b ∈ [b] } ⊆ S (5.2.3)

was considered. It can be described by means of linear and quadratic inequalities.
In order to show this we proceed in two ways: The first one describes Ssym by means
of a particular set of inequalities which extend the Oettli–Prager criterion in Theo-
rem 5.2.2. The second one indicates a way to describe even more general solution sets
than (5.2.3). Both are based on some kind of Fourier–Motzkin elimination known from
linear programming; cf. for instance Schrijver [332]. How it works can be seen by prov-
ing the equivalence ‘(a) ⇔ (f)’ of Theorem 5.2.2 once more, but with different means.
For simplicity we restrict ourselves to S1 = S ∩ D, where D = O1 denotes the first or-
thant of ℝn . Trivially, S1 is characterized by

S1 = { x ∈ D | ∃aij , bi ∈ ℝ : (5.2.4)–(5.2.6) hold }
where

n∑
j=1

aijxj ≤ bi ≤ n∑
j=1

aijxj , i = 1, . . . , n, (i.e., (Ax)i = bi) (5.2.4)

aij ≤ aij ≤ aij , i, j = 1, . . . , n, (5.2.5)

bi ≤ bi ≤ bi , i = 1, . . . , n. (5.2.6)
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Those inequalities in (5.2.4)–(5.2.5) which contain a11 can be rewritten as

b1 − n∑
j=2

a1jxj ≤ a11x1, (5.2.7)

a11 ≤ a11, (5.2.8)

a11x1 ≤ b1 − n∑
j=2

a1jxj , (5.2.9)

a11 ≤ a11. (5.2.10)

Multiply (5.2.8) and (5.2.10) by x1 , combine each left-hand side of (5.2.7), (5.2.8) with
each right-hand side of (5.2.9), (5.2.10) and drop the two trivial inequalities. Then this
action results in the two nontrivial inequalities

b1 − n∑
j=2

a1jxj ≤ a11x1, (5.2.11)

a11x1 ≤ b1 − n∑
j=2

a1jxj , (5.2.12)

which are supplemented by

the original a11-free inequalities. (5.2.13)

Hence

S1 ⊆ S2 = { x ∈ D | ∃aij (i ̸= 1 if i = j), bi ∈ ℝ : (5.2.11)–(5.2.13) holds }.
Since the converse S2 ⊆ S1 is also true (see the proof of the subsequent Theorem 5.2.7),
one ends upwith S1 = S2 , where in S2 the entry a11 is replaced by the bounds a11, a11
of the given interval [a]11 . It is obvious that this process can be repeated for the re-
maining entries aij and bi . One finally gets the inequalities of Theorem 5.2.2 (f).

We will summarize the crucial steps of this procedure.
(1) Fix an orthant and consider only those inequalities which contain a parameter to

be replaced.
(2) Isolate this parameter in each of these inequalities.
(3) Multiply each of the newly arranged inequalities by appropriate functions in

x1, . . . , xn such that the isolated parameter transforms to the same expression,
say E, wherever it occurs.

(4) Now disaggregate the inequalities into two groups: one for which the inequalities
have the form . . . ≤ E, and the other one for which the inequalities read E ≤ . . . .

(5) Combine each inequality from the first groupwith each of the second group drop-
ping the middle term E . Add to the set of inequalities those ones which have not
been considered until now since they were E-free.
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In this way we could eliminate a particular parameter in inequalities which charac-
terized some given set ending up with modified inequalities which characterize the
same set.

We will apply these ideas in the proof of the following theorem on Ssym which
modifies, reformulates and improves a result by Hladík [149] and which completes
results in Alefeld, Kreinovich, and Mayer [28, 29, 30]. While Hladík’s proof is based
on results from linear programmingwe use different means and staymore elementary
(cf. Mayer [217, 219]). In order to formulate the theorem we use the symbol ≺lex which
denotes strict lexicographic ordering of vectors x, y ∈ ℝn , i.e., x ≺lex y if for some
k ≤ n we have xi = yi , i < k, and xk < yk . In addition, we remark that Ssym is empty if[A] ∈ 𝕀ℝn×n does not contain a symmetric matrix as an element. If A ̸= AT or A ̸= AT ,
we can replace [A] by the largest matrix [B] ⊆ [A] with [B] = [B]T since [A] \ [B] does
not contain a symmetric matrix as an element and therefore does not influence Ssym.
This is the reason why we will assume [A] = [A]T , without loss of generality, from the
start.

Theorem 5.2.6. Let [A] = [A]T ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn , x ∈ ℝn , r = b̌ − Ǎx. Then x ∈ Ssym
if and only if

x ∈ S (5.2.14)

and if for all vectors p, q ∈ {0, 1}n with
0 ̸= p ≺lex q and pTq = 0 (5.2.15)

one of the following four relations (5.2.16)–(5.2.19) is satisfied.|x|T |Dp rad([A]) − rad([A])Dq| ⋅ |x| + |x|T |Dp − Dq| rad([b])≥ |xT(Dp − Dq)r|, (5.2.16)|x|T(Dp rad([A])Dq + Dp rad([A])Dq) |x| + |x|T(Dp + Dq) rad([b])≥ |xT(Dp − Dq)r|, (5.2.17)(xTDp([b] − [A]Dqx)) ∩ (xTDq([b] − [A]Dpx)) ̸= 0, (5.2.18)

xTDp(b− − A+Dqx) ≤ xTDq(b+ − A−Dpx),∧ xTDq(b− − A+Dpx) ≤ xTDp(b+ − A−Dqx), } (5.2.19)

where Dp = diag(p), Dq = diag(q), p = e − p, q = e − q, andwhere A− = (a−
ij), A+ = (a+

ij),
b− = (b−

i ), b+ = (b+
i ) are defined by the equalities[a]ij =: {{{ [a−

ij , a
+
ij] if xi ⋅ xj ≥ 0,[a+

ij , a
−
ij] if xi ⋅ xj < 0,

[b]i =: {{{ [b−
i , b

+
i ] if xi ≥ 0,[b+

i , b
−
i ] if xi < 0.

The set of of these relations with the restriction (5.2.15) consists of (3n − 2n+1 + 1)/2
inequalities, intersections, and double inequalities, respectively.
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Theorem 5.2.6 shows that the intersection Ssym ∩ O is characterized by the intersec-
tion of hyperplanes and quadrics. In particular, its boundary can be curvilinear. The
property ‘x ∈ S ’ in (5.2.14) can be replaced by any equivalent property of Theorem5.2.2.

For n = 2 there is only one inequality (5.2.16), for n = 3 there are already six.
For the Example 5.2.4 Theorem 5.2.6 implies the equivalence

x ∈ Ssym ⇔ {{{{{{{
1
2 |x2| + 1 ≥ |1 − x1 − 1

2 x2|,
1
2 |x1| + 3

2 |x2| + 1 ≥ |1 − 1
2 x1 + 5

2 x2|,
3
2 x

2
2 + |x1| + |x2| ≥ |x21 − x1 + 5

2 x
2
2 + x2|, (5.2.20)

where the first two inequalities result from the Oettli–Prager criterion in order to ex-
press ‘x ∈ S ’, and where the last inequality corresponds to (5.2.16) for p = (0, 1)T ,
q = (1, 0)T , the only vectors which satisfy (5.2.15).
Proof of Theorem 5.2.6. Firstwe remark that the assumption [A] = [A]T implies Ǎ = ǍT

and rad([A]) = (rad([A]))T . We start with the equivalence

x ∈ Ssym ⇐⇒ x satisfies (5.2.14)–(5.2.16) (5.2.21)

but restrict here ourselves to the direction ‘⇒’ of the proof; the converse direction is
lengthy and rather technical. It can be found in the Appendix F.

Let x ∈ Ssym. Then x ∈ S, hence (5.2.14) holds. There is a symmetric matrix Ã =
ÃT ∈ [A] and a vector b̃ ∈ [b] such that Ãx = b̃ . This implies xTDpÃx = xTDpb̃ and
xTDqÃTx = xTDqb̃ . Subtracting both equalities and introducing the representations

Ã = Ǎ + ∆, b̃ = b̌ + δ,
yields

xTDp∆x − xTDq∆Tx − xT(Dp − Dq)δ = xT(Dp − Dq)r.
Using xTDq∆Tx = xT∆Dqx and absolute values results in|xT(Dp − Dq)r| ≤ |x|T ⋅ |Dp∆ − ∆Dq| ⋅ |x| + |x|T ⋅ |Dp − Dq| ⋅ |δ|.
Since |Dp∆ − ∆Dq|ij = |(Dp)ii∆ij − ∆ij(Dq)jj| = |∆ij||(Dp)ii − (Dq)jj|≤ rad([A])ij|(Dp)ii − (Dq)jj|= |Dp rad([A]) − rad([A])Dq|ij
and |δ| ≤ rad([b]) we finally end up with (5.2.16) without any restrictions on p, q ∈{0, 1}n .

We show that p, q canbe restricted to (5.2.15).With the complementary vectors p =
e − p, q = e − q wecan transform thematrix R(p, q) = |Dp rad([A]) − rad([A])Dq| ∈ℝn×n

in the following way.

R(p, q) = |Dp rad([A])Dq − Dp rad([A])Dq|= Dp rad([A])Dq + Dp rad([A])Dq , (5.2.22)
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where for the last equalityweproceeded entrywise and exploited p + p = e, p ∈ {0,1}n ,
so that either pi = 1, pi = 0 or vice versa. Therefore, atmost one summandof (R(p, q))ij
in (5.2.22) differs from zero.

The first equality in (5.2.22) implies

R(p, q) = |Dp rad([A])Dq − Dp rad([A])Dq|= |Dp rad([A])Dq − Dp rad([A])Dq| = R(p, q),
and q ≺lex p is equivalent to p ≺lex q . Therefore, with Dp − Dq = −(Dp − Dq), the
inequality (5.2.16) also holds for q ≺lex p if it is true for p ≺lex q .

If p = 0, then (5.2.16) reduces to|x|T rad([A])Dq|x| + |x|TDq rad([b]) ≥ |xTDqr|
which follows also from (5.2.14), the Oettli–Prager criterion and |xTDqr| ≤ |x|TDq|r|.
The same is true for the case q = 0. Since e = p for p = 0 we can restrict to p, q ∈{0, 1}n \ {0, e}.

We show that all inequalities (5.2.16) with pi = qi = 1 for some indices i can be
omitted. To this end choose p̂, ̂q such that

p̂i = {{{ pi , if piqi ̸= 1

0 otherwise
̂qi = {{{ qi , if piqi ̸= 1

0 otherwise

and let p̂r = p − p̂ . Then (p̂r)i = {{{ 1, if pi = qi = 1

0 otherwise
,

whence p̂r = q − ̂q, p = p̂ − p̂r , q = ̂q − p̂r . Hence
R(p, q) = D ̂p rad([A])Dq + D ̂pr rad([A])Dq + Dp rad([A])D ̂q + Dp rad([A])D ̂pr= D ̂p rad([A])D ̂q − D ̂p rad([A])D ̂pr + D ̂pr rad([A])Dq+ D ̂p rad([A])D ̂q − D ̂pr rad([A])D ̂q + Dp rad([A])D ̂pr .

From this and transformations like|x|TD ̂p rad([A])D ̂pr |x| = (|x|TD ̂p rad([A])D ̂pr |x|)T= |x|TD ̂pr (rad([A]))TD ̂p|x|= |x|TD ̂pr rad([A])D ̂p|x| ∈ ℝ
we get |x|TR(p, q)|x| = |x|TR(p̂, ̂q)|x| + |x|TD ̂pr rad([A])(I − D ̂p+q + I − Dp+ ̂q)|x|≥ |x|TR(p̂, ̂q)|x|,
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since I − D ̂p+q ≥ O and I − Dp+ ̂q ≥ O . (Notice that p̂ + q ≤ e and p + ̂q ≤ e holds.)
Furthermore, Dp − Dq = D ̂p+ ̂pr − D ̂q+ ̂pr = D ̂p + D ̂pr − (D ̂q + D ̂pr ) = D ̂p − D ̂q . Therefore,
the inequality (5.2.16) for p, q follows from that for p̂, ̂q and canbeomitted. This shows
that in (5.2.16) only vectors p, q ∈ {0, 1}n with 0 ̸= p ≺lex q and piqi = 0, i = 1, . . . , n,
need to be considered.

There are 3n possibilities for inequalities with (pi , qi) ∈ {(0, 0), (0, 1), (1, 0)} for
all i = 1, . . . , n . Since 2n is the number of possible vectors taken from the set {0, 1}n ,
there are 2n possibilities of inequalities with p = 0. The same amount of inequalities
occurs for q = 0. Both numbers have to be subtracted from 3n . Since hereby the case
p = q = 0 is subtracted twice, we must add a 1 again. Notice that we did not allow
the case pi = qi = 1 and excluded the cases p = 0 and q = 0. By virtue of pTq = 0,
this implies that we simultaneously excluded the cases p = e and q = e . Taking into
account p ≺lex q, we finally end up with the number (3n − 2 ⋅ 2n + 1)/2 as required.

Once we have proved the equivalence (5.2.21), the remaining part of the theorem
is nearly straightforward:

Since (5.2.15) implies |Dp − Dq| = Dp + Dq , we get the equivalence of (5.2.16) and
(5.2.17) by virtue of (5.2.22).

For the equivalence of (5.2.17) and (5.2.18) we apply the first equivalence of Theo-
rem 2.4.8 (c), whence the relation (5.2.18) is equivalent tomid(xTDp([b] − [A]Dqx)) −mid (xTDq([b] − [A]Dpx))≤ rad(xTDp([b] − [A]Dqx)) + rad(xTDq([b] − [A]Dpx)). (5.2.23)

Now the left-hand side of (5.2.23) equals|xTDp(b̌ − ǍDqx) − xTDq(b̌ − ǍDpx)|= |xT{ (Dp − Dq)b̌ − DpǍDqx + DqǍDpx − DpǍDqx + DpǍDqx }|= |xT(Dp − Dq)(b̌ − Ǎx)|
while the right-hand side can be written as|x|TDp rad([b] − [A]Dqx) + |x|TDq rad([b] − [A]Dpx)= |x|T(Dp + Dq) rad([b]) + |x|TDp rad([A])Dq|x| + |x|TDq rad([A])Dp|x|.
Thus we end up with the corresponding sides of (5.2.17).

The equivalence of (5.2.18) and (5.2.19) is an immediate consequence of the last
equivalence in Theorem 2.4.8 (c).

The omitted proof of the converse direction (see Appendix F) uses ideas which can be
rediscovered in the proof of the following theorem on parameter elimination in more
general systems of inequalities.
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Theorem 5.2.7. Let fλμ , gλ , λ = 1, . . . , k (≥ 2), μ = 1, . . . ,m, be real-valued functions
of x = (x1, . . . , xn)T on some subset D ⊆ ℝn . Assume that there is a positive integer
k1 < k such that

fλ1(x) ̸≡ 0 for all λ ∈ {1, . . . , k}, (5.2.24)

fλ1(x) ≥ 0 for all x ∈ D and all λ ∈ {1, . . . , k}, (5.2.25)

for each x ∈ D there is an index β∗ = β∗(x) ∈ {1, . . . , k1} with fβ∗1(x) > 0

and an index γ∗ = γ∗(x) ∈ {k1 + 1, . . . , k} with fγ∗1(x) > 0. (5.2.26)

For m parameters u1, . . . , um varying in ℝ and for x varying in D define the sets
S1 , S2 by

S1 := { x ∈ D | ∃uμ ∈ ℝ, μ = 1, . . . ,m : (5.2.27), (5.2.28) holds },
S2 := { x ∈ D | ∃uμ ∈ ℝ, μ = 2, . . . ,m : (5.2.29) holds },

where the inequalities (5.2.27)–(5.2.29) are given by

gβ(x) + m∑
μ=2

fβμ(x)uμ ≤ fβ1(x)u1, β = 1, . . . , k1, (5.2.27)

fγ1(x)u1 ≤ gγ(x) + m∑
μ=2

fγμ(x)uμ , γ = k1 + 1, . . . , k; (5.2.28)

and

gβ(x)fγ1(x) + m∑
μ=2

fβμ(x)fγ1(x)uμ ≤ gγ(x)fβ1(x) + m∑
μ=2

fγμ(x)fβ1(x)uμ ,
β = 1, . . . , k1, γ = k1 + 1, . . . , k. (5.2.29)

(Trivial inequalities such as 0 ≤ 0 can be omitted.)
Then

S1 = S2.

Proof. First we show S1 ⊆ S2 . To this end let S1 ̸= 0, fix x ∈ S1 and let u1, . . . um ∈ ℝ
be such that the inequalities (5.2.27), (5.2.28) hold for x . Multiply (5.2.27) by fγ1(x) and
(5.2.28) by fβ1(x). This implies

gβ(x)fγ1(x) + m∑
μ=2

fβμ(x)fγ1(x)uμ≤ fβ1(x)fγ1(x)u1 ≤ gγ(x)fβ1(x) + m∑
μ=2

fγμ(x)fβ1(x)uμ
for β = 1, . . . , k1 and γ = k1 + 1, . . . , k . Dropping the middle term results in (5.2.29),
whence S1 ⊆ S2 .

In order to prove the converse S1 ⊇ S2 let S2 ̸= 0, fix x ∈ S2 and let u2, . . . , um ∈ ℝ
be such that the inequalities (5.2.29) hold for x . Divide (5.2.29) by fβ1(x) if fβ1(x) > 0,
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and by fγ1(x) if fγ1(x) > 0. Unless fβ1(x) = 0 and fγ1(x) = 0 (in this case (5.2.29) reads
0 ≤ 0 and can be omitted) one gets equivalently

gβ(x) + m∑
μ=2

fβμ(x)uμ ≤ 0, if fβ1(x) = 0 and fγ1(x) > 0, (5.2.30)

0 ≤ gγ(x) + m∑
μ=2

fγμuμ , if fβ1(x) > 0 and fγ1(x) = 0, (5.2.31)

(gβ(x) + m∑
μ=2

fβμ(x)uμ)/fβ1(x) ≤ (gγ(x) + m∑
μ=2

fγμ(x)uμ)/fγ1(x),
if fβ1(x)fγ1(x) > 0. (5.2.32)

By virtue of (5.2.26) there exists at least one pair (β∗, γ∗) ∈ {1, . . . , k1} × {k1 +
1, . . . , k} such that fβ∗1(x)fγ∗1(x) > 0. Let M1 be the maximum of the left-hand sides
of all inequalities (5.2.32) and let M2 be the minimum of the right-hand sides of all
inequalities (5.2.32). Then M1, M2 are attained for some indices β = β0 and γ = γ0 ,
respectively. Since β and γ vary independently there is an inequality (5.2.32) with
β = β0 and γ = γ0 simultaneously. This proves M1 ≤ M2 . Choose u1 ∈ [M1, M2]
and apply (5.2.30) and (5.2.32), respectively, with γ = γ0 (which implies fγ01(x) > 0)
and β = 1, . . . , k1 . If fβ1(x) = 0, then (5.2.30) yields the corresponding inequality in
(5.2.27). If fβ1(x) > 0, then(gβ(x) + m∑

μ=2
fβμ(x)uμ)/fβ1(x) ≤ M1 ≤ u1

implies the corresponding inequality in (5.2.27). By applying (5.2.31) and (5.2.32),
respectively with β = β0 , the inequalities (5.2.28) can be seen analogously, whence
S2 ⊆ S1 .

Notice that the parameter u1 which occurs in the definition of S1 is no longer needed
in order to describe S2 . Therefore, we call the transition from the inequalities (5.2.27),
(5.2.28) to the inequalities in (5.2.29) the elimination of u1 .

It is obvious that the assertion of Theorem 5.2.7 remains true if the inequalities
in (5.2.27), (5.2.28) and the inequalities in (5.2.29) are supplemented by inequalities
which do not contain the parameter u1 , as long as these inequalities are the same in
both cases.

We next state a corollary which may facilitate the terms occurring in the Fourier–
Motzkin elimination process.

Corollary 5.2.8. With the notation and the assumptions of Theorem 5.2.7 let

fβ1(x) = hβγ(x) ̃f β1(x), fγ1(x) = hβγ(x) ̃f γ1(x)
with nonnegative functions ̃f β1, ̃f γ1, hβγ defined on D. Then the assertion of Theo-
rem 5.2.7 remains true if fβ1(x), fγ1(x) are replaced in (5.2.29) by ̃f β1(x) and ̃f γ1(x),
respectively.
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Proof. Define

S3 = { x ∈ D | ∃uμ ∈ ℝ, μ = 2, . . . ,m : (5.2.34) holds }, (5.2.33)

where the inequality (5.2.34) is given by

gβ(x) ̃f γ1(x) + m∑
μ=2

fβμ(x) ̃f γ1(x)uμ ≤ gγ(x) ̃f β1(x) + m∑
μ=2

fγμ(x) ̃f β1(x)uμ
β = 1, . . . , k1, γ = k1 + 1, . . . , k. (5.2.34)

Multiply (5.2.27) and (5.2.28) by ̃f γ1(x) and ̃f β1(x), respectively. This results in
(5.2.34) and shows S1 ⊆ S3 . In order to prove S3 ⊆ S1 fix x ∈ S3 and choose u2, . . . , um ∈ℝ such that (5.2.34) holds for x . Multiply the corresponding inequality (5.2.34) by
hβγ(x). This yields (5.2.29), hence x ∈ S2 . Now Theorem 5.2.7 implies x ∈ S1 .
Corollary 5.2.8 is particularly useful if fβ1 = fγ1 ≥ 0, where f ≥ 0 means f(x) ≥ 0 for all
x ∈ D . Then hβγ = fβ1 = fγ1 ≥ 0, ̃f β1 = ̃f γ1 = 1 > 0 and the corresponding inequality in
(5.2.29) reads

gβ(x) + m∑
μ=2

fβμ(x)uμ ≤ gγ(x) + m∑
μ=2

fγμ(x)uμ .
Another typical application of Corollary 5.2.8 occurs if the functions fλμ , gλ all are
polynomials and if fβ1 and fγ1 have a nonconstant polynomial as a common factor.

No topological assumption such as continuity of fλμ , gλ or connectivity of D is
required in Theorem 5.2.2. The assumption (5.2.24) prevents fλ1 frombeing completely
omitted in (5.2.27), (5.2.28) and (5.2.29). If fλ1(x) ≤ 0 on D, one can simply fulfill (5.2.25)
bymultiplying the corresponding inequality by −1. If neither fλ1(x) ≥ 0 nor fλ1(x) ≤ 0
holds uniformly on D, one can split D in several appropriate subdomains Di , with⋃i Di = D, for each of which the assumptions of Theorem 5.2.7 hold. As was shown in
Alefeld, Kreinovich, Mayer [33] the restriction (5.2.26) cannot be dropped.

In our applications the parameters uμ will be the matrix entries aij and the com-
ponents bi of the right-hand side b of a linear system Ax = b . They will be restricted
to compact intervals by A ∈ [A] and b ∈ [b]. This generates inequalities of the form
a ≤ uμ ≤ a with a corresponding function fλμ = 1. Since such an inequality depends on
a single uμ , it is only used when this parameter is eliminated. Therefore, in the sequel
the assumption (5.2.24) will be fulfilled for any domain D .

Theorem 5.2.7 and Corollary 5.2.8 can be applied repeatedly in order to eliminate
some or all expressions in which the parameters uμ occur linearly. But even in simple
cases like Ssym the number of inequalities can increase exponentially.

In order to keep track we shortly summarize the steps to be executed when elim-
inating the parameters in the inequalities describing some set S1 ⊆ D . These steps
generalize those on page 165.
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Elimination process. Given a domain D ⊆ ℝn and a set of inequalities in x ∈ D with
parameters u1, . . . um which occur linearly, denote D togetherwith this set of inequal-
ities as a record and store it on a stack named Stack 1.

Step 1: Fetch the first record (i. e., the domain and the corresponding set of in-
equalities) from Stack 1, fix a parameter, say u1 , bring those inequalities into the form
(5.2.27), (5.2.28) which contain u1 . (Renumber and rename if necessary, in order to
have a domain named D, a parameter named u1 , and subsequent inequalities ac-
cording to (5.2.27), (5.2.28).)

Step 2: Check the assumptions of Theorem5.2.7 for the inequalitieswhich contain
u1 . If (5.2.25) is not satisfied, thenmultiply the corresponding inequality by −1. If this
does not help, split D into appropriate subdomains Di and replace the record with
D by corresponding ones with Di . If (5.2.26) is not fulfilled for each Di , then stop.
Otherwise put the records to a stack named Stack 2.

Step 3: As long as Stack 2 is not empty fetch from it the last record and eliminate
u1 according to Theorem 5.2.7 or Corollary 5.2.8. If the new record no longer contains
any parameter uμ , then store it into a file. Otherwise put it to Stack 1 as the last ele-
ment. If Stack 1 is not empty, then go to Step 1.

We want to apply Theorem 5.2.7 and, whenever possible, Corollary 5.2.8 in order to
characterize Ssym oncemore. This is the secondwaywhichwementioned on page 164.
Again we assume [A] = [A]T .

Let O be a fixed orthant.We start with D = O and (5.2.4)–(5.2.6), this time reducing
the amount of free parameters nearly to one half by using aij = aji . The elimination
process for the bi and the diagonal entries aii is the same as for S and is left to the
reader. The elimination of the off-diagonal entries aij , i < j, i, j = 1, . . . , n, differs
due to the dependency aij = aji . For instance, when handling a12 first, one gets the
(nontrivial) new inequalities

b1 − â+
11x1 − n∑

j=3
a1jxj ≤ â+

12x2, â−
12x2 ≤ b1 − â−

11x1 − n∑
j=3

a1jxj , (5.2.35)

b2 − â+
22x2 − n∑

j=3
a2jxj ≤ â+

12x1, â−
12x1 ≤ b2 − â−

22x2 − n∑
j=3

a2jxj , (5.2.36)

b−
1x1 − a+

11x
2
1 − n∑

j=3
a1jx1xj ≤ b+

2x2 − a−
22x

2
2 − n∑

j=3
a2jx2xj , (5.2.37)

b−
2x2 − a+

22x
2
2 − n∑

j=3
a2jx2xj ≤ b+

1x1 − a−
11x

2
1 − n∑

j=3
a1jx1xj , (5.2.38)
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where

â−
ij = {{{ aij , if xj ≥ 0

aij , if xj < 0
, â+

ij = {{{ aij , if xj ≥ 0

aij , if xj < 0
,

a−
ij = {{{ aij , if xixj ≥ 0

aij , if xixj < 0
, a+

ij = {{{ aij , if xixj ≥ 0

aij , if xixj < 0
,

b−
i = {{{ bi , if xi ≥ 0

bi , if xi < 0
, b+

i = {{{ bi , if xi ≥ 0

bi , if xi < 0
.

The inequalities (5.2.35)–(5.2.36) coincide with those for S . The inequalities (5.2.37),
(5.2.38) are new. They contain quadratic polynomials. When eliminating a1j for j =
3, . . . , n according to Corollary 5.2.8, the i-th inequality in (5.2.1) has to be multi-
plied by xi for i = 3, . . . , n . Afterwards, no additional multiplication is needed in
inequalities which have a form analogous to (5.2.37), (5.2.38). This is true because the
function fλμ in front of aij reads fλμ(x) = xixj in these inequalities, and in the remain-
ing (nonquadratic) inequalities they are given by fλμ(x) = xi , fλμ(x) = xj and fλμ(x) = 1,
respectively. Notice that the sign of the function xixj remains constant over a fixed or-
thant O . This is the reasonwhy no splitting is needed for D = O during the elimination
process. Pursuing this process shows that the final inequalities for Ssym ∩ O consist of
the inequalities in Theorem 5.2.2 (f) which characterize S, and quadratic inequalities.
We thus get the following result which is already contained in Theorem 5.2.6.

Theorem 5.2.9. Let [A] = [A]T ∈ 𝕀ℝn×n (not necessarily regular) and let [b] ∈ 𝕀ℝn . Then
in each orthant the symmetric solution set Ssym can be represented as the intersection
of the solution set S and sets with quadrics as boundaries.

For 2 × 2 matrices there are only two quadratic inequalities which supplement the
linear ones of Theorem 5.2.2 (f). They are given by

b−
1x1 − b+

2x2 − a+
11x

2
1 + a−

22x
2
2 ≤ 0−b+

1x1 + b−
2x2 + a−

11x
2
1 − a+

22x
2
2 ≤ 0

}}} (5.2.39)

with b±
i , a

±
ii as above. They correspond to the only inequality (5.2.16). (Notice the ab-

solute values there!)
Thus for Ssym of Example 5.2.4 we need the inequalities for S together with

4x21 + (4x2 + 1)2 ≥ 1, (x1 − 1)2 + x22 ≤ 1 (5.2.40)

in the first quadrant O1 and

x21 + 4x22 ≥ 0, (x1 − 1)2 + (x2 + 1)2 ≤ 2 (5.2.41)
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in the forth quadrant O4 . Thefirst inequality in (5.2.40) represents an ellipse and its ex-
terior. Since the ellipse lies completely in the closed lower half-plane this inequality is
not a restriction for Ssym ∩ O1 . The first inequality in (5.2.41) is always true. Therefore,
only the respective second inequality which represents a closed disc is really rele-
vant for Ssym as a subset of S . Although both look different from the last inequality
in (5.2.20), they are equivalent. The proof is not quite trivial; we leave it to the reader
as Exercise 5.2.2 or refer to Mayer [217].

Both solution sets are illustrated in Figure 5.2.1 on page 163.
Persymmetric matrices A ∈ ℝn×n are characterized by EA = (EA)T with

E = (O 1

. . .

1 O

) , (5.2.42)

or, equivalently, by aij = an+1−j,n+1−i for all indices i, j . They are symmetric with re-
spect to their counterdiagonal. The corresponding persymmetric solution set reads

Sper = { x ∈ ℝn | Ax = b, EA = (EA)T ∈ E[A] = (E[A])T , b ∈ [b] }.
A description of Sper can be deduced directly from Theorem 5.2.6; cf. Exercise 5.2.6 or
Mayer [217, 219].

Skew-symmetric matrices A ∈ ℝn×n are defined by A = −AT , or, equivalently, by
aij = −aji for all indices i, j, whence aii = 0, i = 1, . . . , n . The skew-symmetric solution
set is given by

Sskew = { x ∈ ℝn | Ax = b, A = −AT ∈ [A] = −[A]T , b ∈ [b] },
where we implicitly assume here [a]ii = 0, i = 1, . . . , n .

Similar to Theorem 5.2.6 and with the notation there, the following equivalence
on Sskew can be proved (cf. Exercise 5.2.7, Hladík [149], Mayer [217, 219]).

Theorem 5.2.10. Let [A] = −[A]T ∈ 𝕀ℝn×n , [a]ii = 0 for i = 1, . . . , n, [b] ∈ 𝕀ℝn , x ∈ ℝn ,
r = b̌ − Ǎx. Then x ∈ Sskew if and only if x ∈ S and if for all 2n − n − 1 vectors

p ∈ {0, 1}n \ {0}, p ̸= e(i), i = 1, . . . , n, (5.2.43)

one of the following four relations (5.2.44)–(5.2.47) is satisfied:

1
2 |x|T ⋅ |Dp rad([A]) − rad([A])Dp| ⋅ |x| + |x|TDp rad([b]) ≥ |xTDpr|, (5.2.44)|x|TDp rad([A])Dp|x| + |x|TDp rad([b]) ≥ |xTDpr|, (5.2.45)

xTDp[b] ∩ xTDp[A]Dpx ̸= 0, (5.2.46)

xTDpb− ≤ xTDpA+Dpx,∧ xTDpA−Dpx ≤ xTDpb+,
} . (5.2.47)
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For the equivalence of (5.2.44) and (5.2.45) one can use (5.2.22) with q = p and exploit
the symmetry of rad([A]) which follows from A = −AT and Ǎ = −ǍT for [A] from
Theorem 5.2.10.

For the equivalence of (5.2.45), (5.2.46), and (5.2.47) one applies Theorem 2.4.8 (c)
and the equality

xTDpǍDpx = (xTDpǍDpx)T = xTDpǍTDpx = −xTDpǍDpx,

which proves xTDpǍDpx = 0. This implies

xTDpr = xTDp(b̌ − Ǎ(Dp + Dp)x) = xTDpb̌ − xTDpǍDpx= mid(xTDp[b]) −mid(xTDp[A]Dpx).
If n = 2 then there is only one inequality (5.2.45), if n = 3 there are four.
Solution sets with more general restrictions and further references can be found

in Alefeld, Kreinovich, Mayer [33]. Methods by Jansson [153, 154] and Rohn [306] to
enclose Ssym as well as some historical notes were given in Mayer [216].

Exercises

Ex. 5.2.1 (Rohn [308]). Show that [A]x − [b] = { Ax − b | A ∈ [A], b ∈ [b] } holds and
that x ∈ S can also be described equivalently by the inequality |mid([A]x − [b])| ≤
rad([A]x − [b]).

The nice feature of this description is the fact that both sides of the inequality
contain the same interval vector [A]x − [b].
Ex. 5.2.2. Show that the two inequalities (x1 − 1)2 + x22 ≤ 1 for (x1, x2) ∈ O1 and(x1 − 1)2 + (x2 + 1)2 ≤ 2 for (x1, x2) ∈ O4 are equivalent to the inequalities (5.2.20).

Hint: Use Ssym ⊆ S ⊆ O1 ∪ O4 and consider the cases x ∈ O1 , x ∈ O4 , T = x1 − x1 +
5
2 x

2
2 + x2 ≥ 0, and T < 0.

Ex. 5.2.3 (Mayer [219]). List all six pairs (p, q) of possible vectors according to (5.2.15)
in Theorem 5.2.6 for the case n = 3. What do the intersections (5.2.18) look like in the
cases n = 2 and n = 3?

Ex. 5.2.4 (Mayer [217]). Let[A]ε = ( 1 [−1 + ε, 1 − ε][ − 1 + ε, 1 − ε] −1 ) , 0 ≤ ε ≤ 1, [b] = (2
2
)

and denote by Sε , respectively Sεsym, the solution set, respectively the symmetric so-
lution set, of the interval linear system [A]εx = [b].
(a) Derive the inequalities which characterize the sets Sε and Sεsym and plot these sets

for ε = 1/2. How do these sets behave when ε > 0 gets smaller? How do they look
in the limit cases ε = 0 and ε = 1? (Notice that [A]0 is singularwhile [A]ε is regular
for 0 < ε ≤ 1.)
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(b) Find an interval vector [z] ∈ 𝕀ℝ2 which encloses Sεsym for all ε ∈ [0, 1]. What can
be said about the distance q([z], Sε) when ε tends to zero? Which conclusion
could one draw from this observation?

Ex. 5.2.5. Plot S and Ssym for the data in Example 5.2.4. Proceed as follows: Start with
a rectangular grid of sufficiently smallmesh sizewhich covers S . Test theOettli–Prager
criterion in the grid points. If the test is positive, plot the grid point. Proceed similarly
for Ssym taking into account (5.2.16).

Ex. 5.2.6 (Mayer [219]). Characterize the persymmetric solution set similarly to Theo-
rem 5.2.6.

Ex. 5.2.7. Prove Theorem 5.2.10 for the skew-symmetric solution set.
Hint: Replace (L̇)qp = (L̇)pq by (L̇)qp = −(L̇)pq in Lemma F.3 of Appendix F.

Ex. 5.2.8. Perskew-symmetric matrices A ∈ ℝn×n are defined by EA = −(EA)T with
E from (5.2.42), or, equivalently, by aij = −an+1−j,n+1−i . Show that ai,n+1−i = 0, i =
1, . . . , n, holds. How could one introduce a perskew-symmetric solution set? Charac-
terize this set similarly to Theorem5.2.10. Construct a perskew-symmetric 4×4matrix.

Ex. 5.2.9. Centro-symmetric matrices A ∈ ℝn×n are defined by EA = AE with E from
(5.2.42), or, equivalently, by aij = an+1−i,n+1−j . Construct a centro-symmetric 3 × 3 and
4 × 4 matrix. How could one introduce a centro-symmetric solution set? Describe this
set by inequalities. (Open problem!)

Ex. 5.2.10. Centroskew-symmetric matrices A ∈ ℝn×n are defined by EA = −AE with
E from (5.2.42), or, equivalently, by aij = −an+1−i,n+1−j . Construct a centroskew-
symmetric 3 × 3 and 4 × 4 matrix. How could one introduce a centroskew-symmetric
solution set? Describe this set by inequalities. (Open problem!)

5.3 Interval hull

The interval hull of a bounded subset of ℝn was defined to be (with respect to in-
clusion) the smallest interval vector which encloses this subset. Theoretically it is
possible to compute the interval hull S of the solution set S of a regular interval linear
system [A]x = [b], but this computation can be costly unless the input data have some
additional properties. Nevertheless we will present an algorithm for computing S . In
addition, we will comment on particular cases. Supplementary information on the
interval hull can be found in the last chapter of Neumaier [257]. We start this section
with two auxiliary results. The first is due to Farkas [93] and is well known in linear
programming. It provides a criterion which guarantees the existence of a nonnegative
solution of a linear m × n system.
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Lemma 5.3.1 (Farkas). Let A ∈ ℝm×n , b ∈ ℝm . Then Ax = b has a nonnegative solution
if and only if for each y ∈ ℝn with yTA ≥ 0 one obtains yTb ≥ 0.

Proof. If Ax = b has anonnegative solution x∗ , then yTA ≥ 0 implies 0 ≤ yTAx∗ = yTb .
Conversely, let yTA ≥ 0 imply yTb ≥ 0 and assume that b is not contained in the

convex set M = {Ax | x ≥ 0}. Since M is closed, the distance δ = infx∈M‖Ax − b‖2 >
0 is attained for some element x0 ∈ M . Clearly, the intersection of M with the open
ball B(b, δ) is empty. Let T be the hyperplane through x0 which is tangential to the
sphere ∂B(b, δ) and let H be the open half space which is bounded by T and which
contains b . If x1 ∈ H ∩M , the line between x0 and x1 would intersect B(b, δ), hence
the convexity of M would imply the contradiction M ∩ B(b, δ) ̸= 0. Therefore, H ∩M =0. By moving T in parallel towards b by δ/2 one ends up with some hyperplanênTz = γ, (5.3.1)

which separates b from M . W.l.o.g. let ̂nTb < γ (5.3.2)

and ̂nTz > γ for z ∈ M. (5.3.3)

(Otherwisemultiply (5.3.1) by −1 and rename.) For x = 0 weget z = Ax = 0 ∈M , whence
γ < 0 by (5.3.3). Now we show ̂nTA∗,j ≥ 0 (5.3.4)

for each column of A . If ̂nTA∗,j0 < 0 holds for some column A∗,j0 , then choose xj0 =
γ

̂nTA∗,j0
> 0 and xj = 0 for j ̸= j0 . Hence z = ∑n

j=1 A∗,jxj ∈ M and ̂nTz = ( ̂nTA∗,j0 )xj0 = γ,
contradicting (5.3.3). This proves (5.3.4) from which we get ̂nTA ≥ 0. The assumption
of the theorem (with y = ̂n) implies ̂nTb ≥ 0 > γ which contradicts (5.3.2). Therefore,
b ∈ M , and the theorem is proved.

Our second auxiliary result looks rather technical. It considers two regular matrices
A, A which map two vectors x ̸= x to the same image. It says that these matrices
differ in at least two columns with the same index j, while the components xj , x

j ,
with which these columns are multiplied, have the same sign.

Lemma 5.3.2. Let [A] ∈ 𝕀ℝn×n be regular and let Ax = Ax for some A,A ∈ [A], x ̸= x .
Then there exists an index j ∈ {1, . . . , n} such that A∗,j ̸= A

∗,j and xjx
j > 0.

Proof. Assume that there exist A, A ∈ [A] and x ̸= x such that Ax = Ax and for
each j with A∗,j ̸= A

∗,j one has xjx

j ≤ 0. Let J = {j | A∗,j ̸= A

∗,j , xjx

j < 0} and define

Ã ∈ ℝn×n as follows. If j ∈ J , then
Ã∗,j = xj

xj − x
j
A∗,j − x

j

xj − x
j
A

∗,j .
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If j ∉ J , choose Ã∗,j ∈ {A∗,j , A
∗,j} such that xjA∗,j − x

j A

∗,j = (xj − x

j )Ã∗,j . Notice that
in the case j ∉ J either A∗,j = A

∗,j , or A∗,j ̸= A
∗,j and xjx

j = 0. In the case j ∈ J we have
xj/(xj − x

j ) = x2j /(x2j − xjx
j ) > 0 and similarly −x

j/(xj − x
j ) = −xjx

j/(x2j − xjx
j ) > 0.

Hence for j ∈ J the column Ã∗,j is a convex combination of A∗,j and A
∗,j and therefore

in [A]∗,j . Hence Ã ∈ [A] and Ã(x − x) = ∑n
j=1 Ã∗,j(xj − x

j ) = ∑n
j=1(A∗,jxj − A

∗,j x

j ) =

Ax − Ax = 0. Sincewe assumed x ̸= x this proves Ã to be singular, which contradicts
the assumption of the theorem.

We consider Rohn’s sign accord algorithm for solving the problem(Ǎ − D rad([A])D̃)x = b̌ + D rad([b]), D̃x ≥ 0, |D̃| = I, (5.3.5)

for a given signature matrix D ∈ ℝn×n (which was defined in Section 1.2 by |D| = I ). It
will turn out that (5.3.5) has a unique solution xD and that S can be represented by
means of all such solutions if D varies in the set of the 2n different signaturematrices.

In order to get some insight in equation (5.3.5) we state several equivalent formu-
lations of it before we present the algorithm. To this end we define the nonnegative
vectors

x+ = max{x, 0}, x− = max{−x, 0} (5.3.6)

for x ∈ ℝn , where here and in the sequel max and min are applied to vectors compo-
nentwise. From (5.3.6) one immediately obtains x = x+ − x− and |x| = x+ + x− .

First we bring the vector equation in (5.3.5) into the equivalent form

Ǎx − b̌ = D (rad([A])|x| + rad([b])) . (5.3.7)

Introducing x+, x− results in

x+ = (Ǎ − D rad([A]))−1(Ǎ + D rad([A]))x− + (Ǎ − D rad([A]))−1(b̌ + D rad([b])), (5.3.8)
which is a linear complementarity problem (cf. Berman, Plemmons [68], Chapter 10)
since x+ ≥ 0, x− ≥ 0, and (x+)Tx− = 0. Taking absolute values on both sides of (5.3.7)
results in |Ǎx − b̌| = rad([A])|x| + rad([b]), (5.3.9)

i.e., the Oettli–Prager criterion holds with equality (cf. Theorem 5.2.2 (d)). This implies
that each solution xD of (5.3.5) belongs to the solution set S . Rearranging (5.3.7) finally
yields the equivalent fixed point form

x = Ǎ−1D rad([A])|x| + Ǎ−1(b̌ + D rad([b])). (5.3.10)

After these equivalences we formulate Rohn’s algorithm in Rohn [301] for solving
(5.3.5).
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Algorithm 5.3.3 (Sign accord algorithm).
Step 0: Select D ∈ ℝn×n with |D| = I .

(Recommended: D such that D(Ǎ−1(b̌ + D rad([b]))) ≥ 0.)
Step 1: Solve (Ǎ − D rad([A])D)x = b̌ + D rad([b]).
Step 2: If Dx ≥ 0, set D̃ := D , xD := x and terminate.
Step 3: Find k = min{j | d

jj xj < 0}.
Step 4: Set d

kk := −d
kk and go to Step 1.

Notice that the signature matrix D is given and remains fixed during the whole al-
gorithm. The second signature matrix D which occurs can theoretically be chosen
arbitrarily in Step 0, although it is recommended to define its diagonal entries by the
signs of the components of some particular vector. If this vector has a zero compo-
nent, put the corresponding diagonal entry d

ii to one. The matrix D is changed by
one diagonal entry in each run of the loop. After the algorithm has terminated, D is
renamed as D̃ = D . It fulfills D̃xD = |xD| for the solution xD of the final linear system.

Our first theoretical result on the sign accord algorithm shows that it is finite, i.e.,
it stops after finitelymany runs of its loop. Moreover, existence and uniqueness for the
problem (5.3.5) is proved.

Theorem 5.3.4. Let [A] ∈ 𝕀ℝn×n be regular and [b] ∈ 𝕀ℝn . Then the sign accord al-
gorithm is finite for each signature matrix D and each starting signature matrix D . It
terminates with a signaturematrix D̃ and a vector xD which satisfy (5.3.5). The vector xD

does not depend on D and is unique. The diagonal entries d̃jj of D̃ are unique, except
for those which are multiplied by components xDj = 0. For each vector xD there are at
most 2n linear systems to be solved.

Proof. We show by induction that each k in Step 3 can occur there at most 2n−k times.
Case k = n: Assume that n appears at least twice in Step 3 and let D, x, D̂, ̂x

correspond to its two nearest occurrences. Then d
jj xj ≥ 0, d̂

jj ̂xj ≥ 0 for j = 1, . . . , n − 1,
and d

nn d̂
nn = −1, d

nnxn < 0, d̂
nn ̂xn < 0; hence d

jj xj d̂

jj ̂xj ≥ 0 for j = 1, . . . , n . For

j = n this implies xn ̸= 0, ̂xn ̸= 0 and xn ̂xn < 0, whence x ̸= ̂x . Apply Lemma 5.3.2 to(Ǎ − D rad([A])D)x = b̌ + D rad([b]) = (Ǎ − D rad([A])D̂) ̂x . There exists an index j
such that d

jj d̂

jj = −1 and xj ̂xj > 0. This implies the contradiction d

jj xj d̂

jj ̂xj < 0.

Case k < n: Again let D, x, D̂, ̂x correspond to two nearest occurrences of k so
that d

jj xj d̂

jj ̂xj ≥ 0 for j = 1, . . . , k . Then Lemma 5.3.2 implies the existence of an index

j with d
jj d̂


jj = −1 and xj ̂xj > 0. Hence d

jj xj d̂

jj ̂xj < 0, so that j > k . By the induction

hypothesis j can occur at most 2n−j times for j = k + 1, k + 2, . . . , n . This means that
k cannot occur more than 1 + (2n−(k+1) + 2n−(k+2) + ⋅ ⋅ ⋅ + 2 + 1) = 2n−k times.

Therefore, the algorithm is finite and terminates with D̃, xD which satisfy (5.3.5).
Moreover, at most (1 + 2 + 22 + ⋅ ⋅ ⋅ + 2n−1) + 1 = 2n linear systems have to be solved.

It remains to prove uniqueness and independence of D . To this end assume that
(5.3.5) has two solutions D̃, xD and ̃D̂, ̂xD with xD ̸= ̂xD . Since the right-hand side of
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(5.3.5) is the same for both pairs, Lemma 5.3.2 assures the existence of an index j with
d̃jj

̃d̂jj = −1 and xDj ̂xDj > 0. This implies d̃jjxDj
̃d̂jj ̂xDj < 0 contrary to d̃jjxDj > 0 and ̃d̂jj ̂xDj >

0. Therefore, xD is unique and so is D̃, except for the cases mentioned in the theorem.

Next we show how to represent S by means of xD for varying signature matrices D .
To this end we use the notation conv X for the convex hull of a set X , i.e., the smallest
convex superset of X .

Theorem 5.3.5. Let [A] ∈ 𝕀ℝn×n be regular, [b] ∈ 𝕀ℝn and X = {xD | |D| = I, xDsolves
(5.3.5)}. Then

conv S = conv X (5.3.11)

and
xH = min X, xH = max X, (5.3.12)

where [x]H = S. At most 22n linear systems have to be solved for computing S.

Proof. Since xD ∈ S we trivially get conv X ⊆ conv S . In order to prove the converse
inclusion choose anarbitrary element x ∈ S . Then A0x = b0 for some A0 ∈ [A], b0 ∈ [b].
If we can show that the linear system∑

|D|=I λD(A0xD) = b0∑
|D|=I λD = 1

}}} (5.3.13)

has a nonnegative solution λ = (λD)|D|=I ∈ ℝ2n , then (5.3.13) implies

A0 (∑|D|=I λDx
D) = b0,

hence by the regularity of A0 we get x =∑|D|=I λDxD ∈ convX . Since x ∈ S was arbitrary,
this proves S ⊆ conv X and conv S ⊆ conv X . Hence (5.3.11) follows.

We will apply the Farkas Lemma 5.3.1 to (5.3.13) in order to show the existence of
λ ≥ 0. Notice that the columns of the system (5.3.13) are(A0xD

1
)

and the right-hand side is (b0
1
) .

In view of the lemma let y ∈ ℝn , y0 ∈ ℝ satisfy yTA0xD + y0 ≥ 0 for each signature
matrix D . Choose D such that |y| = −Dy holds. Then |yT(A0 − Ǎ)| ≤ |yT | rad([A]) =−yTD rad([A]), whence yT(Ǎ + D rad([A])) ≤ yTA0 ≤ yT(Ǎ − D rad([A])). Similarly,
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yT(b̌ + D rad([b])) ≤ yTb0 . Then with D̃xD = |xD| and (5.3.5) we get−y0 ≤ yTA0xD = yTA0(xD)+ − yTA0(xD)−≤ yT(Ǎ − D rad([A]))(xD)+ − yT(Ǎ + D rad([A]))(xD)−= yT(Ǎ − D rad([A])D̃)xD = yT(b̌ + D rad([b])) ≤ yTb0.

Hence yTb0 + y0 ≥ 0 so that the assumptions of the Farkas lemma are fulfilled and a
nonnegative solution λ of (5.3.13) is guaranteed.

The assertion (5.3.12) follows from (5.3.11) since conv S is a convex polyhedron.
From Theorem 5.3.4 at most 2n linear systems have to be solved for a fixed signature
matrix D . Since there are 2n different matrices D, at most 22n linear systems have to
be solved for computing S .

Corollary 5.3.6. Let [A] ∈ 𝕀ℝn×n be regular, [b] ∈ 𝕀ℝn , and E = { x | Ax = b, A ∈ ∂[A],
b ∈ ∂[b] }. Then

conv S = conv E (5.3.14)

and
xH = min E, xH = max E, (5.3.15)

where [x]H = S.

Proof. With X as in Theorem 5.3.5 the assertions follow immediately from X ⊆ E ⊆ S
and the same theorem.

Wepresent a secondproof of Corollary 5.3.6which is very elementary and independent
of the sign accord algorithm. It follows the lines in Hartfiel [136]. To this end we call
any entry aij ∈ [a]ij \ {aij , aij} a free entry in A ∈ [A], and analogously we define
bi ∈ [b]i \ {bi , bi} to be a free entry in b ∈ [b]. By υ(A), υ(b) we denote the number of
free entries in A, and b, respectively, and we use υ(A, b) = υ(A) + υ(b).
Second proof of Corollary 5.3.6. Since E ⊆ S, we get conv E ⊆ conv S . For the converse
inclusion we proceed by induction on υ(A, b). If υ(A, b) = 0, then A ∈ ∂[A], b ∈ ∂[b],
hence x = A−1b ∈ E ⊆ convE . Now suppose that υ(A, b) <m implies x = A−1b ∈ convE,
choose A ∈ [A], b ∈ [b] such that υ(A, b) = m and let x = A−1b .

Case 1, υ(b) ̸= 0: Choose b, b ∈ [b] with b ̸= bsuch that b = αb + (1 − α)b ,
where α ∈ (0, 1) and υ(b) = υ(b) < υ(b). Then by the induction hypothesis x =
A−1b ∈ conv E and x = A−1b ∈ conv E, hence x = αx + (1 − α)x ∈ conv E .

Case 2, υ(A) ̸= 0: Let aij be a free entry in A and define A(θ) = A + θe(i)(e(j))T . If
x(θ) = A(θ)−1b exists we can express x(θ)j using Cramer’s rule. Taking into account
that θ occurs only once in A(θ) and calculating the resulting two determinants yields

x(θ)j = αjθ + βj
αθ + β

with constants α, αj , β, βj , which are independent of θ . Hence, x(θ)j = cj + δ(θ)dj
for some cj , dj and δ(θ) = θ if α = 0 and δ(θ) = 1

αθ+β if α ̸= 0. Choose θ1 and θ2 so

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



5.3 Interval hull | 183

that aij(θ1) = aij and aij(θ2) = aij . Then θ1 < 0 < θ2 . Since δ(θ) is independent of j
the solutions x(θ) lie on a straight line and x = x(0) = γx(θ1) + (1 − γ)x(θ2) for some
γ ∈ (0, 1). (Note that δ(θ) is strictly monotone with respect to θ .) Since υ(A(θ1), b) =
υ(A(θ2), b) < υ(A, b) the induction hypothesis implies x(θ1) ∈ convE, x(θ2) ∈ convE,
whence x ∈ conv E . Summarizing, we have S ⊆ conv E, whence conv S ⊆ conv E .

Corollary 5.3.6 suggests an upper bound of 2n2+n linear systems to be solved for com-
puting S . This is tremendously more than the bound provided by Theorem 5.3.5. But
even this bound can be reduced as the following theorem shows.

Theorem 5.3.7. Let [A] ∈ 𝕀ℝn×n be regular, [b] ∈ 𝕀ℝn , D ∈ℝn×n a fixed signaturematrix
and x the solution of the vector equation in (5.3.5). If|Ǎ−1D rad([A])|x| | < |x| (5.3.16)

holds, then the sign accord algorithm solves only one linear system in Step (1) when
started as recommended, i.e., x = xD holds, where xD is the solution of (5.3.5).

Proof. Since x solves the vector equation in (5.3.5) it also solves the equivalent fixed
point form (5.3.10) from which we obtain|x − Ǎ−1(b̌ + D rad([b]))| = |Ǎ−1D rad([A])|x| | < |x|. (5.3.17)

Therefore, for each fixed j the j-th component of the two vectors on the left-hand side
differ from zero and has the same sign. If one starts with D as recommended and if x
solves the linear system in Step 1 for the first time, one has D(Ǎ−1(b̌ + D rad([b]))) ≥ 0
by the choice of D and Dx ≥ 0 by virtue of (5.3.17). This terminates the algorithm in
Step 2 with x = xD .

At first glance Theorem 5.3.7 looks very theoretical. But if rad([A]) and rad([b]) tend to
zero, then the left-hand side of (5.3.16) does the same while the right-hand side tends
to | ̂x|, where ̂x = Ǎ−1b̌ . Hence if | ̂x| > 0 and rad([A]), rad([b]) are small then (5.3.16)
holds for each signature matrix D . In addition, practical experience shows that in
many cases the sign accord algorithm terminates after solving only one linear sys-
tem if one follows the recommendation in Step 0 even if rad([A]) and rad([b]) are
larger. In this ideal case only 2n linear systems are necessary in order to determine
S . Taking into account that the initialization in Step 0 requires the solution of an

additional linear system Ǎz = b̌ + D rad([b]), then there is a total of 2n+1 linear sys-
tems to be solved for S . This is nearly the square root of the upper bound given in
Theorem 5.3.5.

Theworst upper bound 2n of Theorem 5.3.4 for the computation of a single xD can
be attained if D is initialized improperly in Step 0 of the algorithm. This is demon-
strated by the following example in Rohn [301].
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Example 5.3.8. Define [A] ∈ 𝕀ℝn×n and [b] ∈ 𝕀ℝn , n ≥ 2, by

Ǎ = I, rad([a]ij) = {{{ 2, if j = i + 1, 1 ≤ i ≤ n − 1
0 otherwise

, i, j = 1, . . . , n,

b̌ = 0, rad([b]i) = 1, i = 1, . . . , n. (5.3.18)

Denote by pD(D) the number of linear systems to be solved in Algorithm 5.3.3 in order
to find xD , |D| = I , for a starting signature matrix D in Step 0. Then

pD(D) = 1 + n∑
j=1
(1 − n∏

i=j
diid

ii)2j−2. (5.3.19)

In order to prove this formulawefirst notice that the solution x of the linear system(Ǎ − D rad([A])D)x = b̌ + D rad([b]) in Step 1 satisfies
xj = djj

n−j∑
m=0

2m
j+m∏
i=j+1

diid
ii , j = 1, . . . , n. (5.3.20)

This can be seen by backward substitution and by induction on j = n, n − 1, . . . , 1
taking into account the upper bidiagonal form I − (2diiδi,j−1d

jj) of the matrix above,
whence xn = dnn , xj = djj + 2djjd

j+1,j+1xj+1 , j = n − 1, n − 2, . . . , 1. From (5.3.20) we
get

d
jj xj = n−j∑

m=0
2m

j+m∏
i=j

diid
ii . (5.3.21)

Since ∑n−j−1
m=0 2m = 2n−j − 1 < 2n−j the last summand in (5.3.21) determines the sign of

the left-hand side, hence

sign(d
jj xj) = sign( n∏

i=j
diid

ii) = n∏
i=j

diid
ii , j = 1, . . . , n.

Now we proceed by induction on the values which pD(D) can assume. If pD(D) = 1
then Algorithm 5.3.3 terminates with Dx ≥ 0 when reaching Step 2 for the first time.
Hence for each j we have

n∏
i=j

diid
ii = sign(d

jjxj) = 1,

so that the formula holds. Now assume that (5.3.19) holds whenever pD(D) ≤ s, s ≥
1, and choose two signature matrices D, D such that pD(D) = s + 1. Let D be the
updated value of D when passing Step 4 for the first time. Then d

kk = −d
kk while

d
jj = d

jj for j ̸= k . From this we get

n∏
i=j

diid
ii = {{{{{{{{{

−∏n
i=j diid


ii = − sign(d

jjxj) = −1, if j < k,− sign(d
kkxk) = 1, if j = k,∏n

i=j diid

ii , if j > k.
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Using the induction hypothesis we finally obtain

pD(D) = 1 + pD(D) = 2 + n∑
j=1
(1 − n∏

i=j
diid

ii)2j−2
= 2 + k−1∑

j=1
2 ⋅ 2j−2 + n∑

j=k+1
(1 − n∏

i=j
diid

ii)2j−2= 1 + 2k−1 + n∑
j=k+1

(1 − n∏
i=j

diid
ii)2j−2= 1 + n∑

j=1
(1 − n∏

i=j
diid

ii)2j−2,
which completes the proof of formula (5.3.19).

Now we consider pD(D) for several choices of D and D .
(i) If dii = d

ii for all i with the exception of i = n, then ∏n
i=j diid


ii = dnnd

nn = −1 for
each j, whence (5.3.19) yields pD(D) = 1 + ∑n

j=1 2j−1 = 2n .
(ii) If d

ii = sign((b̌ + D rad([b]))i), i = 1, . . . , n, as recommended, then d
ii = sign(dii)

and ∏n
i=j diid


ii = 1, whence pD(D) = 1.

(iii) Let D and s ∈ {1, . . . , 2n} be given. Then there is a signature matrix D such that
pD(D) = s . In order to see this, represent s − 1 as a binary number such that
s = 1 +∑n

j=1 βj2j−1 , βj ∈ {0, 1} and define D inductively from∏n
i=j diid


ii = 1 − 2βj ,

j = n, n − 1, . . . , 1. Then pD(D) = s .
(iv) Let D and s ∈ {1, . . . , 2n} be given. Then there is a signature matrix D such that

pD(D) = s . This can be seen similarly as in (iii).

In order to reduce work in Algorithm 5.3.3 one might hope that some of the solutions
xD coincide so that there is no need to consider all possibilities of a signature matrix
D . The following result, however, is negative in this respect.

Theorem 5.3.9. Let [A] ∈ 𝕀ℝn×n be regular and [b] ∈ 𝕀ℝn . If either of the assumptions
(i) rad([b]) > 0,
(ii) rad([A]) > O and 0 ∉ [b]
holds, then D ̸= D̂ implies xD ̸= xD̂ for any two signature matrices D, D̂ ∈ ℝn×n .

Proof. First we note that in the case (ii) the solution set S does not contain x = 0 since
0 ∉ [b]. Therefore, each of the two assumptions implies rad([A])|x| + rad([b]) > 0 for
x ∈ S . Let xD = xD̂ . Then (5.3.7) implies

D(rad([A])|xD| + rad([b])) = ǍxD − b̌ = ǍxD̂ − b̌= D̂(rad([A])|xD̂| + rad([b])) = D̂(rad([A])|xD| + rad([b])).
Since rad([A])|x| + rad([b]) > 0, we get D = D̂ .

Since Theorem 5.3.9 is discouraging, we will now concentrate on particular classes of
interval matrices. The first class consists of matrices whose radius has rank one. Then
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there exist nonnegative vectors u, υ ∈ ℝn such that rad([A]) = uυT . We will see that
in this case the solution in Step 1 of the algorithm can be given explicitly.

Theorem 5.3.10. Let [A] ∈ 𝕀ℝn×n be regular with rad([A]) = uυT for some nonnegative
vectors u, υ, and let [b] ∈ 𝕀ℝn . Then for each of the signaturematrices D,D the solution
of the system (Ǎ − D rad([A])D)x = b̌ + D rad([b]) (5.3.22)

in Step (1) of the sign accord algorithm is given by

x = αDD zD + bD , (5.3.23)

where zD = Ǎ−1Du, bD = Ǎ−1(b̌ + D rad([b])) and αDD = υTDbD

1 − υTDzD
.

Proof. Let x solve (5.3.22) and define α = υTDx ∈ ℝ. Use rad([A]) = uυT and (5.3.22)
in order to obtain Ǎx − Duα = b̌ + D rad([b]). Hence x = αzD + bD , which is (5.3.23)
with α instead of αDD . Premultiplying this equation by υTD results in α = αυTDzD +
υTDbD . Solving for α shows α = αDD .

Notice that the denominator of αDD is positive so that αDD is defined. Otherwise we
have β = υTDzD = υTDǍ−1Du ≥ 1. Then υ ̸= 0 and Ã = Ǎ − 1

β Duυ
TD ∈ [A]. In

particular, Ã is regular since we assumed [A] to be so. Now we get the contradiction

0 ̸= υTDǍ−1Ã = υTD − 1
β
(υTDǍ−1Du)υTD = 0.

We leave it to the reader to reformulate Algorithm 5.3.3 in an economical way for
interval matrices with rank-one radius. For details see Rohn [301], Algorithm 3.2.

Now we consider the case where S is completely contained in a fixed orthant. It
turns out that the loop in the algorithm has to be passed only once. Hence for S at
most 2n linear systems have to be solved.

Theorem 5.3.11. Let [A] ∈ 𝕀ℝn×n be regular and [b] ∈ 𝕀ℝn .Moreover, let the solution set
S be contained in a fixed orthant O which contains the sign vector z defined by |z| = e.
Then the signaturematrix D =diag(z1, . . . , zn) satisfies the recommendation in Step (0)
of the sign accord algorithm, and for each fixed signature matrix D this algorithm termi-
nates after having passed Step (1) only once.

Proof. Follows immediately from S ⊆ O which effects Dx ≥ 0 in Step 2.

In Definition 3.3.6 we introduced inverse stable interval matrices. For such interval
matrices at most 2n instead of 2n vectors xD have to be computed for S as we will
see in our next theorem.

Theorem 5.3.12. Let [A] ∈ 𝕀ℝn×n be inverse stable and [b] ∈ 𝕀ℝn . For i = 1, . . . , n
define the diagonal entries of the signature matrices D(i) by(D(i))jj = {{{ 1, if (A−1)ij ≥ 0 for each A ∈ [A],−1 otherwise.

(5.3.24)
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Then
xHi = x−D(i)

i , xHi = xD(i)
i

for [x]H = S and i = 1, . . . , n.

Proof. For shortness set D = D(i). Choose any x ∈ S and let A ∈ [A], b ∈ [b] such that
Ax = b . Define h = DA(xD − x). From −D(A − Ǎ)xD ≤ |D(A − Ǎ)xD| ≤ rad([A])|xD| and−D(b̌ − b) ≤ |D(b̌ − b)| ≤ rad([b]) we get h = D(AxD − b − (ǍxD − b̌) + D(rad([A]))|xD| +
rad([b])) = D(A − Ǎ)xD + rad([A])|xD| + D(b̌ − b) + rad([b]) ≥ 0. Taking into account
the definition of D(i) we obtain (xD − x)i = (A−1Dh)i ≥ 0. Hence (xD)i ≥ xi . Since
x ∈ S was arbitrary and since xD ∈ S we finally get xHi = xD(i)

i . Analogously one proves
xHi = x−D(i)

i .

We specialize our result further by considering only such inverse stable matrices [A]
whose element matrices satisfy

D̂A−1D ≥ O for each A ∈ [A], (5.3.25)

where D, D̂ are some fixed signature matrices. According to (5.3.25) the matrix D[A]D̂
is inverse positive – see Definition 3.3.1 in combination with Definition 1.10.19. For the
corresponding interval hull only the two vectors x−D and xD are needed.

Theorem 5.3.13. Let [A] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn , [x]H = S. In addition, let D[A]D̂ be in-
verse positive, where D, D̂ are two signature matrices. Then

xH = min{ x−D , xD }, xH = max{ x−D , xD }.
In particular, if D̂ = I , then xH = x−D , xH = xD .

Proof. First we remark that [A] is inverse stable. For the matrix D(i) of Theorem 5.3.12
we have D(i) = d̂iiD for each i ∈ {1, . . . , n}. Therefore, D(i) ∈ { −D, D }, whence
xD(i) ∈ { x−D , xD } by virtue of the uniqueness guaranteed in Theorem 5.3.4. Now
Theorem 5.3.12 concludes the proof.

Theorem 5.3.13 says nothing about the number of linear systems to be solved for x−D

and xD . Modifying the sign accord algorithm slightly results in a method for inverse
positive matrices [A] which is due to Beeck [64] and Barth, Nuding [59] and needs at
most n + 1 linear systems for computing [x]H . Notice that for inverse positivematrices
the signature matrices in Theorem 5.3.13 are now D = I = D̂ so that xH = x−I , xH = xI

holds. For themodified signaccord algorithm, onepass of the loop changes the sign for
all indices k which satisfy d

kkxk < 0. Moreover, the recommendation is now replaced
by solving the midpoint equation Ǎx = b̌ and by initializing D by means of the signs
of this solution.

We formulate the modification for D = −I in a way which is more suited for the
proof in our subsequent theorem. For D = I one has to replace A by A in Step 0. More-
over, there is no need to solve themidpoint equation again if already solved for D = −I .
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In Step 1 the inequality sign ‘>’ is replaced by ‘≤’, in Step 2 the vector xH must read
xH and in Step 3 the vector b is then b .

Algorithm 5.3.14 (Modified sign accord algorithm for D = −I ).
Step 0: Put k := 0, A(0) := A, solve Ǎx = b̌ and denote this solution by x(0) .
Step 1: Define A(k+1) by

a(k+1)
ij := {{{ aij if x(k)

j > 0

aij otherwise
, i, j = 1, . . . , n.

Step 2: If k > 0 and A(k+1) = A(k) set xH := x and terminate.
Step 3: Solve A(k+1)x(k+1) = b .
Step 4: Set k := k + 1 and go to Step 1.

Theorem 5.3.15. Let [A] ∈ 𝕀ℝn×n be inverse positive and [b] ∈ 𝕀ℝn , [x]H = S. Then
Algorithm 5.3.14 terminates with x(k) = x−I = xH for some k ≤ n. If combined appropri-
ately with the corresponding modified algorithm for computing xI = xH , at most n + 1
linear systems have to be solved for [x]H (plus the initial system Ǎx = b̌). In addition,

[x]H = {{{{{{{{{
[A−1b, A−1b], if [b] ≤ 0,[A−1b, A−1b], if [b] ∋ 0,[A−1b, A−1b], if [b] ≥ 0.

Proof. By construction of A(k+1) wehave A(k+1)x(k) ≥ Ax(k) for all A ∈ [A], in particular(A(k+1) − A(k))x(k) ≥ 0 and (A(1) − Ǎ)x(0) ≥ 0. Therefore, z := A(k+1)(x(k) − x(k+1)) =
A(k+1)x(k) − b ≥ (A(k+1) − A(k))x(k) ≥ 0,where in the case k = 0 thematrix A(k) = A(0) = A
has to be replaced by Ǎ taking into account b ≤ b̌ = Ǎx(0) . Since we assumed [A] to be
inverse positive, we obtain x(k) − x(k+1) = (A(k+1))−1z ≥ 0. This implies x(k+1)

j ≤ x(k)
j ≤

x(0)
j so that there is at most one k for which the j-th component of x(k) can change its

sign. Moreover, if x(0)
j is negative or zero, the j-th column of A(k) remains fixed during

the whole algorithm. In an analogous way, corresponding columns of A(k) are fixed
when computing xH . This time x(0)

j ≥ 0 is decisive so that at least n columns (note
the special case x(0)

j = 0 !) remain fixed when computing both xH and xH . Due to the
restricted change of signs, the algorithm terminates with A(k+1) = A(k) for some k with
1 ≤ k ≤ n . For this k we have b = b̌ + (−I) rad([b]) = A(k)x(k) = (Ǎ − (−I) rad([A])D̃)x(k)

with D̃x(k) ≥ 0, |D̃| = I . Hence x(k) = x−I , and by Theorem 5.3.13 we get x−I = xH . The
remaining part of the theorem follows immediately from O ≤ A−1 ≤ A−1 .

The number n + 1 in Theorem 5.3.15 cannot be decreased in general as the case n = 1
shows: Apart from the initial equation Ǎx(0) = b̌ at least the two equations A(1)x(1) = b
and A(1)x(1) = b have to be solved.

Algorithm 5.3.14 can also be used for sign stablematrices [A] which fulfill (5.3.25).
Since Ax = b is equivalent to (DAD̂)(D̂x) = Db, apply the algorithm to the inverse
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positive matrix D[A]D̂ and the vector D[b] and use S = D̂[x]S , where [x]S denotes
the interval hull of the system D[A]D̂x = D[b].

Of course, Algorithm 5.3.14 can be applied to M-matrices [A] as particular inverse
positive matrices.

For our next result we assume that [A] has the midpoint I and is an H -matrix. Then
it will turn out that only one matrix must be inverted in order to compute S . At first
glance the assumptions seem to be very special. But when preconditioning [A] by its
midpoint inverse Ǎ−1 one immediately obtains the particular form [A] = I + [−R, R]
with R ≥ O . The H -matrix property implies that R is not too large, since according to
Theorem 1.10.16 it is equivalent to ρ(R) < 1.

Theorem 5.3.16. Let [A] = I + [−R, R] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn , ρ(R) < 1, M = (I − R)−1 ,[x]H = S. Then for each i ∈ {1, . . . , n} we have
xHi = min{x̃Hi , νi x̃Hi }, xHi = max{ ̃xHi , νi ̃xHi }, (5.3.26)

where
x̃Hi = −x∗

i + mii(b̌ + |b̌|)i , ̃xHi = x∗
i + mii(b̌ − |b̌|)i ,

x∗
i = (M(|b̌| + rad([b])))i = (M|[b]|)i }}}}} (5.3.27)

and
νi = 1

2mii − 1 ∈ (0, 1].
Proof. Let i ∈ {1, . . . , n} be fixed. We will carry out the proof in three major steps:
(i) We prove xi ≤ max{ ̃xHi , νi ̃xHi } for each x ∈ S .
(ii) We show ̃xHi = x

i , νi ̃xHi = x
i for some elements x , x of S which proves xHi =

max{ ̃xHi , νi ̃xHi }.
(iii) We prove the formula for xi using the result for xi .

Ad (i): Since we assumed ρ(R) < 1, we can use the Neumann series in order to see
M ≥ O and O ≤ MR = RM = M − I . This latter inequality implies mii ≥ 1, whence
2mii − 1 ≥ 1 and νi ∈ (0, 1]. Define the diagonal matrix D ∈ ℝn×n by

djj = {{{{{{{{{
1 if j ̸= i and b̌j ≥ 0,−1 if j ̸= i and b̌j < 0,

1 if j = i

and let
b̃ = Db̌ + rad([b]).

Then b̃ = |b̌| + rad([b]) + (b̌i − |b̌i|)e(i) = |[b]| + (b̌i − |b̌i|)e(i) and(Mb̃)i = x∗
i + mii(b̌i − |b̌i|) = ̃xHi .
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Choose any element x ∈ S and let A ∈ [A], b ∈ [b] such that Ax = b . For̂x = |x| + (xi − |xi|)e(i)

we obtain ̂xi = xi = bi + ((I − A)x)i ≤ b̌i + rad([b]i) + (|I − A||x|)i= b̃i + (|I − A||x|)i ≤ b̃i + (R|x|)i
and, analogously,̂xj = |xj| = |bj + ((I − A)x)j| ≤ |b̌j| + rad([b]j) + (|I − A||x|)j≤ b̃j + (R|x|)j , j ̸= i.

Hence ̂x ≤ b̃ + R|x|, and M ̂x ≤ Mb̃ +MR|x| = Mb̃ + (M − I)|x|. This finally yields
M( ̂x − |x|) + |x| ≤ Mb̃. (5.3.28)

If xi ≥ 0, then ̂x = |x|, and from (5.3.28) we get xi = |xi| ≤ (Mb̃)i = ̃xHi . If xi < 0, then
(5.3.28) implies(2mii − 1)xi = mii(xi − |xi|) + |xi| = (M( ̂x − |x|))i + |xi| ≤ (Mb̃)i = ̃xHi ,
whence xi ≤ νi ̃xHi . This completes (i).

Ad (ii): Choose
x = DMb̃, x = DM(b̃ − 2νi ̃xHi Re(i)).

From (I − DRD)x = DMb̃ − D(M − I)b̃ = Db̃ = b̌ + D rad([b]) ∈ [b]
we see that x ∈ S . Define the diagonal matrix D by d

ii = −1 and d
jj = djj for j ̸= i .

Then (I − DRD)DM = DM − DR(I − 2e(i)(e(i))T)M= DM − D(M − I) + 2DRe(i)(e(i))TM= D + 2DRe(i)(e(i))TM,

hence (I − DRD)x = (D + 2DRe(i)(e(i))TM)(b̃ − 2νi ̃xHi Re(i))= Db̃ + 2 ̃xHi DRe(i)(−νi + 1 − 2νi(mii − 1))= Db̃ = b̌ + D rad([b]) ∈ [b].
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This proves x ∈ S . From (e(i))TD = (e(i))T we get

x
i = (e(i))Tx = (e(i))TDMb̃ = (e(i))TMb̃ = (Mb̃)i = ̃xHi

and analogously

x
i = ̃xHi − 2νi ̃xHi (e(i))TMRe(i) = ̃xHi − 2νi ̃xHi (e(i))T(M − I)e(i)= ̃xHi − 2νi ̃xHi (mii − 1) = νi ̃xHi .

Together with (i) this proves (ii).

Ad (iii): Apply the formula for xHi to the interval linear system [A]x = −[b] with the
solution set S− = −S . Then we obtain max{xi | x ∈ S−} = max{ ̃̃xi , νi ̃̃xi}, where ̃̃xi =
x∗
i + mii(−b̌ − |b̌|)i = −x̃Hi . The formula for xHi follows now from

xHi = min{xi | x ∈ S} = −max{−xi | x ∈ S} = −max{xi | x ∈ S−}= −max{−x̃Hi , −νix̃Hi } = min{x̃Hi , νix̃Hi }.
Exercises

Ex. 5.3.1. Compute S for the interval linear system [A]x = [b] with
(a) [A] = ( [3, 4] [−2, −1][−3, −2] [7, 8] ) , [b] = ([15, 30][30, 60]) .

(b) [A] = 1
4 ( [2, 6] [−1, 1][−1, 1] [2, 6] ) , [b] = ([−3, −9][0, 6] ) .

Ex. 5.3.2. Let [A] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn , ρ(|Ǎ−1| rad([A])) < 1. Show that the solution
set S of [A]x = [b] satisfies S ⊆ S ⊆ [−z, z] with z = (I − |Ǎ−1| rad([A]))−1(|Ǎ−1b̌| +|Ǎ−1| rad([b])) ≥ 0.

Hint: Prove S ⊆ [−z, z]. To this end start with Ax = b, A = Ǎ + ∆ ∈ [A], b = b̌ +
δ ∈ [b].
5.4 Direct methods

The interval Gaussian algorithm – basics

In numerical analysis the Gaussian algorithm is a popular method for solving linear
systems of equations Ax = b with regular, nonstructured and moderately-sized ma-
trices A . Although we assume that the reader is familiar with the Gaussian algorithm,
we repeat the essential ideas in order to apply them to interval linear systems later on.
We first describe the algorithm in its standard form, i.e., without interchanging rows
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or columns. We start with a linear system in matrix-vector form

(a11 a12 . . . a1n
a21 a22 . . . a2n
...

...
...

an1 an2 . . . ann

)⋅(x1
x2
...
xn

)=(b1
b2
...
bn

)
in which we will eliminate the variable x1 in all equations except the first one. To this
end we multiply the first equation by ai1

a11 and subtract it from the i-th equation. This
requires a11 ̸= 0, of course, and results in a linear system

(a11 a12 . . . a1n
0 a(2)

22 . . . a(2)
2n

...
...

...
0 a(2)

n2 . . . a(2)
nn

)⋅(x1
x2
...
xn

)=(b1
b(2)
2
...
b(2)
n

)
with

a(2)
ij = aij − ai1

a11
a1j , i, j = 2, . . . , n,

b(2)
i = bi − ai1

a11
b1, i = 1, . . . , n.

For a more systematic description we set in addition A(1) = (a(1)
ij ) = A, b(1) = (b(1)

i ) = b
and a(2)

1j = a(1)
1j for j = 1, . . . , n, a(2)

i1 = 0 for i = 2, . . . , n, b(2)
1 = b(1)

1 . If nodivisionby zero
occurs, this elimination process can be repeated. It produces a sequence of equivalent
linear systems A(k)x = b(k) , k = 1, . . . , n, i.e., systems with the same solution as the
initial one, Ax = b . The matrix A(n) is upper triangular so that the last system can
be easily solved starting with the last equation. It is obvious that this process is only
feasible if

a(k)
kk ̸= 0, k = 1, . . . , n. (5.4.1)

Assume (5.4.1) for the moment and let

L :=( 1 O
l21 1
...

. . . . . .
ln1 . . . ln,n−1 1

) U := A(n)

with

lik = a(k)
ik

a(k)
kk

, i = k + 1, . . . , n.
It is well known that A = LU holds and that thematrices L,U are uniquely determined
by this representation of A if one requires the upper, respective lower triangular form
for L and U with the ones in the diagonal for L . The Gaussian algorithm can be briefly
described in three steps.
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Step 1: Compute L and U . (LU decomposition)
Step 2: Solve Ly = b . (Forward substitution)
Step 3: Solve Ux = y . (Backward substitution)

A closer look reveals y = b(n) . If a(k)
kk = 0 occurs, the elimination process must be

modified. For regular matrices A, one can show that there is always an entry a(k)
ik ,

i ≥ k, which differs from zero. Interchanging the i-th and k-th equation allows the
elimination to continue. The (eventually modified) entry a(k)

kk is called the pivot ele-
ment. Choosing a(k)

kk according to some rule is called pivoting. One frequently selects
as the pivot element the one that has the largest absolute value of the entries a(k)

ik ,
i = k, . . . , n . For numerical stability this is even done if originally a(k)

kk ̸= 0. The change
of order of the equations can be described by means of a premultiplication with a
permutation matrix P so that PA = LU holds. Again L, U are unique if P is fixed. In
passing we note that for singular systems matrices P, L, U always exist and can, but
need not be unique for fixed P . The latter can be seen by the simple systems{ x1 + x2 = 0,

x1 + x2 = 0,
and {0x1 + 2x2 = 0,

0x1 + 4x2 = 0.

Now we apply the Gaussian algorithm to interval linear systems [A]x = [b] with a
given regular interval matrix [A] ∈ 𝕀ℝn×n and a given interval vector [b] ∈ 𝕀ℝn . We
define [A](k) ∈ 𝕀ℝn×n , [b](k) = ([b](k)i ) ∈ 𝕀ℝn , k = 1, . . . , n, and [x]G = ([x]Gi ) ∈ 𝕀ℝn

analogously to the point case by[A](1) = [A], [b](1) = [b],
[a](k+1)ij = {{{{{{{{{{{

[a](k)ij , i = 1, . . . , k, j = 1, . . . , n,[a](k)ij − [a](k)ik ⋅[a](k)kj

[a](k)kk
, i = k + 1, . . . , n, j = k + 1, . . . , n,

0 otherwise

[b](k+1)i = {{{{{ [b](k)i , i = 1, . . . , k,[b](k)i − [a](k)ik

[a](k)kk
⋅ [b](k)k , i = k + 1, . . . , n, k = 1, . . . , n − 1,

[x]Gi = ( [b](n)i − n∑
j=i+1

[a](n)ij [x]Gj )/[a](n)ii , i = n, n − 1, . . . , 1. (5.4.2)

The construction of [x]G is called the interval Gaussian algorithm (without pivoting).
Obviously, [x]G exists if and only if 0 ∉ [a](k)kk for k = 1, . . . , n . In this case we say that
the algorithm is feasible. If emphasis is laid on the dependence on [A] and [b], we
use the notation [x]G = IGA([A], [b]).

Now we represent [x]G as a product of some matrices and [b]. To this end we
define the diagonal matrices [D](k) , k = 1, . . . , n, the lower triangular matrices [L](k)
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and the upper triangular matrices [U](k) , k = 1, . . . , n − 1, by
[d](k)ij := {{{{{{{{{

1 if i = j ̸= k,
1

[a](k)kk
if i = j = k,

0 otherwise,

[l](k)ij := {{{{{{{{{
1 if i = j,− [a](k)ik

[a](k)kk
if j = k < i,

0 otherwise,

[u](k)ij := {{{{{{{{{
1 if i = j,−[a](k)kj if i = k < j,

0 otherwise.

(5.4.3)

Following the elimination process one sees that[x]G = [D](1)([U](1)([D](2)([U](2)(. . . ([U](n−1)([D](n)([L](n−1)(. . .
. . . ([L](2)([L](1)[b])) . . .)))) . . .)))) (5.4.4)

and [b](k) = [L](k)([L](k−1)(. . . ([L](1)[b])) . . .)
holds. The multiplication with the matrices [L](k) describes the forward substitution,
while themultiplicationwith thematrices [D](k), [U](k) determines the backward sub-
stitution.

For later reasons we introduce the matrices

IGA([A]) = [D](1)([U](1)([D](2)([U](2)(. . . ([U](n−1)([D](n)([L](n−1)(. . .
. . . ([L](2)[L](1)) . . .)))) . . .)))) (5.4.5)

and |[A]G| = |[D](1)| ⋅ |[U](1)| ⋅ |[D](2)| ⋅ |[U](2)| ⋅ ⋅ ⋅ |[U](n−1)| ⋅ |[D](n)|× |[L](n−1)| ⋅ ⋅ ⋅ |[L](2)| ⋅ |[L](1)| (5.4.6)

where |[A]G| coincides with the corresponding symbol in Neumaier [257]. It can be
interpreted as a measure for the relative width of IGA([A], [b]) when compared with
α = ‖ |[b]| ‖∞ . Indeed, by (5.4.4) we get

IGA([A], [b]) ⊆ IGA([A], α[−1, 1]e) = α IGA([A], [−1, 1]e) = α|[A]G| [−1, 1]e,
whence rad(IGA([A], [b]))/α ≤ |[A]|Ge if [b] is not degenerate. In addition,|IGA([A])| ≤ |[A]G| (5.4.7)

and
IGA([A]) = IGA(A) = A−1 if [A] ≡ A is degenerate, (5.4.8)
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where (5.4.8) follows from(IGA([A]))∗,j = IGA([A], e(j)) = IGA(A, e(j)) = (A−1)∗,j .
There is another way to access to [x]G due to Neumaier [257] using the Schur com-

plement. To this end consider the block form[A] = ([a]11 [c]T[d] [A]) with [c], [d] ∈ 𝕀ℝn−1.

If 0 ∉ [a]11 , then Σ([A]) = [A] − 1
[a]11 [d][c]T ∈ 𝕀ℝ(n−1)×(n−1) is called the Schur com-

plement of [A]. It is not defined if 0 ∈ [a]11 .
We call ([L], [U]) the triangular decomposition of [A] ∈ 𝕀ℝn×n if either n = 1,[L] = 1, [U] = [A] ̸∋ 0 or[L] = ( 1 0[d]/[a]11 [L]) , [U] = ([a]11 [c]T

0 [U]) ,

where 0 ∉ [a]11 and ([L], [U]) is the triangular decomposition of Σ([A]).
If this triangular decomposition exists, then[x]G = IGA([U], IGA([L], [b])),

which means solving two triangular systems as forward and backward substitution.
With the entries from (5.4.2) we have

[L] = ( 1 O[l]21 1
...

. . . . . .[l]n1 . . . [l]n,n−1 1

) (5.4.9)

with [l]ik = [a](k)ik

[a](k)kk
for i > k . Similarly,

[U] = ([u]11 . . . [u]1n
. . .

...
O [u]nn) (5.4.10)

with [u]kj = [a](k)kj = [a](n)kj for j ≥ k . Obviously,[L] = [ ̂L](1)([ ̂L](2)(. . . ([ ̂L](n−3)([ ̂L](n−2)[ ̂L](n−1))) . . .)) (5.4.11)

if one defines [ ̂L](k) as [L](k) in (5.4.3) with the minus signs reversed to plus. For point
matrices A, the corresponding matrix ̂L(k) is just the inverse of L(k) and L is the cor-
responding lower triangular matrix of the LU decomposition of A . Similarly,[U] = [D̂](n)([Û](n−1)([D̂](n−1)(. . . ([Û](2)([D̂](2)([Û](1)[D̂](1)))) . . .))) (5.4.12)
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if one defines [Û](k) as [U](k) in (5.4.3), again with the minus signs reversed to plus,
and if one changes 1/[a](k)kk into [a](k)kk in [D](k) in order to get [D̂](k) . Since ⟨[L]⟩ =∏n−1

k=1⟨[ ̂L](k)⟩ and ⟨[ ̂L](k)⟩−1 = |[L](k)| we have⟨[L]⟩−1 = n−1∏
k=1
|[L](n−k)|.

Similarly, ⟨[U]⟩ = ⟨[D̂](n)⟩ ⋅ ∏n−1
k=1 (⟨[Û](n−k)⟩ ⋅ ⟨[D̂](n−k)⟩), whence⟨[U]⟩−1 = (n−1∏

k=1
(|[D](k)| ⋅ |[U](k)|)) ⋅ |[D](n)|.

This proves |[A]G| = ⟨[U]⟩−1⟨[L]⟩−1, (5.4.13)

which coincides with Theorem 4.5.1 (iii) in Neumaier [257].
For degenerate matrices A, the matrix U is the corresponding upper triangular

matrix of the LU decomposition of A . But notice that for interval matrices [A], only[A] ⊆ [L][U] holds.
Now we list some elementary properties of IGA([A], [b]) and IGA([A]).

Theorem 5.4.1. Let [A] ∈ 𝕀ℝn×n , [b], [c] ∈ 𝕀ℝn , and let D ∈ ℝn×n be a regular diagonal
matrix.
(a) If IGA([A], [b]) exists and [Â] ⊆ [A], [b̂] ⊆ [b], then IGA([Â], [b̂]) exists and is

contained in IGA([A], [b]). (Subset property)
(b) If IGA([A], [b]) exists, then the Gaussian algorithm is feasible for each pair (A, b) ∈([A], [b]). In particular, the solution set S of [A]x = [b] is enclosed by IGA([A], [b]).

(Enclosure property)
(c) The existence of IGA([A], [b]) does not depend on [b]. It is guaranteed if and only

if IGA([A]) exists.
(d) IGA([A], α[b]) = α IGA([A], [b]), α ∈ ℝ. (Homogeneity with respect to [b])
(e) IGA([A], [b] + [c]) ⊆ IGA([A], [b]) + IGA([A], [c]). (Subadditivity)
(f) If IGA([A], [b]) exists, then IGA([A]D, [b]) and IGA(D[A], [b]) exist and satisfy

IGA([A]D, [b]) = D−1 IGA([A], [b]), IGA(D[A], D[b]) = IGA([A], [b]).
(Scaling)

(g) If [A] ≡ A ∈ ℝn×n , then IGA([A], [b]) = IGA(A, [b]) ⊇ A−1[b]. If, in addition,
rad([b]) ≤ α rad([c]) holds for some α ∈ ℝ+ , then rad(IGA(A, [b])) ≤ α rad(IGA(A,[c])) follows.

(h) If [b] ≡ b ∈ ℝn , then IGA([A], [b]) = IGA([A], b) ⊆ IGA([A]) ⋅ b.
Proof. (a), (b) follow from the subset property of the interval arithmetic, (c) is immedi-
ate and (d)–(h) can be seen from (5.4.2)–(5.4.5), and properties of interval arithmetic;
cf. Chapters 2 and 3.
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Theorem 5.4.2. Let IGA([A]) exist for some [A] ∈ 𝕀ℝn×n .
(a) If [Â] ⊆ [A], then IGA([Â]) exists and satisfies IGA([Â]) ⊆ IGA([A]). In addition,|[Â]G| ≤ |[A]G| holds.
(b) For Ã ∈ [A] we get

Ã−1 ∈ IGA([A]) and |Ã−1| ≤ | IGA([A])| ≤ |[A]G|. (5.4.14)

In particular, [A] is regular.
(c) If ρ(|I − IGA([A]) ⋅ [A]|) < 1 or ρ(d(IGA([A])) ⋅ |[A]|) < 1, then IGA([A]) is regular.
(d) IGA([Â]) is a Lipschitz continuous interval function of [Â] ⊆ [A]. In particular, there

is a positive constant γ depending on [A] only such that‖d(IGA([Â]))‖∞ ≤ γ‖d([Â])‖∞ (5.4.15)

holds for all matrices [Â] ⊆ [A].
Proof. (a) follows from the inclusion monotony of the interval arithmetic.

(b) follows from (a), (5.4.7), and (5.4.8).
(c) Let C ∈ IGA([A]), Ã ∈ [A], [M] = I − IGA([A]) ⋅ [A].
If ρ(|[M]|) < 1, then ρ(I − CÃ) ≤ ρ(|[M]|) < 1, hence the Neumann series of I − CÃ

is convergent and represents (I − (I − CÃ))−1 = (CÃ)−1 . Therefore, neither of the factors
C and Ã can be singular. In particular, IGA([A]) is regular.

Now let ρ(d(IGA([A])) ⋅ |[A]|) < 1. For fixed i, j ∈ {1, . . . , n} there is an element
m̃ij ∈ [m]ij which satisfies |m̃ij| = |[m]ij|. By Theorem 4.1.5 one can find matrices S ∈
IGA([A]), T ∈ [A] which depend on i, j such that m̃ij = (I − ST)ij holds. Hence|[m]ij| = |I − ST|ij = |(T−1 − S)T|ij ≤ (|T−1 − S| ⋅ |T|)ij ≤ (d(IGA([A])) ⋅ |[A]|)ij
follows and implies ρ(|[M]|) ≤ ρ(d(IGA([A])) ⋅ |[A]|) < 1. The regularity of IGA([A]) is
now an immediate consequence of what we have already proven.

(d)As (5.4.2), (5.4.3), and (5.4.5) show, the entries of IGA([A]) are rational functions
of the entries [a]ij of [A]. Transforming IGA([Â]) and [Â] column by column equiva-
lently into two vectors of dimension m = n2 one can apply Theorem 4.1.16 in order to
see that IGA([Â]) is a Lipschitz continuous interval function of [Â] ⊆ [A]. In particular,
by virtue of Theorem4.1.18 (a) we get maxi,j d( (IGA([Â]))ij ) ≤ γmaxi,j d([â]ij), whence‖d(IGA([Â]))‖∞ ≤ nmax

i,j
d((IGA([Â]))ij) ≤ nγmax

i,j
d([â]ij) ≤ nγ‖d([Â])‖∞.

This proves (5.4.15) when replacing nγ by γ .

Notice that by thenormequivalence the row sumnorm ‖ ⋅ ‖∞ in (5.4.15) canbe replaced
by any matrix norm.

Without the assumption in Theorem 5.4.2 (c) the matrix IGA([A]) can be singular,
as the example [A] = ([1, 2] [−2, −1]

1 1
)

shows; cf. Exercise 5.4.2.
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The interval Gaussian algorithm – feasibility

We address the feasibility of the algorithm, i.e., we derive criteria which guarantee the
existence of [x]G .We start with a necessary and sufficient criterionwhich assumes [A]
to be degenerate so that according to Theorem 5.4.1 (b) we obtain a classical feasibility
criterion.

Theorem 5.4.3. Let [A] ≡ A ∈ ℝn×n , i.e., let [A] be degenerate, and let [b] ∈ 𝕀ℝn . Then[x]G exists if and only if each leading principal submatrix Ak = (aij)i,j=1,...,k , k ≤ n, is
regular.

Proof. The LU decomposition of the Gaussian algorithm applied to Ak produces the
same entries a(k)

ij , i, j ≥ k, as the LU decomposition for A .

‘⇐’: Since [x]G exists we obtain 0 ̸= a(1)
11 a

(2)
22 ⋅ ⋅ ⋅ a(k)

kk = detAk . Therefore, Ak is regular.

‘⇒’: Since A1 = (a11) is regular we have 0 ̸= a11 . Hence the matrix A(1) exists and
satisfies a(1)

11 ̸= 0. Assume now that A(k−1) exists and satisfies a(i)
ii ̸= 0 for i = 1, . . . ,

k − 1. Then A(k) exists. If a(k)
kk = 0, then detAk = a(1)

11 a
(2)
22 ⋅ ⋅ ⋅ a(k)

kk = 0 which contradicts
the regularity of Ak . The proof concludes by induction.

Corollary 5.4.4. Let [A] ≡ A ∈ ℝn×n be an H-matrix and [b] ∈ 𝕀ℝn . Then [x]G exists.

Proof. Since A is an H -matrix there is a positive vector u ∈ ℝn such that ⟨A⟩u > 0.
Shortening u correspondingly shows that each leading submatrix Ak fulfills an anal-
ogous inequality and is therefore an H -matrix. FromCorollary 1.10.17 we know that Ak
is regular, hence Theorem 5.4.3 concludes the proof.

Since Ǎ−1[A] = I + [−R, R] =: [Â] with R = |Ǎ−1| rad([A]) we can precondition any
regular interval linear system [A]x = [b] by the midpoint inverse in order to end up
with a new system with a matrix of the form [Â]. This is the reason why we are going
to consider interval systems with such matrices. But notice that preconditioning by
the midpoint inverse can increase the solution set since [Â] usually does not coincide
with the set {Ǎ−1A | A ∈ [A]}. As an example choose[A] = ([1, 3] [−3, −1][1, 3] [1, 3] ) , [b] = ([0, 2][0, 2]) .

Then

Ǎ−1 = 1
4
( 1 1−1 1

) , Ǎ−1[A] = 1
2
( [1, 3] [−1, 1][−1, 1] [1, 3] ) ,

Ǎ−1[b] = 1
2
( [0, 2][−1, 1]) ,

and x = (−1, −1)T satisfies (Ǎ−1[A])x ∩ Ǎ−1[b] ̸= 0 but [A]x ∩ [b] = 0. Hence by Theo-
rem 5.2.2 the vector x belongs to the solution set of the preconditioned system but not
to that of the original one.
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Theorem 5.4.5. Let O ≤ R ∈ ℝn×n , [A] = I + [−R, R] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn . Then the
following conditions are equivalent.
(a) [x]G exists,
(b) I − R is an M-matrix,
(c) ρ(R) < 1,
(d) [A] is regular,
(e) [A] is strongly regular (as defined after Example 3.1.3),
(f) [A] is an H-matrix.

Proof. The equivalence of (b) and (c) follows from Theorem 1.10.21 with A = I − R,(M, N) = (I, R). The equivalence of (d) and (e) is trivial since Ǎ = I .

‘(b)⇒ (f)⇒ (d)⇒ (c)’: Let (b) hold. It implies 1 − rii > 0, whence ⟨[A]⟩ = I − R is an
M-matrix, i.e., [A] is an H -matrix as in (f). Now let (f) hold and choose Ã ∈ [A]. By the
Definition 3.3.1 Ã is an H -matrix which is regular by virtue of Corollary 1.10.17. Hence[A] is regular as stated in (d). In order to deduce (c) from (d) assume ρ := ρ(R) ≥ 1.
Choose u ≥ 0 such that Ru = ρu holds. Then (I − (1/ρ)R)u = 0, hence I − (1/ρ)R ∈
I + [−R, R] = [A] is singular and so is [A], contradicting the assumption (d).

‘(a)⇒ (d)’: To this end choose any matrix Ã ∈ [A]. Since [x]G exists for [A] it also
exists for Ã, hence Ã is regular, and so is [A]. For the implication ‘(b)⇒ (a)’ first note
that according to Corollary 1.10.5 the matrices I − αR are M-matrices for 0 ≤ α ≤ 1,
hence byCorollary 5.4.4 the interval Gaussian algorithm is feasible for them.Denote by(I − αR)(k) thematrices of this algorithm corresponding to [A](k) . Then the continuous
function f(α) = ((I − αR)(k))kk is positive. Otherwise f(0) = 1 > 0 implies that f(α) = 0
for some α ∈ (0, 1], which contradicts the feasibility for the matrix I − αR . Using the
formulae in Theorem 2.3.3 and Theorem 2.4.2, the particular form of [A] implies⟨[A](k)⟩ = ⟨[A]⟩(k) = (I − R)(k). (5.4.16)

for k = 1, . . . , n by induction. Hence [x]G exists.

For general H -matrices Alefeld proved in [7] the following sufficient criterion.

Theorem 5.4.6. If [A] ∈ 𝕀ℝn×n is an H-matrix, then [x]G exists for any [b] ∈ 𝕀ℝn , and|[A]G| ≤ ⟨[A]⟩−1 holds.
Proof. Since 0 ∉ [a]ii the diagonal matrix D = diag(ǎ11, . . . , ǎnn) ∈ ℝn×n is regular.
Define [B] = D + [−R̃, R̃] with ̃rij = {{{ rad([a]ii), if i = j,|[a]ij|, if i ̸= j.

Since [A] ⊆ [B], ⟨[A]⟩ = ⟨[B]⟩ the matrix [B] is an H -matrix, too. Hence [B] is regular
and the same holds for thematrix D−1[B]. Since D−1[B] = I + [−R, R] with R = |D−1|R̃,
Theorem5.4.5 applies andguarantees the existence of IGA(D−1[B],D−1[b]). FromThe-
orem 5.4.1 we obtain the existence of IGA([B], [b]) and that of [x]G = IGA([A], [b]).

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



200 | 5 Linear systems of equations

In order to prove the inequality of the theorem we remark first that the inclusion
monotony of interval arithmetic guarantees |[A]G| ≤ |[B]G|. With [B̂] = [B]D−1 = I +[−R̂, R̂], R̂ = R̃|D−1| one gets ⟨[B̂](k)⟩ = (I − R̂)(k) = ⟨[B̂]⟩(k) by virtue of (5.4.16) with[B̂], R̂ instead of [A], R . Here the superscripts indicate the intermediate matrices of
the interval Gaussian algorithm as defined in (5.4.2).

Now we compute ([L], [U]) in (5.4.9), (5.4.10) for [B], similarly ([ ̂L], [Û]) for [B̂],
and ( ̃L, Ũ) for ⟨[B̂]⟩ = I − R̂ . Then we obtain [Û] = [B̂](n) , whence ⟨[Û]⟩ = ⟨[B̂](n)⟩ =⟨[B̂]⟩(n) = (I − R̂)(n) = Ũ . Similarly, [ ̂l]ik = [b̂](k)ik /[b̂](k)kk for i > k, whence −|[ ̂l]ik| =−|[b̂](k)ik |/⟨[b̂](k)kk ⟩ = ⟨[B̂]⟩(k)ik , i > k, and ⟨[ ̂L]⟩ = ̃L . Now (5.4.13) implies|[B̂]G| = ⟨[Û]⟩−1⟨[ ̂L]⟩−1 = Ũ−1 ̃L−1 = ( ̃LŨ)−1 = (I − R̂)−1 = ⟨[B̂]⟩−1
since ̃LŨ is the LU decomposition of I − R̂ = ⟨[B̂]⟩. From the formulae (5.4.2) of the
interval Gaussian algorithmone sees as in the proof of Theorem5.4.1 (f) that [B] = [B̂]D
implies [B](k) = [B̂](k)D, whence [L] = [ ̂L], [U] = [Û]D . Similar to that above, one ends
up with |[B]G| = ⟨[U]⟩−1⟨[L]⟩−1 = ⟨[ÛD]⟩−1⟨[ ̂L]⟩−1 = (⟨[Û]⟩|D|)−1⟨[ ̂L]⟩−1= |D|−1( ̃LŨ)−1 = |D|−1⟨[B̂]⟩−1 = ⟨[B̂]D⟩−1 = ⟨[B]⟩−1,
which terminates the proof.

Theorem 5.4.6 at once implies the following corollary, since there all matrices are H -
matrices by Theorem 3.3.5.

Corollary 5.4.7. If [A] ∈ 𝕀ℝn×n and [b] ∈ 𝕀ℝn , then [x]G exists in each of the following
cases.
(a) [A] is an M-matrix.
(b) ⟨[A]⟩ is strictly diagonally dominant.
(c) ⟨[A]⟩ is irreducibly diagonally dominant.
(d) ⟨[A]⟩ is regular and diagonally dominant.
(e) [A] is a regular triangular matrix.
Recall that all matrices [A] with ⟨[A]⟩u > 0 for some positive vector u are H -matrices,
thus [x]G exists for them. If ⟨[A]⟩ is irreducible, by virtue of Theorem 1.10.6 this crite-
rion can even be weakened to ⟨[A]⟩u ≥ 0, if at least one component of this product is
positive. If one weakens this condition further, additional assumptions are necessary
for the existence of [x]G . This will be shown now. We will consider matrices [A] with
an irreducible comparison matrix and ⟨[A]⟩u = 0 for some u > 0. According to Theo-
rem 1.10.13 suchmatrices are no longer H -matrices, but are close to thembecause they
belong to their boundary. We start with some auxiliary lemmas.
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Lemma 5.4.8. Let [a], [b], [c], [d] ∈ 𝕀ℝ with 0 ∉ [d]. Define [a] ∈ 𝕀ℝ by[a] = [a] − [b] ⋅ [c][d]
and s by s = sign(ǎ) sign(b̌) sign( ̌c) sign(ď). Then the following assertions hold.
(a) The inequality |[a]| ≤ |[a]| + |[b]| ⋅ |[c]|⟨[d]⟩ (5.4.17)

holds. Moreover, equality is valid in (5.4.17) if and only if

s ̸= 1, i.e., s ≤ 0. (5.4.18)

In this case

sign(ǎ) = {{{ sign(ǎ), if ǎ ̸= 0− sign(b̌) sign( ̌c) sign(ď), if ǎ = 0.
(5.4.19)

(b) The inequality ⟨[a]⟩ ≥ ⟨[a]⟩ − |[b]||[c]|⟨[d]⟩ (5.4.20)

holds. Moreover, if ⟨[a]⟩ ≥ |[b]||[c]|⟨[d]⟩ , (5.4.21)

then equality is valid in (5.4.20) if and only if

s ̸= −1, i.e., s ≥ 0. (5.4.22)

In this case
sign(ǎ) = sign(ǎ), provided [a] ̸= 0. (5.4.23)

Proof. Let [t] = [b][c][d] .

Then |[t]| = |[b]| |[c]|⟨[d]⟩
by Theorem 2.4.2.

(a) The inequality follows directly from Theorem 2.4.2. By Theorem 2.4.4 we get|[a]| = |ǎ| + rad([a])= |ǎ − ̌t| + rad([a]) + rad ([t])= |ǎ − ̌t| − (|ǎ| + | ̌t|) + |[a]| + |[t]|.
Therefore, equality holds in (5.4.17) if and only if|ǎ − ̌t| = |ǎ| + | ̌t|,
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i.e.,
sign(ǎ) = 0, or sign( ̌t) = 0, or sign(ǎ) = − sign( ̌t) ̸= 0. (5.4.24)

By Theorem 2.4.4 we obtain s = sign(ǎ) sign( ̌t), hence (5.4.24) implies s ̸= 1, and vice
versa.

Again by Theorem 2.4.4 we get

sign(ǎ) = sign(ǎ − ̌t),
thus (5.4.24) proves (5.4.19).

(b) The inequality follows from Theorem 2.4.2. If [t] = 0, then [a] = [a], hence
(5.4.21)–(5.4.23) hold. Therefore, let [t] ̸= 0. Together with (5.4.21) this implies⟨[a]⟩ ≥ |[t]| > 0, (5.4.25)

hence 0 ∉ [a] and (a ≥ |[t]| or −a ≥ |[t]|); thus 0 ∉ int([a] − [t]) = int([a]). By Theo-
rem 2.4.4 we get⟨[a]⟩ = |ǎ| − rad([a]) = |ǎ − ̌t| − (rad([a]) + rad([t]))= |ǎ − ̌t| − (|ǎ| − | ̌t|) + ⟨[a]⟩ − |[t]|.
Therefore, equality holds in (5.4.20) if and only if|ǎ − ̌t| = |ǎ| − | ̌t|, (5.4.26)

i.e., ̌t = 0 or sign(ǎ) = sign( ̌t). This implies (5.4.22), and vice versa. In order to prove
(5.4.23) for [t] ̸= 0 (and equality in (5.4.20)) we first consider the case of two degenerate
intervals [a] and [t]. Then |ǎ| = ⟨[a]⟩ ̸= | ̌t| = |[t]| because of [a] ̸= 0 and (5.4.22), hence|ǎ| > | ̌t| follows from (5.4.25) in this case. If [a] or [t] are not degenerate, then |ǎ| > | ̌t|
follows directly from (5.4.25). Thus in both cases Theorem 2.4.4 (c) and (5.4.26) imply
sign(ǎ) = sign(ǎ − ̌t) = sign(ǎ).
It is obvious that sign(ǎ) determines whether |[a]| = |a| or |[a]| = |a| holds.
Lemma 5.4.9. Let [A] ∈ 𝕀ℝn×n have a comparison matrix which is irreducible and sat-
isfies ⟨[A]⟩u ≥ 0 for some positive vector u. Then
(a) ⟨[a]ii⟩ > 0, i = 1, . . . , n.
(b) The Schur complement Σ(⟨[A]⟩) of ⟨[A]⟩ exists and is irreducible, provided that

n ≥ 3.

Proof. (a) If n = 1, the assertion follows from the definition of the irreducibility. For
n > 1 and any index i, there is an index j = j(i) ̸= i such that [a]ij ̸= 0, hence

0 ≤ (⟨A⟩u)i ≤ ⟨[a]ii⟩ui − |[a]ij|uj < ⟨[a]ii⟩ui .
(b) The existence of Σ(⟨[A]⟩) follows from (a). Choose any two indices i, j ∈{2, . . . , n}, assuming i ̸= j . Then(⟨[A]⟩(2))ij = −|[a]ij| − |[a]i1| |[a]1j|⟨[a]11⟩ ,
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thus (⟨[A]⟩(2))ij < 0⇐⇒ [a]ij ̸= 0 or ([a]i1 ̸= 0 and [a]1j ̸= 0). (5.4.27)

Choose a shortest path in the directed graph G(⟨[A]⟩) which connects the node i to
the node j, say,

i =: i1 → i2 → ⋅ ⋅ ⋅ → is−1 → is := j. (5.4.28)

Case 1, il ̸= 1 for all l ∈ {1, . . . , s}: By (5.4.27) (⟨[A]⟩(2))il il+1 ̸= 0, l = 1, . . . , s − 1,
hence (5.4.28) is a path in G(⟨[A]⟩(2)) which connects the node i to the node j .
Case 2, il = 1 for some index l ∈ {1, . . . , s}: Since the path of (5.4.28) is of minimal
length, l is the only index for which il = 1. Then l ∉ {1, s} and [a]il−11 ̸= 0, [a]1il+1 ̸= 0,
hence (⟨[A]⟩(2))il−1,il+1 < 0 by (5.4.27). Therefore, the path

i = i1 → i2 → ⋅ ⋅ ⋅ → il−1 → il+1 → ⋅ ⋅ ⋅ → is = j

connects the node i to the node j in G(⟨[A]⟩(2)).
Thus we have shown that for any nodes i, j ∈ {2, . . . , n}, i ̸= j, there is a path

in G(⟨[A]⟩(2)) connecting i to j without containing the node 1. By concatenating the
paths from i to any node l ∈ {2, . . . , n} and from l to i, this assertion holds also for
the case i = j . Hence, any two nodes are connected in G(Σ⟨[A]⟩) and thus Σ⟨[A]⟩ is irre-
ducible.

We are now ready to study matrices [A] with a singular comparison matrix as de-
scribed above.

Theorem 5.4.10. Let [A] ∈ 𝕀ℝn×n , n ≥ 2, and let [b] ∈ 𝕀ℝn . Assume that ⟨[A]⟩ is irre-
ducible and satisfies ⟨[A]⟩u = 0 for some positive vector u. If

sign(ǎi0 j0 ) ⋅ sign(ǎi0k0 ) ⋅ sign(ǎk0k0 ) ⋅ sign(ǎk0 j0 ) = {{{ 1 if i0 ̸= j0−1 if i0 = j0
(5.4.29)

for at least one triple i0, j0, k0 ∈ {1, . . . , n}, k0 < i0, j0 , then [x]G exists.

Proof. W.l.o.g. we may assume that all nondiagonal entries [a]ij of [A] are zero-
symmetric intervals as long as (i, j) ∉ {(i0, j0), (i0, k0), (k0, j0)}. If they are not
zero-symmetric from the start, replace them by −[|[a]ij|, |[a]ij|]. This does not change
the assumptions and may enlarge [A], but simplifies the proof. By virtue of Theo-
rem 1.10.12 the matrix ⟨[A]⟩ is a singular M-matrix. According to Theorem 1.10.13,
each of its (n − 1) × (n − 1) principal submatrices is a regular M-matrix, hence the
corresponding submatrices of [A] are H -matrices. Therefore, the matrices ⟨A⟩(k) and[A](k) of the interval Gaussian algorithm exist for k = 1, . . . , n and satisfy

0 = ⟨[A]⟩(n)nn while 0 < ⟨[A]⟩(k)jj for k < n, j = 1, . . . , n. (5.4.30)

Moreover, by our additional assumptions and by induction one sees that for k =
1, . . . , k0 the following properties hold:
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(i) The signs of the entries of Ǎ(k) are the same as the corresponding ones of Ǎ, since[a](k)ik [a](k)kj /[a](k)kk is zero-symmetric for k < k0 .
(ii) ⟨[A](k)⟩ = ⟨[A]⟩(k) by the same reason and Lemma 5.4.8. In addition, ⟨[A](k)⟩u = 0,

since ⟨[A]⟩(k)u = L(k−1)
⟨[A]⟩ ⟨[A](k−1)⟩u . Here L(l)

⟨[A]⟩ is defined for ⟨[A]⟩ analogously to
(5.4.3).

(iii) ByLemma5.4.9 the Schur complements of thematrices ⟨[A]⟩(k) remain irreducible
(with the restriction k < k0 in the case k0 = n − 1).

Therefore, the assumptions of the theorem hold for the entries of [A](k0) if the irre-
ducibility is required for the submatrix Σ([A](k0−1)) = ([a](k0)ij )i,j=k0,...,n only. If k0 <
n − 1, then (5.4.29) (for [A](k0) instead of [A]) together with Lemma 5.4.8 implies⟨[A](k0+1)⟩u ≥ 0, (⟨[A](k0+1)⟩u)i0 > 0, hence Σ([A](k0)) is an H -matrix by virtue of The-
orem 1.10.6, and [x]G exists. Notice that (5.4.21) is fulfilled by (5.4.30) and property (ii)
above. If k0 = n − 1, then i0 = j0 = n . From Lemma 5.4.8 together with (5.4.30) we get⟨[a](n)nn ⟩ > 0, whence [x]G exists again.

Example 5.4.11. Define [A]α by
[A]α = ( 2 1 −1[α, 1] 2 −1[−1, 1] −1 2

) , where α ∈ [−1, 1].
[A]α is not an H -matrix since ⟨[A]α⟩ is singular with ⟨[A]α⟩e = 0. For α ̸= −1 the sign
matrix

S[A] := (sign(ǎij)) ∈ ℝ3×3

is given by

S[A] = (1 1 −1
1 1 −1
0 −1 1

) .

Then (5.4.29) is fulfilled for (i0, j0, k0) = (2,3, 1), andby Theorem5.4.10, IGA([A]α , [b])
exists for α ∈ (−1, 1] and any [b] ∈ 𝕀ℝn .

For α = −1, condition (5.4.29) is not fulfilled. Each element matrix Ã ∈ [A] is reg-
ular since

det(2 1 −1
α 2 −1
β −1 2

) = 6 − α + β ≥ 4 ̸= 0, α, β ∈ [−1, 1].
Moreover, the Gaussian algorithm is feasible for any matrix Ã ∈ [A]−1 by virtue of
Theorem 5.4.3. But [x]G = IGA([A]−1, [b]) does not exist since [A]−1 and

[B] := ( 2 [−1, 1] −1[−1, 1] 2 −1[−1, 1] −1 2
)
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produce the same Schur complement Σ([A]−1) = Σ([B]). This is due to the equality([A]−1)21([A]−1)12 = [−1, 1] ⋅ 1 = [−1, 1] ⋅ [−1, 1] = [b]21[b]12.
The products occur when computing ([A]−1)(2) and [B](2) , respectively. Since ⟨[B]⟩ ∈[B] and ⟨[B]⟩e = 0 , the matrix [B] contains a singular matrix, hence IGA([B], [b]),
and therefore IGA([A]−1, [b]) cannot exist.
The second part of the preceding example suggests that the criterion (5.4.29) is neces-
sary and sufficient for the existence of [x]G .

On the other side the matrix[A] = (2 2 0
0 2 2
2 0 [2, 4]) (5.4.31)

shows that this expectation is wrong. Difficulties arise if ǎij = 0. These zeros can
disappear in a later stage of the algorithm. Therefore we will associate with [A] an
extended sign matrix S which takes this change into account. In fact we update the
signs sij whenever (i, j) becomes an edge for the first time in the directed graphs
G(mid(Σ([A](k))) ), which can be interpreted as some sort of elimination graph (cf.,
however, Definition 5.4.21 below).

Definition 5.4.12. Let [A] ∈ 𝕀ℝn×n anddefine the signmatrix S by sij := sign(ǎij). Then
the extended sign matrix S is defined by the following process

S := S
for k := 1 to n − 1 do

for i := k + 1 to n do
for j := k + 1 to n do

if sij = 0 then sij := −sikskkskj .
Introducing this extended signmatrix S in Theorem 5.4.10 yields the following equiv-
alence.

Theorem 5.4.13. Let [A] ∈ 𝕀ℝn×n , n ≥ 2, and let [b] ∈ 𝕀ℝn . Assume that ⟨[A]⟩ is ir-
reducible and satisfies ⟨[A]⟩u = 0 for some positive vector u. Then [x]G exists if and
only if

sij s

iks


kks


kj = {{{ 1, if i ̸= j−1, if i = j

(5.4.32)

holds for at least one triple i0, j0, k0 ∈ {1, . . . , n}, k0 < i0, j0 , with S as in Defini-
tion 5.4.12.

The proof of this theorem can be found in Mayer, Pieper [220] together with Mayer
[214]. It is essentially based on a relation between sij and sign(ǎ(k)

ij ) and uses ideas
involved in the proof of Theorem 5.4.10.
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For the matrix in (5.4.31) we get

S = (1 1 0
0 1 1
1 −1 1

) .

Therefore, (5.4.32) holds for (i0, j0, k0) = (3, 3, 2), and [x]G exists.
Replacing [a]33 = [2, 4] by [a]33 = [−4, −2] results in

S = (1 1 0
0 1 1
1 −1 −1)

and (5.4.32) does not hold as one can easily check. Therefore, [x]G does not exist.

The Theorems 5.4.10 and 5.4.13 were formulated for ⟨[A]⟩ being irreducible. This is not
a severe restriction as the following discussion shows.

Definition 5.4.14. Let [A] ∈ 𝕀ℝn×n and let π be a permutationwith corresponding per-
mutation matrix P ∈ ℝn×n such that R[A] = ([R]st)s,t=1,...,r = P[A]PT is the reducible
normal form of [A] as defined in Section 3.2. Let P be chosen such that the order of the
rows in the individual diagonal blocks [R]ss , s = 1, . . . , r, is the same as in [A], i.e.,
if i1 < i2 holds for two row indices i1, i2 of [A] = ([a]ij) with π(i1), π(i2) belonging
to the row indices of [R]ss , then π(i1) < π(i2). Then we say that π and P are ‘order
preserving within blocks’.

We illustrate this definition by the matrices

A = (7 6 5
0 4 3
0 2 1

) , P1 = (0 1 0
0 0 1
1 0 0

) , P2 = (0 0 1
0 1 0
1 0 0

) .

The permutation matrix P1 is order preserving within blocks with

RA = (4 3 0
2 1 0
6 5 7

) ,

whereas P2 is not. Here

RA = (1 2 0
3 4 0
5 6 7

) .

Notice that the order of the blocks [R]st themselves is not influenced by the prop-
erty defined above.

With Definition 5.4.14we are able to formulate a result which shows how the feasi-
bility of the interval Gaussian algorithm for arbitrary interval matrices can be reduced
to that for irreducible ones.
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Theorem 5.4.15. Let [A] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn and let P ∈ ℝn×n be a permutation matrix
which is order preserving within blocks such that R[A] = ([R]st)s,t=1,...,r = P[A]PT is the
reducible normal form of [A]. Then the following properties are equivalent.
(i) IGA([A], [b]) exists.
(ii) IGA(P[A]PT , P[b]) = IGA(R[A], P[b]) exists.
(iii) IGA([R]ss , (P[b])s) exists for s = 1, . . . , r, where (P[b])s denotes the part of P[b]

which corresponds to [R]ss .
Proof. The equivalence of (ii) and (iii) is trivial by virtue of the particular form of [R] =
R[A] and the fact that the feasibility depends only on the diagonal entries [r](k)kk .

For the implication ‘(i) ⇒ (iii)’ let I = {i1, i2, . . . , il} be the row indices of [A]
which are transformed to those of any fixed block [R]ss and let I = {i1, i2, . . . , il }
be the row indices of [A] which are transformed to those of any other arbitrary fixed
block [R]ss . Without loss of generality assume s < s . Denote by π the permutation
corresponding to P . Then [a]im im = 0 for all indices im ∈ I and all indices im ∈ I

since [a]π(im)π(im ) = 0. Therefore, if the interval Gaussian algorithm is applied to [A],
the diagonal entry in the im -th column, im ∈ I , does not effect a change of the entries[a]i j if (i, j) ∈ I × I , and the diagonal entry in the im -th column does not effect a
change of the entries [a]ij if (i, j) ∈ I × I even if im < im . Taking into account that s, s
were arbitrary and that the order of the indices in I , I is preserved, the feasibility of
the interval Gaussian algorithm for [A] implies that of [R]ss , [R]ss . This proves the
implication ‘(i)⇒ (iii)’.

The converse implication can be seen analogously using essentially the fact that
diagonal entries [a]ii , [a]i i such that π(i), π(i) belong to different blocks in R[A] do
not effect changes of each other when the interval Gaussian algorithm is applied.

In Theorem 5.4.15 we required P to be order preserving within blocks. Without this
assumption Theorem 5.4.15 can fail, of course, even if [A] is irreducible as the example

[A] = ( 6 −1 [−2, 2]−3 2 [−2, 2]−3 1 4
)

shows. Here, the interval Gaussian algorithm is feasible for [A], while it is not for
P[A]PT with

P = (0 0 1
0 1 0
1 0 0

) .

In both cases, however, the classical Gaussian algorithm is feasible for anymatrix Ã ∈[A] and Ã ∈ P[A]PT , respectively.
Notice also thatwe did not exploit the reducibility of R[A] when applying the inter-

val Gaussian algorithm. So onemight think of solving the smaller system [R]11x = [b]1
with the block [b]1 first, thenmultiplying [R]i1 , i = 2, . . . , r, by the solution [x]G1 and
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subtracting the result from the blocks [b]i , i = 2, . . . , r, before repeating this proce-
dure. This is the usual waywhen dealingwith point systems. For intervalmatrices this
can blow up [x]G as the following example shows, where [x]Gmod denotes the result of
this modified Gaussian algorithm.

A = (1 −1 0
1 1 0
1 −1 1

) , [b] = ( 0[−2, 2]
0

) ,

[x]G = ([−1, 1], [−1, 1], 0)T ⊂ ([−1, 1], [−1, 1], [−2, 2])T = [x]Gmod.

Now we consider upper interval Hessenberg matrices with particular sign pat-
terns. To this end we generalize the definition of the sign of a real number onto in-
tervals.

Definition 5.4.16. Let [a] ∈ 𝕀ℝ. Then the sign sign([a]) of [a] is defined by
sign([a]) = {{{{{{{{{

+1 if a > 0,−1 if a < 0,

0 otherwise,

and the extended sign σ([a]) of [a] ̸= 0 by

σ([a]) = {{{{{{{{{
+1 if a ≥ 0,−1 if a ≤ 0,

0 otherwise.

The following lemma on these signs can be seen immediately.

Lemma 5.4.17. Let [a], [b] ∈ 𝕀ℝ. Then the following statements hold.
(a) If sign([a]) = −σ([b]) ̸= 0, then sign([a] − [b]) = sign([a]).
(b) If σ([a]) = −σ([b]), then σ([a] − [b]) = σ([a]).
(c) σ([a] ⋅ [b]) = σ([a]) ⋅ σ([b]).
(d) If 0 ∉ [b], then σ([a]/[b]) = σ([a])/ sign([b]).
Definition 5.4.18. Amatrix [A] ∈ 𝕀ℝn×n is an upper Hessenberg matrix if [a]ij = 0 for
i > j + 1, j = 1, . . . , n − 2.
Theorem 5.4.19. Let [A] ∈ 𝕀ℝn×n , n ≥ 2, be an upper Hessenberg matrix with 0 ∉[a]ii , i = 1, . . . , n and [a]i+1,i ̸= 0, i = 1, . . . , n − 1. Then [x]G exists for any right-
hand side [b] if for each i = 1, . . . , n − 1 and each j = i + 1, . . . , n one of the following
two (mutually exclusive) conditions holds.
(i) [a]ij = 0⇒ [a]pj = 0, p = 1, . . . , i − 1;
(ii) [a]ij ̸= 0⇒ σ([a]ii)σ([a]i+1,j) = −σ([a]i+1,i)σ([a]ij).
Proof. With [A](0) := [A] = [A](1) we prove the following statements by induction on
k for k = 1, . . . , n − 1, i = 1, . . . , n:
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(α) sign([a](k−1)ii ) = sign([a](k)ii ) ̸= 0.
(β) If [a](k−1)ij = 0 for some j ∈ {i + 1, . . . , n}, then [a](k)ij = 0 for this j .
(γ) If [a](k−1)ij ̸= 0 for some j ∈ {i + 1, . . . , n}, then σ([a](k−1)ij ) = σ([a](k)ij ) for this j . In

particular, [a](k)ij ̸= 0.
Applying (α) iteratively finally yields sign([a](n)ii ) = sign([a]ii) ̸= 0, i = 1, . . . , n, whence
the existence of [x]G follows.

For k = 1 the statements (α)–(γ) hold by virtue of the particular definition of [A](0) .
Assume now that they hold up to some k < n . By the Hessenberg form and by the
formulae of the Gaussian algorithm we have [a](k+1)k+1,k = 0 and [a](k+1)ij = [a](k)ij for i ̸=
k + 1 and for i = k + 1, j < k . Therefore, we can restrict ourselves to i = k + 1, j ≥ k + 1.
Again by the upper Hessenberg form we get[a](k+1)k+1,j = [a](k)k+1,j − [a](k)k+1,k[a](k)kj[a](k)kk

= [a]k+1,j − [a]k+1,k[a](k)kj[a](k)kk

. (5.4.33)

If [a](k)kj = 0 holds for some j ≥ k + 1, then [a](k+1)k+1,j = [a](k)k+1,j , whence (α)–(γ) are true
for this j and for k being replaced by k + 1. Assume now [a](k)kj ̸= 0 for some j ≥ k + 1.
Then

σ([a](k)kj ) = σ([a]kj) (5.4.34)

by iterative application of the induction hypothesis. In particular,[a]kj ̸= 0. (5.4.35)

By the assumption of the theoremwe have [a]k+1,k ̸= 0, and the induction hypothesis
yields sign([a](k)kk ) = sign([a]kk) ̸= 0.

First we consider the case j = k + 1. From (5.4.35) we know [a]k,k+1 ̸= 0. Therefore,
from (ii) we get

0 ̸= sign([a]kk) ⋅ sign([a]k+1,k+1) = σ([a]kk) ⋅ σ([a]k+1,k+1) = −σ([a]k+1,k)σ([a]k,k+1),
which implies

0 ̸= sign([a]k+1,k+1) = −σ([a]k+1,k[a](k)k,k+1[a](k)kk

)
by virtue of (α), (γ), (5.4.34) and Lemma 5.4.17. By the same lemma and (5.4.33) this
implies (α) for k + 1.

Nowwe consider the case j > k + 1. If [a]k+1,j = 0, then (i) implies [a]kj = 0, which
contradicts (5.4.35). Therefore, both these entries differ from zero, and (ii) yields

sign([a]kk) ⋅ σ([a]k+1,j) = −σ([a]k+1,k)σ([a]kj),
whence

σ([a]k+1,j) = −σ([a]k+1,k[a](k)kj[a](k)kk

) .

Hence (5.4.33) andLemma5.4.17 guarantee (γ) for k +1. (Use σ([a]k+1,j) = sign([a]k+1,j)̸= 0 if [a]k+1,j is degenerate.)
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For upper Hessenberg matrices only one element must be eliminated in each elimi-
nation step k . Hence [A](k) and [A](k+1) differ only by the row k + 1. Condition (i)
says that with a zero entry all other entries further up in the same column are zero.
Condition (ii) allows only particular sign patterns for the matrices A ∈ [A]. By virtue
of (α)–(γ) of the previous proof this sign pattern remains fixed in the upper triangle
during the whole elimination process.

If [a]ij ̸= 0 for some i, j with i < j, then (i) implies[a]kj ̸= 0 for all k with i < k < j. (5.4.36)

If, in addition, σ([a]ij) = 0, then σ([a]pj) = 0, p = i + 1, . . . , j − 1, by virtue of (ii)
and induction. In particular, σ([a]j−1,j) = 0. This contradicts (ii) for i = j − 1 since
σ([a]j−1,j−1)σ([a]jj) ̸= 0. Hence if the assumptions of Theorem 5.4.19 are fulfilled, no
entry in the upper triangle of [A] contains zero in its interior, i.e., either [a]ij = 0 or
σ([a]ij) ̸= 0 holds for i ≤ j . Using (ii) if j = i + 1, and (ii) and (5.4.36) with k = i + 1 if
j > i + 1,we also get σ([a]i+1,i) ̸= 0 provided that [a]ij ̸= 0. Thus σ([a]i+1,i) = 0 can only
occur if [a]ij = 0, j = i + 1, . . . , n, whence by (i) the whole block ([a]kj)k=1,...,i, j=i+1,...,n
is zero.

Assumenow σ([a]ii) = 1, i = 1, . . . , n (in addition to 0 ∉ [a]ii )which can always be
obtained by an appropriate scaling. Then the nonzero sign pattern of [A] is completely
controlled by the signs of the entries in the first lower subdiagonal. This can be seen
for instance when starting with the last row and filling up the sign pattern row by
row. In order to illustrate the possible sign structure we assume for simplicity that no
entry in the upper triangle is zero. Then σ([a]i+1,i) ̸= 0, i = 1, . . . , n − 1. Precondition
now [A] by a signature matrix D = diag(d1, . . . , dn), di = ±1, from the left such that
σ([a]ii) = 1, i = 1, . . . , n, as above. Then precondition from the left and the right by
a signature matrix D̂ = diag(d̂1, . . . , d̂n) in the following recursive way: d̂1 = ±1 is
arbitrary. If d̂1, . . . , d̂i are known, choose d̂i+1 = ±1 such that σ(d̂i+1di+1[a]i+1,i d̂i) =−1. Consider now [Â] = D̂D[A]D̂ . Since σ([â]ii) = 1 = −σ([â]i+1,i) condition (ii) reads
σ([a]i+1,j) = σ([a]ij), j = i + 1, . . . , n, from which we necessarily get the sign pattern

((
(

+ + + . . . +− + + . . . +
0 − + . . . +
...

. . . . . . . . .
...

0 . . . 0 − +
))
)

, (5.4.37)

i.e., the signs of the entries of each Ã ∈ [Â] are nonpositive in the first lower subdi-
agonal, positive in the diagonal, and nonnegative in the whole strict upper triangle.
Therefore, if [A] fulfills the assumptions of Theorem 5.4.19 and has no zero in the
upper triangle, then the sign pattern of its element matrices grows out from (5.4.37)
changing there the signs according to a multiplication of [A] with a signature matrix
D1 from the left and a signature matrix D2 from the right. Notice that by virtue of
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Theorem 5.4.1, IGA([A], [b]) exists if and only if IGA(D1[A]D2, D1[b]) exists, where
D1, D2 are arbitrary nonsingular diagonal matrices from ℝn×n .

For our next class of matrices we need the concept of an undirected graph which
modifies Definition 1.7.11 slightly.

Definition 5.4.20. The undirected graph G([A]) = (N, E) of a matrix [A] ∈ 𝕀ℝn×n con-
sists of the set N = {1, . . . , n} of nodes and of the set E = { {i, j} | [a]ij ̸= 0, i ̸= j } of
undirected edges.

The degree deg(i) = degG([A])(i) of a node i is the number of edgeswhich contain i .
The sequence (i0, i1, . . . , ik) of nodes with {il , il+1} ∈ E for l = 0, . . . , k − 1 is

called an undirected path of length k from i0 to ik . If k ≥ 3 and i0 = ik while il ̸= im
for l ̸= m, l,m = 0, . . . , k − 1, we call this path a cycle. A graph is connected if for each
pair of different nodes i, j there is a path from i to j .

A connected graph without cycles is a tree.

Notice that by our definition E = 0 if n = 1 and that a cycle in an undirected graph has
at least length 3. We next define a sequence of particular graphs.

Definition 5.4.21. Let [A] ∈ 𝕀ℝn×n , n ≥ 2. The elimination graphs Gk = (Nk , Ek), k =
1, . . . , n, associated with [A] are defined by G1 = G([A]) and

Nk+1 = {k + 1, . . . , n},
Ek+1 = { {i, j} | i, j ∈ Nk+1 and {i, j} ∈ Ek }∪ { {i, j} | i, j ∈ Nk+1, i ̸= j, and {i, k}, {j, k} ∈ Ek } . (5.4.38)

Again En = 0. Denote by [A]k the trailing lower right (n − k + 1) × (n − k + 1) submatri-
ces ([a](k)ij )i,j=k,...,n of thematrices [A](k) occurring in the interval Gaussian algorithm.
Then the elimination graphs are the undirected graphs of [A]k if one assumes that[a](k+1)ij ̸= 0 holds for i, j > k whenever [a](k)ij ̸= 0. This is a very weak assumption since
only if [a](k)ij ≡ a(k)

ij ̸= 0 is a point interval and if, in addition, a(k)
ij = ([a](k)ik [a](k)kj )/[a](k)kk

holds, then this assumption will be violated. In any case G([A]k) is a subgraph of Gk .

Definition 5.4.22. We say that the matrix [A] ∈ 𝕀ℝn×n , is ordered byminimum degree
if

degGk (k) = min{degGk (i) | i = k, . . . , n }
holds for all k = 1, . . . , n .

Notice that the subscript Gk indicates that we mean the degree in the elimination
graph Gk . Any matrix can be ordered by minimum degree using an appropriate si-
multaneous permutation of its rows and columns. See for instance George, Liu [118].

Lemma 5.4.23. Let [A] ∈ ℝn×n , n ≥ 2. If G([A]) is a tree and if [A] is ordered by mini-
mum degree, then for k = 1, . . . , n − 1 we have
(a) Gk is a tree.
(b) degGk (k) = 1.
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Proof. Wefirst prove (b) provided that one already knows that Gk is a tree. Choose any
node i0 from Gk and consider the longest path in Gk which starts from i0 and does not
contain any node twice. Since Gk is assumed to be a tree, it is connected, hence such
a path exists and has at least length one. The node at the end of this path has degree
one since otherwise there is either a longer path with the same property or there is a
cycle which is impossible in a tree. Moreover, a node with degree zero cannot occur in
Gk since a tree is connected. Now (b) follows from Definition 5.4.22.

In order to prove (a) we proceed by induction. Assume that Gk , k < n − 1, is a
tree which is correct for k = 1. We first show that Gk+1 is connected. To this end let
υ, w ≥ k + 1 be two different nodes in Gk+1 . Since Gk is connected there is a path(υ = υ0, υ1, . . . , υl = w) in Gk . Since by (b) we have degGk (k) = 1, there is exactly one
node j > k for which {k, j} ∈ Ek . Assume that our path contains the node k for some
i ∈ {1, . . . , l − 1}. Then υi−1 = υi+1 = j ∈ Nk+1 and (υ0, . . . , υi−2, j, υi+2, . . . , υl) is
also a path which connects υ to w in Gk . By repeating this process we can completely
remove the node k from the path. The remaining one connects υ and w in Gk+1 .

Next we show that Gk+1 does not have any cycles. Assume to the contrary that(υ = υ0, υ1, . . . , υl = υ) is a cycle in Gk+1 . Since degGk (k) = 1, the second set of the
union in (5.4.38) is empty which shows Ek+1 ⊆ Ek . Therefore, (υ = υ0, υ1, . . . , υl = υ)
is also a cycle in Gk , which is impossible since Gk is a tree.

After these preparations we can state another necessary and sufficient criterion.

Theorem 5.4.24. Let [A] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn . Let G([A]) be a tree and [A] be ordered
byminimum degree. Then [x]G exists if and only if the Gaussian algorithm is feasible for
all matrices Ã ∈ [A].
Proof. The necessity follows from Theorem 5.4.1 (b). In order to prove sufficiency we
will show by induction that[A](k) = { A(k) | A ∈ [A] }, k = 1, . . . , n, (5.4.39)

holds, whence [a](k)kk = { a(k)
kk | A ∈ [A] }, k = 1, . . . , n.

Since by assumption this latter set cannot contain zero, [x]G exists.
Assume now that (5.4.39) is correct up to some k < n which is certainly true for

k = 1. According to Lemma 5.4.23 we have degGk (k) = 1 for k < n . We have already
remarked above that the undirected graph of the trailing (n − k + 1) × (n − k + 1)
submatrix [A]k of [A](k) is a subgraph of Gk . Both facts together show that there is at
most one index l > k such that [a](k)lk ̸= 0 or [a](k)kl ̸= 0, whereas [a](k)ik [a](k)ki = 0 for all
i ∈ {k + 1, . . . , n} \ {l}. Therefore, the formula (5.4.2) for [a](k+1) implies[a](k+1)ij = [a](k)ij for all pairs (i, j) ̸= (l, l), (5.4.40)

while for (i, j) = (l, l) we have[a](k+1)ll = [a](k)ll − [a](k)lk [a](k)kl /[a](k)kk .
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The right-hand side is a term inwhich each interval occurs only once. By Theorem4.1.5
it equals the range{ a(k)

ll − a(k)
lk a

(k)
kl /a(k)

kk | a(k)
ll ∈ [a](k)ll , a

(k)
lk ∈ [a](k)lk , a

(k)
kl ∈ [a](k)kl , a

(k)
kk ∈ [a](k)kk }.

Together with (5.4.40) and the induction hypothesis this proves (5.4.39) for k + 1.
The next corollary deals with tridiagonal matrices and arrowheadmatrices. These are
matrices of the structure

(× × 0 0 0× × × 0 0
0 × × × 0
0 0 × × ×
0 0 0 × ×) and (× 0 0 0 ×

0 × 0 0 ×
0 0 × 0 ×
0 0 0 × ×× × × × ×) ,

respectively, where the crosses ‘×’ denote zeros or nonzeros.
Corollary 5.4.25. For the following classes of intervalmatrices [A] ∈ 𝕀ℝn×n the assump-
tions of Theorem 5.4.24 are fulfilled.
(a) [A] is a tridiagonal matrix.
(b) [A] is a northwest–southeast arrowhead matrix.
(c) [A] is a 2 × 2 matrix.
In particular, [x]G exists if and only if it exists for each element matrix Ã ∈ [A].
Proof. The undirected graph of a triangular matrix or an arrowhead matrix in (b) is a
tree or a union of trees. Moreover, [A] is ordered by minimum degree. A 2 × 2 matrix
is tridiagonal as well as an arrowhead matrix as in (b).

In order to formulate an application of the preceding corollary we need the definition
of additional classes of real matrices.

Definition 5.4.26. Amatrix A ∈ ℝn×n is called totally positive (totally nonnegative) if
each of its minors is positive (nonnegative). It is called oscillatory if it is totally non-
negative and if at least one of its powers Ak is totally positive.

By inspecting the minors of order one it is obvious that totally positive (totally non-
negative) matrices are, in particular, positive (nonnegative) matrices in the sense of
Definition 1.9.1 (b).

Corollary 5.4.27. Let [A] ∈ 𝕀ℝn×n be tridiagonal and [b] ∈ 𝕀ℝn . In each of the following
cases [x]G exists.
(a) Each matrix Ã ∈ [A] is totally positive.
(b) Each matrix Ã ∈ [A] is regular and totally nonnegative.
(c) Each matrix Ã ∈ [A] is oscillatory.
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Proof. Let Ãk be the k × k leading submatrix of anymatrix Ã ∈ [A]. We will show that
det Ãk ̸= 0 holds. Then Theorem 5.4.3 together with Theorem 5.4.24 can be applied and
Corollary 5.4.25 implies the assertion.
(a) det Ãk > 0 follows by Definition 5.4.26.
(b) Since Ã is regular and totally nonnegative we must have det Ã > 0; det Ak ̸= 0

follows by virtue of inequality (116) in Gantmacher [111], p. 443.
(c) Since det Ãl > 0 for some integer l, the matrix Ã is regular, and (b) applies.

We continue our studies of the interval Gaussian algorithm by a perturbation theo-
rem due to Neumaier [255]. It provides a sufficient criterion for the feasibility of the
Gaussian algorithm for all matrices [B] which are supersets of a givenmatrix [A] with
existent vector [x]G . It uses thematrix |[A]G| defined in (5.4.6) andneeds a preparatory
lemma.

Lemma 5.4.28. Let [A] ⊆ [B] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn and assume that IGA([A], [b]) exists
with ([L], [U]) denoting the triangular decomposition of [A]. If

q([A], [B])u < ⟨[L]⟩⟨[U]⟩u (5.4.41)

holds for some positive vector u, then IGA([B], [b]) exists.
Proof. If n = 1 we get

q([A], [B])u < ⟨[a]11⟩u,
whence ⟨[a]11⟩ − q([A], [B]) > 0.

Since [A] ⊆ [B], this shows 0 < ⟨[b]11⟩ which proves the existence of IGA([B], [b]).
Assume now that the statement is true for some dimension n ≥ 1, and let (5.4.41)

hold for [A] = ([a]11 [c]T[d] [A]) ⊆ [B] = ([b]11 [e]T[f] [B]) ∈ 𝕀ℝ(n+1)×(n+1). (5.4.42)

First we show ⟨[b]11⟩ > 0. With

q([A], [B]) = (qij) = (q11 rT

s Q) ≥ O (5.4.43)

we get from (5.4.41)
n+1∑
j=1

q1juj < ⟨[a]11⟩ u1 − n+1∑
j=2
|[a]1j| uj ,

hence ⟨[a]11⟩ − q11 > {n+1∑
j=2
(q1j + |[a]1j|) uj} / u1 ≥ 0.

Togetherwith (5.4.42) this implies 0 < ⟨[b]11⟩, whence the Schur complement Σ([B]) ⊇
Σ([A]) exists.
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By our assumptions, the Schur complement Σ([A]) has a triangular decomposi-
tion ([L], [U]). If we can show that

q(Σ([A]), Σ([B]))u < ⟨[L]⟩⟨[U]⟩u (5.4.44)

holds for some vector u > 0, then Σ([B]) has a triangular decomposition, say([ ̂L], [Û]), by the hypothesis of our induction, and with[ ̂L] := ( 1 0
[f]

[b]11 [ ̂L]) , [Û] := ([b]11 [e]T
O [Û])

we obtain the triangular decomposition ([ ̂L], [Û]) of [B].
In order to prove (5.4.44)wewill applyNeumaier’s β-function fromDefinition 2.5.8

componentwise, and we will use the notation from (5.4.42), (5.4.43). We then get

q(Σ([A]), Σ([B])) = q([A] − [d][c]T[a]−111 , [B] − [f][e]T[b]−111) (5.4.45)≤ Q + q([d][c]T[a]−111 , [f][e]T[b]−111)= Q − |[d][c]T[a]−111 | + β([d][c]T[a]−111 , [f][e]T[b]−111)= Q − |[d]| |[c]T | ⟨[a]11⟩−1 + β([d][c]T[a]−111 , [f][e]T[b]−111)≤ Q − |[d]| |[c]T | ⟨[a]11⟩−1 + β([d], [f]) ⋅ β([c]T , [e]T) ⋅ β([a]−111 , [b]−111)= Q − |[d]| |[c]T | ⟨[a]11⟩−1 + (|[d]| + s)(|[c]| + r)Tβ([a]−111 , [b]−111).
Now we want to apply Theorem 2.5.9 (b) to the last factor in (5.4.45). To this end

we have to show ⟨[a]11⟩ > q([a]11, [b]11) = q11. (5.4.46)

Therefore, we set

u = (u1
u)

in (5.4.41). With the notation (5.4.43) we obtain(q11 rT

s Q)(u1u) < ( 1 O− |[d]|
⟨[a]11⟩ ⟨[L]⟩)(⟨[a]11⟩ −|[c]T |

O ⟨[U]⟩)(u1u) ,

whence
q11u1 + rTu < ⟨[a]11⟩u1 − |[c]T |u (5.4.47)

and

su1 + Qu < −|[d]|u1 + |[d]| |[c]T | ⟨[a]11⟩−1u + ⟨[L]⟩⟨[U]⟩u. (5.4.48)

Since u1 > 0, the inequality (5.4.47) implies (5.4.46), and Theorem 2.5.9 (b) and
(5.4.45) yield

q(Σ([A]), Σ([B])) ≤ Q − |[d]| |[c]T | ⟨[a]11⟩−1+ (|[d]| + s)(|[c]| + r)T(⟨[a]11⟩ − q11)−1.
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Together with (5.4.46), (5.4.47), (5.4.48) this implies

q(Σ([A]), Σ([B]))u ≤ Qu − |[d]| |[c]T |⟨[a]11⟩−1u+ (|[d]| + s)(⟨[a]11⟩ − q11)−1(|[c]| + r)Tu< − su1 − |[d]|u1 + ⟨[L]⟩ ⟨[U]⟩u+ (|[d]| + s)(⟨[a]11⟩ − q11)−1(⟨[a]11⟩u1 − q11u1)= ⟨[L]⟩ ⟨[U]⟩u.

This proves (5.4.44) and terminates the induction.

Theorem 5.4.29. Let [A], [B] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn and assume that IGA([A], [b]) exists.
If

ρ(|[A]G| q([A], [B]) < 1, (5.4.49)

then IGA([B], [b]) exists.
Proof. Let Q = q([A], [B]), [C] = [A] + [−Q,Q]. Then [B] ⊆ [C], and IGA([B], [b]) exists
if IGA([C], [b]) does. By (5.4.49) the inverse of I − |[A]G|Q exists and canbe represented
as Neumann series (I − | [A]G|Q)−1 = ∞∑

k=0
(|[A]G|Q)k ≥ O.

With any υ ∈ ℝn satisfying υ > 0 define

u = (I − |[A]G|Q)−1 |[A]G|υ. (5.4.50)

Since |[A]G| ≥ O and (I − |[A]G|Q)−1 ≥ O are regular (use (5.4.13)) each of their rows
contains at least one positive entry. Therefore |[A]G|υ > 0 and u > 0. Now (5.4.50)
yields |[A]G|Qu = u − |[A]G|υ,
whence

Qu = ⟨[L]⟩⟨[U]⟩u − υ < ⟨[L]⟩⟨[U]⟩u,
with ([L], [U]) being the triangular decomposition of [A]. Hence, Lemma 5.4.28 guar-
antees the feasibility of the interval Gaussian algorithm for [C] and therefore also
for [B].
We illustrate Theorem 5.4.29 with an example.

Example 5.4.30. Let [B] = (4 2 2
2 4 [0, 2]
2 [0, 2] 4

) .

Then [B] is not an H -matrix since ⟨[B]⟩e = 0, hence ⟨[B]⟩ is singular. Consider
[A] := B̌ = (4 2 2

2 4 1
2 1 4

) ⊆ [B].
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Since ⟨[A]⟩ is irreducibly diagonally dominant, the interval Gaussian algorithm is fea-
sible for [A]. A simple computation yields

[L] = ( 1 0 0
1/2 1 0
1/2 0 1

) , [U] = (4 2 2
0 3 0
0 0 3

) ,

⟨[L]⟩−1 = ( 1 0 0
1/2 1 0
1/2 0 1

) , ⟨[U]⟩−1 = (1/4 1/6 1/6
0 1/3 0
0 0 1/3) ,

and |[A]G| = ⟨[U]⟩−1⟨[L]⟩−1 = 1
12

(5 2 2
2 4 0
2 0 4

) .

From

q([A], [B]) = (0 0 0
0 0 1
0 1 0

)
we get the matrix |[A]G|q([A], [B]) = (0 1/6 1/6

0 0 1/3
0 1/3 0

)
which has the eigenvalues −1/3, 0, 1/3. Therefore, Theorem 5.4.29 applies. The ma-
trices [ ̂L], [Û] of the triangular decomposition of [B] are

[ ̂L] = ( 1 0 0
1/2 1 0
1/2 [−1/3, 1/3] 1

) and [Û] = (4 2 2
0 3 [−1, 1]
0 0 [8/3, 10/3]) .

Example 5.4.30 also illustrates the following corollary which is an immediate conse-
quence of Theorem 5.4.29 and of q(Ǎ, [A]) = rad([A]).
Corollary 5.4.31. Let the Gaussian algorithm be feasible for the midpoint matrix Ǎ of[A] ∈ 𝕀ℝn×n and assume that

ρ(|ǍG| rad([A])) < 1,

where |ǍG| is defined for Ǎ analogously to (5.4.6). Then [x]G exists for [A].
We continue this section with a nonexistence theorem that can indicate that [x]G
does not exist for some interval matrix [A] although it exists for each element ma-
trix Ã ∈ [A].
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The idea is essentially based on the assumption that

I ∈ [A]. (5.4.51)

This is not a severe restriction as long as 0 ∉ [a]ii , i = 1, . . . , n, while 0 ∈ [a]ij , i ̸= j .
In this case define the diagonal matrix

D = diag(sign(ǎ11)⟨[a]11⟩, . . . , sign(ǎnn)⟨[a]nn⟩)
and consider [B] = D−1[A] which contains I . By Theorem 5.4.1 (f), [x]G does not exist
for [A] if and only if it does not exist for [B]. Trivially, (5.4.51) implies

I ∈ [A](k), (5.4.52)

provided that this matrix exists. In particular, we get 1 ∈ [a](k)kk . Therefore, the interval
Gaussian algorithm breaks down, whenever a(k)

kk ≤ 0. This is the basis of the subse-
quent theorem.

Theorem 5.4.32. Let I ∈ [A] ∈ 𝕀ℝn×n with aii = 1, i = 1, . . . , n, and let [b] ∈ 𝕀ℝn .
Choose cik ∈ {aik , aik}, cki ∈ {aki , aki} such that

cikcki = max{ aikaki , aikaki } for i > k, k = 1, . . . , n − 1.
Define c(k)kk , k ∈ {1, . . . , n}, by c(1)11 = 1 and for k ≥ 2 recursively by

c(k)kk = 1 − k−1∑
j=1

ckjcjk
c(j)jj

(5.4.53)

as long as c(k−1)k−1,k−1 > 0.
If the definition (5.4.53) stops with c(k0)k0k0 ≤ 0 for some k0 ≤ n, then the interval Gaus-

sian algorithm is not feasible.

Proof. Assume that the interval Gaussian algorithm is feasible when the definition
(5.4.53) stops with c(k0)k0k0 ≤ 0 for some k0 ≤ n . Then the matrices [A](k) , k = 1, . . . , n,
exist, and (5.4.52) implies a(k)

kk ≥ 1, hence a(k)
kk > 0, k = 1, . . . , n .

The assumption I ∈ [A] implies 0 ∈ [a]st , s ̸= t, whence [a]ij ⊆ [a](2)ij = [a]ij −
[a]i1[a]1j

[a]11 . With (5.4.52) and by induction we get[a]ij ⊆ [a](k)ij , i, j ≥ k, k = 1, . . . , n. (5.4.54)

Let

c(1)ii = 1, c(k)ii = 1 − k−1∑
j=1

cijcji
c(j)jj

, k = 2, . . . , k0.

We show by induction on k ≤ k0 that

a(k)
ii ≤ c(k)ii , i ≥ k. (5.4.55)
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If k = 1 this is trivial since a(1)
ii = aii = 1 = c(1)ii by assumption and by definition, re-

spectively. Let (5.4.55) hold for some k < k0 . From the formulae of the interval Gaussian
algorithm, (5.4.52), (5.4.54) and the induction hypothesis (5.4.55) we get

a(k+1)
ii = a(k)

ii − max([a](k)ik [a](k)ki )
a(k)
kk

≤ c(k)ii − max([a]ik[a]ki)
a(k)
kk≤ c(k)ii − cikcki

c(k)kk

= 1 − k∑
j=1

ckjcjk
c(j)jj

= c(k+1)ii , i = k + 1, . . . , n,
which proves (5.4.55). Hence

a(k)
kk ≤ c(k)kk , k = 1, . . . , k0.

In particular,
a(k0)
k0k0 ≤ c(k0)k0k0 ≤ 0.

Therefore, the interval Gaussian algorithm breaks down with 0 ∈ [a](k0)k0k0 in contrast
to our assumption.

We will apply this theorem to an example due to Reichmann [291] with which he
demonstrated for the first time that the interval Gaussian algorithm breaks down
although the given input matrix [A] contains only matrices Ã for which the usual
Gaussian algorithm is feasible without pivoting.

Example 5.4.33. Let

[A] = ( 1 [c] [c][c] 1 [c][c] [c] 1
) , [c] = [0, x], x ∈ [0, 1).

First we show that the Gaussian algorithm is feasible for each element matrix

Ã = ( 1 a1 a2
a3 1 a4
a5 a6 1

) , ∈ [A],
if x ≤ 2

3 , i.e., ai ∈ [0, 23 ]. The first two leading submatrices of Ã have a determinant
which is one, and 1 − a1a3 ≥ 1 − x2 > 0. So it remains to study det Ã itself. To this end
define a = (a1, a2, . . . , a6)T ≥ 0 and

f(a) = det A = 1 − a4a6 − a1(a3 − a4a5) + a2(a3a6 − a5)= 1 + a1a4a5 + a2a3a6 − a4a6 − a1a3 − a2a5.
We look for ã such that

f(ã) = min { f(a) | ai ∈ [0, 23] } . (5.4.56)
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Case 1, ãi = 0 for at least one index i ∈ {1, . . . , 6}: Then
f(ã) ≥ 1 − 2

3
⋅ 2
3
− 2
3
⋅ 2
3
> 0.

Case 2, ãi = 2
3 for all i ∈ {1, . . . , 6}: Then

f(ã) = 1 + 2 ⋅ 8
27

− 3 ⋅ 4
9
= 7
27

> 0.

Case 3, ãi ∈ (0, 23) for at least one i ∈ {1, . . . , 6}: W.l.o.g. let i = 6. The function
g(s) := f(ã1, . . . , ã5, s) satisfies f(ã) = g(ã6) and has a relative minimum if g(s) = 0,
i.e, if ã2ã3 − ã4 = 0. In this case

f(ã) = 1 + ã1ã4ã5 + (ã2ã3 − ã4)ã6 − ã1ã3 − ã2ã5≥ 1 + 0 − 4
9
− 4
9
= 1
9
> 0.

Hence det Ã ̸= 0 for all Ã ∈ [A], and IGA(Ã, b) exists as long as ãij ∈ [0, 2/3] for i ̸= j .
For the corresponding interval matrix [A] we obtain[a](1)11 = [1, 1], [a](2)22 = [1 − x2, 1], [a](3)33 = [1 − x2 − x2

1 − x2 , 1 + x3

1 − x2 ] . (5.4.57)

Since 0 ∉ [a](2)22 thematrix [A](3) always exists. If x = 1
2 (−1 +√5) < 2

3 as in Reichmann
[291], then a(3)

33 = 0 and if x = 2
3 as in Neumaier [257], then a(3)

33 < 0. Since in both cases
a(3)
33 > 0 the interval Gaussian algorithm breaks down.

This is also predicted by our precedingnonexistence theorem,where c(1)11 , c
(2)
22 and

c(3)33 are just the lower bounds of the corresponding intervals in (5.4.57).

Example 5.4.33 with [c] = [−x, x], x ∈ [0, 1), shows that the criterion in Theorem 5.4.32
is not necessary. Here, the value of c(3)33 is the same as above while

a(3)
33 = 2x2 + x − 1

x − 1 ≤ 0 for
1
2
≤ x < 1.

Therefore, the criterion in Theorem 5.4.32 does not indicate the breakdown if x ∈[12 , −1+√5
2 ). Since [A] contains the singular matrix

Ã = ( 1 −1/2 −1/2−1/2 1 −1/2−1/2 −1/2 1
) ∈ [A]

if [c] = [−x, x], x ∈ [1/2, 1), the breakdown is a must.
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The interval Gaussian algorithm – explicit formulae

In the subsequent part of this section we consider the quality of enclosure obtained
by [x]G ⊇ S . We start with the class of M-matrices for whichwe already knowby Corol-
lary 5.4.7 that [x]G exists. By the particular structure of [A] we are able to extend some
of the preceding statements.

Theorem 5.4.34. Let [A] ∈ 𝕀ℝn×n be an M-matrix and [b] ∈ 𝕀ℝn . Moreover, denote by
D(k) , L(k) , U(k) the matrices in (5.4.3) for A and let A = L U be the triangular decompo-
sition of A. The corresponding quantities for A are denoted by means of an upper bar.
Then we have
(a) The matrices D(k) , L(k) , U(k) and the corresponding overlined quantities are non-

negative and satisfy[D](k) = [D(k), D(k)], [L](k) = [L(k), L(k)], [U](k) = [U(k), U(k)].
In addition, the matrices of the triangular decomposition of [A] can be represented
as [L] = [L, L], [U] = [L, L].

(b) IGA([A]) = [A−1, A−1], |[A]G| = A−1 = ⟨[A]⟩−1 = | IGA([A])|.
(c) IGA([A], [b]) ⊆ IGA([A]) ⋅ [b].
(d) If [A] ≡ A ∈ ℝn×n , then IGA([A], [b]) = IGA(A, [b]) = A−1[b].
(e) IGA([A], [b]) = {{{{{ [A−1b, A−1b], if b ≥ 0,[A−1b, A−1b], if 0 ∈ [b],[A−1b, A−1b], if b ≤ 0,

i.e., IGA([A], [b]) equals the interval hull S if [b] satisfies the indicated sign con-
ditions.

Proof. (a) We prove the assertion for D(k) , L(k) , U(k) by induction on the size n of [A].
Assume that it is correct for some n which is trivial for n = 1. Let[A] = ([a]11 [c]T[d] [A]) ∈ 𝕀ℝ(n+1)×(n+1)

be an M-matrix with [c], [d] ∈ 𝕀ℝn . Then the assertion can be seen for k = 1 from the
sign structure of [A]. Moreover, a11 > 0, c ≤ 0, d ≤ 0, hence

Σ([A]) = [A] − [d][c]T[a]11 = [A] − [dcT
a11

,
dcT

a11
] = [Σ(A), Σ(A)].

Since A is an M-matrix there is some positive vector u = (u1, u) > 0, u ∈ ℝn , such
that Au = A(1)u > 0. From L(1) ≥ I we get L(1)Au ≥ IAu > 0, whence Σ(A)u > 0.
By inspecting the off-diagonal entries one sees immediately that Σ(A), Σ(A) ∈ Zn×n ,
hence Σ(A) is an M-matrix and so is Σ([A]). By the induction hypothesis, thematrices[D](k)Σ , [L](k)Σ , [U](k)Σ for Σ([A]) = [Σ(A), Σ(A)] corresponding to those in (5.4.3) can be
represented as [D(k)

Σ , D(k)
Σ ] etc., where the upper and lower interval bounds are the
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corresponding matrices for Σ(A) and Σ(A), respectively. In order to facilitate notation
we assume that thesematrices are numbered startingwith k = 2 instead of k = 1. Then

D(k) = (1 0
0 D(k)

Σ
) , L(k) = (1 0

0 L(k)
Σ
) , U(k) = (1 0

0 U(k)
Σ
)

with a similar representation for D(k), L(k), U(k) . This proves the assertion.
The statement for [L], [U] follows from their representation by means of the ma-

trices [D̂](k), [ ̂L](k), [Û](k) in (5.4.11), (5.4.12) and the connection of these matrices with[D](k), [L](k), [U](k) .
(b)–(e) follow from (5.4.4) and the nonnegativity of the matrices therein.

Next we derive a representation for [x]G if [A] = I + [−R, R], R ≥ O, ρ(R) < 1 as in
Theorem5.4.5whichguarantees the existence of [x]G . For this representationweprove
the following lemmawhich provides explicit formulae for the quantities arising in the
interval Gaussian algorithm. We will define a signature matrix D = diag(d1, . . . , dn)
such that |b̌| = Db̌, whence

max(di[b]i + [a]) = |di[b]i + [a]| = |[b]i| + |[a]|
for any symmetric interval [a].
Lemma 5.4.35. Let [A] = I + [−R, R] ∈ 𝕀ℝn×n , R ≥ O, ρ(R) < 1 and let [b] ∈ 𝕀ℝn .
Apply the Gaussian algorithm to the real matrix C = I − R and the right-hand side w =|b̌| + rad([b]) and define the diagonal matrix D = diag(d1, . . . , dn) ∈ ℝn×n by

di = {{{ 1 if b̌i ≥ 0,−1 if b̌i < 0.

Then the quantities of the interval Gaussian algorithm for [A], [b] can be represented
as follows: [A](k) = [C(k), 2I − C(k)] = I + [−(I − C(k)), I − C(k)] (5.4.58)⟨[A](k)⟩ = C(k) (5.4.59)[b](k) = D[2|b̌| − w(k), w(k)] = D(|b̌| + [−(w(k) − |b̌|), w(k) − |b̌|])= b̌ + [−(w(k) − |b̌|), w(k) − |b̌|] (5.4.60)

max(D[b](k)) = |[b](k)| = w(k) ≥ 0 (5.4.61)

max(D[x]G) = |[x]G| = C−1w =: x∗ ≥ 0 (5.4.62)

Proof. As in the proof of Theorem 5.4.34 one can show that C(k) , k = 1, . . . , n, are
M-matrices. By inspecting the formulae for the interval Gaussian algorithm one easily
sees that all the vectors w(k) are nonnegative.
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First we prove (5.4.58) and (5.4.59). For k = 1 these formulae are trivial. Let them
hold for some k < n and choose i, j > k . Then A(k) = C(k) and ⟨[A](k)⟩ = C(k) by as-
sumption, and

a(k+1)
ij = a(k)

ij −max([a](k)ik [a](k)kj[a](k)kk

) = c(k)ij − |[a](k)ik | |[a](k)kj |⟨[a](k)kk ⟩= c(k)ij − c(k)ik c
(k)
kj

c(k)kk

= c(k+1)ij .

Hence A(k+1) = C(k+1) . Since Ǎ(k) = I the same holds for [A](k+1) as can be seen from
Theorem2.4.4. Therefore, rad([A](k+1)) = I − C(k+1) which yields (5.4.58) for k + 1. From[a](k+1)ij = [c(k+1)ij , −c(k+1)ij ] for i ̸= j, and from ⟨[a](k+1)ii ⟩ = c(k+1)ii we get (5.4.59).

Now we prove (5.4.60) and (5.4.61) which certainly are trivial if k = 1. Let them
hold for some k < n . Then max(D[b](k)) = w(k) = |D[b](k)| = |[b](k)| by assumption and
by |D| = I . This implies

max(di[b](k+1)i ) = max(di[b](k)i ) −min(di [a](k)ik[a](k)kk

[b](k)k )
= w(k)

i −min( [a](k)ik⟨[a](k)kk ⟩ |[b](k)k |)
= w(k)

i −min( [a](k)ik⟨[a](k)kk ⟩w(k)
k ) = w(k)

i + |[a](k)ik |⟨[a](k)kk ⟩w(k)
k

= w(k)
i − c(k)ik

c(k)kk

w(k)
k = w(k+1)

i ,

where we exploited the symmetry of [a](k)ik and (5.4.58). With Theorem 2.4.4 one sees
that mid(di[b](k+1)i ) = mid(di[b](k)i ) = |b̌i| whence rad([b](k+1)i ) = rad(di[b](k+1)i ) =
w(k+1)
i − |b̌i|. This yields (5.4.60) and (5.4.61) for k + 1.
Now we address (5.4.62). For k = n we get

max(dn[x]Gn ) = |dn[b](n)n | / ⟨[a](n)nn ⟩ = |[b](n)n | / ⟨[a](n)nn ⟩,
which equals |[x]Gn | aswell as w(n)

n /c(n)nn = x∗
n . Hereweused (5.4.59) and (5.4.61). Assume

now that max(dj[x]Gj ) = |[x]Gj | = x∗
j holds for j = n, n − 1, . . . , i + 1. Then

max(di[x]Gi ) = max((di[b](n)i − n∑
j=i+1

di[a](n)ij [x]Gj ) / [a](n)ii )= max((di[b](n)i − n∑
j=i+1

[a](n)ij |[x]Gj |) / [a](n)ii )
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= (|di[b](n)i | + n∑
j=i+1

|[a](n)ij | |[x]Gj |) / ⟨[a](n)ii ⟩= (w(n)
i − n∑

j=i+1
c(n)ij x

∗
j ) / c(n)ii = x∗

i ,

where we exploited the symmetry of [a](n)ij .

Based on Lemma 5.4.35 we will now show that it is sufficient to solve the single real
system Cx = w in order to compute IGA([A], [b]) for matrices of the form [A] = I +[−R, R].
Theorem 5.4.36. Let [A] = I + [−R, R] ∈ 𝕀ℝn×n , R ≥ O, ρ(R) < 1 and let [b] ∈ 𝕀ℝn ,
C := I − R, w := |b̌| + rad([b]), x∗ := C−1w. With C(n) from the Gaussian algorithm
define fi := 1/c(n)ii , i = 1, . . . , n. Then for each i ∈ {1, . . . , n} we have

xGi = min{xĩ , μi xĩ }, xGi = max{ ̃xi , μi ̃xi}, (5.4.63)

where
xĩ := −x∗

i + fi(b̌ + |b̌|)i , ̃xi := x∗
i + fi(b̌ − |b̌|)i , (5.4.64)

and
μi := 1

2fi − 1 ∈ (0, 1].
Proof. From (5.4.58)we get c(n)ii ≤ 2 − c(n)ii . Hence c(n)ii ≤ 1, 2fi − 1 ≥ 1 > 0 and 0 < μi ≤ 1.

Let [z]i := [b](n)i − n∑
j=i+1

[a](n)ij [x]Gj .
With Lemma 5.4.35 we obtain[z]i = [b](n)i − n∑

j=i+1
[a](n)ij |[x]Gj | = [b](n)i − n∑

j=i+1
[a](n)ij x

∗
j

and

zi = b(n)
i − n∑

j=i+1
c(n)ij x

∗
j = b̌i − |b̌i| + w(n)

i − n∑
j=i+1

c(n)ij x
∗
j = b̌i − |b̌i| + c(n)ii x

∗
i = c(n)ii ̃xi .

In particular, sign(zi) = sign( ̃xi).
If zi ≥ 0, then ̃xi ≥ 0 and

xGi = zi
a(n)
ii

= zi
c(n)ii

= fi(b̌i − |b̌i|) + x∗
i = ̃xi ≥ μi ̃xi .
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If zi < 0, then ̃xi < 0 and by (5.4.58) we get

xGi = zi
a(n)
ii

= zi
2 − c(n)ii

= μi
zi
c(n)ii

= μi ̃xi ≥ ̃xi .
This proves the second equality in (5.4.63).

In order to prove the first one we replace [b] by −[b]. Then [y]G = IGA([A], −[b])= − IGA([A], [b]) = −[x]G . Applying the second equality of (5.4.63) to yGi yields xGi =−yGi = −max{ ̃yi , μi ̃yi} = min{− ̃yi , −μi ̃yi} with ̃yi := x∗
i + fi(−b̌i − |b̌i|) = −x̃ i .

Theorem 5.4.36 shows a remarkable analogy to Theorem 5.3.16 which provides formu-
lae for the interval hull [x]H = S of the solution set S . Notice that x∗ is the same vector
in both theorems since M = C−1 . By means of these theorems it is easily seen that[x]Gi = [x]Hi if fi = mii . The following result is essentially based on this fact. It shows
that at least one bound of each component [x]Gi coincides with the corresponding
bound of [x]Hi .
Theorem 5.4.37. The assumptions of Theorem 5.4.36 imply[x]Gn = [x]Hn . (5.4.65)

In addition, for any i ∈ {1, . . . , n} we get
xGi = xHi = x∗

i if b̌i ≥ 0, and xGi = xHi = −x∗
i if b̌i ≤ 0.

In particular, with x∗ from Theorem 5.4.36 the equality [x]Gi = [x]Hi = [−x∗
i , x

∗
i ] holds if

b̌i = 0.

Proof. With the notation of the two Theorems 5.3.16 and 5.4.36 the last column of M
can be written as y = C−1e(n) . By Cramer’s rule yn = det(C)/det(C) with C being the(n − 1) × (n − 1) leading principal submatrix of C . Since det(C) = c(n)11 ⋅ c(n)22 ⋅ ⋅ ⋅ c(n)nn =
det(C) ⋅ c(n)nn one gets fnn = mnn . Therefore, (5.4.65) holds. The remaining part of the
theorem follows directly from the Theorems 5.3.16 and 5.4.36 with ̃xHi = x∗

i = ̃xi ≥ 0
if b̌i ≥ 0 and x̃Hi = −x∗

i = x̃ i ≤ 0 if b̌i ≤ 0 which implies xGi = xHi = x∗
i if b̌i ≥ 0 and

xGi = xHi = −x∗
i if b̌i ≤ 0.

Unfortunately, mii = fi , i = 1, . . . , n − 1, does not hold, in general. Hence [x]G ̸= [x]H ,
i.e., the enclosure of S by [x]G is not optimal. This is even true in the 2 × 2 case and,
therefore, for tridiagonal matrices, as the following example shows.

Example 5.4.38. Let[A] = ( 1 [−1, 1][−1
2 ,

1
2 ] 1

) , [b] = (−1
1
) = b̌.
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Then

C = ( 1 −1−1
2 1

) , C(n) = (1 −1
0 1

2
) ,

M = C−1 = (2 2
1 2

) , x∗ = M|b̌| = (4
3
) ,[x]G = ([−4, 2][13 , 3] ) ̸= [x]H = ([−4, 0][13 , 3] ) .

In order to complete Theorem 5.4.37 we need a result on the matrix C = I − R .
Lemma 5.4.39. Let C = I − R ∈ ℝn×n , R ≥ O, ρ(R) < 1, and let M = C−1 . Denote by C(k)

the matrices of the Gaussian algorithm. Then the following assertions hold.
(a) For arbitrary i, j ∈ {1, . . . , n} we have mij ̸= 0 if and only if i is connected to j in

the graph G(C).
(b) Let (L,U) be the triangular decomposition of C. Then c(k)ij ̸= 0 for i ̸= j and k ≤ m :=

min{i, j} if and only if i is connected to j in the graph G(C) such that all intermediate
nodes is in the corresponding path satisfy is < min{i, j, k}.
In particular, lij ̸= 0 for i > j if and only if i is connected to j in G(C) such that all
intermediate nodes is in the corresponding path satisfy is < j .

Proof. (a) From M = (I − R)−1 = ∑∞
p=0 Rp and from the nonnegativity of R we get mii ≥

1. Since C is an M-matrix it also has positive diagonal entries. Therefore, the assertion
is true for i = j . Assume now i ̸= j . Then mij ̸= 0 if and only if (Rp)ij > 0 for at least one
p ∈ ℕ. For p > 1 this holds if and only if in the representation(Rp)ij = n∑

i1=1

n∑
i2=1

⋅ ⋅ ⋅ n∑
ip−1=1

ri,i1 ⋅ ri1,i2 ⋅ ⋅ ⋅ rip−1,j
at least one summanddiffers from zero. The corresponding indices determine the path
required in the assertion, and vice versa. For p = 1 the path is i → j .

(b) ‘⇒’: Let c(k)ij ̸= 0 hold with k ≤ m . Then in G(C(k)) there exists the path i→ j .
If m = 1, this implies the assertion. If m > 1, we see from the formula

c(k)ij = c(k−1)ij − c(k−1)i,k−1c
(k−1)
k−1,j

c(k−1)k−1,k−1

(5.4.66)

and from the signs of the entries of the M-matrix C(k−1) that c(k)ij ̸= 0 if and only if
c(k−1)ij ̸= 0 or both c(k−1)i,k−1 , c

(k−1)
k−1,j ̸= 0. Therefore, in G(C(k−1)) we obtain the path i → j

or i → (k − 1) → j . Repeat the arguments while the upper index goes down to 1. This
yields the path in G(C(1)) = G(C) as it was asserted.

‘⇐’: Let the path of the assertion exist. Without loss of generality assume that it
contains none of the nodes twice. (Otherwise cut off the piece between the two equal
nodes including one of them.) We proceed by induction on the length p of the path. If
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p = 1, then the path reads i → j, hence cij = c(1)ij ̸= 0. Using the arguments following
(5.4.66) we obtain c(k)ij ̸= 0 for all k ≤ m . Assume now that the assertion is true for all
pairs of indices for which the corresponding path in G(C) has a length which is less
than or equal to some p . Let i, j be connected by a path of length p + 1 and let is be
the largest node among all intermediate nodes of this path. Then by the hypothesis of
the induction c(is)i,is ̸= 0 and c(is)is ,j ̸= 0 whence c(is+1)ij ̸= 0 by (5.4.66). As above, we get
c(k)ij ̸= 0 for all k with is+1 ≤ k ≤ m .

The assertion for lij follows immediately, since lij = c(j)ij /c(j)jj ̸= 0 if and only if
c(j)ij ̸= 0.

Theorem 5.4.40. The assumptions of Theorem 5.4.36 imply[x]Gi ̸= [x]Hi (5.4.67)

if and only if the following two properties (i), (ii) or, equivalently (i), (iii) hold.
(i) b̌i ̸= 0.
(ii) Using the matrices L from the LU decomposition of C = I − R and M = (I − R)−1

there is an index k > i such that mik ̸= 0 and lki ̸= 0.
(iii) There is an index k > i such that the node i is connected to k in the graph G(C), and,

vice versa, the node k is connected to i, where in this latter case the intermediate
nodes ij of the path have to satisfy ij < i .

Proof. We use again the notations from the Theorems 5.3.16 and 5.4.36. By these theo-
rems andTheorem5.4.37 the inequality (5.4.67) is equivalent to (i) and mii ̸= fi . In order
to derive an equivalent condition for mii − fi = (M − (C(n))−1)ii ̸= 0 let C = LU = LC(n)

be the LU decomposition of C . Then (C(n))−1 = C−1L = ML implies

M − (C(n))−1 = M(I − L) ≥ O. (5.4.68)

Hence (M − (C(n))−1)ii ̸= 0 if and only if there is an index k > i such that mik ̸= 0 and
lki ̸= 0. Here, we exploited M ≥ O, I − L ≥ O; k > i is required since I − L is a strictly
lower triangular matrix. This proves the equivalence of (5.4.67) with (i), (ii). Since by
Lemma 5.4.39 (ii) is equivalent to (iii) the theorem is proved.

Theorem 5.4.40 shows that [x]H = [x]G is true for 2 × 2 matrices of the form [A] =
I + [−R, R] if and only if b̌1 = 0 or [a]12 = 0 or [a]21 = 0. This is equivalent to ‘ b̌1 = 0
or C is reducible’. In particular, if b̌1 ̸= 0 and if C is irreducible, then [x]G1 ̸= [x]H1 holds.
This can be generalized to n × n matrices.

Corollary 5.4.41. Let the assumptions of Theorem 5.4.36 hold with n > 1, and let C be
irreducible. Then for an arbitrary i < n[x]Gi = [x]Hi if and only if b̌i = 0. (5.4.69)

Proof. Since C is irreducible and i < n there are two paths in the graph G(C) which
connect i to i + 1 and i + 1 to i, respectively. Concatenate these paths to end up with
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i→ ⋅ ⋅ ⋅ → i + 1→ ⋅ ⋅ ⋅ → i . Trace back this path starting with the right node i until you
find the first node, say i0 , which is larger than i . (At latest, i + 1 is such a node.) Then
(iii) of Theorem 5.4.40 is fulfilled with k = i0 , i.e., (iii) always holds if C is irreducible.
Thus (5.4.67) is equivalent to (i), which proves (5.4.69).

Corollary 5.4.41 shows that for matrices of the form [A] = I + [−R, R] the interval
Gaussian algorithm often overestimates the interval hull of S, a phenomenonwhich is
well known in the literature. (Cf. Neumaier [257], p. 160ff; Neumaier [258], Rohn [304],
Rump [317]; or Wongwises [364], e.g.)

The interval Gaussian algorithm – pivoting

In classical numerical analysis pivoting is an essential feature when applying the
Gaussian algorithm. We will do so similarly for the interval version of this algorithm.
To this end we want to select the pivot so that the absolute value and the radius of
the entries [a](k+1)ij do not increase too much when compared with the corresponding
quantities for [a](k)ij . The inequalities

|[a](k+1)ij | ≤ |[a](k)ij | + |[a](k)ik [a](k)kj |⟨[a](k)kk ⟩
and

rad([a](k+1)ij ) ≤ rad([a](k)ij )+ 1⟨[a](k)kk ⟩ rad([a](k)ik [a](k)kj ) + rad( 1[a](k)kk

) |mid([a](k)ik [a](k)kj )|
suggest making 1/⟨[a](k)kk ⟩ and rad(1/[a](k)kk ) small simultaneously. Since for intervals[a] with 0 ∉ [a] Theorem 2.4.5 implies

rad( 1[a]) = rad([a])⟨[a]⟩|[a]| = rad([a])⟨[a]⟩(⟨[a]⟩ + 2 rad([a]))= 1
2⟨[a]⟩ (1 − ⟨[a]⟩⟨[a]⟩ + 2 rad([a]) )

the radius of 1/[a] decreases with rad([a]) if ⟨[a]⟩ is fixed, and it does the same if⟨[a]⟩ increases while rad([a]) is fixed. This motivates the following pivot selection:
Choose [a](k)i0,k as pivot such that the quotient

q([a](k)ik ) = 1 + rad([a](k)ik )⟨[a](k)ik ⟩ , i ≥ k, 0 ∉ [a](k)ik , (5.4.70)

is minimized.
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Here, the one in the numerator is introduced in order to have an additional choice
among degenerate entries.

Hebgen suggested in [138] merely to minimize

rad([a](k)ik )⟨[a](k)ik ⟩ , i ≥ k, 0 ∉ [a](k)ik , (5.4.71)

supplemented by an additional selection for degenerate entries. This criterion is in-
variant against scaling, i.e., by multiplying rows by real numbers ( ̸= 0). According
to (5.4.71) intervals with large radius and large mignitude are thus as good as inter-
vals with small radius and small mignitude while in (5.4.70) the mignitude is slightly
overemphasized. Note however, that in both situations it cannot be guaranteed that
the selection yields the smallest width for [a](k+1)ij . If, e.g.,

[A] = ( [1, 3] [−1, 1] [−1, 1][2, 12] [−1, 1] [−1, 1][−1, 1] [−1, 1] 10
) ,

then q([1, 3]) = 2 < q([2, 12]) = 3, whence

[a](2)33 = 10 − {{{ [−1, 1], if [1, 3] is the pivot,[−1/2, 1/2], if [2, 12] is the pivot,
so that a selection according to (5.4.70) or (5.4.71) is certainly not the best.

The interval Cholesky method – basics

The Cholesky method of classical numerics was tailored to solve a linear system of
equations with a symmetric and positive definite matrix A . It approximately halves
the amount of work needed for the Gaussian algorithm and produces a unique lower
triangular matrix LC with positive diagonal entries such that A = LC(LC)T holds. By
the following theorem and its proof we can see that A has a triangular decomposition(L, U) and how L, U are related to LC .

Theorem 5.4.42. Let A = AT ∈ ℝn×n and denote by Ak the k × k leading principal sub-
matrix of A. Then the following statements are equivalent.
(a) A is positive definite.
(b) det Ak > 0, k = 1, . . . , n.
(c) There is a unique lower triangularmatrix LC with positive diagonal entries such that

LC(LC)T holds.

Proof. ‘(a)⇒ (b)’: By virtue of Theorem 1.8.11 all eigenvalues of A are positive,
hence det A > 0 holds by Theorem 1.8.1. For x = (x1, . . . , xk)T ∈ ℝk \ {0} and
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x = (x T , 0, . . . , 0)T ∈ ℝn we have 0 < xTAx = xTAkx, hence Ak is also symmet-
ric and positive definite, whence det Ak > 0.

‘(b)⇒ (c)’: According to Theorem 5.4.3 and (b) the matrix A has a triangular de-
composition A = LU . Denote by Lk , Uk the k × k leading principal submatrices of
L, U . Then Ak = LkUk and 0 < det Ak = det Lk det Uk = 1 ⋅ det Uk = ∏k

l=1 a
(l)
ll . There-

fore, a(1)
11 = detA1 > 0 and a(k)

kk = det Ak /det Ak−1 > 0, k = 2, . . . , n, so that

D = diag(√a(1)
11 , . . . ,√a(n)

nn )
exists. With Û = D−2U we obtain A = LD2Û = AT = ÛTD2LT whence by the unique-
ness of the triangular decomposition of A we must have L = ÛT . With LC = LD we
then get (c). Uniqueness can be derived either directly as in Theorem 1.8.13 or from the
uniqueness of the triangular decomposition of A .

‘(c)⇒ (a)’ follows as in Theorem 1.8.13.

The equivalence of (a) and (c) in the preceding theorem was already stated as Theo-
rem 1.8.13. It was proved there by differentmeans. Notice that the properties (b) and (c)
of Theorem 5.4.42 are computable criteria for positive definiteness if rounding errors
are avoided.

The interval Cholesky method for [A] = [A]T ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn follows the def-
inition of the classical Cholesky method which is organized in three steps like the
Gaussian algorithm:
Step 1: Compute LC . (LC(LC)T decomposition)
Step 2: Solve LCy = b . (Forward substitution)
Step 3: Solve (LC)Tx = y . (Backward substitution)

For intervals these three steps can be realized as follows:

[l]Cij = {{{ ([a]jj − ∑j−1
k=1([l]Cjk)2)1/2 if i = j([a]ij − ∑j−1
k=1[l]Cik[l]Cjk) / [l]Cjj , if i = j + 1, . . . , n, j = 1, . . . , n;

[y]i = ([b]i − i−1∑
j=1
[l]Cij[y]j) / [l]Cii , i = 1, . . . , n;

[x]Ci = ([y]i − n∑
j=i+1

[l]Cji[x]Cj ) / [l]Cii , i = n, n − 1, . . . , 1. (5.4.72)

Here, according to Definition 2.6.1 we use[a]2 = { a2 | a ∈ [a] } ⊆ [a] ⋅ [a] with equality if and only if 0 ∉ int([a]), (5.4.73)

and [a]1/2 = √[a] = {√a | a ∈ [a]}
for intervals [a], where we assume a ≥ 0 in the latter case.
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The construction of [x]C is called the interval Cholesky method. The vector [x]C
exists if and only if the radicands of [l]Cii have a positive lower bound for i = 1, . . . , n .
In this case we say that the Cholesky method is feasible. We also use the notation[x]C = ICh([A], [b]).

Many properties of this algorithm are analogous to the interval Gaussian algo-
rithm. Therefore, we can proceed faster than there. We start with a representation
of [x]C as a product. For this purpose we use the quantities [l]Cij from the Cholesky
method and define the diagonal matrices [D](k)C , k = 1, . . . , n, and the lower triangu-
lar matrices [L](k)C , k = 1, . . . , n − 1, by

([D](k)C )ij := {{{{{{{{{
1 if i = j ̸= k,

1/[l]Ckk if i = j = k,

0 otherwise,

([L](k)C )ij := {{{{{{{{{
1 if i = j,−[l]Cik if j = k < i,

0 otherwise.

(5.4.74)

Then the last two steps in (5.4.72) yield[y] = [D](n)C ([L](n−1)C ([D](n−1)C (. . . ([L](1)C ([D](1)C [b])) . . .))),[x]C = [D](1)C (([L](1)C )T(. . . (([L](n−1))T([D](n)C [y])) . . .)). (5.4.75)

Let [L]C be the lower triangular matrix with the entries [l]Cij , i ≥ j, from the interval
Cholesky method. We leave it to the reader to show that|[D](n)C | ⋅ |[L](n−1)C | ⋅ |[D](n−1)C | ⋅ ⋅ ⋅ |[L](1)C | ⋅ |[D](1)C | = ⟨[L]C⟩−1 (5.4.76)

holds. Analogously to |[A]G| we introduce |[A]C| using (5.4.76) for shortness:|[A]C| := ⟨([L]C)T⟩−1⟨[L]C⟩−1. (5.4.77)

It has a similar interpretation as |[A]G|.
By virtue of the formulae (5.4.72) or the representation (5.4.75) we get at once the

following properties of which (b) with Ssym ⊆ [x]C is most remarkable.

Theorem 5.4.43. Let [A] = [A]T ∈ 𝕀ℝn×n , [b], [c] ∈ 𝕀ℝn and let D ∈ ℝn×n be a diagonal
matrix with positive diagonal entries.
(a) If ICh([A], [b]) exists and [Â] = [Â]T ⊆ [A], [b̂] ⊆ [b], then ICh([Â], [b̂]) exists and

is contained in ICh([A], [b]). (Subset property)
(b) If ICh([A], [b]) exists, then the Cholesky method is feasible for each pair (A, b) ∈([A], [b]) with A = AT . In particular, the symmetric solution set Ssym of [A]x = [b]

is enclosed by ICh([A], [b]). (Enclosure property)
(c) The existence of ICh([A], [b]) does not depend on [b].
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(d) ICh([A], α[b]) = α ICh([A], [b]), α ∈ ℝ. (Homogeneity with respect to [b])
(e) ICh([A], [b] + [c]) ⊆ ICh([A], [b]) + ICh([A], [c]). (Subadditivity)
(f) If ICh([A], [b]) exists, then ICh(D[A]D, [b]) exists and satisfies

ICh(D[A]D, D[b]) = D−1 ICh([A], [b]).
(Scaling)

(g) If [A] ≡ A ∈ ℝn×n , then ICh([A], [b]) = ICh(A, [b]) ⊇ A−1[b].
(h) If [b] ≡ b ∈ ℝn , then ICh([A], [b]) = ICh([A], b) ⊆ ICh([A]) ⋅ b.
Before we give an alternative access to [x]C by a recursive definition using a Schur
complement, we illustrate some of the phenomena of the interval Cholesky method
by means of a simple example.

Example 5.4.44. Let [A] = ( 4 [−1, 1][−1, 1] 4
) , [b] = (6

6
) .

With A = (4 α
β 4

) for A ∈ [A] we get
A−1b = 6

16 − αβ (4 − α4 − β) , where α, β ∈ [−1, 1].
If A = AT ∈ [A], then β = α yields

A−1b = 6
4 + α (11) .

Thus
Ssym = ([1815 , 2] , [1815 , 2])T , S = ([18

17
, 2] , [18

17
, 2])T[x]C = ([1, 2], [18

16
, 2])T , [x]G = ([1, 2], [18

17
, 2])T

where [x]G denotes the vector resulting from the interval Gaussian algorithm. The sets

Ssym = { 6
4 + α (11)  −1 ≤ α ≤ 1} = {γ ⋅ (1

1
)  65 ≤ γ ≤ 2}

and

S = conv{(6
5
,
6
5
)T , (2, 2)T , (18

17
,
30
17
)T , (30

17
,
18
17
)T}

can be seen in Figure 5.4.1.
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Ssym

S

2 x

y

1

1

2

Fig. 5.4.1: The sets S and Ssym .

Example 5.4.44 shows that the following properties can occur.
(i) Ssym ̸= S (cf. also Neumaier [257]),
(ii) Ssym ̸= [x]C ,
(iii) S ̸= [x]G ,
(iv) S ̸⊆ [x]C (but Ssym ⊆ [x]C ; cf. Theorem 5.4.43),
(v) [x]C ⊆ [x]G with [x]C ̸= [x]G .
Our next example illustrates another possible property.
(vi) [x]G ⊆ [x]C with [x]G ̸= [x]C .
So unfortunately neither [x]C ⊆ [x]G nor the converse can be guaranteed in general.

Example 5.4.45. Let [A] = ([1, 4] [0, 1][0, 1] 3
) , [b] = ( 2[0, 2]) .

Then [x]G = ([0.25, 3], [−1, 1])T ⊂ [x]C = ([0, 3], [−1, 1])T .
The reasons why the two examples above work, is best seen by expressing [x]C and[x]G in terms of the input data. One obtains[x]C2 = 1[a]22 − [a]212

[a]11

⋅ {[b]2 − [a]12[a]11 [b]1}[x]C1 = 1√[a]11 ⋅ { [b]1√[a]11 − [a]12√[a]11 [x]C2}[x]G2 = 1[a]22 − [a]12⋅[a]12
[a]11

⋅ {[b]2 − [a]12[a]11 [b]1}[x]G1 = 1[a]11 ⋅ {[b]1 − [a]12[x]G2 } .
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Hence, by (5.4.73), we always get [x]C2 ⊆ [x]G2 . If, however, 0 ∉ int([a]12), then[x]C2 = [x]G2 , and the subdistributivity causes [x]G1 ⊆ [x]C1 . Similar phenomena can ap-
pear in higher dimensions, too.

Nowwepresent the alternative description of the Choleskymethodwhichwehave
already announced.

Consider the matrix [A] = [A]T ∈ 𝕀ℝn×n in the block form[A] = ([a]11 [c]T[c] [A]) with [c] ∈ 𝕀ℝn−1.

In connectionwith theCholeskymethodweassume that the terms [c]i[c]i in the Schur
complement Σ([A]) = [A] − 1

[a]11
[c][c]T are evaluated as squares according to (5.4.73).

We call ([L]C , ([L]C)T) the Cholesky decomposition of [A] ∈ 𝕀ℝn×n if 0 < a11 and
if either n = 1 and [L]C = (√[a]11) or[L]C = ( √[a]11 0[c]/√[a]11 [L]) , (5.4.78)

where ([L], ([L])T) is the Cholesky decomposition of Σ([A]).
If this triangular decomposition exists then[x]C = ICh(([L]C)T , ICh([L]C , [b]))

which means solving two triangular systems as forward and backward substitution.

Theorem 5.4.46. Thematrix [L]C in (5.4.78) exists if and only if [L]C from (5.4.72) exists.
In this case, both matrices are identical.

Proof. We prove the assertion by induction with respect to the number n of rows/
columns of [A].

If n = 1 the assertion follows from √[a]11√[a]11 = [a]11 for 0 ≤ a11 .
Let the assertion be true for some n and choose [A] from 𝕀ℝ(n+1)×(n+1) . By ease of

argumentation we replace [L]C , [L] in (5.4.78) by [M], [M] .
Assume first that [L]C exists, where [L]C is computed by the interval Cholesky

method (5.4.72). We show that [A] has the Cholesky decomposition ([M], [M]T) sat-
isfying [M] = [L]C . Since [L]C exists, we obtain a11 > 0. Hence [l]Ci1 = [m]i1 for i =
1, . . . , n + 1.
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For j ≥ 2, the formulae in the interval Cholesky method can be reformulated by{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{

[l]Cjj = (([a]jj − ([l]Cj1)2) − j−1∑
k=2
([l]Cjk)2)1/2= (([a]jj − [a]2j1√[a]11√[a]11 ) − j−1∑

k=2
([l]Cjk)2)1/2= (([a]jj − [a]2j1[a]11 ) − j−1∑

k=2
([l]Cjk)2)1/2,[l]Cij = (([a]ij − [l]Ci1[l]Cj1) − j−1∑
k=2
[l]Cik[l]Cjk) / [l]Cjj= (([a]ij − [a]i1[a]j1[a]11 ) − j−1∑

k=2
[l]Cik[l]Cjk) / [l]Cjj .

(5.4.79)

These formulae can be interpreted as (5.4.72) applied to Σ([A]) ∈ 𝕀ℝn×n which results
in a lower triangular matrix [L] . By the hypothesis made for this induction thematrix[M] exists and equals [L] . Thus [M] exists and satisfies [M] = [L]C .

Assume now conversely that [M] exists. Then, again, a11 > 0, [l]Ci1 = [m]i1 for
i = 1, . . . , n + 1, and [L] = [M] by the hypothesis and by (5.4.79). This concludes the
proof.

The interval Cholesky method – feasibility

As for the interval Gaussian algorithm, the interval Cholesky method can break down
even if it is feasible for all symmetric element matrices contained in [A] = [A]T . This
can be seen from the Reichmann matrix [A] = [A]T in Example 5.4.33 with x = 2/3.
As was already shown there, the leading principal submatrices of eachmatrix Ã ∈ [A]
have positive determinants, hence the symmetric ones are positive definite. According
to Theorem 5.4.42 the Cholesky method is feasible for each Ã but the interval version
fails since [l]C11 = 1, [l]C21 = [l]C31 = [0,2/3], [l]C22 = [√5/3,1], [l]C32 = [−4/(3√5), 2/√5],
and [a]33 − ([l]C31)2 − ([l]C32)2 = [−11/45, 1] contains zero in its interior, i.e., [l]C33 does
not exist.

As for the interval Gaussian algorithm, H -matrices are also appropriate for the
interval Cholesky method. This is stated in our first criterion.

Theorem 5.4.47. Let [A] ∈ 𝕀ℝn×n be an H-matrix satisfying [A] = [A]T and 0 < aii ,
i = 1, . . . , n. Then [x]C exists for any [b] ∈ 𝕀ℝn , and the matrix [L]C of the Cholesky
decomposition is again an H-matrix.

Proof. By the assumptions, Â := ⟨[A]⟩ is a Stieltjesmatrix, inparticular, it is symmetric
and positive definite by Theorem 1.10.8. According to Theorem 5.4.42 Â can be repre-
sented as Â = ̂L ̂LT by using the Choleskymethod. From the formulae of this method it
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follows immediately that the triangularmatrix ̂L is contained in Zn×n and has positive
diagonal entries. Therefore, it is an M-matrix. We show by induction with respect to
the column index j that the matrix [L]C exists and that̂L ≤ ⟨[L]C⟩ (5.4.80)

holds. Then Corollary 1.10.5 guarantees that [L]C is an H -matrix.
For j = 1, [l]C11 = √[a]11 exists since we assumed a11 > 0. We get ⟨[l]C11⟩ =√⟨[a]11⟩ = ̂l11 , [l]Ci1 = [a]i1/[l]C11 . Moreover,|[l]Ci1| =  [a]i1[l]C11  = |[a]i1|⟨[l]C11⟩ = − ̂li1, i = 2, . . . n.

Let all columns of [L]C exist which have an index less than j > 1. Assume that
(5.4.80) holds for all these columns and define[s] := j−1∑

k=1
([l]Cjk)2

and [t] := [a]jj − [s].
Then using ajj > 0 and the induction hypothesis we obtain

0 < ̂l2jj = ⟨[a]jj⟩ − j−1∑
k=1

̂l2jk ≤ ⟨[a]jj⟩ − j−1∑
k=1
|[l]Cjk|2= ajj − s = t = ⟨[t]⟩ = ⟨[a]jj − j−1∑

k=1
([l]Cjk)2⟩.

Hence 0 ∉ [a]jj − ∑j−1
k=1([l]Cjk)2 . Therefore, [l]Cjj exists and satisfies ⟨[l]Cjj⟩ ≥ ̂ljj .

For i > j we get |[l]Cij| ≤ (|[a]ij| + j−1∑
k=1
|[l]Cik| |[l]Cjk|) / ⟨[l]Cjj⟩≤ (|[a]ij| + j−1∑

k=1

̂lik ̂ljk) / ̂ljj = − ̂lij .
This implies ̂lij ≤ −|[l]Cij|.
The following corollary is an immediate consequence of Theorem 5.4.47 because the
matrices therein are H -matrices.
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Corollary 5.4.48. Let [A] = [A]T ∈ 𝕀ℝn×n with 0 < aii , i = 1, . . . , n. Then in each of the
following cases [x]C exists.
(a) ⟨[A]⟩ is strictly diagonally dominant.
(b) ⟨[A]⟩ is irreducibly diagonally dominant.
(c) ⟨[A]⟩ is regular and diagonally dominant.
(d) ⟨[A]⟩ is positive definite.
Symmetric H -matrices are closely related to positive definitematrices as the following
theorem shows.

Theorem 5.4.49. Let [A] ∈ 𝕀ℝn×n be an H-matrix satisfying [A] = [A]T and 0 < aii ,
i = 1, . . . , n. Then each symmetric matrix Ã ∈ [A] is positive definite.
Proof. Since ⟨[A]⟩ is an M-matrix, ⟨Ã⟩ ≥ ⟨[A]⟩ is an M-matrix, too. Because of aii > 0,
the matrix Ã has a nonnegative diagonal part D . Split Ã into Ã = D − B . Then ⟨Ã⟩ =
D − |B| = sI − (sI − D + |B|), s ∈ ℝ. By Theorem 1.10.4, s can be chosen such that

s > ρ(sI − D + |B|) and sI − D + |B| ≥ O; (5.4.81)

hence sI ≥ D, and|sI − Ã| = |sI − D + B| ≤ |sI − D| + |B| = sI − D + |B|
implies

ρ(sI − Ã) ≤ ρ(sI − D + |B|) < s.

Therefore, all eigenvalues λ of Ã satisfy |s − λ| < s, whence λ > 0. This proves the
assertion by Theorem 1.8.11.

Notice that the converse of Theorem 5.4.49 is not true. This is shown by the Reichmann
matrix in Example 5.4.33. Every symmetric matrix Ã ∈ [A] = [A]T is positive definite,
and [A] satisfies aii > 0, i = 1, . . . , n . But [A] is not an H -matrix since otherwise [x]C
exists by Theorem 5.4.47.

Theorem 5.4.50. Let [A] = [A]T ∈ 𝕀ℝn×n be an M-matrix and let [b] ∈ 𝕀ℝn . Then the
following statements hold.
(a) [x]C exists.
(b) If (L(l), (L(l))T), (L(u), (L(u))T) are the Cholesky decompositions of A and A, respec-

tively, then L(l), L(u) are M-matrices. Thematrix [L]C of the Cholesky decomposition
of [A] can be represented as [L]C = [L(l), L(u)]; (5.4.82)

in particular, [L]C is an M-matrix.
(c) If b ≥ 0 or 0 ∈ [b] or b ≤ 0, then [x]C = Ssym .
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Proof. (a) follows from Theorem 5.4.47.
(b) Since A, A are Stieltjes matrices, the formulae in (5.4.72) show at once that

L(l) , L(u) ∈ Zn×n . Theorem 5.4.47, applied to A and to A, respectively, implies that they
are M-matrices.

We prove (5.4.82) by induction with respect to the column index j .
For j = 1 we get at once[l]C11 = √[a]11 = [√a11,√a11] = [l(l)11, l(u)11 ]

and [l]Ci1 = [ai1][l]11 = [ai1l(l)11 , ai1l(u)11

] = [l(l)i1 , l(u)i1 ], i > 1, with l(u)i1 ≤ 0,

where we took into account ai1 ≤ 0 for i > 1.
Assume now that (5.4.82) holds for all columnswith an index less than j > 1. Then[l]Cjj = ([a]jj − j−1∑

k=1
[(l(u)jk )2, (l(l)jk )2])1/2= [l(l)jj , l(u)jj ]

and [l]Cij = ([a]ij − j−1∑
k=1
[l(u)ik l

(u)
jk , l(l)ik l

(l)
jk ]) ⋅ [ 1

l(u)jj

,
1
l(l)jj
] = [l(l)ij , l(u)ij ] for i > j,

since aij ≤ 0 and l(u)ij ≤ 0 for i > j . This proves the assertion.
(c) Denote by D(l,s), L(l,s) and D(u,s), L(u,s) the matrices in the representation

(5.4.75) when the Cholesky method is applied to A and A, respectively. By (b) and by
(5.4.74), these matrices are nonnegative, and[D](s) = [D(u,s), D(l,s)], [L](s) = [L(u,s), L(l,s)].
Hence from (5.4.75) we get

[x]C = {{{{{{{{{
[A−1b, A−1b] if b ≤ 0[A−1b, A−1b] if 0 ∈ [b][A−1b, A−1b] if b ≥ 0

.

Our final result on the interval Cholesky method is a perturbation theorem analo-
gously to Theorem 5.4.29. Since the proof is similar to the one for that theorem we
will skip it here. Its details can be found in Alefeld, Mayer [37].

Theorem 5.4.51. Let [A], [B] ∈ 𝕀ℝn×n , [A] = [A]T , [B] = [B]T , [b] ∈ 𝕀ℝn . Suppose that
ICh([A], [b]) exists. If

ρ(|[A]C| q([A], [B])) < 1, (5.4.83)

then the Cholesky method is feasible for [B].
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Exercises

Ex. 5.4.1. Prove the details in Theorem 5.4.1.

Ex. 5.4.2. Compute IGA([A]) for[A] = ([1, 2] [−2, −1]
1 1

)
and show that IGA([A]) contains the singular matrix

Ã = 1
3
(−1 1−1 1

) .

Ex. 5.4.3. Show that the interval Gaussian algorithm is feasible for Hessenberg ma-
trices with one of the following sign patterns, where a ‘plus’ means sign([a]ii) = +1
or σ([a]ij) = +1, i ̸= j, while a ‘minus’ means sign([a]ii) = −1 or σ([a]ij) = −1, i ̸= j .
How can these matrices be transformed in order to obtain a sign pattern of the form
(5.4.37)?

(+ + + + +− + + + +
0 − + + +
0 0 − + +
0 0 0 − +) , (+ + − − −− + − − −

0 − − − −
0 0 − + +
0 0 0 − +) ,

(+ − − 0 ++ + + 0 −
0 + − 0 +
0 0 + + +
0 0 0 − +) , (+ + − + −+ − + − +

0 + + − +
0 0 − − +
0 0 0 + +) .

Ex. 5.4.4. Show by the example [A] = ([1, 3] 4
4 4

)
in Neumaier [255] that [A]G exists, hence [A] is regular. Show, in addition, that
ρ(|Ǎ−1| rad([A])) < 1 holds, but ρ(|ǍG| rad([A])) ≥ 1. Thus the example fulfills the
assumption of Theorem 3.3.7 (a) but not that of Corollary 5.4.31.

5.5 Iterative methods

One of the earliest references to an iterativemethod for solving linear systems of equa-
tions is contained in a letter by Gauss to his student Christian Ludwig Gerling dated
26December 1823 in the context of solving least squaresproblemsvia thenormal equa-
tions. After briefly describing his method on a 4 × 4 example, Gauss wrote:
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I recommend this method to you for imitation. You will hardly ever again eliminate directly, at
least not when you havemore than two unknowns. The indirect procedure can be donewhile half
asleep, or while thinking about other things.¹

Although Gauss seems to be a little too optimistic, iterative methods are often applied
in numerical analysis, especially for large linear systems. One way to end up with an
iterative algorithm is to transform Ax = b to a fixed point form and to use the stan-
dard fixed point iteration afterwards. This way will also be pursued in the following.
There are essentially two classes of iterative interval methods for enclosing solutions
of interval linear systems: One is based on a splitting [A] = [M] − [N] leading – among
others – to the interval Jacobi and the interval Gauss–Seidel method. The other one
preconditions Ax = b before splitting and ends up with the Krawczyk method. There
are many variants of these methods, partly combined with intersections of an interval
expression and the actual iterate, and partly formulated with some approximation ̃x
of a solution and an enclosure of the error.

Iterative methods based on splittings

In order to derive traditional iterative methods for point systems

Ax = b (5.5.1)

one splits A ∈ ℝn×n into A = M − N and assumes M to be regular and ‘simple’. Then
(5.5.1) is equivalent to

Mx = Nx + b, (5.5.2)

or
x = M−1(Nx + b) = M−1Nx +M−1b (5.5.3)

which induces the iterative process

Mxk+1 = Nxk + b, (5.5.4)

or
xk+1 = M−1(Nxk + b) = M−1Nxk +M−1b. (5.5.5)

If ̃x is some fixed vector, preferably a good approximation of a solution of (5.5.1), then
this linear system can be rewritten as A(x − ̃x) = b − A ̃x which leads to

M(xk+1 − ̃x) = N(xk − ̃x) + b − A ̃x (5.5.6)

1 C. F. Gauss,Über Stationsausgleichungen (CorrespondenceGauss toGerling, Göttingen, 26December
1823). In: Carl Friedrich Gauss, Werke, Vol. 9, pp. 278–281, edited by Königliche Gesellschaft der Wis-
senschaften zu Göttingen, Teubner, Leipzig, 1903. Translation by G. E. Forsythe, Notes, MTAC, Vol. 5,
No. 36 (1951) pp. 255–258.
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or

xk+1 = ̃x +M−1(N(xk − ̃x) + b − A ̃x). (5.5.7)

Since one rarely computes inverses in numerical analysis, the representations (5.5.5)
and (5.5.7) are interesting for theoretical reasons only. In practice, the new iterates are
computed solving the linear systems (5.5.4), and (5.5.6), respectively, which explains
why M should be ‘simple’.

For interval linear systems [A]x = [b] one can proceed similarly, starting with a
splitting [A] = [M] − [N] and ending, for instance, with the iterations[x]k+1 = IGA([M], [N][x]k + [b]) (5.5.8)

and [x]k+1 = ̃x + IGA([M], [N]([x]k − ̃x) + [b] − [A] ̃x). (5.5.9)

They are sometimes modified by iterating with intersections like[x]k+1 = { IGA([M], [N][x]k + [b]) } ∩ [x]k (5.5.10)

and [x]k+1 = ̃x + { IGA([M], [N]([x]k − ̃x) + [b] − [A] ̃x) ∩ ([x]k − ̃x) } (5.5.11)

with a breakdown if the intersections are empty. In (5.5.8)–(5.5.11) we assume that
IGA([M]) exists, which implies that [M] is regular. If [M] = I we get the (interval)
Richardson iteration [x]k+1 = (I − [A])[x]k + [b]. (5.5.12)

If [M] = diag([a]11, . . . , [a]nn), we obtain the (interval) Jacobi method[x]k+1i = ([b]i − n∑
j=1
j≠i

[a]ij[x]kj ) / [a]ii , i = 1, . . . , n. (5.5.13)

If [M] is the lower triangular part of [A], the iteration (5.5.8) leads to the (interval)
Gauss–Seidel method[x]k+1i = ([b]i − i−1∑

j=1
[a]ij[x]k+1j − n∑

j=i+1
[a]ij[x]kj ) / [a]ii , i = 1, . . . , n. (5.5.14)

This can be seen from the following lemmawhen substituting appropriately. We leave
it to the reader to modify these particular methods along the lines (5.5.9)–(5.5.11). We
also mention the Gauss–Seidel method with componentwise intersection[x]k+1i = {([b]i − i−1∑

j=1
[a]ij[x]k+1j − n∑

j=i+1
[a]ij[x]kj ) / [a]ii} ∩ [x]ki , i = 1, . . . , n (5.5.15)

which is not a special case of (5.5.10). As the subsequent lemma shows, an iteration
with a componentwise intersection as in (5.5.15) can always be constructed if [M] is a
regular lower triangular matrix.
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Lemma 5.5.1. Let [A] ∈ 𝕀ℝn×n be a regular triangular matrix and [b] ∈ 𝕀ℝn . Then[x] = IGA([A], [b])
is equivalent to [x]i = ([b]i − i−1∑

j=1
[a]ij[x]j) / [a]ii , i = 1, . . . , n,

if [A] is lower triangular and to[x]i = ([b]i − n∑
j=i+1

[a]ij[x]j) / [a]ii , i = n, n − 1, . . . , 1,
if [A] is upper triangular.
Proof. According to Corollary 5.4.7, IGA([A]) exists.With the notation fromSection 5.4
we show by induction on k that[b](k)i = [b]i − i−1∑

j=1
[a]ij[x]j (5.5.16)

holds for i ≥ k, if [A] is lower triangular.
If k = 1, we have [b](1) = [b] by definition. Assume that (5.5.16) holds for some

k < n . Then for i ≥ k + 1 we obtain by one step of the interval Gaussian algorithm[b](k+1)i = [b](k)i − [b](k)k ⋅ [a](k)ik[a](k)kk

= [b](k)i − [b](k)k ⋅ [a]ik[a]kk , (5.5.17)

since by the lower triangular form of [A] the k-th column of [A] was not changed up
to the k-th Gaussian step. Hence (5.5.17) implies[b](k+1)i = [b](k)i − [x]k[a]ik ,
and by induction we get[b](k+1)i = [b]i − k−1∑

j=1
[a]ij[x]j − [a]ik[x]k

for i ≥ k + 1.
If [A] is upper triangular, the assertion is trivial since the Gaussian algorithm con-

sists of the backward substitution part only.

Methods like (5.5.8) can be considered under several aspects, among them the follow-
ing, where S denotes the solution set of [A]x = [b] and [x]∗ = limk→∞[x]k in the case
of convergence.
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(a) Feasibility: Does [x]k exist for each starting vector [x]0?
(b) Global convergence: Does each sequence ([x]k) converge and is the limit [x]∗ in-

dependent of [x]0?
(c) Inclusion monotony: Do the implications[ ̂x]0 ⊆ [x]1 ⇒ [ ̂x]k ⊆ [x]k ,[x]1 ⊆ [x]0 ⇒ [x]k ⊆ [x]k−1 ⊆ [x]0,[x]1 ⊇ [x]0 ⇒ [x]k ⊇ [x]k−1 ⊇ [x]0

hold for k = 0, 1, . . .?
(d) Inclusion property: Does S ⊆ [x]∗ hold in the case of global convergence?
(e) Permanence of enclosure: Does S ⊆ [x]0 imply S ⊆ [x]k?
(f) Quality of enclosure: What can be said about the distance q( S, [x]∗) in the case

of global convergence? When does [x]∗ = S hold?
(g) Speed of convergence: What can be said on the R-order of (5.5.8) as given in Def-

inition 5.5.3 below?

We are going to answer these questions in detail. To this end we transfer some basic
definitions of traditional numerics to interval analysis.

Definition 5.5.2. Let [A] ∈ 𝕀ℝn×n .We call ([M], [N]) a splitting of [A] if [A] = [M] − [N].
We call such a splitting of [A]
(a) a triangular splitting, if [M] is a regular lower or upper triangular matrix;
(b) a regular splitting, if (M̃, Ñ) is a regular splitting for each pair (M̃, Ñ) ∈ [M] × [N];
(c) an M-splitting, if [M] is an M-matrix and [N] ≥ O .

Definition 5.5.3 (Root convergence factors, R-order). Let ‖ ⋅ ‖ be any fixed monotone
norm on ℝn and let I be an iterative method which produces interval vectors [x]k ∈𝕀ℝn , k = 0, 1, . . . . Denote by C(I, [x]∗) the set of all output sequences of I which
converge to some vector [x]∗ ∈ 𝕀ℝn .
(a) We call I convergent to [x]∗ , if C(I, [x]∗) contains all possible output sequences

of I.
(b) For p ≥ 1 the root convergence factors, or Rp -factors, of a sequence ([x]k) ∈

C(I, [x]∗) are defined as
Rp([x]k) = {{{ lim supk→∞‖q([x]k , [x]∗)‖1/k , if p = 1,

lim supk→∞‖q([x]k , [x]∗)‖1/pk , if p > 1.

(c) If I is convergent to [x]∗ , then for p ≥ 1 the Rp -factor of the method I is defined
as

Rp(I) = sup{ Rp([x]k) | ([x]k) ∈ C(I, [x]∗) }.

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



244 | 5 Linear systems of equations

(d) If I is convergent to [x]∗ , then for p ≥ 1 the R-order of the method I is defined as

OR(I) = {{{∞, if Rp(I) = 0 for p ≥ 1,

inf{p | p ∈ [1,∞), Rp(I) = 1} otherwise.

From the equivalence of norms in ℝn one can easily see that the definitions in (b)–(d)
are independent of the particularmonotone norm ‖ ⋅ ‖. For iterations of the form (5.5.8)
or (5.5.9), the R1-factor is sometimes called the asymptotic convergence factor. The
R-order is a measure for the speed of convergence. It is useful when comparing two
iterative methods. Cum grano salis: the larger the order, the faster the convergence.
One can show (Exercise 5.5.2):

Theorem 5.5.4. With the notation of Definition 5.5.3 and p ≥ 1 the following statements
hold if I is convergent to [x]∗ .
(a) If ‖q([x]k+1, [x]∗)‖ ≤ α‖q([x]k , [x]∗)‖p , k ≥ k0 = k0( (xk) ), for all sequences ([x]k) ∈

C(I, [x]∗) and fixed α ∈ ℝ, then OR(I) ≥ p.
(b) If ‖q([x]k+1, [x]∗)‖ ≥ β‖q([x]k , [x]∗)‖p > 0, k ≥ k0 = k0( (xk) ), for some sequence([x]k) ∈ C(I, [x]∗) and some β ∈ ℝ, then OR(I) ≤ p.
(c) If the assumptions of (a) and (b) hold simultaneously for one and the same p, then

OR(I) = p.

The splittings (a) and (c) in Definition 5.5.2 imply the existence of IGA([M]) and there-
fore the feasibility of (5.5.8). We also have the following result.

Theorem 5.5.5. Let ([M], [N]) be a splitting of [A] ∈ 𝕀ℝn×n and let IGA([M]) exist. Then
the iteration (5.5.8) is feasible, inclusion monotone and satisfies permanence of enclo-
sure. If, in addition, (5.5.8) is globally convergent with limit [x]∗ , then S ⊆ [x]∗ for the
solution set S of [A]x = [b].
Proof. The feasibility follows directly from the existence of IGA([M]). Inclusion
monotony results from Theorem 5.4.1 (a). Assume now S ⊆ [x]0 . Choose ̃x ∈ S . Then
there are matrices Ã ∈ [A], M̃ ∈ [M], Ñ ∈ [N] and a vector b̃ ∈ [b] such that Ã ̃x = b̃,
Ã = M̃ − Ñ . Hence M̃ ̃x = Ñ ̃x + b̃, which implies ̃x ∈ IGA([M], [N][x]0 + [b]) = [x]1 and,
finally, S ⊆ [x]1 . An inductive argument proves S ⊆ [x]k , k = 0, 1, . . . .

If (5.5.8) is globally convergent, we can start with [x]0 ≡ ̃x ∈ S . Similarly as above
we can see ̃x ∈ [x]k , k = 0, 1, . . ., whence ̃x ∈ [x]∗ . Since ̃x ∈ S was arbitrary we get
S ⊆ [x]∗ .
Next we study global convergence of (5.5.8). We start with a general result which for
the Richardson splitting goes back to Otto Mayer [226].

Theorem 5.5.6. Let ([M], [N]) be a splitting of [A] ∈ 𝕀ℝn×n and let IGA([M]) exist.
Then the iteration (5.5.8) is globally convergent to some vector [x]∗ ∈ 𝕀ℝn if and only
if ρ(|[M]G| ⋅ |[N]|) < 1 with |[M]G| as in (5.4.6). In this case the statements of Theo-
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rem 5.5.5 hold, the matrix [A] is regular, and ρ(|[M]G| ⋅ |[N]|) is an upper bound for the
R1 -factor of the iteration (5.5.8).

Proof. Let P = |[M]G| ⋅ |[N]|, [x], [y] ∈ 𝕀ℝn , [f]([x]) = IGA([M], [N][x] + [b]).
‘⇐’: From (5.4.4) we get

q([f]([x]), [f]([y])) ≤ Pq([x], [y]). (5.5.18)

Since ρ(P) < 1, by assumption [f] is a P-contraction, hence (5.5.8) is globally conver-
gent by virtue of Theorem 4.2.6.

‘⇒’: From d([f]([x])) ≥ Pd([x]) we get
d([x]k) ≥ Pkd([x]0), k = 0, 1, . . . (5.5.19)

for the iteration (5.5.8). Assume that ρ(P) ≥ 1. Choose [x]0 such that d([x]0) is a non-
negative eigenvector of P associated with the eigenvalue ρ(P). W.l.o.g. assume that
d([x]∗i0 ) < d([x]0i0 ) holds for at least one index i0; otherwise rescale [x]0 appropriately.
Then (5.5.19) implies d([x]k) ≥ ρ(P)kd([x]0) from which we get the contradiction

d([x]∗i0 ){{{ = ∞ if ρ(P) > 1,≥ d([x]0i0 ) if ρ(P) = 1.

Therefore, ρ(P) < 1.
Choose Ã ∈ [A], M̃ ∈ [M], Ñ ∈ [N] such that Ã = M̃ − Ñ . Then |M̃−1| ≤ |[M]G| by

virtue of (5.4.14). Hence ρ(M̃−1Ñ) ≤ ρ(P) < 1 holds and (I − M̃−1Ñ)−1M̃−1 = (M̃ − Ñ)−1 =
Ã−1 exists. Since Ã ∈ [A] was arbitrary, this proves the regularity of [A].

From (5.5.18) we get q([x]k , [x]∗) ≤ Pkq([x]0, [x]∗), whence ‖q([x]k , [x]∗)‖ ≤‖P‖k‖q([x]0, [x]∗)‖ for any monotone norm of ℝn . Thus ‖P‖ is an upper bound for the
R1-factor of the iteration (5.5.8), and Theorem 1.9.12 implies this property for ρ(P),
too.

Notice that ρ(|[M]G| ⋅ |[N]|) is only an upper bound for the R1-factor. It can be sharp
but does not need to be so as the following example shows.

Example 5.5.7.
(a) Let [M] = I = 2[N] ∈ 𝕀ℝ1×1 , [A] = [M] − [N], [b] = 0 ∈ 𝕀ℝ1 . Then the iteration I

in (5.5.8) yields [x]k+1 = 1
2
[x]k = 1

2k+1
[x]0

with limit [x]∗ = 0. With [x]0 = 1 one gets‖q([x]k , 0)‖1/k = 1
2
≤ R1(I, [x]∗) ≤ ρ(|[M]G| ⋅ |[N]|) = 1

2
,

i.e., R1(I, [x]∗) = ρ(|[M]G| ⋅ |[N]|) = 1/2.
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(b) Let [M] = I, [N] = ( 0 [0, 1/2][0, 1/2] 0
) , [A] = [M] − [N], [b] = ( 1−1) .

Then

ρ(|[M]G| ⋅ |[N]|) = 1/2 < 1, [x]∗ = [1/2, 1] ( 1−1) .

Starting the iteration I in (5.5.8) with[x]0 = [0, 2] ( 1−1) results in [x]1 = [0, 1] ( 1−1) and [x]2 = [x]∗.
Starting with[ ̂x]0 = 3

4
( 1−1) yields [ ̂x]1 = [5/8, 1] ( 1−1) and [ ̂x]2 = [x]∗.

Now start I with an arbitrary vector [ ̃x]0 ∈ ℝ2 . Since limk→∞[ ̃x]k = [x]∗ there is
an integer k0 such that [ ̂x]0 ⊆ [ ̃x]k0 ⊆ [x]0 , whence[x]∗ = [ ̂x]2 ⊆ [ ̃x]k0+2 ⊆ [x]2 = [x]∗.
Therefore, R1(I) = 0 < ρ(|[M]G| ⋅ |[N]|) = 1/2.

Normally the matrix |[M]G| in Theorem 5.5.6 is unknown. Therefore, we look for crite-
ria which guarantee ρ(|[M]G| ⋅ |[N]|) < 1.

Theorem 5.5.8. Let ([M], [N]) be a splitting of [A] ∈ 𝕀ℝn×n . Then⟨[M]⟩ − |[N]| is an M-matrix (5.5.20)

if and only if [M] is an H-matrix with ρ(⟨[M]⟩−1|[N]|) < 1. (5.5.21)

If one of these two equivalent conditions is fulfilled, then

ρ(|[M]G| ⋅ |[N]|) ≤ ρ(⟨[M]⟩−1|[N]|) < 1

with |[M]G| as in (5.4.6), and Theorem 5.5.6 can be applied. In particular, the iteration
(5.5.8) is globally convergent.

Proof. Let (5.5.20) hold. Then ⟨[M]⟩ is an M-matrix by virtue of Corollary 1.10.5. Hence[M] is an H -matrix. From (5.5.20) we get (⟨[M]⟩ − |[N]|)−1 ≥ O . Trivially, (⟨[M]⟩, |[N]|)
is a regular splitting of ⟨[M]⟩ − |[N]| which implies the second property of (5.5.21) by
virtue of Theorem 1.10.21.
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Conversely, let (5.5.21) hold. Then the inverse ⟨[M]⟩−1 exists and is nonnegative.
From the second property of (5.5.21) we get(⟨[M]⟩ − |[N]|)−1 = (I − ⟨[M]⟩−1|[N]|)−1⟨[M]⟩−1= ∞∑

k=0
(⟨[M]⟩−1|[N]|)k⟨[M]⟩−1 ≥ O,

whence ⟨[M]⟩ − |[N]| ∈ Zn×n is an M-matrix.
Let now (5.5.20) or, equivalently, (5.5.21) hold. Then |[M]G| ≤ ⟨[M]⟩−1 by virtue of

Theorem 5.4.6, and (5.5.21) implies ρ(|[M]G| ⋅ |[N]|) ≤ ρ(⟨[M]⟩−1|[N]|) < 1. Therefore,
Theorem 5.5.6 concludes the proof.

If ⟨[A]⟩ = ⟨[M]⟩ − |[N]|, (5.5.22)

then ⟨[A]⟩ ∈ Zn×n . The equality (5.5.22) holds for instance for so-called direct splittings([M], [N]) of [A]. These are splittings with [a]ij = [m]ij or [a]ij = −[n]ij for all i, j ∈{1, . . . , n}. Therefore, if the assumptions of Theorem 5.5.8 hold, the matrix [A] is an
H -matrix.

Theorem 5.5.9. Let ([M], [N]) be a splitting of [A] ∈ 𝕀ℝn×n and let IGA([M]) exist. If
some starting vector [x]0 of the iteration (5.5.8) satisfies

d([x]1) < d([x]0) (5.5.23)

or [x]1 ⊆ int([x]0), (5.5.24)

then ρ(|[M]G| ⋅ |[N]|) < 1 with |[M]G| as in (5.4.6), i.e., Theorem 5.5.6 can be applied. In
particular, the iteration (5.5.8) is globally convergent to some vector [x]∗ ∈ 𝕀ℝn .

Proof. Define P = |[M]G| ⋅ |[N]| and [f]([x]) = IGA([M], [N][x] + [b]) as in the proof of
Theorem 5.5.6, and let (5.5.23) hold. Together with (5.4.4) we get

d([x]0) > d([x]1) = d([f]([x]0)) ≥ Pd([x]0),
whence ρ(P) < 1 by virtue of Theorem 1.9.13 (a). Thus Theorem 5.5.6 concludes the
proof in the case (5.5.23).

Since (5.5.24) implies (5.5.23), the theorem also holds in this case.

Remark 5.5.1. In practical computation (5.5.24) has to be replaced by[x]1comp ⊆ int([x]0), (5.5.25)

where [x]0 is amachine interval (vector) and [x]kcomp denotes the k-th iterate obtained
on a computer usingmachine interval arithmetic. Herewe assume that this arithmetic
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obeys the rules of Section 2.7, among them outward rounding and inclusion mono-
tonicity. Since there are only finitely many machine numbers, these rules imply[x]k+1comp = [x]kcomp (5.5.26)

for some k provided that (5.5.25) holds. Therefore, (5.5.26) can be used as a stopping
criterion in practical computation, perhaps combined with an inequality k ≤ kmax,
where kmax is a maximum number of iterations in order to stop within an appropriate
time.

Iterations based on triangular splittings

The Richardson iteration (5.5.12), the Jacobi method (5.5.13), and the Gauss–Seidel
method (5.5.14) are based on triangular splittings. This is the reason why we are go-
ing to study such splittings in detail.

Theorem 5.5.10. Let ([M], [N]) be a triangular splitting of [A] ∈ 𝕀ℝn×n . Then the itera-
tion (5.5.8) is globally convergent to some vector [x]∗ ∈ 𝕀ℝn if and only if ρ(⟨[M]⟩−1|[N]|)< 1. In addition, the assertions of Theorem 5.5.6 hold.

Proof. Since [M] is a regular triangular matrix it is an H -matrix according to Theo-
rem 3.3.5 (f), and global convergence follows from Theorem 5.5.8.

Conversely, let (5.5.8) be globally convergent to some limit [x]∗ . Split the matrix[M] into [M] = [M]D − [M]T , where [M]D denotes its diagonal part and [M]T is defined
by the splitting. From Lemma 5.5.1 with [M] and [N][x] + [b] instead of [A], [b] we
obtain [x]k+1 = [M]−1D ([N][x]k + [b] + [M]T[x]k+1),
whence

d([x]k+1) ≥ |[M]−1D | (|[N]|d([x]k) + |[M]T | d([x]k+1)). (5.5.27)

Since |[M]−1D | = ⟨[M]D⟩−1 ≥ O has diagonal form, the inequality (5.5.27) and ⟨[M]D⟩ ≥ O
imply (⟨[M]D⟩ − |[M]T |)d([x]k+1) = ⟨[M]⟩ d([x]k+1) ≥ |[N]| d([x]k)
and

d([x]k+1) ≥ Pd([x]k) with P = ⟨[M]⟩−1|[N]| ≥ O.

As in the proof of Theorem 5.5.6 choose [x]0 such that d([x]0) is an eigenvector of P
associated with the eigenvalue ρ = ρ(P). W.l.o.g. assume d([x]0i0 ) > d([x]∗i0 ) for at least
one index i0 . Then

d([x]k) ≥ Pkd([x]0) = ρkd([x]0)
and

lim sup
k→∞

ρkd([x]0i0 ) ≤ d([x]∗i0 ) < d([x]0i0 ),
whence ρ < 1 follows. The proof terminates by virtue of Theorem 5.5.6.
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Now we address particular classes of triangular splittings. To this end we need the
following definition.

Definition 5.5.11. Let [C] ∈ 𝕀ℝn×n be a regular diagonal matrix. The set S[C] is defined
as the set of all triangular splittings ([M], [N]) of [A] ∈ 𝕀ℝn×n which satisfy[m]ii = [c]ii[m]ij[n]ij = 0, i ̸= j

}}} i, j = 1, . . . , n.

Notice that ([M], [N]) ∈ S[C] implies[m]ij = [a]ij , [n]ij = 0 or [m]ij = 0, [n]ij = −[a]ij (5.5.28)

for each index pair (i, j) with i ̸= j, i.e., ([M], [N]) is ‘nearly’ a direct splitting of [A].
In the sequel we will often use the splitting[A] = [D] − [E] − [F] of [A] ∈ 𝕀ℝn×n , (5.5.29)

where [D] = diag([a]11, . . . , [a]nn) denotes the diagonal part of [A], −[E] its strictly
lower triangular part, and −[F] its strictly upper triangular part. We always assume
that [D] is regular.
Theorem 5.5.12. Let [A], [C] ∈ 𝕀ℝn×n , where [C] is a regular diagonal matrix. If the
iteration (5.5.8) is globally convergent for some triangular splitting ([M], [N]) ∈ S[C] ,
then for each splitting ([M̂], [N̂]) ∈ S[C] . In this case the limit [x]∗ is the same for each
splitting from S[C] and|[N]| ≤ |[N̂]| implies ρ(⟨[M]⟩−1|[N]|) ≤ ρ(⟨[M̂]⟩−1|[N̂]|) < 1. (5.5.30)

Proof. The global convergence together with Theorem 5.5.10 and the equivalence
of (5.5.20) and (5.5.21) imply that the matrix B = ⟨[M]⟩ − |[N]| is an M-matrix. For([M̂], [N̂]) ∈ S[C] we have [m]ii = [m̂]ii , hence [n]ii = [ ̂n]ii by virtue of the reduction
rules inTheorem2.3.2 (h). Using (5.5.28)weobtain ⟨[M̂]⟩ − |[N̂]| = B, andTheorem5.5.8
implies global convergence of (5.5.8) for ([M̂], [N̂]), too.

In order to show equality of the limit [x]∗ we decompose [M], [M̂] into [M] =[M]D − [M]T and [M̂] = [M̂]D − [M̂]T , where [M]D = [M̂]D = [C] is the diagonal part
of the corresponding matrices, and [M]T , [M̂]T are defined by the splittings. With
Lemma 5.5.1 we get[x]∗ = [M]−1D ([M]T[x]∗ + [N][x]∗ + [b]) = [M̂]−1D (([M]T + [N])[x]∗ + [b])= [M̂]−1D (([M̂]T + [N̂])[x]∗ + [b]) = [M̂]−1D ([M̂]T[x]∗ + [N̂][x]∗ + [b]).
Thus [x]∗ is also the limit of (5.5.8) for the splitting ([M̂], [N̂]).

The inequality (5.5.30) follows from Theorem 1.10.22 with the regular splittings(⟨[M]⟩, |[N]|), (⟨[M̂]⟩, |[N̂]|) of B which is an M-matrix and therefore inverse positive.
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Remark 5.5.2.
(a) In case of global convergence, the splitting ([C] − [E], [N]) ∈ S[C] yields the small-

est value of ρ(⟨[M]⟩−1|[N]|) (= bound of the R1-factor of (5.5.8)) for each splitting([M], [N]) ∈ S[C] with a lower triangular matrix [M]. In this case [N] is an up-
per triangular matrix. Correspondingly, ([C] − [F], [N]) ∈ S[C] yields the smallest
value of ρ(⟨[M]⟩−1|[N]|) for each splitting ([M], [N]) ∈ S[C] with an upper triangu-
lar matrix [M]. In this case [N] is a lower triangular matrix.
The largest value of this spectral radius is obtained for ([C], [Ñ]) ∈ S[C] .

(b) The Jacobi method and the Gauss–Seidel method are based on splittings from
S[D] . According to Theorem 5.5.12 both methods are globally convergent if and
only if

ρJ = ρ(⟨[D]⟩−1(|[E]| + |[F]|)) < 1.

The limit [x]∗ coincides. For each splitting ([M], [N]) ∈ S[D] with a lower triangular
matrix [M] item (a) implies

ρGS = ρ((⟨[D]⟩ − |[E]|)−1|[F]|) ≤ ρ(⟨[M]⟩−1|[N]|) ≤ ρJ ,

i.e., the Gauss–Seidel method lets us expect the fastest convergence, the Jacobi
method the slowest.
Notice that in the noninterval case, where only x0 ∈ ℝ is admitted, the conver-
gence of one of these two methods does not necessarily imply the convergence of
the other one.

Next we show that the limit of the Gauss–Seidel method is optimal in a certain sense.
To this end we need part (a) of the following lemma.

Lemma 5.5.13. Let [a], [b], [c], [d] ∈ 𝕀ℝ with 0 ∉ [d], 0 ∉ [d] − [c].
(a) [a] ⊆ [b][d] − [c] implies [a] ⊆ [b] + [a][c][d] .

(b) If, in addition, [c] ≥ 0, [d] > 0, [d] − [c] > 0, then[a] = [b][d] − [c] implies [a] = [b] + [a][c][d] .

Proof. (a) Let ã ∈ [a]. By virtue of Theorem4.1.5 there are real numbers b̃ ∈ [b], ̃c ∈ [c],
d̃ ∈ [d] such that ã = b̃/(d̃ − ̃c). This equation can be transformed to ã = (b̃ + ã ̃c)/d̃ ∈([b] + [a][c])/[d] which proves the assertion.

(b) From [a] = [b][d] − [c] and Corollary 2.3.9 we get[b] + [a][c][d] = [b][d]{1 + [c][d] − [c]} = [b][d]{1 + [ c
d − c , c

d − c]}= [b][d][ d
d − c , d

d − c] = [b][ 1
d − c , 1

d − c] = [b][d] − [c] = [a].
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Theorem 5.5.14. Assume that the Gauss–Seidel method is globally convergent to some
limit [x]∗GS , and let the same hold with limit [x]∗ for (5.5.8) based on another lower tri-
angular splitting ([M], [N]) of [A] ∈ 𝕀ℝn×n . Then[x]∗GS ⊆ [x]∗ (5.5.31)

and
ρ((⟨[D]⟩ − |[E]|)−1|[F]|) ≤ ρ(⟨[M]⟩−1|[N]|) < 1. (5.5.32)

Proof. Let [M]D be the diagonal part of [M] and define [M]T by [M] = [M]D − [M]T .
With the notation (5.5.29) and from d([A]) = d([M]) + d([N]) ≥ d([M]) we get d([D]) ≥
d([M]D), d([E]) ≥ d([M]T). By virtue of Theorem 2.3.10 (a) there are a diagonal ma-
trix [D̂] and a strictly lower triangular matrix [Ê] such that [D] = [M]D − [D̂], [E] =[M]T + [Ê]. Then [A] = [D] − [E] − [F] = [M] − [N] implies[N] = [D̂] + [Ê] + [F]. (5.5.33)

Using Lemma 5.5.13 (componentwise), Remark 5.5.2 (b) and the particular form of the
matrices we get[x]∗GS = [D]−1([E][x]∗GS + [F][x]∗GS + [b])⊆ [M]−1D {([M]T + [Ê])[x]∗GS + [D̂][x]∗GS + [F][x]∗GS + [b]}⊆ [M]−1D {([M]T[x]∗GS + ([Ê][x]∗GS + [D̂][x]∗GS + [F][x]∗GS) + [b]}= [M]−1D {[M]T[x]∗GS + [N][x]∗GS + [b]} =: [y]. (5.5.34)

Start the iteration (5.5.8) for ([M], [N]) with [x]0 = [x]∗GS . Then[x]1i = {− i−1∑
j=1
[m]ij[x]1j + ([N][x]∗GS + [b])i} / [m]ii , i = 1, . . . n. (5.5.35)

With (5.5.34)we obtain ([x]∗GS)1 ⊆ [y]1 = [x]11 . Assumenow that ([x]∗GS)k ⊆ [x]1k holds for
k = 1, . . . , i − 1 < n . Togetherwith (5.5.34) and (5.5.35) this implies ([x]∗GS)i ⊆ [y]i ⊆ [x]1i ,
whence [x]∗GS = [x]0 ⊆ [x]1 follows. By virtue of the inclusionmonotony of themethod
(Theorem 5.5.5) we finally obtain[x]∗GS = [x]0 ⊆ [x]1 ⊆ ⋅ ⋅ ⋅ ⊆ [x]k with lim

k→∞
[x]k = [x]∗.

This proves (5.5.31).
In order to show (5.5.32) we define ρε as the spectral radius of thematrix ⟨[M]⟩−1 ⋅(|[N]| + εeeT). This matrix is positive if ε > 0 and therefore has a Perron vector xε .

Since ρ0 < 1 by Theorem 5.5.10 we can choose ε > 0 so small that ρε < 1 holds. In this
case we have ⟨[D] − [E]⟩ρεxε = ⟨[M]D − [D̂] − [M]T − [Ê]⟩ρεxε≥ ⟨[M]⟩ρεxε − (|[D̂]| + |[Ê]|)ρεxε= (|[N]| + εeeT)xε − (|[D̂]| + |[Ê]|)ρεxε≥ (|[N]| − |[D̂]| − |[Ê]|)xε = |[F]|xε ,
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where the last equality follows from (5.5.33). Therefore, ρεxε ≥ ⟨[D] − [E]⟩−1|[F]|xε =(⟨[D]⟩ − |[E]|)−1|[F]|xε , andTheorem1.9.13 (b) guarantees ρ((⟨[D]⟩ − |[E]|)−1|[F]|) ≤ ρε .
The assertion follows with ε → 0.

According to Theorem 5.5.14 the Richardson iteration never yields a tighter enclosure
of the solution set S than the Gauss–Seidel method. Sometimes however, this enclo-
sure can be coarser as the following example shows: Let [A] = ([1/2, 3/2] = [D] ∈𝕀ℝ1×1 , [E] = [F] = O, [b] = 1. Then [x]∗GS = [2/3, 2] is the limit of the Gauss–Seidel
method while [x]∗ = [0, 2] is the limit of the Richardson iteration.

Although the limit [x]∗GS of the Gauss–Seidel method is optimal in the sense of
Theorem 5.5.14, it can differ from S . This can be seen by the following example which
originates from J. Garloff.

Example 5.5.15. Let [A] = ( 1 −1/2
1/2 1

) , [b] = ([−1, 1][−1, 1]) .

Then

S ⊆ IGA([A], [b]) = 1
5
([−8, 8][−6, 6]) ⊂ [x]∗GS = ([−2, 2][−2, 2]) .

Notice that [A] is an H -matrix but not an M-matrix.

Iterations based on M-splittings

M-splittings are very restrictive but have many nice properties. In particular, they are
regular splittings. This is the reason why we are going to study them.

Theorem 5.5.16. Let ([M], [N]) be an M-splitting of an M-matrix [A] ∈ 𝕀ℝn×n . Then|[M]G| ⋅ |[N]| = M−1N = ⟨[M]⟩−1|[N]| and ρ(|[M]G| ⋅ |[N]|) < 1. Hence Theorem 5.5.6
applies. In particular, (5.5.8) is globally convergent.

Proof. Since [M] is anM-matrixwehave |[M]G| =M−1= ⟨[M]⟩−1 byTheorem5.4.34 (b).
The first statement follows now from [N] ≥ O . From A =M − N one sees that (M,N) is a
regular splitting of the inverse positivematrix A . Hence ρ(|[M]G| ⋅ |[N]|) = ρ(M−1N) < 1
by virtue of Theorem 1.10.21.

Notice that Theorem 5.5.16 can also be proved with Theorem 5.5.8.
In order to prove our next result we need the following definition.

Definition 5.5.17. Let ([M], [N]) be a splitting of [A] ∈ 𝕀ℝn×n and let the iteration
(5.5.8) converge globally to some limit [x]∗ . Then we define the matrices M∗, M∗∗,
N∗, N∗∗ ∈ ℝn×n by

m∗
ij = {{{ mij , if x∗

j ≤ 0

mij , if x∗
j > 0

, m∗∗
ij = {{{ mij , if x∗

j < 0

mij , if x∗
j ≥ 0

,
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n∗
ij = {{{ nij , if x∗

j ≤ 0

nij , if x∗
j > 0

, n∗∗
ij = {{{ nij , if x∗

j < 0

nij , if x∗
j ≥ 0

.

Theorem 5.5.18. Let ([M], [N]) be an M-splitting of an M-matrix [A] ∈ 𝕀ℝn×n . If [M] is
a triangular matrix or a degenerate matrix [M] ≡ M ∈ ℝn×n , then the limit [x]∗ of (5.5.8)
is the interval hull of the solution set S of [A]x = [b], i.e., [x]∗ = S.

Proof. W.l.o.g. assume that [M] is a lower triangular M-matrix. For upper triangular
M-matrices [M] the proof proceeds similarly. According to Lemma 5.5.1 the iteration
(5.5.8) is equivalent to[x]k+1i = 1[m]ii {[b]i + i−1∑

j=1
(−[m]ij)[x]k+1j + n∑

j=1
[n]ij[x]kj }, i = 1, . . . , n.

Let [x]∗ be the limit of the iteration (5.5.8). This limit exists since (5.5.8) is globally
convergent according to Theorem 5.5.16. It satisfies[x]∗i = 1[m]ii {[b]i + i−1∑

j=1
(−[m]ij)[x]∗j + n∑

j=1
[n]ij[x]∗j }, i = 1, . . . , n.

With M∗, N∗ as in Definition 5.5.17 we get

x∗
i = 1

m∗
ii
{bi + i−1∑

j=1
(−m∗

ij)x∗
j + n∑

j=1
n∗
ijx

∗
j }, i = 1, . . . , n,

i.e., (M∗ − N∗)x∗ = b . Hence x∗ ∈ S . With the matrices M∗∗, N∗∗ as in the same defi-
nition one similarly obtains (M∗∗ − N∗∗)x∗ = b, which shows x∗ ∈ S . This proves the
assertion in the first case.

Now let [M] ≡ M ∈ ℝn×n . According to Theorem 5.4.34 (d) we have [x]∗ = IGA(M,[N][x]∗ + [b]) = M−1([N][x]∗ + [b]), which implies x∗ = M−1(N∗x∗ + b) with N∗ as in
Definition 5.5.17. Therefore, x∗ ∈ S, and similarly we get x∗ ∈ S .
If [M] in Theorem 5.5.18 is a general M-matrix, then [x]∗ = S can no longer be guar-
anteed as the following example shows.

Example 5.5.19. Let[A] = [M] = ( [2, 4] [−2, 0][−1, 0] [2, 4] ) , [N] = O, [b] = ( [1, 2][−2, 2]) .

Then A ⋅ (3/2, 1)T = (1, 1/2)T > 0, hence A is an M-matrix by virtue of Theorem 1.10.4.
Each matrix Ã ∈ [A] satisfies A ≤ Ã ∈ Zn×n , hence Ã and therefore [A] = [M] are M-
matrices, too. Trivially, ([M], [N]) is an M-splitting of the M-matrix [A]. The limit of
the iteration (5.5.8) is [x]∗ = IGA([A], [b]) = ([−3/2, 4], [−2, 3])T , and for L = { (x, y)T |
x = −5/4, y ∈ ℝ } we get S ∩ L = 0 while [x]∗ ∩ L ̸= 0; cf. Exercise 5.5.5. Since [A] is
regular, the set S is compact and connected. Therefore it lies completely left or right
of L and has a positive distance from it, whence S ⊂ [x]∗ .
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Our next theorem relates the limit of two methods of the form (5.5.8).

Theorem 5.5.20. Let ([M], [N]), ([M̂], [N̂]) be two M-splittings of an M-matrix [A] ∈𝕀ℝn×n which satisfy [M̂] ≤ [M], d([M̂]) ≥ d([M]) (5.5.36)

or, equivalently, [N̂] ≤ [N], d([N̂]) ≤ d([N]). (5.5.37)

If [x]∗, [ ̂x]∗ are the corresponding limits of (5.5.8), then [x]∗ ⊆ [ ̂x]∗ .
Proof. We present here only selected parts of the lengthy proof. The details can be
found in Mayer [203].

The equivalence of (5.5.36), (5.5.37) can be seen via

M̂ ≤ M ⇔ N̂ = M̂ − A ≤ M − A = N,

M̂ ≤ M ⇔ N̂ ≤ N,

d([A]) = d([M]) + d([N]) = d(M̂]) + d([N̂])⇔ d([M̂]) − d([M]) = d([N]) − d([N̂]).
Since O ≤ d([N]) − d([N̂]) = N − N̂ − (N − N̂) the matrix[R] = [N − N̂ , N − N̂]
exists and satisfies [N] = [N̂] + [R] with [R] ≥ O.

From [A] = [M] − [N] = [M] − [N̂] − [R] = [M̂] − [N̂]
we get [M̂] = [M] − [R].
Since [N̂] ≥ O, [R] ≥ O we can reformulate ([N̂] + [R])[ ̂x]∗ as [N̂][ ̂x]∗ + [R][ ̂x]∗ . In
Mayer [203] we show the subset property in

IGA([M], [N][ ̂x]∗ + [b]) = IGA([M], [N̂][ ̂x]∗ + [R][ ̂x]∗ + [b])⊆ IGA([M] − [R], [N̂][ ̂x]∗ + [b])= IGA([M̂], [N̂][ ̂x]∗ + [b]) = [ ̂x]∗. (5.5.38)

With [f]([x]) = IGA([M], [N][x] + [b]) and [x]0 = [ ̂x]∗ we obtain [x]1 = [f]([x]0) ⊆ [ ̂x]∗ ,
and by induction [x]k ⊆ [ ̂x]∗ , k = 0, 1, . . ., which proves [x]∗ = limk→∞[x]k ⊆ [ ̂x]∗ .
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Notice that (5.5.38) describes the transfer of [R] from the right-hand side of the interval
linear system to the coefficient matrix. For degenerate linear systems with solution x∗

this can be seen as follows:

A = M − N = M − N̂ − R = (M − R) − N̂ = M̂ − N̂⇒ M̂ = M − R,
x∗ = M−1(Nx∗ + b) = M−1(N̂x∗ + Rx∗ + b)⇒ x∗ = (M − R)−1(N̂x∗ + b) = M̂

−1(N̂x∗ + b).
Since [A] ≤ [M̂] with d([A]) ≥ d([M̂]), Theorem 5.5.20 shows that among all M

splittings ([M̂], [N̂]) of an M-matrix [A] the interval Gaussian algorithm (which re-
sults from the M-splitting ([A], O) and yields [x]∗ in one step, of course) delivers the
coarsest enclosure [x]∗ of the solution set S of [A]x = [b]. We state this result as a
corollary.

Corollary 5.5.21. Let ([M], [N]) be an M-splitting of an M-matrix [A]. Then the associ-
ated limit [x]∗ of the iteration (5.5.8) satisfies [x]∗ ⊆ IGA([A], [b]), where [b] ∈ 𝕀ℝn .

Example 5.5.15 shows that this property can change if [A] is not an M-matrix.
In Theorem5.5.12wewere able to compare somebounds for the R1-factor of (5.5.8)

for two triangular splittings ([M], [N]), ([M̂], [N̂]) with additional restrictions. Nowwe
want to prove a similar result for M-splittings for which [M] and [M̂] are not neces-
sarily triangular.

Theorem 5.5.22. Let ([M], [N]), ([M̂], [N̂]) be two M-splittings of an M-matrix [A] ∈𝕀ℝn×n . If M̂ ≤ M or, equivalently, N̂ ≤ N then

ρ(M̂−1N̂) = ρ(⟨M̂⟩−1|[N̂]|) ≤ ρ(M−1N) = ρ(⟨M⟩−1|[N]|) < 1.

Proof. The equivalence of the assumptions follows from A = M − N = M̂ − N̂ , the
inequality of the spectral radii follows fromTheorem 1.10.22with (M,N), (M̂, N̂) being
interchanged there.

Example 5.5.23. Let[A] = ( [2, 4] [−2, 0][−1, 0] [2, 4] ) , [b] = ( [1, 2][−2, 2]) , [N] = ([0, 2] [0, 2][0, 1] [0, 2]) ,[M]t = A − t[N], [N]t = (1 − t)[N], 0 ≤ t ≤ 1.

Then ([M]t , [N]t) is an M-splitting of the M-matrix [A] for each t ∈ [0, 1]. Denote
by [x]∗t the corresponding limit of (5.5.8) and by S the solution set of the interval lin-
ear system [A]x = [b]. Then t ≤ ̂t implies [M] ̂t ≤ [M]t , d([M] ̂t) ≥ d([M]t), hence the
Theorems 5.5.20 and 5.5.22 can be applied and yield[x]∗t ⊆ [x]∗̂t and ρ(M−1

̂t N ̂t) ≤ ρ(M−1
t Nt).
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For t = 0 we have [M]0 = diag(4, 4) ∈ ℝ2×2 , and Theorem 5.5.18 implies [x]∗0 = S =([−1, 4], [−1.5, 3])T . For t = 1 we obtain [x]∗1 = IGA([A], [b]) = ([−1.5, 4], [−2, 3])T .
An easy calculation (cf. Exercise 5.5.6) yields

M−1
t Nt = 1 − t

8 − 8t + t2 (4 − t 4
2 4 − t) and ρ(M−1

t Nt) = 1 − 3 − √8
4 − √8 − t

where the spectral radius decreases monotonously. This is confirmed by Table 5.5.1
with the components of the iterate [x]ks which fulfills the stopping criterion|xk+1 − xk| ≤ 10−10|xk| and |xk+1 − xk| ≤ 10−10|xk| (5.5.39)

for the first time starting with [x]0 = [b].
Tab. 5.5.1: Results of Example 5.5.23 with outward rounding to three digits after the decimal point.

t [x]ks1 [x]ks2 ks
0 [−1, 4] [−1.5, 3] 128
0.7 [−1, 4] [−1.5, 3] 47
0.8 [−1.001, 4] [−1.5, 3] 35
0.85 [−1.076, 4] [−1.576, 3] 29
0.9 [−1.176, 4] [−1.676, 3] 22
0.95 [−1.312, 4] [−1.812, 3] 15
1 [−1.5, 4] [−2, 3] 1

The symmetric Gauss–Seidel method

The symmetric Gauss–Seidel method is a combination of two Gauss–Seidel steps
(5.5.14), where in the second one the order of the newly computed components is just
reversed. It reads{{{{{{{{{{{{{

[x]k+ 1
2

i = {[b]i − i−1∑
j=1
[a]ij[x]k+ 1

2
j − n∑

j+1
[a]ij[x]kj } / [a]ii , i = 1, 2, . . . , n,

[x]k+1i = {[b]i − i−1∑
j=1
[a]ij[x]k+ 1

2
j − n∑

j+1
[a]ij[x]k+1j } / [a]ii , i = n, n − 1, . . . , 1.

(5.5.40)
With the splitting [A] = [D] − [E] − [F] of (5.5.29) three half-steps of (5.5.40) are

represented by [x]k+ 1
2 = [D]−1([E][x]k+ 1

2 + [F][x]k + [b]),[x]k+1 = [D]−1([E][x]k+ 1
2 + [F][x]k+1 + [b]),[x]k+ 3

2 = [D]−1([E][x]k+ 3
2 + [F][x]k+1 + [b]).
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This reveals that the expressions [E][x]k+ 1
2 and [F][x]k+1 + [b] occur twice. Therefore,

work can be saved when computing them only once and storing them for the second
usage. This happens half-step by half-step. With the exception of the first and the last
half-step of the iteration and of n additional divisions per step, the amount ofwork per
iterate is thus the same as with the ordinary Gauss–Seidel method. While the limits of
both methods will turn out to be the same, the bound for the R1-factor can decrease,
which lets us expect a faster convergence.

We start with an auxiliary result, where we use the following n × n matrices:

CE := ⟨[D]⟩−1|[E]| CF := ⟨[D]⟩−1|[F]|,
J := CE + CF , G := (I − CF)−1CE(I − CE)−1CF . (5.5.41)

Lemma 5.5.24. With the notation in (5.5.29) and (5.5.41) we have ρ(J) < 1 if and only if
ρ(G) < 1.

Proof. The matrices CE and CF are strict triangular matrices. Therefore, ρ(CE) =
ρ(CF) = 0, whence (I − CE)−1 = ∑∞

k=0 C
k
E ≥ O, (I − CF)−1 ≥ O .

Let ρ(J) < 1. Then similarly as above we can show (I − J)−1 ≥ O . With M = (I −
CE)(I − CF), N = CECF we get

I − J = M − N. (5.5.42)

Since (M, N) is a regular splitting of the inverse positive matrix I − J , Theorem 1.10.21
guarantees ρ(M−1N) < 1. This implies ρ(G) < 1 because of

M−1N = (I − CF)−1(I − CE)−1CECF = (I − CF)−1CE(I − CE)−1CF = G.

Assume conversely that ρ(G) < 1 holds. Then

O ≤ (I − G)−1 = (I − (I − CF)−1(I − CE)−1CECF)−1= ((I − CE)(I − CF) − CECF)−1(I − CE)(I − CF)= (I − J)−1(I − CE)(I − CF)
holds, and multiplying with (I − CF)−1(I − CE)−1 implies (I − J)−1 ≥ O . Since (I, J) is
a regular splitting of the inverse positive matrix I − J Theorem 1.10.21 proves ρ(J) =
ρ(I−1J) < 1.

We need this lemma in our next result.

Theorem 5.5.25. Let [A] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn . Then the symmetric Gauss–Seidel method
converges globally to some limit [x]∗ if and only if ρ(J) < 1, i.e., if and only if the Jacobi
method and therefore the Gauss–Seidel method are globally convergent. In this case the
limits coincide, themethod is inclusionmonotoneand satisfies permanence of enclosure.
In addition S ⊆ [x]∗ for the solution set S of [A]x = [b], and ρ(G) < 1 is an upper bound
of the R1 -factor.

If [A] is an M-matrix and ρ(J) < 1, then [x]∗ = S holds for the common limit of the
three methods mentioned above.
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Proof. Let ρ(J) < 1 hold and define [f] : 𝕀ℝn → 𝕀ℝn by{ [x]1/2 = [D]−1([E][x]1/2 + [F][x] + [b]),[f]([x]) = [D]−1([E][x]1/2 + [F][f]([x]) + [b]),
where the number 1/2 indicates the first half-step, not the power 1/2. The evaluation
proceeds componentwise according to (5.5.40) so that both left-hand sides are defined
in a unique and straightforward way.

Using the standard properties of the Hausdorff distance we obtain for [x], [y] ∈𝕀ℝn and with the notation (5.5.41)

q([x]1/2, [y]1/2) ≤ |[D]−1|q([E][x]1/2 + [F][x] + [b], [E][y]1/2 + [F][y] + [b])≤ ⟨[D]⟩−1{q([E][x]1/2, [E][y]1/2) + q([F][x], +[F][y])}≤ CEq([x]1/2, [y]1/2) + CFq([x], [y]).
Therefore, q([x]1/2, [y]1/2) ≤ (I − CE)−1CFq([x], [y]) and

q([f]([x]), [f]([y])) ≤ (I − CF)−1CEq([x]1/2, [y]1/2) ≤ Gq([x], [y]).
Hence [f] is a P-contraction with P := G, as we can see from the assumption and
Lemma 5.5.24. Theorem4.2.6 guarantees global convergence for (5.5.40) to a limit [x]∗ ,
and as in the proof of Theorem 5.5.6 one can see that the R1-factor is bounded by ρ(G).

Let, conversely, (5.5.40) be globally convergent. Then

d([x]k+1/2) ≥ |[D]−1|{|[E]|d([x]k+1/2) + |[F]|d([x]k)}= CEd([x]k+1/2) + CFd([x]k),
i.e., d([x]k+1/2) ≥ (I − CE)−1CFd([x]k). Similarly,

d([x]k+1) ≥ (I − CF)−1CEd([x]k+1/2) ≥ Gd([x]k), k = 0, 1, . . . .

Now ρ(G) < 1 can be seen by contradiction as in the proof of Theorem 5.5.6, and
Lemma 5.5.24 implies ρ(J) < 1. By virtue of Theorem 5.5.12 the limits of the Jacobi
method, the Gauss–Seidel method, and the reverse Gauss–Seidel method [x]k+1 =[D]−1([E][x]k + [F]k+1 + [b]), k = 0, 1, . . ., coincide. Starting the symmetric Gauss–
Seidel method with this common limit [ ̂x] proves [x]∗ = [ ̂x]∗ . The remaining state-
ments of Theorem 5.5.25 are immediate or follow from Remark 5.5.2 (b) or Theo-
rem 5.5.18.

If [A] is not an M-matrix, then [x]∗ = S is no longer true for the limit of the three
methods mentioned in Theorem 5.5.25, as can be seen from Example 5.5.15.

Theorem 5.5.26. Let the symmetric Gauss–Seidel method converge globally. Then

ρ(G) ≤ ρ((I − CE)−1CF) < 1, (5.5.43)

i.e., the upper bound of the R1 -factor of the symmetric Gauss–Seidelmethod is notworse
than that of the ordinary Gauss–Seidel method.
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Proof. The global convergence of the symmetric Gauss–Seidel method guarantees
that of the ordinary Gauss–Seidel method by virtue of Theorem 5.5.25. According to
Theorem 5.5.10 or Remark 5.5.2 (b) this implies the right inequality of (5.5.43).

Define the matrix Mε = (I − CE)−1(CF + εeeT), ε ∈ ℝ, and ρε = ρ(Mε). Both are
positive for ε > 0. Since ρ0 < 1, we can choose ε > 0 sufficiently small such that ρε < 1
holds. Let x > 0 be a Perron vector of Mε . Then Mεx = ρεx implies(CF + εeeT)x = (I − CE)ρεx,
hence

CFx ≤ 1
ρ ε
(CF + εeeT)x = (I − CE)x

follows. From this we get CEx ≤ (I − CF)x which transforms into (I − CF)−1CEx ≤ x .
Therefore, (I − CF)−1CEMεx = ρε(I − CF)−1CEx ≤ ρεx . Theorem 1.9.13 proves ρ((I −
CF)−1CEMε) ≤ ρε . Let ε tend to zero. This shows ρ(G) ≤ ρ0 = ρ((I − CE)−1CF).
Combining the Theorems 5.5.14 and 5.5.26 gives hope that the symmetric Gauss–Seidel
method is faster than all methods (5.5.8) which are based on a triangular splitting.

We test various iterative methods by means of the discretized Love integral equa-
tion; cf. Love [195]. To this end we remind ourselves of the trapezoidal rule

Tn = h
2
{g(a) + 2 n−1∑

i=1
g(a + ih) + g(b)}, h = b − a

n
, (5.5.44)

which approximates the integral
b∫
a

g(x) dx, g ∈ C2[a, b]. (5.5.45)

The sum (5.5.44) plus the remainder term − h2
12 g

(ξ) represent the integral (5.5.45),
where ξ is an appropriate element of [a, b].
Example 5.5.27. The Love integral equation reads

u(x) + 1
π

1∫
−1

c
c2 + (x − t)2 u(t) dt = f(x), |x| ≤ 1, (5.5.46)

with some given function f . This integral equation is a Fredholm integral equation
of the second kind which occurs in the field of electrostatics. We consider (5.5.46) for
c = −1 and f(x) ≡ 1. The trapezoidal rule applied to the equidistant decomposition

x0 = −1 < x1 = −1 + h < x2 = −1 + 2h < ⋅ ⋅ ⋅ < xn = 1, h = 2
n
,

leads to the linear system

ui − h
π
{ u0/2
1 + (xi + 1)2 + un/2

1 + (xi − 1)2 + n−1∑
j=1

uj
1 + (xi − xj)2} = 1, i = 0, 1, . . . , n.

(5.5.47)
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Here ui denotes the approximation for the value u(xi) of the unknown solution of
(5.5.46). We write (5.5.47) in short form as Az = e with A ∈ ℝ(n+1)×(n+1) ,

aij = δij − 1
πn

{{{{{{{{{
1

1 + (xi − xj)2 , if j ∈ {0, n},
2

1 + (xi − xj)2 , if j ∈ {1, . . . , n − 1},
z = (u0, . . . , un)T . We show that A is strictly diagonally dominant, hence it is an M-
matrix because aij ≤ 0 holds for i ̸= j . To this end we define

Tn(x) = h{ 1/2
1 + (x + 1)2 + 1/2

1 + (x − 1)2 + n−1∑
j=1

1
1 + (x − xj)2}, (5.5.48)

which is the trapezoidal expression for ∫ba 1
1+(x−t)2 dt . We are going to show that

0 ≤ Tn(x) < π (5.5.49)

holds for |x| ≤ 1. This implies 0 ≤ 1
π Tn(xi) < 1, i.e., A is strictly diagonally dominant.

With the remainder term of the trapezoidal rule we get

0 ≤ Tn(x) = 1∫
−1

1
1 + (x − t)2 dt + h2

12
⋅ −2 + 6(x − ξ)2(1 + (x − ξ)2)3≤ arctan(1 − x) + arctan(1 + x) + 1

3n2≤ 2 arctan 1 + 1
3n2

= π
2
+ 1
3n2

< π

for n ∈ ℕ, |x| ≤ 1, |x − ξ | ≤ 2, since the fraction behind h2/12 is less than one and the
sum of the two arctangent terms increases for −1 ≤ x ≤ 0 and decreases for 0 ≤ x ≤ 1.
Next we show that [0, 3e] contains the solution x∗ of (5.5.47): If Ax∗ = e, then x∗ =
A−1e > 0. In addition,(A(3e))i = 3 {1 − 1

π
Tn(xi)} ≥ 3 − 3

π
(π
2
+ 1
3n2

) = 3
2
− 1
πn2

> 1

holds for n ∈ ℕ and i = 0, 1, . . . , n . This implies A(3e) > e, whence 3e > A−1e = x∗ .
Thus we can start our iterations with [x]0 = [0, 3e].

From theTheorems 5.5.16, 5.5.18, and 5.5.25weknow that theRichardson iteration,
the Jacobi iteration, the Gauss–Seidel iteration, and the symmetric Gauss–Seidel iter-
ation converge to x∗ . Since the entries aij are certainly notmachine numbers wemust
compute them using interval arithmetic. This results finally in an interval linear sys-
tem [A]x = e (5.5.50)

to which our iterative methods are applied. With [x]0 = [0, 3e] we got [x]1 ⊆ int([x]0)
on the computer for all the fourmethods justmentioned. Therefore, the Theorems 5.5.9
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and 5.5.25 guarantee global convergence also when A is replaced by [A]. By this and
the outward rounding of themachine interval arithmetic, the iterates [x]k do certainly
not contract to x∗ but contain x∗ for all k ∈ ℕ0 . In our computations we chose n =
64 and stopped the iteration when the stopping criterion (5.5.26) was fulfilled for the
first time. The results can be seen in Table 5.5.2, where we list k from the stopping
criterion (5.5.26) and the largest diameter d = max0≤i≤n d([x]ki ) of the corresponding
components [x]ki .

In passing we note that the interval Gaussian algorithm applied to the computed
matrix [A] and the right-hand side e yields a superset of the final iterates above with
d = 4.662 936 703 425 658 ⋅ 10−14 . A method for verifying and enclosing the solu-
tion of the original, i.e., undiscretized Love integral equation (5.5.46) can be found for
instance in Klein [166].

Tab. 5.5.2: Results of Example 5.5.27.

Method k d

Richardson 50 1.154631945610163 ⋅ 10−14

Jacobi 49 1.154631945610163 ⋅ 10−14

Gauss–Seidel 30 4.884981308350689 ⋅ 10−15

sym. Gauss–Seidel 19 4.884981308350689 ⋅ 10−15

Richardson iteration

TheRichardson iteration (5.5.12) is a very simple splitting forwhichmore results canbe
proved as for the general iteration (5.5.8). For convenience andw.l.o.g.wewill consider
the iteration [x]k+1 = [A][x]k + [b], k = 0, 1, . . . (5.5.51)

in this subsection instead of (5.5.12). It can be interpreted as the Richardson iteration
(5.5.12) applied to the interval linear system(I − [A])x = [b] (5.5.52)

with the Richardson splitting (I, [A]). Thus ρ(|[M]G| ⋅ |[N]|) = ρ(|[A]|), which allows
an easy reformulation of the previous theorems. With[f]([x]) = [A][x] + [b] (5.5.53)

the iteration (5.5.51) reads [x]k+1 = [f]([x]k) with global convergence if and only if
ρ(|[A]|) < 1.

We start our studies with existence, uniqueness and representations of fixed
points of f , even in the case ρ(|[A]|) ≥ 1. Our first result is simply a reformulation of
Theorem 5.5.6.
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Theorem 5.5.28. Let [A] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn . If ρ(|[A]|) < 1 the function [f] from (5.5.53)
has a unique fixed point [x]∗ , the iteration (5.5.51) converges globally to [x]∗ , and a
bound for its R1 -factor is ρ(|[A]|). In addition, S ⊆ [x]∗ holds for the solution set S of
the interval linear system (I − [A])x = [b].
Our second theorem lists some representations of fixed points for particular classes of
matrices.

Theorem 5.5.29. Let [A] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn with ρ(|[A]|) < 1. If one of the following
three properties
(i) [A] = −[A],
(ii) [A] ≡ A ∈ ℝn×n ,
(iii) [b] = −[b]
is fulfilled, then the limit [x]∗ of (5.5.51) can be represented as[x]∗ = ̌x∗ + rx∗ [−1, 1]

with ̌x∗ = (I − Ǎ)−1b̌, rx∗ = (I − |[A]|)−1(rA|b̌| + rb). (5.5.54)

Proof. (i) The assumption implies Ǎ = O, |[A]| = rA . Taking midpoints in the limit
equation [x]∗ = [A][x]∗ + [b] (5.5.55)

leads to ̌x∗ = b̌ . Similarly, the radius operation yields

rx∗ = rA|[x]∗| + rb = rA| ̌x∗| + rArx∗ + rb = rA|b̌| + rArx∗ + rb .
Solving for rx∗ results in (5.5.54).

(ii) Taking the radius on both sides of (5.5.55) results in rx∗ = |A|rx∗ + rb which –
together with rA = O – leads to the expression for rx∗ in (5.5.54). The expression fořx∗ follows from the midpoint operation applied to (5.5.55) with A = Ǎ .

(iii) Starting (5.5.51) with the zero-symmetric interval [x]0 = |[x]0|[−1, 1] and tak-
ing into account b̌ = 0 keeps symmetry in [x]1 and, by induction, in all iterates [x]k ,
k = 0, 1, . . . . Therefore, ̌x∗ = 0 holds, and (5.5.54) follows from [x]∗ = |[A]| [x]∗ + [b]
taking the radius on both sides of (5.5.55).

To our knowledge an explicit formula for [x]∗ in the case [b] ≡ b ∈ ℝn is missing.
Restricting [A] slightly and generalizing [b] in Theorem5.5.29 (iii) yields the following
result, where the Hadamard product .∗ is used.

Theorem 5.5.30. Let [A] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn , 0 ∉ int([a]ij) for i, j = 1, . . . , n, ρ(|[A]|) <
1. If 0 ∈ [b], then the limit [x]∗ of (5.5.51) contains 0 and can be represented as[x]∗ = ̌x∗ + rx∗ [−1, 1]

with ̌x∗ = (I − SǍ .∗ |[A]|)−1b̌, rx∗ = (I − |[A]|)−1rb , (5.5.56)

where SǍ = (sign(ǎij)) ∈ ℝn×n .
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Proof. Since 0 = Ã ⋅ 0 + 0 we have 0 ∈ [x]∗ . Therefore, | ̌x∗| ≤ rx∗ , and r−x∗ = | ̌x∗|, r+x∗ =
rx∗ . The assertion follows now from |Ǎ| + rA = |[A]| and Theorem 3.1.5 (c) and (f).

We apply this theorem to two examples.

Example 5.5.31.
(a) Consider (5.5.51) with[A] = 1

4
([0, 1] 1−1 [−1, 0]) and [b] = ( [0, 2][−2, 8]) .

Here ρ(|[A]|) = 1/2 < 1, hence Theorem 5.5.30 applies. It yields ̌x∗ = (2, 2)T and
rx∗ = (4, 8)T , whence [x]∗ = ([−2, 6], [−6, 10])T .

(b) We apply Theorem 5.5.30 formally to[A] = ( [2, 4] [0, 2][−2, 0] [−3, −1]) and [b] = ([0, 2], [0, 4])T .
This time we get rx∗ = (I − |[A]|)−1rb = (1, −2)T . Since rx∗ cannot have nega-
tive components, the assumption ρ(|[A]|) < 1 must be violated. In fact we have
ρ(|[A]|) > 1, and we will show below that the equation [x] = [A][x] + [b] can
only have a solution [x]∗ for the given matrix if rb = 0. This is not the case in our
example.

Now we take a closer look to matrices [A] ≥ O . If ρ(|[A]|) = ρ(A) < 1, the matrix [B] =
I − [A] is an M-matrix with bii ≤ 1, i = 1, . . . , n, since B = I − A ≤ I − A = B ∈ Zn×n

and B−1 = (I − A)−1 = ∑∞
k=0 Ak ≥ O .

If, conversely, [B] = I − (I − [B]) = I − [A] ∈ 𝕀ℝn×n is an M-matrix with bii ≤ 1,
i = 1, . . . , n, then B = I − A ∈ Zn×n , whence −bij = aij ≥ 0 for i ̸= j . By our assumption
on bii we have bii = 1 − aii ≤ 1, i = 1, . . . , n, which leads to aii ≥ 0, i = 1, . . . , n and
finally to A ≥ O . In addition, for the M-matrix B there is a positive vector u such that
0 < Bu = (I − A)u, which implies Au < u for A ≥ O . Hence Theorem 1.9.13 guarantees
ρ(|[A]|) = ρ(A) < 1. Thus we have proved the following auxiliary result.

Lemma 5.5.32. The matrix [A] ∈ 𝕀ℝn×n satisfies [A] ≥ O and ρ(|[A]|) < 1 if and only if[B] = I − [A] is an M-matrix with bii ≤ 1, i = 1, . . . , n.

If [B] ∈ 𝕀ℝn×n is an M-matrix without any restrictions to its diagonal entries, then
D−1[B] with D = diag(b11, . . . , bnn) ∈ ℝn×n is an M-matrix to which Lemma 5.5.32
applies with D−1[B] instead of [B]. Thus iterations (5.5.51) with [A] ≥ O and interval
linear systems [B]x = [b] with an M-matrix [B] are closely related. In particular, if[A] ≥ O and ρ(|[A]|) < 1 hold, then the limit [x]∗ of (5.5.51) is an optimal enclosure of
the solution set S of the interval linear system ([I − [A])x = [b], i.e., [x]∗ = S . This fol-
lows from Theorem 5.5.18 since (I, [A]) is an M-splitting of the M-matrix [B] = I − [A],
which is obviously inverse positive.We state this result separately in our next theorem
in which we repeated the representation of [x]∗ = [x]H in Theorem 5.3.15 replacing
there [A] by I − [A].
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Theorem 5.5.33. Let [b] ∈ 𝕀ℝn , [A] ∈ 𝕀ℝn×n , [A] ≥ O, ρ(|[A]|) < 1. Then the limit [x]∗ of
(5.5.51) is the interval hull [x]H of the solution set of (I − [A])x = [b]. It canbe represented
as [x]∗ = {{{{{{{{{

[(I − A)−1b, (I − A)−1b] ≤ 0, if [b] ≤ 0,[(I − A)−1b, (I − A)−1b] ∋ 0, if [b] ∋ 0,[(I − A)−1b, (I − A)−1b] ≥ 0, if [b] ≥ 0.

We do not know how to represent the limit [x]∗ = [x]H by a single expression if [b] ∈𝕀ℝn is arbitrary and [A] ≥ O, ρ(|[A]|) < 1. But we can construct it by means of finitely
many iterations using themodified sign accord algorithm 5.3.14; cf. Theorem 5.3.15, its
proof and the text preceding Algorithm 5.3.14.

Limits [x]∗ of (5.5.51) are obviously algebraic solutions of the interval equation[x] = [A][x] + [b] and, equivalently, fixed points of the interval function[f]([x]) = [A][x] + [b]. (5.5.57)

If ρ(|[A]|) < 1, we already know from Theorem 5.5.28 that [f] has a unique fixed point.
If ρ(|[A]|) ≥ 1, the iteration (5.5.51) is no longer globally convergent, but fixed points
of [f] can exist as the following example shows.

Example 5.5.34.
(a) For eachfixed r ∈ [−1,1] the interval function [f]([x]) = [−1, r][x] has the infinitely

many fixed points [x]∗ = [−t, t], t ≥ 0, and no other ones. If −1 ≤ r < 1, then the
solution set Sr = { x ∈ ℝ | (1 − a)x = 0, a ∈ [−1, r] } = {0} is contained in every
fixed point [x]∗ . If r = 1, then S1 = ℝ, since any real number solves the particular
equation x = 1 ⋅ x . Therefore no fixed point of [f]([x]) = [−1, 1][x] can contain
the complete solution set S1 . Notice that ρ(|[A]r|) = 1 for [A]r = ([−1, r]) ∈ 𝕀ℝ1×1 ,
r ∈ [−1, 1].

(b) For each fixed r ∈ [−2, 2] the interval function [f]([x]) = [−2, r][x] has the unique
fixed point [x]∗ = 0. If −2 ≤ r < 1, then this fixed point contains the solution set
Sr := { x ∈ ℝ | (1 − a)x = 0, a ∈ [−2, r] } = {0} while [x]∗ ̸⊇ Sr = ℝ in the case
1 ≤ r ≤ 2. Here, ρ(|[A]r|) = 2 > 1 holds for [A]r = ([−2, r]) ∈ 𝕀ℝ1×1 , r ∈ [−2, 2].

This example shows also that the solution set S of the interval linear system (I −[A])x = [b] does not need to be contained in a fixed point [x]∗ of [f] from (5.5.57). Our
next result states, however, that there is at least some connection between S and [x]∗ .
Theorem 5.5.35. Let [A] ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn . Denote by S the solution set of the interval
linear system (I − [A])x = [b], and let [x]∗ be a fixed point of [f] defined in (5.5.57). Then
for any linear system (I − A)x = b with A ∈ [A], b ∈ [b], there is at least one solution
which is contained in [x]∗ , and S ⊆ [x]∗ holds if and only if I − [A] is regular, i.e., if
I − [A] does not contain any singular matrix.
Proof. Define the function h by h(x) = Ax + b for any fixed A ∈ [A], b ∈ [b]. Then
h(x) ∈ [A][x]∗ + [b] = [x]∗ holds for any x ∈ [x]∗ . By Brouwer’s fixed point theorem
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there is a vector ̃x ∈ [x]∗ which satisfies ̃x = A ̃x + b . Since ̃x ∈ S this terminates the
first part of the proof. If S ⊆ [x]∗ then S is bounded. Therefore, since we have already
proved that any linear system (I − A)x = b with A ∈ [A] and b ∈ [b] has at least one
solution, I − A must be regular for any A ∈ [A]. If, conversely, I − [A] is regular then(I − A)x = b is uniquely solvable for any A ∈ [A], b ∈ [b], and the first part of the
theorem guarantees S ⊆ [x]∗ .
Nowwewant to generalize the results of Example 5.5.34. For simplicity wewill restrict
ourselves to matrices [A] with irreducible absolute value. The reducible case is much
more complicated and is studied in Arndt, Mayer [55].

Lemma 5.5.36. Let [b], [x]∗ ∈ 𝕀ℝn , [A] ∈ 𝕀ℝn×n , |[A]| irreducible, and [x]∗ = [A][x]∗ +[b]. Then either d([x]∗) > 0 or d([x]∗) = 0. If d([x]∗) = 0, then d([b]) = 0; if d([b]) ̸= 0,
then d([x]∗) > 0; if ρ(|[A]|) > 1, then d([x]∗) = d([b]) = 0.

Proof. From the fixed point equation we get

d([x]∗) ≥ |[A]|d([x]∗) + d([b]) ≥ |[A]|d([x]∗) ≥ |[A]|kd([x]∗), k = 1, 2, . . . . (5.5.58)
If d([x]∗j ) > 0 holds for some j and if i is arbitrary, then by Theorem 1.9.2 there is a
power |[A]|k = (cij) such that cijd([x]∗j ) > 0, which implies d([x]∗i ) ≥ cijd([x]∗j ) > 0.
Hence d([x]∗) > 0 follows. From (5.5.58)we get d([b]) = 0 if d([x]∗) = 0, and d([x]∗) ̸= 0
if d([b]) ̸= 0, whence d([x]∗) > 0 by what we have proved up to now. If ρ(|[A]|) > 1
and d([x]∗) > 0 hold, then define the diagonal matrix D ∈ ℝn×n by dii = d([x]∗i ), i =
1, . . . , n . From (5.5.58) we get the contradiction

1 ≥ max
1≤i≤n

(|[A]| d([x∗]))i
d([x]∗i ) = ‖D−1|[A]|D‖∞ ≥ ρ(|[A]|) > 1.

The example [−1/2, 1/2] ⋅ [0, 2] + 1 = [0, 2] shows that d([b]) = 0 does not necessarily
imply d([x]∗) = 0.

From the preceding lemmawe know that in the case ρ(|[A]|) > 1, |[A]| irreducible,
a fixed point of [f] from (5.5.57) can only exist if d([b]) = 0. In addition, [x]∗ must
be degenerate. Therefore, we will study degenerate fixed points of [f] first, even if
ρ(|[A]|) ≤ 1.

Theorem 5.5.37. Let |[A]| be irreducible and let Â ∈ ℝn×n be the matrix which arises
from [A] ∈ 𝕀ℝn×n by replacing the nondegenerate columns there by the corresponding
columns of the identity matrix I ∈ ℝn×n . In addition, let [f] be defined as in (5.5.57).
(a) The interval function [f] has a degenerate fixed point if and only if [b] is degenerate,

i.e., [b] ≡ b ∈ ℝn , and the linear system

x = Âx + b (5.5.59)

is solvable, i.e., b can be represented as a linear combination of the degenerate
columns of I − [A]. In this case there is at least one solution x∗ of (5.5.59) which
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satisfies
x∗
i = 0 for all i ∈ M, (5.5.60)

where M denotes the set of indices for which the columns of [A] are nondegener-
ate. The degenerate fixed points [x]∗ ≡ x∗ of [f] are just the solutions of (5.5.59)
satisfying (5.5.60).

(b) If [A] has no degenerate columns, then [f] has a degenerate fixed point [x]∗ ≡ x∗ ∈ℝn if and only if [b] ≡ 0 ∈ ℝn . In this case x∗ = 0; it is unique in ℝn , i.e., there are
no additional degenerate fixed points of [f].

(c) A degenerate solution [x]∗ ≡ x∗ ∈ ℝn of [f] is unique in ℝn if and only if either [A]
has no degenerate columns – then b = x∗ = 0 (cf. (b)) – or the degenerate columns
of I − [A] are linearly independent.

(d) Adegenerate solution [x]∗ ≡ x∗ ∈ ℝ of (5.5.57) is unique in 𝕀ℝn , i.e., there are no ad-
ditional possibly nondegenerate fixed points of [f], if and only if one of the following
conditions hold:
(i) ρ(|[A]|) < 1;
(ii) ρ(|[A]|) > 1 and [x]∗ ≡ x∗ is unique in ℝn (which is studied in (c)).
In particular, [x]∗ ≡ x∗ is not unique in 𝕀ℝn if ρ(|[A]|) = 1.

Proof. (a) Let [x]∗ ≡ x∗ ∈ ℝn be a fixed point of [f]. From d([b]) ≤ d([b]) + d([A]x∗) =
d(x∗) = 0 we get [b] ≡ b ∈ ℝn and d([A]x∗) = 0. This latter equality implies x∗

i = 0 for
i ∈ M . Therefore, the fixed point equation x∗ = [A]x∗ + b together with (5.5.60) proves
the only-if-part of (a).

In order to verify the if-part of (a), choose any solution y∗ of (5.5.59), replace the
components y∗i by 0 for every i ∈ M and denote the resulting vector by x∗ . Since
(5.5.59) is equivalent to (I − Â)x = b and since by the particular form of Â the i-th
column of I − Â is zero for i ∈ M , the vector x∗ remains a solution of (5.5.59) and is a
fixed point of [f].

(b) If [A] hasnodegenerate column, then (5.5.60) implies x∗ =0, and b =0 follows
from (5.5.59).

(c) If [A] has no degenerate columns, the assertion is proved by (b). Otherwise it
follows from (a) by using (5.5.59) and (5.5.60).

(d) In the case ρ(|[A]|) < 1 the assertion follows from Theorem 5.5.28, in the case
ρ(|[A]|) > 1 it follows from Lemma 5.5.36. In the case ρ(|[A]|) = 1 no fixed point is
unique in 𝕀ℝn as we shall see later on.

Our next result is a direct consequence of Lemma 5.5.36 and Theorem 5.5.37.

Theorem 5.5.38. Let |[A]| be irreducible with ρ(|[A]|) > 1, and let [f] be defined as in
(5.5.57).
(a) If d([b]) ̸= 0, then [f] has no fixed point.
(b) If d([b]) = 0, then every fixed point [x]∗ of [f] is degenerate, and existence and

uniqueness of [x]∗ are completely handled by Theorem 5.5.37.
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In order to prove themain result on (5.5.57) for ρ(|[A]|) = 1 we need some basic results
which we gather in the subsequent lemma.

Lemma 5.5.39. Let |[A]| be irreducible with ρ(|[A]|) = 1 and let [x]∗ ∈ 𝕀ℝn be a fixed
point of [f] from (5.5.57) satisfying d([x]∗) > 0. Then the following properties hold.
(a) The vector [b] is degenerate, i.e., [b] ≡ b ∈ ℝn , and d([x]∗) = |[A]|d([x]∗), i.e.,

d([x]∗) is a Perron vector of |[A]|. In particular[x]∗ = ̌x∗ + [−υ, υ] (5.5.61)

with the Perron vector υ := d([x]∗)/2 = rad([x]∗). If Ȧ ∈ [A] is such that |Ȧ| = |[A]|,
then ̌x∗ = Ȧ ̌x∗ + b (5.5.62)

and [x]∗ = Ȧ[x]∗ + b = [A][x]∗ + b, (5.5.63)

in particular,
Ȧ[x]∗ = [A][x]∗ . (5.5.64)

For each nondegenerate symmetric entry [a]i0 j0 of [A] we have ̌x∗
j0 = 0.

(b) If [y]∗ ̸= [x]∗ is another fixed point of [f], then
q([x]∗, [y]∗) = |[A]|q([x]∗, [y]∗),

i.e., q([x]∗, [y]∗) is a Perron vector of |[A]|.
The vector [y]∗ can be represented as [y]∗ = ̌y∗ + [−w, w] with w = 0 or w being
a Perron vector of |[A]|, and | ̌x∗ − ̌y∗| = |[A]| | ̌x∗ − ̌y∗| holds, i.e., either ̌x∗ = ̌y∗ or| ̌x∗ − ̌y∗| is again a Perron vector of |[A]|.

Proof. (a) Let d([b]) ̸= 0. Then d([x]∗) = d([A][x]∗) + d([b]) ≥ |[A]|d([x]∗) with in-
equality in at least one component. Hence

1 ≥ max
1≤i≤n

(|[A]|d([x]∗))i
d([x]∗i )

and
1 > min

1≤i≤n

(|[A]|d([x]∗))i
d([x]∗i ) .

By virtue of Theorem 1.9.8we get ρ(|A|) < 1, which contradicts our assumption. There-
fore, d([b]) = 0, [b] ≡ b ∈ ℝn , and the same arguments apply for showing d([x]∗) =|[A]| d([x]∗).

The representation [x]∗ = ̌x∗ + [−υ, υ] with a Perron vector υ of |[A]| is a trivial
consequence of what we have already proved.

Let Ȧ ∈ [A] be such that |Ȧ| = |[A]| holds. Then we get
Ȧ ̌x∗ + [−υ, υ] + b = Ȧ ̌x∗ + |Ȧ| [−υ, υ] + b = Ȧ ̌x∗ + Ȧ[−υ, υ] + b= Ȧ( ̌x∗ + [−υ, υ]) + b = Ȧ[x]∗ + b⊆ [A][x]∗ + b = [x]∗ = ̌x∗ + [−υ, υ].
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Since the vector on the left-hand side and the vector on the right-hand side have the
same diameter 2υ we can replace ‘⊆’ by ‘=’. This implies immediately (5.5.62), (5.5.63)
and (5.5.64).

If [a]i0 j0 = [−ai0 j0 , ai0 j0 ] with some ai0 j0 > 0, then ȧi0 j0 = ai0 j0 or ȧi0 j0 = −ai0 j0 .
Change the sign of this entry in Ȧ and denote the resulting matrix by Ä . Then Ä ∈ [A]
and |Ä| = |[A]|, hence ̌x∗ = Ä ̌x∗ + b by (5.5.62). Subtracting this equation from (5.5.62)
yields (Ȧ − Ä) ̌x∗ = 0. Since ȧij − äij = 0 for (i, j) ̸= (i0, j0) while ȧi0 j0 − äi0 j0 ̸= 0 we
must have ̌x∗

j0 = 0.
The representation of [y]∗ is either trivial or follows from (5.5.61). Define q := q([x]∗,[y]∗) + u where u is any Perron vector of |[A]|. Then q > 0 and |[A]|u = u leads to

q = q([A][x]∗ + [b], [A][y]∗ + [b]) + u = q([A][x]∗, [A][y]∗) + u≤ |[A]|q([x]∗, [y]∗) + u = |[A]|q([x]∗, [y]∗) + |[A]|u = |[A]|q. (5.5.65)

If q([x]∗, [y]∗) ̸= |[A]|q([x]∗, [y]∗), then strict inequality holds in (5.5.65) at least
for one component. Hence

1 < max
1≤i≤n

(|[A]|q)i
qi

and

1 ≤ min
1≤i≤n

(|[A]|q)i
qi

.

This yields the contradiction ρ(|[A]|) > 1 by the same theorem as above.
Let [y]∗ = ̌y∗ + [−w, w] with w = 0 or w being a Perron vector of |[A]|. W.l.o.g.

let w ≤ υ . (Otherwise interchange the roles of [x]∗ and [y]∗ .) Then q([x]∗, [y]∗) =| ̌x∗ − ̌y∗| + υ − w, and from q([x]∗, [y]∗) = |[A]|q([x]∗, [y]∗) we obtain | ̌x∗ − ̌y∗| =|[A]| | ̌x∗ − ̌y∗|.
We illustrate Lemma 5.5.39 by an example.

Example 5.5.40. Let [A] = (1
2 [0, 12 ]
1
2

1
2

) , [b] ≡ b = ( 1−1) .

Then |[A]| = ( 1
2

1
2

1
2

1
2
) , and υ = (1

1
)

is a Perron vector of |[A]|. The only matrix Ȧ ∈ [A] with |Ȧ| = |[A]| is
Ȧ = (1

2
1
2

1
2

1
2
) .
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Therefore, ̌x∗ = Ȧ ̌x∗ + b ⇔ ( 1
2 −1

2−1
2

1
2
) ̌x∗ = ( 1−1)⇔ ̌x∗ = ( 1−1) + sυ = ( 1 + s−1 + s) , s ∈ ℝ.

Hence a fixed point [x]∗ of [f] from (5.5.57) must have the form[x]∗ = ̌x∗ + t[−υ, υ] = ( [1 + s − t, 1 + s + t][−1 + s − t, −1 + s + t]) , t ≥ 0. (5.5.66)

Since the second row of [A] is degenerate, one can easily see that an interval vector
of the form (5.5.66) satisfies [x]∗ = [A][x]∗ + [b] in the second component. In order to
fulfill it in its first component we must have

1
2 [1 + s − t, 1 + s + t] + [0, 12 ] [−1 + s − t, −1 + s + t] = [s − t, s + t]. (5.5.67)

If −1 + s + t < 0, then the upper bound of (5.5.67) reads 1
2 (1 + s + t) + 0 = s + t and

leads to the contradiction −1 + s + t = 0. If −1 + s − t > 0, then the lower bound of
(5.5.67) reads 1

2 (1 + s − t) + 0 = s − t and leads to the contradiction −1 + s − t = 0. If− 1 + s + t ≥ 0 and − 1 + s − t ≤ 0, (5.5.68)

then (5.5.67) reads

1
2 [1 + s − t, 1 + s + t] + 1

2 [−1 + s − t, −1 + s + t] = [s − t, s + t],
i.e., (5.5.67) is fulfilled. Since (5.5.68) is equivalent to |1 − s| ≤ t we end up with the
following result: The interval vector [x]∗ is a fixed point of [f] from (5.5.57) if and only
if [x]∗ = ( 1−1) + sυ + tυ[−1, 1] with t ≥ |1 − s|. (5.5.69)

The vector [x]∗ is degenerate if and only if t = 0, hence s = 1 and[x]∗ ≡ x∗ = (2
0
) .

This confirms Theorem 5.5.37 with

Â = (1
2 0
1
2 1

) and Âx∗ + b = x∗.

It also confirms Lemma 5.5.39 (b).

Theorem 5.5.41. Let |[A]| be irreducible with ρ(|[A]|) = 1 and let [f] be defined as in
(5.5.57).
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(a) The interval function [f] has a fixed point if and only if the following two properties
hold:
(i) [b] ≡ b ∈ ℝn .
(ii) There is a vector ̌x ∈ ℝn such thaťx = Ȧ ̌x + b for all Ȧ ∈ [A] satisfying |Ȧ| = |[A]|. (5.5.70)

(b) If [f] has a fixed point, then for all sufficiently large real numbers t > 0 the vector[x]∗ = ̌x + tυ[−1, 1] ( ̌x from (5.5.70), υ any fixed Perron vector of |[A]|) is also a
fixed point of [f]. In particular, if [f] has a fixed point, then there are infinitely many
ones.

Proof. (a) Let [x]∗ ∈ 𝕀ℝn be a fixed point of [f]. Then (i) follows from the Lem-
mas 5.5.36 (a) and 5.5.39 (a) together with Theorem 5.5.37 (a). In order to deduce (ii) we
first assume d([x]∗) = 0, i.e., [x]∗ ≡ x∗ ∈ ℝn . By (5.5.59) we have x∗ = Âx∗ + b with Â
from Theorem 5.5.37, and by (5.5.60) we obtain x∗

i = 0 for all indices i which number
nondegenerate columns of [A]. Therefore, these columns can be replaced by the
corresponding ones of any Ȧ ∈ [A] with |Ȧ| = |[A]| without changing the result Âx∗ .
Since the remaining columns of Â are degenerate and thus necessarily coincide with
those of Ȧ, we get Âx∗ = Ȧx∗ and finally x∗ = Ȧx∗ + b for all Ȧ ∈ [A] with |Ȧ| = |[A]|.
This proves (ii) with ̌x = x∗ . In the case d([x]∗) > 0 the assertion (ii) follows from
Lemma 5.5.39 (a) with ̌x = ̌x∗ .

In order to prove the converse, let (i) and (ii) hold anddefine ̌x∗ = ̌x with ̌x from (ii).
Let υ > 0 be any Perron vector of |[A]| and let [x]∗ = ̌x∗ + tυ[−1, 1] with t > 0. If (5.5.64)
holds for at least one matrix Ȧ ∈ [A] such that |Ȧ| = |[A]|, then[A][x]∗ + b = Ȧ[x]∗ + b = Ȧ( ̌x∗ + tυ[−1, 1]) + b= Ȧ ̌x∗ + |Ȧ|tυ[−1, 1] + b = ̌x∗ + tυ[−1, 1] = [x]∗, (5.5.71)

i.e., [x]∗ is a fixed point of [f]. Now we will prove that (5.5.64) holds for all t > 0 suffi-
ciently large.

By virtue of υ > 0 we can choose t ≥ 0 such that x∗ ≤ 0 ≤ x∗ . If aij ≤ 0, then
ȧij := aij = −|[a]ij| ∈ [a]ij , and [a]ij[x]∗j = ȧij[x]∗j . (5.5.72)

If aij ≥ 0, then ȧij := aij = |[a]ij| ∈ [a]ij , and (5.5.72) holds again.
Now let aij < 0 < aij hold.

Case 1, ǎij = 0, i.e., [a]ij = [−aij , aij] with some aij > 0: As at the end of the proof of
Lemma 5.5.39 (a) we get by (ii) ̌x∗

j = ̌xj = 0 whence x∗
j = −x∗

j and [a]ij[x]∗j = |[a]ij| [x]∗j =
aij[x]∗j . Therefore, (5.5.72) holds with ȧij := aij = |[a]ij| = aij ∈ [a]ij .
Case 2, ǎij > 0, i.e., aij = |[a]ij|: If ̌x∗

j = 0, then (5.5.72) holds with ȧij = aij .
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If ̌x∗
j > 0, then [a]ij[x]∗j = [min{aijx∗

j , aijx
∗
j }, aijx∗

j ]. In order to fix the lower bound
we remark that

aijx∗
j ≥ aijx∗

j ⇔ (ǎij − rad[a]ij)( ̌x∗
j + tυj) ≥ (ǎij + rad[a]ij)( ̌x∗

j − tυj)⇔ − rad[a]ij ̌x∗
j + tǎijυj ≥ 0⇔ t ≥ rad([a]ij)|ǎij| ⋅ | ̌x∗

j |
υj

, (5.5.73)

which is true for t ≥ 0 sufficiently large. Hence (5.5.72) holds with ȧij := aij = |[a]ij| ∈[a]ij .
If ̌x∗

j < 0, then [a]ij[x]∗j = −([a]ij(−[x]∗j )) = −(ȧij(−[x]∗j )) = ȧij[x]∗j as in the casěx∗
j > 0 provided that (5.5.73) holds.

Case 3, ǎij < 0: Here, [a]ij[x]∗j = −((−[a]ij)[x]∗j ) = −ãij[x]∗j with ãij := −aij = |[a]ij|
provided that (5.5.73) is true. Setting ȧij := −ãij = aij = −|[a]ij| ∈ [a]ij results in (5.5.72).

(b) follows from the proof of (a).

In Theorem 5.5.41 we showed that there are fixed points of the form[x]∗ = ̌x∗ + tυ[−1, 1] (5.5.74)

provided that [f] has a fixed point at all. In our next theorem we prove that all fixed
points of [f] must have this form, and we derive a sharp lower bound for t in (5.5.74)
such that, in fact, [x] = [f]([x]) holds. In addition, we study ̌x∗ in view of uniqueness.

Theorem 5.5.42. Let |[A]| be irreducible with ρ(|[A]|) = 1 and choose any Perron vector
υ > 0 of |[A]|. Denote by Msym the set of all indices for which the columns of [A] contain
at least one nondegenerate symmetric entry. Construct [B] ∈ 𝕀ℝn×n from [A] by replac-
ing the j-th column of [A] by the j-th column of the identity matrix I for all j ∈ Msym and
let Å ∈ [B] be the unique matrix which satisfies |Å| = |[B]|. In addition, let [f] be defined
as in (5.5.57).
(a) The interval function [f] has a fixed point if and only if [b] is degenerate, i.e., [b] ≡

b ∈ ℝn , and
x = Åx + b (5.5.75)

is solvable. In this case, there is at least one solution ̌x of (5.5.75) which satisfiešxi = 0 for all i ∈ Msym. (5.5.76)

(b) If [b] is degenerate, i.e., [b] ≡ b ∈ ℝn , then for any solution ̌x of (5.5.75) satisfying
(5.5.76) and for any real number t with

t ≥m :=max{0, rad([a]ij)|ǎij| ⋅ | ̌xj|
υj

,
| ̌xj|
υj

1≤ i, j ≤ n, ǎij ̸=0, rad([a]ij) ̸=0} (5.5.77)

the interval vector [x]∗ = ̌x + tυ[−1, 1] is a fixed point of [f].
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Conversely, if [x]∗ is any fixed point of [f], then [b] is degenerate, i.e., [b] ≡ b ∈ ℝn ,
and [x]∗ can be written in the form [x]∗ = ̌x∗ + tυ[−1, 1] where ̌x∗ solves (5.5.75),
(5.5.76) and t satisfies (5.5.77) with ̌x = ̌x∗ .

(c) If Msym ̸= 0, i.e., if there are at least two different matrices Ȧ, Ä ∈ [A] with |Ȧ| =|Ä| = |[A]|, then (5.5.75) has at most one solution which satisfies (5.5.76).
(d) If Msym = 0, i.e., if there is exactly one matrix Ȧ ∈ [A] with |Ȧ| = |[A]|, then Ȧ = Å,

(5.5.76) is trivially true and one of the following mutually exclusive cases occurs:
(i) ρ(Ȧ) < 1, whence (5.5.75) has a unique solution.
(ii) ρ(Ȧ) = 1 and Ȧ ̸= D−1|[A]|D for every signature matrix D = diag(σ1, . . . , σn)

with σi ∈ {−1, 1}, whence (5.5.75) has a unique solution.
(iii) ρ(Ȧ) = 1 and Ȧ = D−1|[A]|D for some signature matrix D = diag(σ1, . . . , σn)

with σi ∈ {−1, 1}. Here, (5.5.75) has no solution if and only if b cannot be rep-
resented as linear combination of the column vectors of I − Ȧ. Otherwise it has
infinitely many solutions. They are given by̌x∗ = ̌x + sD−1υ, (5.5.78)

where ̌x is any fixed particular solution of (5.5.75) and s is any real number.

Proof. (a) Let [f] have a fixed point [x]∗ . Then Theorem 5.5.41 implies [b] ≡ b anďx∗ = Ȧ ̌x∗ + b (5.5.79)

for all Ȧ ∈ [A] with |Ȧ| = |[A]|. Define M as in Theorem 5.5.37 (a). Sincěx∗
j0 = 0 for j0 ∈ Msym ⊆ M (5.5.80)

(cf. Theorem 5.5.37 (a) for d([x]∗) = 0 and Lemma 5.5.39 for d([x]∗) > 0) and since the
i-th columns of Ȧ and Å coincide for i ∉ Msym, we get Ȧ ̌x∗ = Å ̌x∗ , and (5.5.75), (5.5.76)
follow from (5.5.79), (5.5.80) with x = ̌x := ̌x∗ .

Let, conversely, [b] ≡ b be degenerate and let ̌x be a solution of (5.5.75) satisfying
(5.5.76). Then Ȧ ̌x = Å ̌x by the same arguments as above, and Theorem 5.5.41 (a) implies
the existence of a fixed point of [f].

(b) ‘⇐’: Let [x]∗ be a fixed point of [f]. Then [x]∗ has the form[x]∗ = ̌x∗ + tυ[−1, 1], t ≥ 0. (5.5.81)

For d([x]∗) > 0 this follows from Lemma 5.5.39 since, by virtue of Theorem 1.9.4, the
Perron vector d([x]∗)/2 of this lemma can bewritten as a positivemultiple of our arbi-
trary Perron vector υ . For d([x]∗) = 0 the representation (5.5.81) follows at once with
t = 0.

Now we want to prove (5.5.77) for t in (5.5.81).
If m = 0, then (5.5.77) holds trivially.
If m > 0, then by the definition of m there is some pair (i, j) such thaťx∗

j ̸= 0 and ǎij ̸= 0 and rad([a]ij) ̸= 0 (5.5.82)
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hold together with

m = rad([a]ij)|ǎij| ⋅ | ̌x∗
j |
υj

or m = | ̌x∗
j |
υj

.

If d([x]∗) = 0, then rad([a]ij) ̸= 0 implies the contradiction ̌x∗
j = 0 by virtue of (5.5.60).

Therefore, d([x]∗) > 0, t > 0, and (5.5.64) implies

Ȧ[x]∗ = [A][x]∗ (5.5.83)

for any Ȧ ∈ [A] with |Ȧ| = |[A]|. Since ȧij[x]∗j ⊂ [a]ij[x]∗j would contradict (5.5.83) we
get

ȧij[x]∗j = [a]ij[x]∗j . (5.5.84)

From d([x]∗j ) >0, (5.5.82), (5.5.84) and themultiplication table (Tab. 2.2.1) in Section 2.2
we must have x∗

j ≤ 0 ≤ x∗
j , i.e., ̌x∗

j − tυj ≤ 0 ≤ ̌x∗
j + tυj whence

t ≥ | ̌x∗
j |
υj

. (5.5.85)

If aij < 0 or aij > 0, then rad([a]ij) < |ǎij|, and together with (5.5.85) we obtain
rad([a]ij)|ǎij| ⋅ | ̌x∗

j |
υj

< | ̌x∗
j |
υj

= m ≤ t.

If 0 ∈ [a]ij , then |ǎij| ≤ rad[a]ij whence
m = rad([a]ij)|ǎij| ⋅ | ̌x∗

j |
υj

≥ | ̌x∗
j |
υj

.

In addition, (5.5.82), (5.5.84) and themultiplication tablementionedabove (Table 2.2.1)
reveal the restrictions

aijx∗
j ≤ aijx∗

j if aij ≤ 0 < ǎij , ̌x∗
j > 0,

aijx∗
j ≤ aijx∗

j if aij ≤ 0 < ǎij , ̌x∗
j < 0,

aijx∗
j ≤ aijx∗

j if ǎij < 0 ≤ aij , ̌x∗
j > 0,

aijx∗
j ≤ aijx∗

j if ǎij < 0 ≤ aij , ̌x∗
j < 0.

}}}}}}}}}}}}} (5.5.86)

Expressing the bounds of the intervals [a]ij , [x]∗j by means of their midpoint and ra-
dius we can rewrite the first inequality in (5.5.86) by(ǎij + rad([a]ij))( ̌x∗

j − tυj) ≤ (ǎij − rad([a]ij))( ̌x∗
j + tυj),

which is equivalent to
rad([a]ij) ̌x∗

j ≤ ǎij tυj

and therefore to

m = rad([a]ij)|ǎij| ⋅ | ̌x∗
j |
υj

≤ t. (5.5.87)
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The remaining three inequalities of (5.5.86) are also equivalent to (5.5.87). This
proves (5.5.77).

‘⇒’: Now let [b] ≡ b be degenerate and [x]∗ = ̌x + tυ[−1, 1] where ̌x satisfies
(5.5.75), (5.5.76) and t satisfies (5.5.77). If t = 0, then m = 0, [x]∗ ≡ ̌x, and the definition
of m together with (5.5.76) imply ̌xj = 0 for rad([a]ij) ̸= 0. Hence (5.5.59) follows from
(5.5.75) with x = ̌x, and (5.5.60) holds, too. By Theorem 5.5.37 (a) the vector [x]∗ ≡ ̌x is
a fixed point of [f]. If t > 0, then d([x]∗) > 0. We first construct a matrix Ȧ such that

Ȧ[x]∗ = [A][x]∗, Ȧ ∈ [A], |Ȧ| = |[A]| (5.5.88)

holds which, by virtue of Ȧ[x]∗ ⊆ [A][x]∗ , d(Ȧ[x]∗) = d([A][x]∗), is equivalent to
ȧij[x]∗j = [a]ij[x]∗j , ȧij ∈ [a]ij , |ȧij| = |[a]ij| for i, j = 1, . . . , n. (5.5.89)

If (5.5.82) does not hold, then ȧij from (5.5.89) can easily be found using (5.5.76)
in the case ǎij = 0, rad([a]ij) > 0. Assume now that (5.5.82) is true (which, by the way,
can only happen if m > 0). Then t ≥ m ≥ | ̌xj |

υj , i.e., | ̌xj| ≤ tυj , whence 0 ∈ [x]∗j . In this
case ȧij can be constructed as in the proof of Theorem 5.5.41. (Note that by virtue of
(5.5.82) not all cases must be considered there.)

From (5.5.75), (5.5.76) we get Ȧ ̌x = Å ̌x . Using (5.5.75) and (5.5.88) the proof termi-
nates now as in (5.5.71).

(c) Assume that there are two solutions ̂x and ̃x of (5.5.75) which satisfy (5.5.76).
Then y = ̂x − ̃x fulfills y = Åy and yi = 0 for i ∈ Msym. Construct B̊ from Å by replac-
ing the i-th column of Å by the zero vector for every i ∈ Msym. Then |B̊| ≤ |[A]| with
inequality in at least one entry. By virtue of Theorem 1.9.7 we have ρ(B̊) < ρ(|[A]|) = 1.
Since yi = 0 for i ∈ Msym we obtain y = Åy = B̊y, whence y = 0.

(d) follows from Theorem 1.9.7 taking into account that the kernel of I − Ȧ is
spanned by D−1υ in the last case of (iii) since λ = 1 is a simple eigenvalue of|[A]| and therefore of Ȧ = D−1|[A]|D . Notice that in Theorem 1.9.7 we must set
ϕ = 0 since λ = eiϕρ(C) has to be one in our situation, and the complex signa-
ture matrix D can be chosen to be real since B := Ȧ is real. (This follows from
B = D−1CD = (bkl) = (ei(σl−σk)ckl) ∈ ℝn×n ⇔ ei(σl−σk) ∈ ℝ for all k, l ∈ {1, . . . , n}.
Choosing k = 1 and l = 2, . . . , n yields eiσl = τleiσ1 with τl ∈ {−1, 1}. Hence
D = eiσ1 diag(1, τ2, . . . , τn), and σ1 can be chosen to be zero since it has no in-
fluence on the representation of B .)

Example 5.5.40 is an illustration of the last case in Theorem 5.5.42 (d) (iii) with D = I .
It also confirms Theorem 5.5.42 (a).

Case (ii) of Theorem 5.5.42 (d) occurs, e.g., if |[A]| is primitive and if, in addition,[A] has the form [A] = [−|[A]|, O]. In this case Ȧ = −|[A]| has no eigenvalue equal to
one, hence Ȧ ̸= D−1|[A]|D for every signature matrix D, and I − Ȧ is regular.

We close this subsection with a remark on the R1-factor of (5.5.51). From Theo-
rem 5.5.28 we know that ρ(|[A]|) < 1 is an upper bound for this factor. If [A] ≥ O, we
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can even state a necessary and sufficient criterion for this bound to be sharp. To this
end we need the following lemma.

Lemma 5.5.43. Let [b] ∈ 𝕀ℝn , [A] ∈ 𝕀ℝn×n , ρ(|[A]|) < 1, i.e., let the iteration I in (5.5.51)
converge globally to a limit [x]∗ ∈ 𝕀ℝn .
(a) If d([x]∗) > 0 and if the sequences ([y]k), ([z]k) are generated by (5.5.51) with[y]0 ⊆ int([x]∗) ⊆ [x]∗ ⊆ int([z]0), (5.5.90)

then R1(I) = max{R1([y]k), R1([z]k)}.
(b) If d([x]∗) = 0 and if the sequence ([z]k) is generated by (5.5.51) with[x]∗ ⊆ int([z]0), (5.5.91)

then R1(I) = R1([z]k).
Proof. (a) Let ([x]k) be an arbitrary sequence generated by (5.5.51). By the assump-
tions, there is an index k0 such that [y]0 ⊆ [x]k0 ⊆ [z]0 , whence [y]k ⊆ [x]k0+k ⊆ [z]k .
Theorem 2.5.7 (p) implies

q([x]k0+k , [x]∗) ≤ max{ q([y]k , [x]∗), q([z]k , [x]∗) }.
If ‖ ⋅ ‖ denotes any monotone norm one obtains‖q([x]k0+k , [x]∗)‖ ≤ max{ ‖q([y]k , [x]∗)‖, ‖q([z]k , [x]∗)‖ }
and ‖q([x]k0+k , [x]∗)‖1/k = (‖q([x]k0+k , [x]∗)‖1/(k+k0))× ((‖q([x]k0+k , [x]∗)‖1/(k+k0))1/k)k0≤ max{ ‖q([y]k , [x]∗)‖1/k , ‖q([z]k , [x]∗)‖1/k }.
From 0 ≤ R1([x]k) ≤ ρ(|[A]|) < 1 one therefore gets

R1([x]k) ≤ max{ R1([y]k), R1([z]k) },
and the definition of the R1-factor of I yields the assertion.

(b) is proved similarly.

Theorem 5.5.44. Let [b] ∈ 𝕀ℝn , [A] ∈ 𝕀ℝn , [A] ≥ O, |[A]| irreducible, ρ = ρ(|[A]|) < 1.
Denote by I the iteration (5.5.51). Then R1(I) < ρ if and only if there are indices s, t such
that

d([A]∗s) ̸= 0, d([A]∗t) ̸= 0, (((I − |[A]|)−1b)s > 0, ((I − |[A]|)−1b)t < 0. (5.5.92)

In all other cases R1(I) = ρ holds.
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Proof. Let [x]∗ be the limit of (5.5.51) and J = { j | d([A]∗j) ̸= 0 }, J = {1, . . . , n} \ J .
Define A∗, A∗∗ by

a∗
ij := {{{ aij , if x∗

j > 0

aij , if x∗
j ≤ 0

, a∗∗
ij := {{{ aij , if x∗

j ≥ 0

aij , if x∗
j < 0

. (5.5.93)

Then A∗x∗ + b = x∗ , A∗∗x∗ + b = x∗ .
‘⇒’: Let R1(I) < ρ, x = (I − |[A]|)−1b, and assume x

j ≤ 0 for all j ∈ J . Since|[A]| ∈ [A] we have x ≤ x and xj ≤ x
j ≤ 0 for j ∈ J . This implies A∗

∗j = A∗j for these
indices j, and A∗

∗j = A∗j = A∗j for j ∈ J . Thus we have A∗ = |[A]|. Choose υ as a Perron
vector of A∗ and define [z]k by (5.5.51) starting with [z]0 = [x]∗ + υ[−1, 1]. Then

z1 = min ([A]([x]∗ + υ[−1, 1]) + [b])= (∑j∈J[a]ij([x]∗j + υj[−1, 1]) +∑j∈J [a]ij([x]∗j + υj[−1, 1]) + bi)= (∑j∈J |[a]ij|(x∗
j − υj) +∑j∈J |[a]ij|(x∗

j − υj) + bi)= A∗(x∗ − υ) + b = x∗ − ρυ
holds. By induction we get zk = x∗ − ρkυ, k = 0, 1, . . . . Therefore, q([z]k , [x]∗) ≥ ρkυ,
whence R1(I) ≥ R([z]k) ≥ ρ contradicting the hypothesis.

Similarly, one gets a contradiction if R1(I) < ρ and ((I − |[A]|)−1b)j ≥ 0 for all j ∈ J .
In this case x∗

j ≥ 0 for j ∈ J , A∗∗ = |[A]| and zk = x∗ + ρkυ, k = 0, 1, . . . .
‘⇐’: Let s, t beas in (5.5.92). Firstwe show that neither A∗ nor A∗∗ equals |[A]|. In

contrast, assume A∗ = |[A]|, for instance. Then x∗ = (I − |[A]|)−1b and (5.5.92) implies
xs > 0. Since s ∈ J there is a nondegenerate entry [a]i0s . By construction of A∗ we
obtain the contradiction a∗

i0s = ai0s < ai0s = |[ai0s]|. Similarly, A∗∗ ̸= |[A]|.
From Theorem 1.9.7 we get ρ1 := ρ(A∗) < ρ and ρ2 := ρ(A∗∗) < ρ . Choose ε > 0 so

small that ρ1 ≤ ρ(ε)
1 := ρ(A∗ + εeeT) < ρ and let u(ε) be a Perron vector of the positive

matrix A∗ + εeeT . Then A∗u(ε) < (A∗ + εeeT)u(ε) = ρ(ε)
1 u(ε) . Assume that u(ε) is scaled

such that sign(x∗
i − u(ε)

i ) = sign x∗
i holds for all i with sign x

∗
i ̸= 0. Analogously, let υ(ε)

be a Perron vector of A∗∗ + εeeT with ρ2 ≤ ρ(ε)
2 := ρ(A∗∗ + εeeT) < ρ, A∗∗υ(ε) < ρ(ε)

2 υ(ε)

and sign(x∗
i + υ(ε)

i ) = sign x∗
i for all i with sign x∗

i ̸= 0. Start (5.5.51) with [z]0 = [x]∗ +[−u(ε), υ(ε)]. Then [z]1 = [A∗(x∗ − u(ε)) + b, A∗∗(x∗ + υ(ε)) + b]= [x∗ − A∗u(ε), x∗ + A∗∗υ(ε)]⊆ [x∗ − ρ(ε)
1 u(ε), x∗ + ρ(ε)

2 υ(ε)] ⊆ [z]0.
The inclusion monotony of interval arithmetic and induction finally imply [z]k+1 ⊆[z]k , k = 0, 1, . . ., and [z]k ⊆ [x∗ − ρ(ε)

1 u(ε), x∗ + ρ(ε)
2 υ(ε)]. (5.5.94)
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From [x]∗ ⊆ [z]0 we get [x]∗ ⊆ [z]k , k = 0, 1, . . ., and (5.5.94) guarantees

q([z]k , [x]∗) ≤ sup{(ρ(ε)
1 )ku(ε), (ρ(ε)

2 )kυ(ε)}
and

R1([z]k) ≤ max{ ρ(ε)
1 , ρ(ε)

2 } < ρ. (5.5.95)

In particular, the sequence ([z]k) plays the same role as in Lemma 5.5.43. The as-
sumption d([x]∗) > 0 or d([x]∗) = 0 of this lemma is fulfilled because of Lemma 5.5.36.

If d([x]∗) = 0, Lemma 5.5.43 (b) implies R1(I) ≤ max{ ρ(ε)
1 , ρ(ε)

2 } < ρ . Since ε > 0
can be chosen arbitrarily small we get

R1(I) ≤ max{ ρ1, ρ2 } < ρ. (5.5.96)

(If ̃u, ̃υ denote sufficiently small nonnegative eigenvectors of A∗ and A∗∗ , respec-
tively, associatedwith the eigenvalues ρ1 respective ρ2 , then (5.5.51) with [x]0 = [x]∗ +[− ̃u, ̃υ] shows that even equality holds in (5.5.96).)

Now let d([x]∗) > 0. In order to construct a sequence ([y]k) as in Lemma 5.5.43 (a)
we define the matrices B∗, B∗∗ by means of

b∗
ij = {{{ aij , if x∗

j ≥ 0

aij , if x∗
j < 0

, b∗∗
ij = {{{ aij , if x∗

j > 0

aij , if x∗
j ≤ 0

.

Then
B∗x∗ + b = x∗, B∗∗x∗ + b = x∗, B∗ ≤ A∗, B∗∗ ≤ A∗∗

holds and implies

ρ(ε)
1 u(ε) = (A∗ + εeeT)u(ε) > B∗u(ε), ρ(ε)

2 υ(ε) = (A∗∗ + εeeT)υ(ε) > B∗∗υ(ε) (5.5.97)

with the same quantities as above, eventually rescaled such that{{{{{{{{{
sign(x∗

i + u(ε)
i ) = sign x∗

i if sign x∗
i ̸= 0,

sign(x∗
i − υ(ε)

i ) = sign x∗
i if sign x∗

i ̸= 0,

x∗ + u(ε) < x∗ − υ(ε).

The last inequality is possible since we assumed d([x]∗) > 0. With [y]0 = [x∗ + u(ε),
x∗ − υ(ε)] we get similarly as above[x]∗ = [A][x]∗ + [b] ⊇ [A][y]0 + [b] = [y]1= [B∗(x∗ + u(ε)), B∗∗(x∗ − υ(ε))] + [b]⊇ [x∗ + ρ(ε)

1 u(ε), x∗ − ρ(ε)
2 υ(ε)] ⊇ [y]0,

and by induction[x]∗ ⊇ [y]k ⊇ [x∗ + (ρ(ε)
1 )ku(ε), x∗ − (ρ(ε)

2 )kυ(ε)], k = 0, 1, . . . .

Hence R1([y]k) ≤ max{ ρ(ε)
1 , ρ(ε)

2 }, and (5.5.95), Lemma 5.5.43 and ε→ 0 imply R1(I) ≤
max{ρ1, ρ2} < ρ . (With [x]0 as above we even obtain R1(I) = max{ ρ1, ρ2 }.)

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



278 | 5 Linear systems of equations

Krawczyk method for interval linear systems

As in the first subsection we start with the point system (5.5.1). This time we precon-
dition it with some matrix C which, for the moment, we assume to be regular. Then
(5.5.1) is equivalent to the fixed point form

x = Cb + (I − CA)x (5.5.98)

or

x = ̃x + C(b − A ̃x) + (I − CA)(x − ̃x) (5.5.99)

with a fixed vector ̃x . This induces the iterative methods

xk+1 = Cb + (I − CA)xk , k = 0, 1, . . . , (5.5.100)

and

xk+1 = ̃x + C(b − A ̃x) + (I − CA)(xk − ̃x), k = 0, 1, . . . , (5.5.101)

respectively, where the latter one can be considered as an iterative refinement of ̃x .
If A, b are replaced by interval quantities [A], [b], one immediately gets interval it-
erations for the interval linear system [A]x = [b]. The point matrix C can be thought
of as an approximate inverse of the midpoint Ǎ, and ̃x as an approximate solution of
Ǎx = b̌ . We refer to each of the iterations[x]k+1 = C[b] + (I − C[A])[x]k , k = 0, 1, . . . , (5.5.102)

and [x]k+1 = ̃x + C([b] − [A] ̃x) + (I − C[A])([x]k − ̃x), k = 0, 1, . . . (5.5.103)

as Krawczyk method, where the second iteration is sometimes more precisely called
residual Krawczyk iteration as in Neumaier [257]. They will be modified and general-
ized to nonlinear systems in Chapter 6. They can be interpreted as the Richardson iter-
ation applied to (C[A])x = C[b] and (C[A])(x − ̃x) = C([b] − [A] ̃x), respectively, i.e., to
a preconditioned system [A]x = [b]. For ̃x = 0 the iteration (5.5.103) reduces to (5.5.102)
while, conversely, (5.5.103) can be obtained from (5.5.102) by replacing [b], [x]k , [x]k+1
by [b] − [A] ̃x, [x]k − ̃x, [x]k+1 − ̃x, so that results on (5.5.102) can be easily transferred
to (5.5.103) and vice versa.

As in (5.5.10), (5.5.11) one can also iterate with intersections, for instance[x]k+1 = { C[b] + (I − C[A])[x]k } ∩ [x]k , k = 0, 1, . . . . (5.5.104)

Since (5.5.100), (5.5.101) are contained in (5.5.102) and (5.5.103), respectively, we
will consider only the latter ones, pointing out particularities of the previous ones if
necessary.

We start with the simple iteration (5.5.102).
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Theorem 5.5.45. Let [x]0 ∈ 𝕀ℝn and denote by [x]k the iterates of (5.5.102) for some
matrices [A] ∈ 𝕀ℝn×n , C ∈ ℝn×n and some vector [b] ∈ 𝕀ℝn . If[x]1i ⊂ [x]0i , i = 1, . . . , n, (5.5.105)

then the following properties hold.
(a) The matrices [A], C are regular.
(b) The iteration (5.5.102) is globally convergent to some limit [x]∗ which contains the

solution set S of the interval linear system [A]x = [b].
(c) The iterates [x]k satisfy [x]∗ ⊆ [x]k ⊆ [x]k−1 ⊆ ⋅ ⋅ ⋅ ⊆ [x]0,

with limk→∞[x]k = [x]∗ , [x]∗ as in (b).
If [A] ≡ A ∈ ℝn×n , [b] ≡ b ∈ ℝn , then [x]∗ ≡ x∗ ∈ ℝn with Ax∗ = b.

Proof. (a), (b) follow from the Theorems 5.5.9, 5.5.6, and 5.5.5 applied to C[A], C[b]
instead of [A], [b] and to ([M], [N]) = (I, I − C[A]). Notice that Theorem 5.5.6 implies
regularity of C[A] and therefore also of C and [A].

(c) The proof of Theorem 5.5.6 shows that[f]([x]) := C[b] + (I − C[A])[x] = IGA(I, (I − C[A])[x] + C[b]) (5.5.106)

is a P-contractionwith P = |I − C[A]|. The assertion followsnow fromTheorem4.2.7 (c)
and (d).

The assumption (5.5.105) does not need to be fulfilled from the start. Then an itera-
tion with ε-inflation as in Section 4.3 may help. It leads to [x]k+1 = [f]([x]kε) ⊆ [x]kε
after finitely many iterations as the Example 4.3.3 and Theorem 4.3.2 show if adapted
appropriately.

Our next theorem starts with an a priori restriction of I − C[A].
Theorem 5.5.46. Let ̃x ∈ ℝn , [x]0 ∈ 𝕀ℝn and denote by [x]k the iterates of (5.5.102) for
some matrices [A] ∈ 𝕀ℝn×n , C ∈ ℝn×n and some vector [b] ∈ 𝕀ℝn . If‖ |I − C[A]| ‖∞ < 1, (5.5.107)

then the following properties hold.
(a) The matrices [A], C are regular.
(b) The iteration (5.5.102) is globally convergent to some limit [x]∗ which satisfies[x]∗ ⊆ [ ̃x] := ̃x + [−α, α]e, where α := ‖ |C([b] − [A] ̃x)| ‖∞

1 − ‖ |I − C[A]| ‖∞ .

If one starts (5.5.102) with [x]0 ⊇ [ ̃x], then[x]∗ ⊆ [x]k , k = 0, 1, . . . , and lim
k→∞

[x]k = [x]∗.
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Proof. The assumption implies ρ(P) < 1 for P = |I − C[A]|. Therefore, part (a) and the
global convergence in (b) follow from Theorem 5.5.6 applied as in the previous proof.

Start the iteration (5.5.102) with [x]0 = ̃x . Then
q([x]1, [x]0) = q(C[b] + (I − C[A]) ̃x, ̃x) = q(C[b] − (C[A]) ̃x, 0) = |C([b] − [A] ̃x)|,

and [x]∗ ⊆ [ ̃x] results from Theorem 4.2.7 (b). With [f] as in (5.5.106) the remaining
part of the theorem follows from [x]∗ = [f]([x]∗) ⊆ [f]([ ̃x]) ⊆ [f]([x]0) = [x]1 and an
obvious induction.

The assumption (5.5.107) is certainly fulfilled if C is a sufficiently good approximation
of the inverse of a matrix Ã ∈ [A] and if the diameter of [A] is sufficiently small. This
follows from

I − C[A] ⊆ I − C (Ã + d([A])[−1, 1]) = I − CÃ + Cd([A])[−1, 1]≈ I − Ã−1Ã + |C|d([A])[−1, 1] = |C|d([A])[−1, 1].
The Theorems 5.5.45 and 5.5.46 can be easily reformulated and proved for the iteration
(5.5.103), too. Aswasmentioned inNeumaier [257], p. 125f, the limit [y]∗ of the residual
iteration (5.5.103) is not better than the limit [x]∗ of (5.5.102). We extend this result in
Theorem 5.5.47.

Theorem 5.5.47. Let (5.5.102) and (5.5.103) be globally convergent to some limits [x]∗
and [y]∗ , respectively. Then [x]∗ ⊆ [y]∗ (5.5.108)

holdswith equality if ̃x = ̌x∗ , C = Ǎ−1 . For arbitrary choices ̃x ∈ [x]∗ , C−1 ∈ [A] inequality
is possible in (5.5.108).

Proof. Start (5.5.102) with [x]0 = [y]∗ . Then[x]1 = C[b] + (I − C[A])([y]∗ − ̃x + ̃x)⊆ C[b] + (I − C[A])([y]∗ − ̃x) + (I − C[A]) ̃x= ̃x + C[b] − (C[A]) ̃x + (I − C[A])([y]∗ − ̃x)= ̃x + C([b] − [A] ̃x) + (I − C[A])([y]∗ − ̃x) = [y]∗
holds, and an inductive argument implies [x]∗ ⊆ [y]∗ .

If ̃x = ̌x∗, C = Ǎ−1 we get[x]∗ = Ǎ−1[b] + (I − Ǎ−1[A])[x]∗= Ǎ−1[b] + Ǎ−1 rad([A])[x]∗[−1, 1]= Ǎ−1[b] + Ǎ−1 rad([A])|[x]∗|[−1, 1]

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



5.5 Iterative methods | 281

and [y]∗ = ̌x∗ + Ǎ−1([b] − [A] ̌x∗) + Ǎ−1 rad([A])|[x]∗ − ̌x∗|[−1, 1]= ̌x∗ + Ǎ−1[b] − (I − Ǎ−1 rad([A])[−1, 1]) ̌x∗+ Ǎ−1 rad([A]) rad([x]∗)[−1, 1]= Ǎ−1[b] + Ǎ−1 rad([A])(| ̌x∗| + rad([x]∗))[−1, 1]= Ǎ−1[b] + Ǎ−1 rad([A])|[x∗]|[−1, 1] = [x]∗.
The remaining part of the proof follows from the counterexample [A] = [1, 2], C = 2/3,[b] = [−1, 0], ̃x = −1. Here, [x]∗ = [−1, 1/3], and[y]∗ = ̃x + C([b] − [A] ̃x) + (I − C[A])([y]∗ − ̃x)⊇ ̃x + C([b] − [A] ̃x) + (I − C[A])([x]∗ − ̃x)= [−13/9, 7/9] ⊃ [x]∗.
In order to evaluate the quality of an enclosure [x] of the solution set S of an interval
linear system [A]x = [b] it is advantageous to have a so-called inner enclosure [y] of
S which is defined as any interval vector contained in S . In this connection we some-
timesmore precisely call an enclosure [x] anouter enclosure. If [x] and [y] are known,
the Hausdorff distance q([x], [y]) is certainly an upper bound for the overestimation
of [x] with respect to S . If this bound is small, the enclosure [x] of S is a good one.
Theorem 5.5.48. Let [x]0 ∈ 𝕀ℝn and denote by [x]1 the first iterate of (5.5.102) for some
matrices [A] ∈ 𝕀ℝn×n , C ∈ ℝn×n and some vector [b] ∈ 𝕀ℝn . Denote by Si the projection
of the solution set S of [A]x = [b] onto the i-th coordinate axis. If[x]1i ⊂ [x]0i , i = 1, . . . , n, (5.5.109)

holds as in (5.5.105), then the following properties hold with[z] = C[b], [∆] = (I − C[A])[x]0.
(a) The component [z]i satisfies[z]i = { (Cb̃)i | b̃ ∈ [b] }, i = 1, . . . , n.

(b) The interval [x]1i is an outer enclosure of Si , i.e.,
x1i = zi + ∆i ≤ min(Si) ≤ max(Si) ≤ x1i = zi + ∆i , i = 1, . . . , n.

Obviously, d([x]1) = d([z]) + d([∆]) holds.
(c) With y = z + ∆, y = z + ∆, one gets

min(Si) ≤ yi , yi ≤ max(Si), i = 1, . . . , n.

If y ≤ y, then [y] = [y, y] is an inner enclosure of S which satisfies d([y]) = d([z]) −
d([∆]) = d([x]1) − 2d([∆]).
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Proof. (a) follows from Theorem 4.1.5, the assertion in (b) results from Theorem 5.5.45
or is trivial.

(c) For each x ∈ S there are A ∈ [A], b ∈ [b] such that Ax = b holds, whence

x = Cb + (I − CA)x ∈ [z] + [∆]
follows. Therefore, by virtue of (a) and for any fixed index i there are vectors x, x ∈ S
which satisfy

x
i = zi + ∆

i , x
i = zi + ∆

i

for appropriate vectors ∆, ∆ ∈ [∆]. This implies x
i ≤ yi and x

i ≥ yi and finishes the
nontrivial part of the proof.

Since the inequalities zi + ∆i ≤ min(Si) ≤ zi + ∆i and zi + ∆i ≤ max(Si) ≤ zi + ∆i hold,
the diameter d([∆]) is a measure for the overestimation of S by [x]1 . If [y] exists, then
d([∆]) = q([x]1, [y]) holds.

Notice that Theorem5.5.48holds also for the residual iteration (5.5.103).Here, [z] =
C([b] − [A] ̃x) and [∆] = (I − C[A])([x]0 − ̃x) and a summand ̃xi has to be added on the
right-hand sides in (b) and a summand ̃x has to be added in the definition of y, y in (c).
If d([A]), d([b]), and d([x]0) are small and if ̃x ∈ [x]0 , C = Ǎ−1 , then one can expect
that d([z]) is small and d([∆]) is much smaller than d([z]) because of

d([∆]) = d((I − C[A])([x]0 − ̃x)) ≤ d(I − C[A])d([x]0 − ̃x) = |C|d([A])d([x]0).
HereweusedTheorem3.1.5 (i). Thus d([∆]) canbe thought tobe ‘small of secondorder’
in this case.

The practical computation of an inner computation [y] along the lines of The-
orem 5.5.48 must be implemented carefully. For instance, for yi we need an upper
bound of zi and of ∆i . The latter can be obtained evaluating (I − C[A])[x]0 in stan-
dard machine interval arithmetic and choosing the upper bound of the computed
result. For the evaluation of zi = min(C[b])i one needs a computation with upward
rounding. The matrix C and – if needed – ̃x can be computed using floating point
arithmetic. The assumption (5.5.109) can be fulfilled when iterating with ε-inflation;
cf. again Theorem 4.3.2 and Example 4.3.3.

We mention that Theorem 5.5.48 remains true if assumption (5.5.109) is replaced
by [x]1 ⊆ [x]0 and S ⊆ [x]0. (5.5.110)

The simple proof of this modified Theorem 5.5.48 is based on Brouwer’s fixed point
theorem and is left to the reader as Exercise 5.5.12. It remains true for the residual it-
eration (5.5.103) if [z] and [∆] are altered as described above. If (5.5.110) holds, then
part (b) of the theorem and an induction implies S ⊆ [x]k , k = 1, 2, . . ., whence S ⊆[x]∗ = limk→∞[x]k follows. This remark can be applied as follows: If (5.5.109) is as-
sumed and if the iteration (5.5.102) is started with [x]0 = [ ̃x] from Theorem 5.5.46, then
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S ⊆ [x]comp, where [x]comp denotes the computed fixed point of the iteration (5.5.102)
similarly as [x]kcomp in (5.5.26) of Remark 5.5.1. Therefore, if [f] is defined as in (5.5.106),
then we get [f]([x]comp) = [x]comp on the computer but only [f]([x]comp) ⊆ [x]comp the-
oretically because of the outward rounding of the machine interval arithmetic. This
allows the application of the modified Theorem 5.5.48 with [x]0 = [x]comp which we
will do in our example below.

Now we modify the residual iteration (5.5.103) slightly in order to enclose – hope-
fully better – the symmetric solution set Ssym of the interval linear system [A]x = [b]
with [A] = [A]T . For A = AT ∈ [A], b ∈ [b] we have(C(b − A ̃x))i = n∑

j=1
cij(bj − n∑

ℓ=1
ajℓ ̃xℓ)

= n∑
j=1

cij(bj − ajj ̃xj) − n∑
j=1

j−1∑
ℓ=1
(cij ̃xℓ + ciℓ ̃xj)ajℓ

∈ n∑
j=1

cij([b]j − [a]jj ̃xj) − n∑
j=1

j−1∑
ℓ=1
(cij ̃xℓ + ciℓ ̃xj)[a]jℓ=: [z]symi = { (C(b − A ̃x))i | A = AT ∈ [A], b ∈ [b] }, (5.5.111)

where i = 1, . . . , n and where we exploited the symmetry of A and Theorem 4.1.5.
Therefore we can iterate according to[x]k+1 = ̃x + [z]sym + (I − C[A])([x]k − ̃x), k = 0, 1, . . . . (5.5.112)

For this iteration there is a similar theorem to Theorem 5.5.48. Assume there [A] = [A]T
and replace [z] by [z]sym, S by Ssym and (a) by (5.5.111). The Theorems 5.5.45–5.5.47
hold also for (5.5.112) when reformulated appropriately.

We illustrate the iterations (5.5.103) and (5.5.112) by an example which originates
from Jansson [153].

Example 5.5.49. Let Ǎ ∈ ℝ4×4 be defined by

Ǎ = (−758.0284 8.971284 −507.7297 −260.2576
8.971284 −507.7118 7.705539 508.9875−507.7297 7.705539 −5.192805 −510.2374−260.2576 508.9875 −510.2374 −259.0101)

and [A](t) = [A](t)T ∈ 𝕀ℝ4×4 by [a]ij(t) = ǎij + δ1,|i−j| ⋅ t ⋅ [−1, 1] using the Kronecker
symbol δij and a very small positive parameter t . Let ̃x = (1,−1,1,−1)T , [b] ≡ b = Ǎ ⋅ ̃x,
and C = Ǎ−1 . Compute Ǎ, C, b in INTLAB using ordinary floating point arithmetic and
theMATLAB functioninv(). This changes the theoretical quantities slightly but does
not change the effect of the example severely. Check the condition (5.5.107) of Theo-
rem 5.5.46 and start the iterations (5.5.103) and (5.5.112) with [ ̃x] from this theorem.
Stop the iterations when two successive computed iterates [x]k , [x]k+1 coincide for
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the first time taking into account Remark 5.5.1. Denote by [x] and [x]sym the computed
final outer enclosures resulting from (5.5.103) and (5.5.112), respectively, andby [y] and[y]sym the corresponding computed final inner enclosures according to Theorem 5.5.48
and its modification for Ssym. Some expressive quotients are listed for t = 10−7 in Ta-
ble 5.5.3, where the results are rounded to 5 digits by chopping. They were obtained
after k + 1 = 5, respectively k + 1 = 7 iterations.

Tab. 5.5.3: Ratio of diameters for t = 10−7 .

i d([x]i)
d([x]symi )

d([y]i)
d([x]i)

d([y]symi )

d([x]symi )

1 1.3123 ⋅ 105 0.99959 0.97321
2 1.0166 ⋅ 103 0.99959 0.99979
3 2.0278 ⋅ 103 0.99959 0.99958
4 1.0115 ⋅ 103 0.99959 0.99979

The third and forth column indicate that [x]i and [x]symi are tight enclosures of Si , and(Ssym)i , respectively. The second column shows then that (Ssym)i is essentially smaller
than Si . Therefore, in this example it is advantageous to use the iteration (5.5.112) if an
enclosure for Ssym is needed. Unfortunately, such a gain of enclosure does not always
happen as the example in Exercise 5.5.14 shows. Trivially, for decreasing t the solution
set S and the symmetric solution set Ssym must approach each other in Example 5.5.49.
In fact, S = Ssym holds for t = 0. The behavior of S with respect to Ssym is indicated by
the second column of Table 5.5.4, where the ratios decrease nearly to one. The last two
columns list the smallest indices k, and ksym respectively, with which the stopping
criterion (5.5.26) is fulfilled.

Tab. 5.5.4:Minimal ratio of diameters for decreasing t .

t min
i=1,...,4

d([x]i)
d([x]symi )

min
i=1,...,4

d([y]i)
d([x]i)

min
i=1,...,4

d([y]symi )

d([x]symi )
k ksym

10−7 1.0115 ⋅ 103 0.99959 0.97321 4 6
10−8 1.0114 ⋅ 103 0.99995 0.99729 3 5
10−9 1.0111 ⋅ 103 0.99999 0.99973 3 4
10−10 1.0084 ⋅ 103 0.99999 0.99998 3 4
10−11 9.7787 ⋅ 102 0.99999 0.99999 2 3
10−12 7.5349 ⋅ 102 0.99999 0.99999 2 3
10−13 2.2988 ⋅ 102 0.99999 0.99999 2 2
10−14 2.7169 ⋅ 101 0.99999 0.99999 2 2
10−15 3.9427 ⋅ 100 0.99999 0.99999 2 2
10−16 1.6475 ⋅ 100 0.99999 0.99999 2 2
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Exercises

Ex. 5.5.1. Reprove Lemma 5.5.1 starting first with the trivial case of a regular upper
triangular matrix [A]. In the case of a regular lower triangular matrix [A] apply the
preceding result to the upper triangular matrix P[A]PT and the vector P[b], where
P is the permutation matrix in (5.2.42) (denoted by E there). Use P = PT and Theo-
rem 5.4.1 (f) in order to see [x] = IGA([A], [b]) = P ⋅ IGA(P[A]PT , P[b]) and apply an
index transformation n + 1 − i → i in the arising sum.

Ex. 5.5.2. Prove Theorem 5.5.4.

Ex. 5.5.3. Consider (5.5.8) only for real matrices A,M,N and real vectors b, x0 . Define
D, E, F for A ∈ ℝn×n as in (5.5.29) and ρJ , ρGS as in Remark 5.5.2 (b). Show that ρ2GS = ρJ
holds if n = 2. (This implies ρGS < ρJ if ρJ < 1.) Find a matrix A ∈ ℝ3×3 such that
ρJ < ρGS < 1 holds.

Ex. 5.5.4. Prove the details of Example 5.5.15.

Ex. 5.5.5. Prove the details of Example 5.5.19.

Ex. 5.5.6. Prove the details of Example 5.5.23.

Ex. 5.5.7. Prove the details of Example 5.5.27.

Ex. 5.5.8. Let [b] ∈ 𝕀ℝn , [A] ∈ 𝕀ℝn×n , ρ(|[A]|) < 1, and let [x]∗ be the limit of the
Richardson iteration [x]k+1 = [A][x]k + [b]. Show that [x]∗ = −[x]∗ holds if and only
if [b] = −[b]. (Cf. Theorem 5.5.29.)

Ex. 5.5.9. Let [b] ∈ 𝕀ℝn , [A] ∈ 𝕀ℝn×n , ρ(|[A]|) < 1 and let [x]∗ be the limit of the
Richardson iteration [x]k+1 = [A][x]k + [b].
(a) Show that there are matrices Ã , Ã ∈ ∂[A] such that[A][x]∗ = [Ã ̌x∗, Ã ̌x∗] + [−|Ã |, |Ã|]rx∗ .

Hint: Prove this equation first for n = 1.
(b) Show bymeans of (a) that [x]∗ = [x] is the limit of the Richardson iteration (5.5.51)

if [x] satisfies the coupled linear systemšx = 1
2 (Ã + Ã ) ̌x + 1

2 (|Ã| − |Ã |)rx + b̌
rx = 1

2 (Ã − Ã ) ̌x + 1
2 (|Ã| + |Ã |)rx + rb

or, equivalently,

x = 1
2 (Ã + |Ã |)x + 1

2 (Ã − |Ã |)x + b
x = 1

2 (Ã − |Ã|)x + 1
2 (Ã + |Ã|)x + b

with Ã , Ã as in (a).
Conversely, the limit [x]∗ of (5.5.51) satisfies the preceding linear systems.
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Ex. 5.5.10. Apply the modified sign accord algorithm 5.3.14 to[A] = ([1/8, 1/4] [0, 1/4][0, 1/2] [1/8, 1/4]) , [b] = ([−10, −1][2, 10] )
in order to compute the solution [x]∗ of the interval equation [x] = [A][x] + [b].
Ex. 5.5.11. Denote by C+ the Moore–Penrose inverse of a matrix C . For C+ it is well
known that C+b ∈ ℝn is the least squares solution of Cx = b of minimal Euclidean
norm (cf. Stoer, Bulirsch [348], p. 220, for example). Show that if [b] ≡ b ∈ ℝn and if
(5.5.59) is solvable, then x∗ = (I − Â)+b is a fixed point of [f] from (5.5.57).

Ex. 5.5.12. Prove the assertions of Theorem 5.5.48 under the assumptions (5.5.110).

Ex. 5.5.13. Replace the matrix Â in Example 5.5.49 by the Pascal matrix

Pn = (i + ji ) = ((i + j)!i! j!
) ∈ ℝn×n ,

modify Pn correspondingly in order to obtain an interval matrix [A](t), and draw up
a similar table to Table 5.5.4.

Ex. 5.5.14 (Mayer, [216]). Let[A](t) = ( 1 t[−1, 1]
t[−1, 1] −1 ) , 0 ≤ t < 1, [b] = (2, 2)T

and consider the interval linear system [A]x = [b].
(a) Show that the solution set S lies completely in the fourth quadrant O4 and has

the form of a kite which lies symmetric with respect to the line x2 = −x1 and has
a trailing end at (2/(1 − t), −2/(1 − t)).

(b) Show that the symmetric solution set Ssym is a connected part of the circle(x1 − 1)2 + (x2 + 1)2 = 2 which lies symmetric to the line x2 = −x1 and con-
tains the point (2, −2).

(c) Show that the limits of the iterations (5.5.103) and (5.5.112) coincide for every t ∈[0, 1). Show in addition that they cover thewhole plane ℝ2 if t tends to one.What
do S and Ssym look like in the singular limit case t = 1?

Notes to Chapter 5

To 5.1: Details on Leontief’s model can be found in Leontief [191]. Varying input data
in this model are considered in Rohn [297].

To 5.2: An if and only if criterion for the nonconvexity of the solution set S is given
in Rohn [298, 300]. The tolerance solution set and the control solution set are studied
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intensively in Shary [337, 338, 339, 340, 342] and Sharaya [336], where these sets are
partly named tolerable solution set, and controllable solution set, respectively; cf. also
Fiedler et al. [95], Theorem 2.28 and Theorem 2.29 fromwhere we took our notation. A
generalized version of the Oettli–Prager theorem was considered in Heindl [140].

Historical remarks on the symmetric solution set Ssym and additional references
for the description and the enclosure of this set can be found inMayer [216]. The prob-
lemof considering thehull of Ssym seems tobefirstmentionedbyNeumaier in aChrist-
mas letter addressed to RohndatedDecember 23, 1985; cf. Rohn [305, 306]. Inspired by
this letter Rohn [306] invented a first method to enclose Ssym in 1986. We considered
Rohn’smethod in our survey [216]. The curvilinear boundary of Ssym was remarked ex-
perimentally by Jansson in his 1990 talk at the SCAN conference inAlbena, Bulgaria. A
first proof of this form succeeded in 1995 for 2 × 2 matrices byAlefeld,Mayer [37] and a
year later for the general case by Alefeld, Kreinovich, Mayer [28, 30]. Another descrip-
tion using intersections of intervals was given in Mayer [213]. A first description in a
closed form by a variety of inequalities was stated and proved by Hladík [149]. The
form of Theorem 5.2.6 including the various equivalences and the presented proof
goes back to Mayer [217, 219] based on Hladík’s result in [149]. More general depen-
dencies are considered in Alefeld, Kreinovich, Mayer [31, 33], and Popova [276]. The
crucial Theorem 5.2.7 and Corollary 5.2.8 were first presented in Alefeld, Kreinovich,
Mayer [31].

To 5.3: Farkas’ lemma and variants of it including proofs can be found in Schrij-
ver [332]. Its proof here is taken from Suchowitzki, Awdejewa [350], p. 381ff. Nearly all
other results of Section 5.3 are results from Rohn [301]. Theorem 5.3.16 is based on a
result of Hansen [131]. In its present form it goes back to Rohn [302]. It was generalized
in Ning, Kearfott [263]. Additional remarks on the interval hull of the solution set were
given in Neumaier [257].

To 5.4: For the 2 × 2 case the formulae of the interval Gaussian algorithm can be
found already in the pioneering book of Moore [232]. In the general case they are con-
tained in Alefeld [7]. The representation (5.4.4) of [x]G originates from Schwandt [335].
A survey on criteria for the feasibility of the interval Gaussian algorithm up to 1990
was given in Mayer [205]. The sufficient criterion in Theorem 5.4.10 is published in
Frommer, Mayer [109]. Its generalization in Theorem 5.4.13 goes back to Mayer, Pieper
[220]. The criterion for Hessenberg matrices in Theorem 5.4.19 originates from Mayer
[215] and replaces the more extensive one in Reichmann [290]. Lemma 5.4.23, Theo-
rem 5.4.24, and Corollary 5.4.25 are presented in Frommer [103]. Another criterion is
derived in Frommer, Mayer [110]. The auxiliary result in Lemma 5.4.28 as well as the
succeeding perturbation results in Theorem 5.4.29 and Corollary 5.4.31 are from Neu-
maier and can be found in Neumaier [255]. The negative result in Theorem 5.4.32 is
due to Mayer [214], the Theorems 5.4.36–5.4.40 and Corollary 5.4.41 come from Mayer,
Rohn [221]. In Garloff [115] and Jan Mayer [225] modifications of the interval Gaussian
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algorithm are suggested for improving its feasibility. Block methods are presented in
Garloff [114]. Pivoting is studied in Hebgen [138], Wongwises [364].

The interval Choleskymethod togetherwith somebasic propertieswas introduced
in Alefeld, Mayer [35]. Additional conditions for its feasibility and comparisons with
the vector resulting from the interval Gaussian algorithm can be found in Alefeld,
Mayer [41]. All our results on this method are taken from these two papers and from
Alefeld,Mayer [37]. Garloff [116, 117] suggests pivot tightening for the interval Cholesky
method in order to improve its feasibility. A block version of the interval Cholesky
method is considered in Schäfer [326, 327]. A sophisticated floating point Cholesky
method is presented in Rump [316].

To 5.5: Most of the results presented in this section are meanwhile standard in inter-
val analysis and can already be found in the books of Alefeld, Herzberger [26] and
Neumaier [257]; see also Neumaier [254, 255] and Mayer [204]. It is an open question
under which conditions R1(I) = ρ(|[M]G| ⋅ |[N]|) holds in Theorem 5.5.6. Some basic
ideas can be found in Mayer [201, 202]. Enclosures for at least one solution of a singu-
lar system are considered in Alefeld, Mayer [39, 40]. The algebraic solution of the fixed
point equation [x] = [A][x] + [b] is studied in Shary [341]. The discussion of its form in
the case ρ(|[A]|) ≥ 1 originates fromMayer, Warnke [222, 223, 224]. A generalization to
reducible matrices |[A]| can be found in Arndt, Mayer [55]. An extension to complex
matrices is considered in Arndt [53].

The contents of Theorem 5.5.48 can be found in Rump [317], its symmetric variant
for the iteration (5.5.112) in Jansson [153]. See also Rump [313, 318]. A way to check
nonsingularity of a matrix A in a floating point system with directed rounding is pre-
sented in Oishi, Rump [265]. In this paper it is also shown how rigorous bounds for the
error ‖x∗ − ̃x‖∞ can be computed in a fast way, where x∗ solves Ax = b exactly and is
unknown, while ̃x is only an approximation of x∗ and is known.
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A nonlinear system of n equations with n variables x1, . . . , xn is considered here
either as a zero problem f(x) = 0 of a function f : D ⊆ ℝn → ℝn or as a fixed point
problem x = g(x) with g : D ⊆ ℝn → ℝn . Newton’s method and the general iteration
method are two traditional methods to approximate a zero of f , and a fixed point of g,
respectively. We will extend them to interval iterations verifying thus a zero or a fixed
point within some iterate. We will get to know additional methods in this chapter.
To this end we assume that f and g always have the required smoothness – at least
continuity. Mostly it is sufficient that f, g ∈ C2(D) holds.

Wewill start with the interval Newtonmethodwith which wewill be able to verify
zeros of f and with which we can also decide whether some interval vector does not
contain any zero of f .

6.1 Newton method – one-dimensional case

The traditional one-dimensional Newton method can be derived in several ways,
where x0 ∈ D ⊆ ℝ is the starting value and f (x) ̸= 0 is assumed whenever it is
necessary, in particular, f (x0) ̸= 0.
(i) Linearization: Replace f(x) by its Taylor polynomial f(x0) + f (x0)(x − x0) of de-

gree 1 and substitute the equation f(x) = 0 by f(x0) + f (x0)(x − x0) = 0. Solve the
latter for x and rename x with x1 .

(ii) Geometric way: Intersect the tangent at (x0, f(x0)) of the graph of f with the x-
axis and denote the resulting point by (x1, 0).

(iii) Fixed point iteration: Write the zero problem f(x) = 0 as the equivalent fixedpoint
equation x = x − f(x)/f (x) =: g(x) and start the usual fixed point iteration for g
with x = x0 .

In all the three derivations replace x0, x1 by xk , xk+1 ending up with the Newton
method

xk+1 = xk − f(xk)/f (xk), k = 0, 1, . . . . (6.1.1)

It is well known that this method is locally quadratically convergent provided that
f ∈ C2(D) has a zero x∗ with f (x∗) ̸= 0.

In order to introduce the interval Newtonmethod we consider f only on the inter-
val [x]0 , assume x∗ ∈ [x]0 , choose ̃x0 ∈ [x]0 and use the Taylor theorem. Then

0 = f(x∗) = f( ̃x0) + f (ξ)(x∗ − ̃x0), ξ ∈ [x]0 appropriately,
whence

x∗ = ̃x0 − f( ̃x0)/f (ξ) ∈ ( ̃x0 − f( ̃x0)/f ([x]0)) ∩ [x]0.
DOI 10.1515/9783110499469-007
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290 | 6 Nonlinear systems of equations

This leads to the following interval Newton method:

choose ̃xk ∈ [x]k ,[n]k := ̃xk − f( ̃xk)/f ([x]k),[x]k+1 := [n]k ∩ [x]k , }}}}}}} k = 0, 1, . . . . (6.1.2)

Stop if the intersection is empty.
With [m] = f ([x]k) the method is illustrated in Figure 6.1.1.
The intersection in (6.1.2) leads to a sequence of iterates which is monotonously

decreasing with respect to ‘⊆’.

[n]k

[x]k

[x]k+1

f
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y
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1 2 3 4 5 6 70 8
xk x̃k xk

Fig. 6.1.1: One step of the Newton method.
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Theorem 6.1.1. Let D be an open subset of ℝ, f ∈ C1(D), [x]0 ⊆ D, 0 ∉ f ([x]0), f  ∈
L([x]0) with Lipschitz constant lf  > 0.
(a) If [x]0 contains a zero x∗ of f , then the following properties hold for f and the New-

ton method I in (6.1.2).
(i) x∗ is the only zero of f in [x]0 ,
(ii) x∗ is contained in each iterate [x]k of (6.1.2),
(iii) [x]k+1 ⊆ [x]k ⊆ ⋅ ⋅ ⋅ ⊆ [x]1 ⊆ [x]0 ,
(iv) d([x]k+1) ≤ (1 − ⟨f ([x]k)⟩/|f ([x]k)|)d([x]k) ≤ c(d([x]k))2 , k = 0, 1, . . . , with

c > 0 independent of k,
(v) d([x]k+1) ≤ 1

2 (1 − ⟨f ([x]k)⟩/|f ([x]k)|)d([x]k) ≤ c
2 (d([x]k))2 , k = 0, 1, . . . , if̃xk = ̌xk , with c > 0 as in (iv),

(vi) limk→∞[x]k = x∗ ,
(vii) OR(I) ≥ 2, i.e., the interval Newtonmethod is at least quadratically convergent

on [x]0 .
(b) The starting interval [x]0 contains no zero of f if and only if (6.1.2) stops after finitely

many steps with an empty intersection. In this case there are constants a, b > 0,
which depend on [x]0 (and on f ) and satisfy the inequality

min{ nk − xk , xk − nk } ≤ a(d([x]k))2 − b, k = 0, 1, . . . . (6.1.3)

(c) Unless f( ̃xk) = 0 in case (a) we have ̃xk ∉ [x]k+1 in both cases (a) and (b). In partic-
ular, if ̃xk = ̌xk , then in each Newton step d([x]k) is more than halved.

Proof. (a)
(i) follows from 0 ∉ f ([x]0) whence f is strictly monotone on [x]0 .
(ii) Let x∗ ∈ [x]k for some k ∈ ℕ0 . Then 0 = f(x∗) = f( ̃xk) + f (ξ)(x∗ − ̃xk) holds for

some ξ ∈ [x]k , and x∗ = ̃xk − f( ̃xk)/f (ξ) ∈ [x]k+1 follows.
(iii) is obvious by virtue of the intersection in (6.1.2).
(iv) W.l.o.g. let [f k , f k] = f ([x]k) > 0.Otherwise consider −f and −f ([x]k). If f( ̃xk) = 0,

then [x]k+1 ≡ ̃xk . This proves the assertion with d([x]k+ℓ) = 0, ℓ = 1, 2, . . . . If
f( ̃xk) > 0, then

xk+1 = ̃xk − f( ̃xk)/f k < ̃xk , (6.1.4)

and xk+1 = max{xk , ̃xk − f( ̃xk)/f k} ≥ ̃xk − f( ̃xk)/f k . The last inequality implies
f( ̃xk) ≥ f k( ̃xk − xk+1) and

d([x]k+1) = ( ̃xk − f( ̃xk)/f k) − xk+1≤ ̃xk − (f k/f k)( ̃xk − xk+1) − xk+1= (1 − f k/f k)( ̃xk − xk+1) ≤ (1 − f k/f k)d([x]k) (6.1.5)= (1 − ⟨f ([x]k)⟩/|f ([x]k)|)d([x]k) = 1|f ([x]k)|d(f ([x]k))d([x]k)≤ lf |f ([x]k)| (d([x]k))2 ≤ lf ⟨f ([x]0)⟩ (d([x]k))2.
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The assertion follows with c := lf /⟨f ([x]0)⟩. If f( ̃xk) < 0, the proof proceeds sim-
ilarly and is left to the reader.

(v) If ̃xk = ̌xk , then ̃xk − xk+1 ≤ ̃xk − xk = 1
2d([x]k). Now the assertion follows from (iv)

with d([x]k) being replaced by 1
2d([x]k) in (6.1.5).

(vi) Let γ = 1 − ⟨f ([x]0)⟩/|f ([x]0)|. Then γ < 1 since 0 ∉ f ([x]0). From [x]k ⊆ [x]0
and the first inequality in (iv) one obtains

d([x]k+1) ≤ (1 − ⟨f ([x]0)⟩/|f ([x]0)|)d([x]k)= γd([x]k) ≤ γk+1d([x]0) → 0 for k →∞. (6.1.6)

Together with (ii) this implies the assertion.
(vii) follows from Theorem 5.5.4 and (iv) since q([x]k+1, x∗) ≤ d([x]k+1) ≤ cd([x]k)2 ≤

4c(q([x]k , x∗))2 . For the last inequality we used Theorem 2.5.7 (j) with [b] = [x]k .
(b) If (6.1.2) stops with empty intersection, then (a) (ii) shows that [x]0 cannot contain
a zero x∗ of f .

Assume conversely that [x]0 does not contain a zero x∗ of f and that (6.1.2) does
not stopwith empty intersection. Then (iii) and (iv) of (a) still hold, hence the sequence([x]k) converges to a point interval [x, x] ⊆ [x]0 . This can be seen as in the proof of (vi).
In particular, limk→∞ ̃xk = x holds. Taking the limit k → ∞ in (6.1.2) and exploiting
the continuity of the intersection operation yields[x, x] = (x − f(x)/f ([x, x])) ∩ [x, x],
hence 0 ∈ f(x)/f ([x, x]), i.e., f(x) = 0. This contradicts the assumption.

In order to prove (6.1.3) we first assume [f k , f k] = f ([x]k) > 0 and f(x) > 0 on[x]0 . Then nk = ̃xk − f( ̃xk)/f k , and with |f |min := min{|f(x)| | x ∈ [x]0} and f( ̃xk) =
f(xk) + f (ξ)( ̃xk − xk) for some ξ ∈ [x]k we get

nk − xk = ̃xk − f( ̃xk)/f k − xk = (1 − f (ξ)/f k)( ̃xk − xk) − f(xk)/f k= (f k − f (ξ))( ̃xk − xk)/f k − f(xk)/f k≤ d(f ([x]k))d([x]k)/f k − f(xk)/f k≤ (lf /⟨f ([x]0)⟩)(d([x]k))2 − |f |min/|f ([x]0)|, (6.1.7)

where we used Theorem 4.1.18 (a) for the last inequality. This relation holds also for
f ([x]0) < 0 and f(x) < 0 for all x ∈ [x]0 as can be seen by replacing f, f  by −f, −f  . If
f ([x]0) < 0 and f(x) > 0 for all x ∈ [x]0 , we get

xk − nk = xk − ̃xk + f( ̃xk)/f k = (1 − f (ξ)/f k)(xk − ̃xk) + f(xk)/f k= (1 − |f (ξ)|/|f k|)(xk − ̃xk) + f(xk)/f k≤ d(f ([x]k))d([x]k)/|f k| − f(xk)/|f k|≤ (lf /⟨f ([x]0)⟩)(d([x]k))2 − |f |min/|f ([x]0)|,
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which holds also for f ([x]0) > 0 and f(x) < 0 for all x ∈ [x]0 . Together with (6.1.7) this
proves (6.1.3) with a = lf /⟨f ([x]0)⟩ and b = |f |min/|f ([x]0)|.

(c) follows directly from nk − ̃xk = −f( ̃xk)/f k < 0 if f( ̃xk) ⋅ f ([x]k) > 0 and from̃xk − nk = f( ̃xk)/f k < 0 if f( ̃xk) ⋅ f ([x]k) < 0.

We comment on part (b) of Theorem 6.1.1 assuming that f has no zero in [x]0 . Since
in this case (6.1.6) also holds, the diameter d([x]k) gets small if there are sufficiently
many iterates. Now (6.1.3) implies nk < xk or xk < nk if d([x]k) is small enough, which
is equivalent to [n]k ∩ [x]k = 0. As in Alefeld [15], property (6.1.3) can be denoted as
quadratic divergence of the Newton method if f has no zero in [x]0 .
Remark 6.1.1. As for the traditional simplified Newton method, one can replace
f ([x]k) in (6.1.2) by any fixed interval [m] with 0 ∉ [m]. This leads to the Newton-like
method [x]k+1 = ( ̃xk − f( ̃xk)/[m]) ∩ [x]k , k = 0, 1, . . . . (6.1.8)

One can even iterate by[x]k+1 = ( ̃xk − f( ̃xk)[m] ∩ f ([x]0)) ∩ [x]k , k = 0, 1, . . . , (6.1.9)

or [x]k+1 = ( ̃xk − f( ̃xk)[m] ∩ f ([x]k)) ∩ [x]k , k = 0, 1, . . . , (6.1.10)

where in all three iterations ̃xk ∈ [x]k is required. Notice that 0 ∈ f ([x]0) is allowed in
(6.1.9) and (6.1.10), but 0 ∉ [m] has still to hold.

If ̃xk coincides in (6.1.8) and (6.1.9) and if the iterates in (6.1.9) are denoted by[y]k in order to distinguish them from those in (6.1.8), then [y]k ⊆ [x]k can be shown
provided that [x]0 = [y]0; cf. Exercise 6.1.1.

The iteration (6.1.10) converges at least quadratically. The other results of Theo-
rem 6.1.1 hold for (6.1.10) similarly. The iterations (6.1.8), (6.1.9) have at least the prop-
erties (a) (i)–(vi) and (b) without (6.1.3) of Theorem 6.1.1.

Nowwe will see what happens if 0 ∈ f ([x]) = [f , f ] is allowed. In addition to this we
assume x∗, ̃x ∈ [x], f(x∗) = 0 ̸= f( ̃x). By virtue of the mean value theorem we get

f(x∗) = 0 = f( ̃x) + f (ξ)(x∗ − ̃x), ξ ∈ [x],
hence f (ξ) ̸= 0 and

x∗ = ̃x − f( ̃x)
f (ξ) ∈ (M1 ∪M2) ∩ [x]

with
M1 = { ̃x − f( ̃x)

s
 s ∈ [f , 0) } , M2 = { ̃x − f( ̃x)

s
 s ∈ (0, f ] } ,

cf. Figure 6.1.2.
This suggests the following modification of the Newton method using a stack.
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Fig. 6.1.2:Modified Newton method if 0 ∈ f ([x]).

Modified Newton method (0 ∈ f ([x]0) allowed)

Let f, f , [x]0 as in Theorem 6.1.1 with the exception of 0 ∉ f ([x]0). Assume that [x]0
contains at most finitely many zeros of f and f  . Let [υ] be a vector of dynamic length
n called a stack, and denote by [h]1 , [h]2 intervals or the empty set.

(1) n := 1, [υ]1 := [x]0
(2) if n < 1 then stop with empty stack else [x] := [υ]n , n := n − 1
(3) if 0 ∉ f([x]) then goto (2) % [x] does not contain any zero of f
(4) choose ̃x ∈ [x] % for instance ̃x = ̌x
(5) if f( ̃x) = 0 then stop with the zero x∗ := ̃x
(6) j := 1

(a) if 0 ∉ f ([x]) then [h]j := ( ̃x − f( ̃x)/f ([x])) ∩ [x]
(b) if 0 ∈ f ([x]) =: [f , f ] then

case f( ̃x) > 0:
if f  ̸= 0 then [h]1 := [ ̃x − f( ̃x)/f ,∞) ∩ [x]
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if f  ̸= 0 then
if f  ̸= 0 then j := j + 1[h]j := (−∞, ̃x − f( ̃x)/f ] ∩ [x]

case f( ̃x) < 0:
if f  ̸= 0 then [h]1 := [ ̃x − f( ̃x)/f ,∞) ∩ [x]
if f  ̸= 0 then

if f  ̸= 0 then j := j + 1[h]j := (−∞, ̃x − f( ̃x)/f ] ∩ [x]
(7) for i = 1 to j do

if [h]i ̸= 0 then n := n + 1, [υ]n := [h]i
(8) goto (2).

Now we will comment on this algorithm.

Remark 6.1.2.
(a) Step (6) (a) is a Newton step.
(b) Step (6) (b) is based on the following equality: if b̃ ∈ ℝ \ {0}, 0 ∈ [a] ∈ 𝕀ℝ, d([a]) >

0, then { b̃
ã
 ã ∈ [a] \ {0}} = {{{{{ (−∞, ̃b

a ] ∪ [ ̃b
a ,∞) , if b̃ > 0,(−∞, ̃b

a ] ∪ [ ̃b
a ,∞) , if b̃ < 0.

}}}}}
If a = 0 or a = 0, then that interval disappears whose bound is undefined.

(c) In step (6) we cannot have f  = f  = 0 simultaneously. In step (6) (a) this is part of
the assumption. In step (6) (b) f ([x]) ≡ 0 implies that f  has infinitely many zeros
in [x] because of d([x]) > 0. (If d([x]) = 0 then step (6) is not reached because of
the steps (3) and (5)!) The final value of j in step (6) is only 1 or 2.

(d) In a practical realization, step (5) of the algorithm has to be modified and a stop-
ping criterion has to be added, for instance in step (8). Thus one could stop if [υ]n
has a sufficiently small width. If one is interested in several zeros in [x]0 and if
the stopping criterion is true, then the momentary final element [υ]n of [υ] could
be stored in a second vector [w] and n is replaced by n − 1 in order to study the
remaining entries of [υ] for zeros. At the end, the vector [w] contains candidates
of small width for zeros of f . Whether these candidates really contain zeros must
be studied separately, for instance in amore refined process. One can also think of
changing theorderwithwhich the entries of [υ] are considered. Soone could fetch
the widest entry of [υ] first instead of the last one. In this case one should replace
the terminology ‘stack’ by ‘list’ or another appropriate data structure because of
the ‘last in – first out’ (LIFO) handling of a stack.

In order to prove that the modified Newtonmethod either verifies a zero of f in [x]0 or
shows that there cannot be any we need an auxiliary result which is closely related to
the algorithm above and uses its notation without further reference.
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Lemma 6.1.2. Choose ̃x = ̌x in the modified Newton method.
(a) If [x] does not contain a zero of f when executing step (6) of this method, then either[h]j is empty or

d([h]j) ≤ 1
2
d([x]) − ∆([x]) with ∆([x]) := ⟨Rf ([x])⟩|f ([x])| (6.1.11)

holds.
(b) If the last component [υ]n of the stack does not contain a zero of f , then after finitely

many steps the stack does not contain any subset of [υ]n .
Proof. (a) Let [h]j ̸= 0. We first consider step (6) (a). If there f( ̌x) > 0 and f ([x]0) > 0
hold, then f increases on [x]. Hence[h]1 = [ ̌x − f( ̌x)

f 
, ̌x − f( ̌x)

f 
] ∩ [x] ⊆ [x, ̌x − f( ̌x)

f 
]

and
d([h]1) ≤ ̌x − x − f( ̌x)

f 
≤ 1
2
d([x]) − ∆([x])

follows. Similarly, if f( ̌x) < 0 and f ([x]0) > 0, then [h]1 ⊆ [ ̌x − f( ̌x)/f , x] and d([h]1) ≤
1
2d([x]) − ∆([x]). The remaining cases are left to the reader.

Next we address step (6) (b). Let f( ̌x) > 0, f  ̸= 0. Then f  < 0 since

0 ∈ f ([x]) and [h]1 ⊆ [ ̌x − f( ̌x)
f 

, x]
holds, which implies d([h]1) ≤ 1

2d([x]) − ∆([x]) again. This result can be easily shown
for the remaining cases, too. Notice that f ([x]) ̸= 0 in step (6) as was stated in Re-
mark 6.1.2 (c).

(b) Let [y] be a subset of a former interval [x] := [υ]n . If d([y]) = 0, then [y] dis-
appears because of the steps (3) or (5). If d([y]) ̸= 0, then f ([y]) ̸= 0 holds according
to Remark 6.1.2 (c). Since [y] ⊆ [x], we get ∆([y]) ≥ ∆([x]) with ∆([x]) defined as in
(6.1.11). If [y] is replaced by some interval [h]i ̸= 0 in step (7), then i is at most 2 and
the total length of such intervals [h]i is bounded by

2 ⋅ ( 12d([y]) − ∆([y])) ≤ d([y]) − ∆([y]) ≤ d([y]) − ∆([x]) = d([y]) − ∆([υ]n)
according to (a). If ∆([υ]n) = 0, then 0 ∈ Rf ([υ]n) in contrast to our assumption. There-
fore, ∆([υ]n) > 0 holds and a replacement process as just described can occur at most⌈ d([υ]n)∆([υ]n)⌉ times.

Now we are ready to prove our main result on the modified Newton method.

Theorem 6.1.3. In the modified Newton method there occur exactly three cases:
(1) [x]0 does not contain any zero of f . The method stops after finitely many iterations.
(2) [x]0 contains a zero of f . This is verified after finitely many iterations in step (5).
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(3) [x]0 contains a zero of f and the method does not stop after finitely many itera-
tions. If one denotes by [x]k , k = 0, 1, . . . , every last element of the stack which
is fetched in step (2), then the sequence (xk) converges monotonously increasing to
the smallest zero x∗ of f in [x]0 .

Proof. We prove the theorem only for ̃x = ̌x .
(1) follows immediately from Lemma 6.1.2 (b). Assume now that neither (1) nor (2)

is valid. As in the proof of Lemma 6.1.2 (a) one can see that

d([h]j) ≤ 1
2
d([x]) (6.1.12)

holds. According to the construction of [x]k we have xk ≤ xk+1 ≤ x0 , hence (xk) con-
verges to some z ∈ [x]0 . Lemma 6.1.2 (b) guarantees x∗ ∈ [x]kν , ν = 1, 2, . . . for some
subsequence ([x]kν ) of ([x]k). From (6.1.12) we get d([x]kν+1 ) ≤ d([x]kν )/2 even if kν+1 ̸=
kν + 1; cf. Figure 6.1.3.

Therefore, limν→∞[x]kν = x∗ holds and implies limν→∞ xkν = x∗ , hence

lim
k→∞

xk = z = x∗.

[x]kν

x*

[x]kν+1[x]kν+1 Fig. 6.1.3: Iterates [x]kν , [x]kν+1 , and [x]kν+1 .

Exercises

Ex. 6.1.1. Prove the statements of Remark 6.1.1.

6.2 Newton method – multidimensional case

In order to construct the multidimensional interval Newton method we proceed anal-
ogously to the one-dimensional case. To this end we use the multidimensional mean
value theorem 1.6.1 and represent f(x∗) = 0 for f ∈ C1(D) as

0 = f(x∗) = f( ̃x) + J(x∗, ̃x)(x∗ − ̃x) (6.2.1)

with x∗, ̃x ∈ D, J(x, y) = ∫10 f (x + t(y − x))dt ∈ ℝn×n . Assuming J to be regular we get

x∗ = ̃x − J(x∗, ̃x)−1f( ̃x) = ̃x − IGA(J(x∗, ̃x), f( ̃x)) ∈ ̃x − IGA(f ([x]0), f( ̃x)), (6.2.2)

provided that x∗, ̃x ∈ [x]0 ⊆ D . With the Newton operator

N([x], ̃x) = ̃x − IGA(f ([x]), f( ̃x)) (6.2.3)
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this induces the interval Newton method[x]k+1 = N([x]k , ̃xk) ∩ [x]k , k = 0, 1, . . . , (6.2.4)

with ̃xk ∈ [x]k , [x]0 ⊆ D . If the intersection in (6.2.4) is empty, the iteration is stopped.
In order to guarantee at least the first step of the method it is tacitly assumed that

IGA(f ([x]0)) exists. This guarantees that also the succeeding iterates exist unless
the intersection is empty. In addition, it implies the regularity of J(x∗, ̃x) ∈ f ([x]0);
cf. (5.4.14). This does, however, not guarantee that IGA(f ([x]0)) itself is regular;
cf. f(x, y) = (0.5x2 − 0.5y2, x + y)T , [x]0 = ([1, 2], [1, 2])T , and Exercise 5.4.2.

For (6.2.4) we obtain the following result.

Theorem 6.2.1. Let D be an open convex subset of ℝn , f : D ⊆ ℝn →ℝn , f ∈ C1(D). Let
the entries f ij of f

 be represented as expressions from 𝔼 as in Definition 4.1.2 such that
the interval arithmetic evaluation f ([x]) exists for [x] ∈ 𝕀(D). In addition, assume that
IGA(f ([x]0)) exists for some starting vector [x]0 ⊆ D.
(a) If f has a zero x∗ ∈ [x]0 , then [x]k , k = 0, 1, . . . , and [x]∗ := limk→∞[x]k exist and

x∗ ∈ [x]∗ ⊆ [x]k+1 ⊆ [x]k ⊆ [x]0, k = 0, 1, . . . , (6.2.5)

holds.
(b) There is no zero x∗ ∈ [x]0 if (6.2.4) stops because of empty intersection after finitely

many iterations.

Proof. (a) From (6.2.2) we get x∗ ∈ [x]1 , and induction and the intersection in (6.2.4)
imply the assertion.

(b) follows by contradiction immediately from (a).

It is unknown whether the converse in (b) holds similarly to in (b) of Theorem 6.1.1.
The convergence of ([x]k) to a point interval as in the one-dimensional case is not
mandatory as the Example 6.2.2 shows. This example is due to Schwandt [335], p. 85ff;
its proof is left to the reader as Exercise 6.2.1.

Example 6.2.2. Let

f(x, y) = (−x2 + y2 − 1
x2 − y ) , [x]0 = 1

10
([11, 19][11, 19]) ,̃xk = ̌xk , k = 0, 1, . . . . Then f has the unique zero

x∗ = (√ 1 + √5
2

,
1 + √5

2
)T

in [x]0 and [x]0 = [x]k holds for the iterates [x]k , k = 0, 1, . . ., of the Newtonmethod.
In particular, [x]∗ = [x]0 is not degenerate.
Unfortunately, Theorem 6.2.1 does not verify a zero x∗ ∈ [x]0 of f nor does it guarantee
uniqueness of such a zero. This changes if [x]0 satisfies additional properties.

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



6.2 Newton method – multidimensional case | 299

Theorem 6.2.3. Let the assumptions of Theorem 6.2.1 be fulfilled. If

N([x]0, ̃x0) ⊆ [x]0 (6.2.6)

holds, then f has exactly one zero x∗ ∈ [x]0 . We call (6.2.6) the Newton test.

Proof. Let x ∈ [x]0 . Then g(x) = x − (J(x, ̃x0))−1f(x) satisfies
g(x) = x − (J(x, ̃x0))−1(f( ̃x0) + J(x, ̃x0)(x − ̃x0))= ̃x0 − (J(x, ̃x0))−1f( ̃x0) ∈ N([x]0, ̃x0) ⊆ [x]0

by assumption. Therefore, g maps [x]0 into itself. Since it is continuous, Brouwer’s
fixed point theorem 1.5.8 applied to g and [x]0 guarantees the existence of a fixed
point x∗ ∈ [x]0 of g . This implies f(x∗) = 0. In order to prove uniqueness of x∗ let
y∗ ∈ [x]0 be a second zero of f which differs from x∗ . Replace ̃x in (6.2.2) by y∗ . Then
x∗ = y∗ − J(x∗, y∗)−1f(y∗) = y∗ in contrast to x∗ ̸= y∗ .

Our next theorem provides conditions such that the Newton method either generates
a sequence ([x]k) which contracts to a point vector x∗ or stops after finitely many
iterations with an empty intersection. In the first case, x∗ is the unique zero of f in[x]0 , in the second there is no zero of f in [x]0 .
Theorem 6.2.4. Let the assumptions of Theorem 6.2.1 be fulfilled. In addition, let

ρ(A) < 1 hold for A = |I − IGA(f ([x]0)) ⋅ f ([x]0)|
or

ρ(B) < 1 for B = d(IGA(f ([x]0))) ⋅ |f ([x]0)|.
(a) IGA(f ([x]0)) is regular.
(b) Either f( ̃xk) = 0 or ̃xk ∉ [x]k+1 .
(c) If f has a zero x∗ ∈ [x]0 , then limk→∞[x]k = x∗ for the iterates [x]k of (6.2.4). In

particular, x∗ is the unique zero of f within [x]0 .
(d) The starting interval vector [x]0 contains no zero of f if and only if (6.2.4) stops

after finitely many steps with an empty intersection. In this case there are constants
a, b > 0, which depend on [x]0 (and f ) only, and an index i0 which may depend on
the iterate [x]k such that the inequality
min{N([x]k , ̃xk)i0 − xki0 , xki0 − N([x]k , ̃xk)i0 } ≤ a‖d([x]k)‖2∞ − b, k = 0, 1, . . .

(6.2.7)
holds, provided that f  ∈ L([x]0).

Proof. (a) follows immediately from Theorem 5.4.2 (c).
(b) If ̃xk ∈ [x]k+1 , then ̃xk ∈ N([x]k , ̃xk) = ̃xk − IGA(f ([x]k), f( ̃xk)), whence 0 ∈

IGA(f ([x]k), f( ̃xk)) ⊆ IGA(f ([x]0)) ⋅ f( ̃xk). Theorem 4.1.5 guarantees that there is some
matrix C ∈ IGA(f ([x]0)) such that 0 = Cf( ̃xk). By virtue of (a) the matrix C is regular
which implies f( ̃xk) = 0.
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(c) Let [x]∗ = limk→∞[x]k as in Theorem 6.2.1 (a). Since the real vectors ̃xk of the
Newton method are contained in the bounded set [x]0 , there is a subsequence ( ̃xkν )
with ̃xkν ∈ [x]kν , ν = 0, 1, . . ., which converges to some vector ̃x∗ ∈ [x]∗ ⊆ [x]0 . Replace
k in (6.2.4) by kν and let ν tend to infinity. Then

x∗, ̃x∗ ∈ [x]∗ = N([x]∗, ̃x∗) ∩ [x]∗ ⊆ ̃x∗ − IGA(f ([x]∗)) ⋅ f( ̃x∗) (6.2.8)

by virtue of Theorem 5.4.1 (h). Hence 0 ∈ IGA(f ([x]0)) ⋅ f( ̃x∗) holds, which implies
f( ̃x∗) = 0 as in (b). Hence N([x]∗, ̃x∗) = ̃x∗ and [x]∗ = limk→∞[x]k = limν→∞[x]kν = ̃x∗

follow. Together with (6.2.8) this yields x∗ = ̃x∗ . Uniqueness of the zero follows as in
the proof of Theorem 6.2.3.

(d) By virtue of Theorem 6.2.1 (b) there remains only one direction to be proved.
Therefore, assume that [x]0 does not contain any zero of f but (6.2.4) does not stop
with empty intersection. Then as in (c) one can construct a vector ̃x∗ ∈ [x]0 which
satisfies f( ̃x∗) = 0, contradicting the assumption.

In order to prove (6.2.7) we first mention that by virtue of the Theorems 4.1.18 and
5.4.2 (d) there are positive constants γ, κ depending only on [x]0 such that‖d(IGA(f ([x])))‖∞ ≤ γ‖d(f ([x]))‖∞ ≤ κ‖d([x])‖∞ (6.2.9)

holds for all [x] ⊆ [x]0 , whence
d(IGA(f ([x]))) ≤ κeeT‖d([x])‖∞.

Define gC by

gC(x) = max
1≤i≤n

|Cf(x)|i , x ∈ [x]0, C ∈ IGA(f ([x]0)). (6.2.10)

Then gC is continuous on [x]0 , and so is
g(x) = min{ gC(x) | C ∈ IGA(f ([x]0)) }.

Define the constant gmin = minx∈[x]0 g(x). Then gmin is positive. Otherwise there arêx ∈ [x]0 , Ĉ ∈ IGA(f ([x]0)) such that gĈ( ̂x) = 0 which implies Ĉf( ̂x) = 0 and the con-
tradiction f( ̂x) = 0.

Let x, y ∈ [x] ⊆ [x]0 , C, C̃ ∈ IGA(f ([x])). With J from the multidimensional mean
value theorem 1.6.1 we get|Cf(x) − C̃f(y)| ≤ |C − C̃| ⋅ |f(x)| + |C̃| ⋅ |f(x) − f(y)|≤ d(IGA(f ([x]))) ⋅ |f([x]0)| + |IGA(f ([x]0))| ⋅ |J(x, y)| ⋅ |x − y|≤ { κeeT |f([x]0)| + |IGA(f ([x]0))| ⋅ |f ([x]0)|e } ‖d([x])‖∞≤ βe ‖d([x])‖∞, (6.2.11)

where β ∈ ℝ is some positive constant which depends only on [x]0 . Let [x] ⊆ [x]0 such
that ‖d([x])‖∞ ≤ gmin/(2β) (6.2.12)
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and choose ̃x, ̃y ∈ [x], C, C̃ ∈ IGA(f ([x])). By virtue of (6.2.11) we obtain|Cf( ̃x) − C̃f( ̃y)| ≤ gmin
2

e. (6.2.13)

If i0 ∈ {1, . . . , n} satisfies gC( ̃x) = |Cf( ̃x)|i0 (cf. (6.2.10)), then|Cf( ̃x)|i0 ≥ gmin > 0 (6.2.14)

holds, and together with (6.2.13) we get(C̃f( ̃y))i0 = (Cf( ̃x))i0 + (C̃f( ̃y) − Cf( ̃x))i0≥ |Cf( ̃x)|i0 − |Cf( ̃x) − C̃f( ̃y)|i0 ≥ gmin − gmin/2= gmin/2 > 0 if (Cf( ̃x))i0 > 0 (6.2.15)

and, similarly, (C̃f( ̃y))i0 ≤ −|Cf( ̃x)|i0 + |Cf( ̃x) − C̃f( ̃y)|i0 ≤ −gmin + gmin/2= −gmin/2 < 0 if (Cf( ̃x))i0 < 0. (6.2.16)

Hence
sign((Cf( ̃x))i0 ) = sign((C̃f( ̃y))i0 ) ̸= 0 (6.2.17)

follows. With ̃x ∈ [x] ⊆ [x]0 , N([x], ̃x) = [n, n] and N([x], ̃x) = [n, n] := ̃x −
IGA(f ([x])) ⋅ f( ̃x) we have

n ≤ n ≤ n ≤ n.

By Theorem 4.1.5 and (a) there are regular matrices C, C̃ ∈ IGA(f ([x])) such that
n = ̃x − Cf( ̃x), n = ̃x − C̃f( ̃x).

With J(x, y) ∈ ℝn×n as above we get

x − n ≤ x − n = x − ̃x + Cf( ̃x)= x − ̃x + C{ f(x) + J( ̃x, x)( ̃x − x) }= (I − CJ( ̃x, x))(x − ̃x) + Cf(x).
Since J( ̃x, x) ∈ f ([x]0) this matrix is regular and|(I − CJ( ̃x, x))(x − ̃x)| = |(J( ̃x, x)−1 − C)J( ̃x, x)(x − ̃x)|≤ d(IGA(f ([x])) ⋅ |J( ̃x, x)| ⋅ d([x])≤ κeeT |f ([x]0)| e ‖d([x])‖2∞ ≤ ae ‖d([x])‖2∞
follows with some appropriate positive constant a ∈ ℝ which depends only on [x]0 .
This implies

x − n ≤ ae ‖d([x])‖2∞ + Cf(x). (6.2.18)
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Similarly,

n − x ≤ ae ‖d([x])‖2∞ − C̃f(x). (6.2.19)

If d([x]) satisfies (6.2.12) and ‖d([x])‖∞ ≤ 1
2√ gmin

a , then (6.2.13)–(6.2.19) with ̃x = x,̃y = x imply
ni0 − xi0 ≤ a ‖d([x])‖2∞ − gmin/2 < 0

if (Cf(x))i0 > 0, and

xi0 − ni0 ≤ a ‖d([x])‖2∞ − gmin ≤ a ‖d([x])‖2∞ − gmin/2 < 0

if (Cf(x))i0 < 0. This proves (6.2.7) with b = gmin/2.
As in Section 6.1, the inequality (6.2.7) means that N([x]k , ̃xk) ∩ [x]k = 0 if f does not
contain a zero in [x]0 and if ‖d([x]k)‖∞ is small enough.

If ̃xk = ̌xk , then by virtue of Theorem 6.2.4 (b) at least one component of [x]k is
more than halved in [x]k+1 . So one can hope that ‖d([x]k)‖∞ also becomes small in a
fewsteps and that the iteration stops soonwith empty intersection if [x]0 doesnot con-
tain a zero of f . As in Section 6.1 and Alefeld [17], one can again speak of the quadratic
divergence of the Newton method if f has no zero in [x]0 .
Corollary 6.2.5. Theorem 6.2.4 (c)holds also if ρ(B) < 1 is replacedby ρ(B) < 2, ̃xk = ̌xk ,
k = 0, 1, . . . .

Proof. Using the multidimensional mean value theorem and the notation there we
obtain

d([x]k+1) ≤ d(N([x]k , ̌xk)) ≤ d(IGA(f ([x]k))) ⋅ |f( ̌xk)|≤ d(IGA(f ([x]0))) ⋅ |f(x∗) + J( ̌xk , x∗)( ̌xk − x∗)|≤ d(IGA(f ([x]0))) ⋅ |J( ̌xk , x∗)|1
2
d([x]k) ≤ 1

2
Bd([x]k)≤ ⋅ ⋅ ⋅ ≤ (1

2
B)k+1 d([x]0).

This results in limk→∞ d([x]k) = 0 and implies limk→∞[x]k = x∗ .

Unfortunately, IGA(f ([x]0)) does not always exist even if f ([x]0) contains only
regular matrices. In addition, the assumptions of Theorem 6.2.4 cannot easily be
checked since IGA(f ([x]0)) is rarely available. If, however, [x]0 has small width, then
IGA(f ([x]0)) ⋅ f ([x]0) is approximately the identity matrix which implies ρ(A) ≪ 1
and ρ(B) ≪ 1, i.e., the assumptions of Theorem 6.2.4 can be expected to hold.

As a modification of the Newton method we can iterate according to[x]k+1 = N([x]0, ̃xk) ∩ [x]k , k = 0, 1, . . . ( ̃xk ∈ [x]k) (6.2.20)
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which fixes the matrix f ([x]0) and is called the simplified Newton method. We leave
it to the reader in Exercise 6.2.3 to show that Theorem 6.2.4 (with the exception of the
inequality (6.2.7)) holds also for the simplified Newton method.

A possibility to avoid the application of the interval Gaussian algorithm and the
computation of IGA(f ([x]0)) consists of iterating bymeans of a superset [V] of the set{ J−1(x, y) | x, y ∈ [x]0 } via[x]k+1 = { ̃xk − [V] ⋅ f( ̃xk) } ∩ [x]k , k = 0, 1, . . . ( ̃xk ∈ [x]k). (6.2.21)

If [V] is regular, the Theorems 6.2.3 and 6.2.4 (with the exception of the inequality
(6.2.7)) hold similarly. For details on this Newton-like method we refer to § 19 in Ale-
feld, Herzberger [26] and to Exercise 6.2.3.

Exercises

Ex. 6.2.1. Prove the statements in Example 6.2.2.

Ex. 6.2.2. Show that for thematrices A,B in Theorem6.2.4 the implication ρ(A) < 1⇒
ρ(B) < 2 holds.

Ex. 6.2.3. Prove asmany results in this section on theNewtonmethod as possible also
for the simplified Newton method and the Newton-like method (6.2.21).

6.3 Krawczyk method

The Newton method in Section 6.2 depends heavily on the feasibility of the interval
Gaussian algorithm for f ([x]0). As we learnt in Section 5.4, this feasibility is guar-
anteed for particular classes of matrices but may fail even if f ([x]0) is regular and
pivoting is allowed. Therefore, we look for alternatives in order to verify a zero x∗ of
f : D ⊆ ℝn → ℝn , f ∈ C1(D). One such alternative is given by the so-called Krawczyk
method which we will derive now. To this end, choose C ∈ ℝn×n , [x] ⊆ D, ̃x ∈ [x] and
assume for the moment that [x] contains a zero x∗ of f . With the multidimensional
mean value theorem 1.6.1 applied to −Cf(x) and the notation there we obtain

0 = −Cf(x∗) = −Cf( ̃x) − CJ(x∗, ̃x)(x∗ − ̃x),
whence

x∗ = ̃x − Cf( ̃x) + (I − CJ(x∗, ̃x))(x∗ − ̃x)∈ ̃x − Cf( ̃x) + (I − Cf ([x]))([x] − ̃x) =: K([x], ̃x, C) (6.3.1)
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follows. The function K is sometimes called the Krawczyk operator. This relation is
the starting point of the Krawczyk method for nonlinear systems of equations[x]k+1 := { ̃xk − Cf( ̃xk) + (I − Cf ([x]k))([x]k − ̃xk) } ∩ [x]k= K([x]k , ̃xk , C) ∩ [x]k , k = 0, 1, . . . (6.3.2)

with ̃xk ∈ [x]k . If the intersection in (6.3.2) is empty, the iteration is stopped. If it does
not stopwith empty intersection,we call it feasible for [x]0 . For C, oftenanapproxima-
tion of (mid(f ([x]0)))−1 is used. In this way the last expression of K can be considered
to be quadratically small while themiddle term is a correction of ̃xk that decreases lin-
early.

Results can be proved for the method which are similar to those in Section 6.2 for
the Newton method.

Theorem 6.3.1. Let D be an open convex subset of ℝn , f : D ⊆ ℝn → ℝn , f ∈ C1(D),[x]0 ⊆ D. Let the entries f ij of f
 be represented as expressions from 𝔼 as in Defini-

tion 4.1.2 such that the interval arithmetic evaluation f ([x]) exists for [x] ∈ 𝕀(D). Then
for the Krawczyk method (6.3.2) the following properties hold.
(a) If x∗ ∈ [x]0 is a zero of f and if C is regular, then the Krawczyk method is feasible

for [x]0 and satisfies
x∗ ∈ [x]∗ := lim

k→∞
[x]k ⊆ [x]k ⊆ [x]k−1 ⊆ ⋅ ⋅ ⋅ ⊆ [x]0 (6.3.3)

for k = 0, 1, . . . . In particular, each iterate [x]k contains all zeros x∗ ∈ [x]0 of f
and the same holds for the limit [x]∗ .

(b) If K([x]0, ̃x0, C) ∩ [x]0 = 0, then f has no zero in [x]0 .
(c) If the Krawczyk test

K([x]0, ̃x0, C) ⊆ [x]0 (6.3.4)

is valid and if C is regular, then there is at least one zero x∗ ∈ [x]0 of f and (a) holds.
(d) If the strong Krawczyk test(K([x]0, ̃x0, C))i ⊂ [x]0i , i = 1, . . . , n, (6.3.5)

is valid, then the matrices f ([x]0) and C are regular, f has exactly one zero x∗ in[x]0 , and (a) holds. If, in addition, ̃xk = ̌xk (6.3.6)

is chosen in (6.3.2), then the iterates contract to [x]∗ ≡ x∗ ; this holds also if one
replaces (6.3.6) by

ρ(|I − C f ([x]0)|) < 1
2
. (6.3.7)
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Proof. (a) Choose x ∈ [x]0 and define g by g(x) = x − Cf(x). Then we get
g(x) = x − ̃x0 + ̃x0 − C{ f( ̃x0) + J(x, ̃x0)(x − ̃x0) }= ̃x0 − C f( ̃x0) + (I − C J(x, ̃x0))(x − ̃x0)∈ K([x]0, ̃x0, C). (6.3.8)

If x∗ ∈ [x]0 is a zero of f , then x∗ = g(x∗) ∈ K([x]0, ̃x0, C), hence x∗ ∈ [x]1 , and (6.3.3)
follows by induction and the intersection in (6.3.2).

(b) If f has a zero x∗ ∈ [x]0 , then (6.3.1) implies x∗ ∈ K([x]0, ̃x0, C), which yields
the contradiction x∗ ∈ K([x]0, ̃x0, C) ∩ [x]0 = 0.

(c) From (6.3.8) and (6.3.4) we get g(x) ∈ K([x]0, ̃x0, C) ⊆ [x]0 for arbitrary x ∈ [x]0 .
Therefore, Brouwer’s fixed point theorem 1.5.8 guarantees a fixed point x∗ ∈ [x]0 of g
and thus a zero of f , which implies (a).

(d) The assumption implies{ −Cf( ̃x0) + (I − Cf ([x]0))([x]0 − ̃x0) }i ⊂ ([x]0 − ̃x0)i , (6.3.9)

hence C and f ([x]0) are regular by virtue of Theorem 3.1.6 (b), and (c) guarantees
the existence of a zero x∗ ∈ [x]0 as well as (a). In order to prove uniqueness of this
zero, assume that there is another zero y∗ ∈ [x]0 of f . Then the multidimensional
mean value theorem yields f(x∗) = 0 = f(y∗) + J(x∗, y∗)(x∗ − y∗), and the regularity of
J(x∗, y∗) ∈ f ([x]0) implies x∗ = y∗.

If ̃xk = ̌xk holds, then ̃x∗ := limk→∞ ̃xk = limk→∞(xk + xk)/2 = (x∗ + x∗)/2 = ̌x∗

follows from (a), whence

d([x]∗) ≤ d( ̌x∗ − Cf( ̌x∗) + (I − Cf ([x]∗))([x]∗ − ̌x∗))= d(|I − Cf ([x]∗)| ⋅ rad([x]∗) ⋅ [−1, 1])= |I − Cf ([x]∗)| d([x]∗)≤ |I − Cf ([x]0)| d([x]∗)≤ ⋅ ⋅ ⋅ ≤ |I − Cf ([x]0)|kd([x]∗).
The limit k → ∞ implies d([x]∗) = 0 since ρ( |I − C f ([x]0)| ) < 1 by virtue of (6.3.9)
and Theorem 3.1.6 (a). This proves [x]∗ = x∗ in the case ̃xk = ̌xk .

In the case ρ(|I − Cf ([x]0)|) < 1/2 we choose a convergent subsequence ( ̃xkj ) with
limit ̃x∗ . Then ̃x∗ ∈ [x]∗ and [x]∗ − ̃x∗ ⊆ d([x]∗)[−1, 1] holds, and similar to above we
get

d([x]∗) ≤ |I − Cf ([x]∗)| d([x]∗) ⋅ 2≤ |I − Cf ([x]0)| ⋅ 2 ⋅ d([x]∗)≤ ⋅ ⋅ ⋅ ≤ |I − Cf ([x]0)|k ⋅ 2k ⋅ d([x]∗),
againwith the limit 0 if k tends to infinity. The assertion followsnowas in theprevious
case.
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If the Krawczyk test (6.3.4) holds but C is not regular, then nothing can be guaranteed,
as can be seen by the example [x]0 = −[x]0 = [−r, r] ∈ 𝕀ℝn , r ≥ 0, ̃x0 = ̌x0 = 0, C = O,
f arbitrary. If this test holds and if C is regular, then uniqueness of a zero cannot be
deduced. This is demonstrated by the example [x]0 = −[x]0 = [−r, r] ∈ 𝕀ℝn , r > 0,̃x0 = ̌x0 = 0, C = I , f = 0.

Notice that the Krawczyk tests (6.3.4) and (6.3.5) are frequently called Moore tests
in the literature. We will use this latter terminology, too, but in amore general setting.

Our next result shows that the Krawczyk operator K([x], ̃x, C) behaves optimally
in some sense if ̃x = ̌x and C = Ĉ := (mid(f ([x])))−1 .
Theorem 6.3.2. With the notation and the assumptions of Theorem 6.3.1 the following
properties hold for arbitrary regular C ∈ ℝn×n .
(a) rad(K([x], ̌x, C)) ≤ rad(K([x], ̃x, C)).
(b) If K([x], ̌x, C) ⊆ [x] and mid(f ([x])) is regular, then K([x], ̌x, Ĉ) ⊆ K([x], ̌x, C),

where Ĉ = (mid(f ([x])))−1 .
Proof. (a) follows from

rad(K([x], ̌x, C)) = |I − Cf ([x])| rad([x] − ̌x)= |I − Cf ([x])| rad([x] − ̃x)≤ rad((I − Cf ([x]))([x] − ̃x)) = rad(K([x], ̃x, C)).
(b) Let [y] = K([x], ̌x, C) ⊆ [x] hold. Theňy = ̌x − Cf( ̌x) and rad([y]) = R rad([x]) (6.3.10)

with R = |I − Cf ([x])|. Taking into account Theorem 2.4.8 (a), the Krawczyk test and
(6.3.10) imply |Cf( ̌x)| = | ̌x − ̌y| ≤ rad([x]) − rad([y]) = (I − R) rad([x]). (6.3.11)

Define R̂, ∆ by

R̂ = |I − Ĉf ([x])| = |Ĉ(mid(f ([x])) − f ([x]))|= |Ĉ| rad(f ([x])) ≤ |ĈC−1| ⋅ |C| rad(f ([x]))
and

∆ = |I − ĈC−1| = |ĈC−1(CĈ−1 − I)| ≤ |ĈC−1| ⋅ |I − CĈ−1|.
By means of Theorem 2.4.4 (a) we get

∆ + R̂ ≤ |ĈC−1| (|I − CĈ−1| + |C| rad(f ([x])))= |ĈC−1|R = |I − (I − ĈC−1)|R ≤ (I + ∆)R,
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hence ∆(I − R) ≤ R − R̂ . With [ ̂y] = K([x], ̌x, Ĉ) and (6.3.11) the relation| ̌y −mid([ ̂y])| = |(Ĉ − C)f( ̌x)| = |(ĈC−1 − I)Cf( ̌x)|≤ ∆|Cf( ̌x)| ≤ ∆(I − R) rad([x])≤ (R − R̂) rad([x]) = rad([y]) − rad([ ̂y])
follows. This implies [ ̂y] ⊆ [y] and therefore (b).
For this optimal choice of ̃x and C we present now conditions which guarantee that
the Krawczyk test is positive. Theywere stated in Rall [279] and remind of theNewton–
Kantorovich Theorem 1.5.10.

Theorem 6.3.3. With the notation and the assumptions of Theorem 6.3.1 let f ([x]) be
Lipschitz continuous on [x]0 ∈ 𝕀ℝn with Lipschitz constant γ > 0, i.e.,‖q(f ([x]), f ([y]))‖∞ ≤ γ‖q([x], [y])‖∞ for all [x], [y] ⊆ [x]0.
Define [x]ρ = ̌x0 − ρ[−e, e], C = (f ( ̌x0))−1 (whichwe assume to exist), and choose β > 0,
η ≥ 0 such that η ≥ ‖(f ( ̌x0))−1f( ̌x0)‖∞ , β ≥ ‖C‖∞ . If

α = βγη ≤ 1/4, (6.3.12)

then the Krawczyk test
K([x]ρ , ̌x0, C) ⊆ [x]ρ

is successful for each ρ such that

ρ ≤ rad([x]0) and ρ− := 1 − √1 − 4α
2βγ

≤ ρ ≤ 1 + √1 − 4α
2βγ

=: ρ+. (6.3.13)

Proof. The assumptions (6.3.12) and (6.3.13) imply

η + βγρ2 ≤ ρ ⇔ ρ − βγρ2 − η ≥ 0⇔ ρ− ≤ ρ ≤ ρ+. (6.3.14)

From |K([x]ρ , ̌x0, C) − ̌x0| ≤ |Cf( ̌x0)| + |I − Cf ([x]ρ)| ρe= |(f ( ̌x0))−1f( ̌x0)| + |C| ⋅ |f ( ̌x0) − f ([x]ρ)| ρe
and (6.3.14) we get ‖ |K([x]ρ , ̌x0, C) − ̌x0| ‖∞ ≤ η + βγρ2 ≤ ρ,

if ρ ≤ rad([x]0). Hence K([x]ρ , ̌x0, C) ⊆ [x]ρ follows.
Unfortunately, the bound 1/4 in Theorem 6.3.3 cannot be enlarged in general as the
following example in Rall [279] shows.
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Example 6.3.4. Let f(x) = x2 − ε, 0 ≤ ε ≤ 1, ̌x0 = 1, C = (f ( ̌x0))−1 = 1/2, β = |C| =
1/2, η = (f ( ̌x0))−1f( ̌x0) = (1 − ε)/2 ≥ 0, [x]0 = ̌x0 + 2η[−1, 1] = [ε, 2 − ε]. Since
q(f ([x]), f ([y])) = 2q([x], [y]) we can choose γ = 2. Then α = βγη = (1 − ε)/2 ≤ 1/2,
and the theorem of Newton–Kantorovich guarantees existence and uniqueness of the
zero x∗ = √ε ∈ [x]0 . Since

K([x]0, ̌x0, C) = [−1
2
+ 5
2
ε − ε2, 3

2
− 3
2
ε + ε2] ⊆ [x]0 ⇔ 1

2
≤ ε ≤ 1,

i.e., 0 ≤ α ≤ 1/4, the bound 1/4 cannot be increased.
For a comparisonwith an interval analysis based version of the Newton–Kantoro-

vich theorem in Section 6.5, we notice here already that this latter theorem guarantees
the existence of the solution x∗ = √ε in [x]0 for the full range [0, 1] of ε .
Our next result indicates some sort of quadratic convergence of the Krawczykmethod.

Theorem 6.3.5. Let the assumptions of Theorem 6.3.1 hold. If f  satisfies‖d(f ([x]))‖∞ ≤ ̂γ‖d([x])‖∞ (6.3.15)

for all [x] ⊆ D and an appropriate positive number ̂γ, then the inequality‖d(K([x], ̃x, C))‖∞ ≤ ̂α‖d([x])‖2∞, with ̂α = ̂γ‖C‖∞ (6.3.16)

follows provided that ̃x ∈ [x] ⊆ D, C regular, C−1 ∈ f ([x]).
Proof. By means of Theorem 3.1.5 (i) the assertion follows from

d(K([x], ̃x, C)) = d( ̃x − Cf( ̃x) + (I − Cf ([x])) ([x] − ̃x))= d((I − Cf ([x]))([x] − ̃x))≤ d(I − Cf ([x])) ⋅ d([x] − ̃x)= d(C(C−1 − f ([x]))) d([x])= |C|d(f ([x])) d([x]).
By virtue of the Theorems 4.1.16 and 4.1.18 the assumption (6.3.15) is nearly always
fulfilled in contrast to the assumption C−1 ∈ f ([x]k) for all k = 0, 1, . . . during the
iteration (6.3.2).

For f(x) = Ax − b, A ∈ ℝn×n , b ∈ ℝn one gets f (x) = A . Substituting ̃xk , f ([x]k) in
(6.3.2) by ̃x, A and dropping the intersection results in the Krawczyk residual iteration
(5.5.103) for [A] ≡ A, [b] ≡ b . This justifies the terminology ‘Krawczyk iteration’ in
Section 5.5. Notice that there ̃x ∈ [x]k is no longer required.

The number of multiplications for computing K in (6.3.1) is apparently propor-
tional to n3 per iteration. Therefore, one can look for a reduction of this amount
of work. This yields the modification of K due to Alefeld which starts with the re-
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presentation

x∗ = ̃x − C{ f( ̃x) − (C−1 − J(x∗, ̃x))(x∗ − ̃x) }= ̃x − C̃−1{ f( ̃x) − (C̃ − J(x∗, ̃x))(x∗ − ̃x) }∈ ̃x − C̃−1{ f( ̃x) − (C̃ − f ([x]))([x] − ̃x) }⊆ ̃x − IGA(C̃, f( ̃x) − (C̃ − f ([x]))([x] − ̃x))=: A([x], ̃x, C̃)
with C̃ = C−1 and the Alefeld operator A . Here, we tacitly assume that C is regular and̃x, x∗ ∈ [x], f(x∗) = 0. This suggests the Alefeld method[x]k+1 = { ̃xk − IGA(C̃, f( ̃xk) − (C̃ − f ([x]k))([x]k − ̃xk)) } ∩ [x]k= A([x]k , ̃xk , C̃) ∩ [x]k , k = 0, 1, . . . (6.3.17)

with ̃xk ∈ [x]k . Aswith the Krawczykmethod the iteration is stopped if the intersection
is empty. Otherwise it is called feasible for [x]0 .

For (6.3.17), Theorem 6.3.1 holds similarly with the exception of (6.3.7) and the
regularity of C̃, which must be assumed in advance.

Theorem 6.3.6. Let the assumptions of Theorem 6.3.1 hold and let C̃ ∈ ℝn×n be regular.
(a) If x∗ ∈ [x]0 is a zero of f then the Alefeld method (6.3.17) is feasible for [x]0 and

satisfies
x∗ ∈ [x]∗ := lim

k→∞
[x]k ⊆ [x]k ⊆ [x]k−1 ⊆ ⋅ ⋅ ⋅ ⊆ [x]0 (6.3.18)

for k = 0, 1, . . . . In particular, each iterate [x]k contains all zeros x∗ ∈ [x]0 of f
and the same holds for the limit [x]∗ .

(b) If A([x]0, ̃x0, C̃) ∩ [x]0 = 0, then there is no zero x∗ ∈ [x]0 of f .
(c) If the Alefeld test

A([x]0, ̃x0, C̃) ⊆ [x]0 (6.3.19)

is valid, then f has at least one zero x∗ ∈ [x]0 and (a) holds.
(d) If the strong Alefeld test(A([x]0, ̃x0, C̃))i ⊂ [x]0i , i = 1, . . . , n (6.3.20)

is valid, then f ([x]0) is regular, f has exactly one zero x∗ in [x]0 , and (a) holds.
Furthermore, if ̃xk = ̌xk
is chosen then the iterates contract to [x]∗ ≡ x∗ .

Proof. (a), (b), and the existence and uniqueness of x∗ in (c) follow similarly to The-
orem 6.3.1 with g(x) = x − C̃−1f(x). The regularity of f ([x]0) in (d) results from Theo-
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rem 3.1.6 (b) and the subset property− C̃−1 ⋅ f( ̃x0) + (I − C̃−1 f ([x]0))([x]0 − ̃x0)= −C̃−1f( ̃x0) + { C̃−1(C̃ − f ([x]0)) } ([x]0 − ̃x0)⊆ −C̃−1f( ̃x0) + C̃−1{ (C̃ − f ([x]0))([x]0 − ̃x0) }= −C̃−1{ f( ̃x0) − (C̃ − f ([x]0))([x]0 − ̃x0) } + ̃x0 − ̃x0⊆ A([x]0, ̃x0, C̃) − ̃x0 ⊂ [x]0 − ̃x0.
Here, ‘⊂’ holds componentwise.

In order to prove the convergence to x∗ in (d) and therefore uniqueness of x∗ , we
note that the assumption (6.3.20) guarantees the existence of some real number α ∈[0, 1) such that d(A([x]0, ̌x0, C̃)) ≤ α d([x]0) is valid. This implies d([x]1) ≤ α d([x]0).
Therefore, the ‘right-hand side’ of the interval Gaussian algorithm satisfies

d(f( ̌x1) − (C̃ − f ([x]1))([x]1 − ̌x1)) ≤ d((C̃ − f ([x]0))[−1, 1] ⋅ rad([x]1))≤ αd(f( ̌x0) − (C̃ − f ([x]0))([x]0 − ̌x0)).
With Theorem 5.4.1 (g) we finally get

d([x]2) ≤ d(A([x]1, ̌x1, C̃)) ≤ αd(A([x]0, ̌x0, C̃)) ≤ α2d([x]0),
and an induction yields d([x]k) ≤ αkd([x]0). Thus the limit [x]∗ satisfies d([x]∗) = 0,
and (6.3.18) implies [x]∗ ≡ x∗ .

Another modification of the Krawczyk method originates from Hansen and Sengupta
[132] and is consideredbyMoore andQi in [239]. It is aGauss–Seidel-likemethodwhich
is represented as [x]k+1 = M([x]k , ̃xk , C), k = 0, 1, . . . , (6.3.21)

where M([x], ̃x, C) is defined for ̃x ∈ [x] and i = 1, 2, . . . , n by

Mi([x], ̃x, C) = ̃xi − (Cf( ̃x))i + i−1∑
j=1
(I − Cf ([x]))ij(M

j ([x], ̃x, C) − ̃xj)
+ n∑

j=i
(I − Cf ([x]))ij([x]j − ̃xj),

M
i ([x], ̃x, C) = Mi([x], ̃x, C) ∩ [x]i . (6.3.22)

If the intersection in (6.3.22) is empty for some i, then M is not defined. If it is de-
fined, we will call (6.3.21) a Gauss–Seidel-like Krawczyk method and M the Moore–Qi
operator. Although the interval function M seems to bemore important in view of the
iteration (6.3.21), the Moore–Qi operator M will play a crucial role in the subsequent
Theorem 6.3.7.
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Theorem 6.3.7. Let the assumptions of Theorem 6.3.1 hold. In addition, let C be regular.
(a) If x∗ ∈ [x]0 is a zero of f , then the Gauss–Seidel-like Krawczyk method (6.3.21) is

feasible for [x]0 and satisfies
x∗ ∈ [x]∗ := lim

k→∞
[x]k ⊆ [x]k ⊆ [x]k−1 ⊆ ⋅ ⋅ ⋅ ⊆ [x]0 (6.3.23)

for k = 0, 1, . . . . In particular, each iterate [x]k contains all zeros x∗ ∈ [x]0 of f ,
and the same holds for the limit [x]∗ .

(b) If M([x]0, ̃x0, C) is not defined, then f has no zero in [x]0 .
(c) If M([x]0, ̃x0, C) is defined and if the Moore–Qi test

M([x]0, ̃x0, C) ⊆ [x]0 (6.3.24)

is valid, then there is at least one zero x∗ ∈ [x]0 of f , and (a) holds.
(d) Let M([x]0, ̃x0, C) be defined. If the strong Moore–Qi test(M([x]0, ̃x0, C))i ⊂ [x]0i , i = 1, . . . , n, (6.3.25)

is valid, then Cf ([x]0) is an H-matrix. In particular, f ([x]0) and C are regular, even
if this is not assumed for C from the beginning. In addition, f has exactly one zero
x∗ in [x]0 , and (a) holds.

(e) If the assumptions of (d) hold and if

ρ(|I − C f ([x]0)|) < 1 and ̃xk = ̌xk , k = 0, 1, . . . (6.3.26)

or
ρ(|I − C f ([x]0)|) < 1

2
, (6.3.27)

then f has exactly one zero x∗ in [x]0 , and the sequence in (a) contracts to [x]∗ ≡ x∗ .

Proof. (a) Let x∗ ∈ [x]0 be a zero of f and define g by g(x) = x − Cf(x). Then by
virtue of (6.3.8) we have x∗ = g(x∗) ∈ K([x]0, ̃x0, C), hence x∗

1 ∈ K1([x]0, ̃x0, C) =
M1([x]0, ̃x0, C) and x∗

1 ∈M
1([x]0, ̃x0, C) = [x]11 . Assume that x∗

j ∈M
j ([x]0, ̃x0, C) = [x]1j

for j = 1, . . . , i − 1 (≤ n − 1). Then by this induction hypothesis and by (6.3.8) we get
x∗
i = gi(x∗) = { ̃x0 − Cf( ̃x0) + (I − CJ(x∗, ̃x0))(x∗ − ̃x0) }i∈ ̃x0i − (Cf( ̃x0))i + n∑

j=1
(I − Cf ([x]0))ij(x∗

j − ̃x0j )
⊆ ̃x0i − (Cf( ̃x0))i + i−1∑

j=1
(I − Cf ([x]0))ij(M

j ([x]0, ̃x0, C) − ̃x0j )+ n∑
j=i
(I − Cf ([x]0))ij([x]0j − ̃x0j ) = Mi([x]0, ̃x0, C)

which yields x∗
i ∈ M

i ([x]0, ̃x0, C) = [x]1i . This proves x∗ ∈ [x]1 , and (6.3.23) follows by
induction and the intersection in (6.3.22).
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(b) If f has a zero x∗ ∈ [x]0 , then (a) implies x∗ ∈ M([x]0, ̃x0, C), contradicting
the fact that M([x]0, ̃x0, C) is not defined.

(c) The assumptions of (c) imply M([x]0, ̃x0, C) = M([x]0, ̃x0, C) ̸= 0. Choose x ∈
M([x]0, ̃x0, C) arbitrarily. By virtue of (6.3.8) and (6.3.24) we obtain similarly to in (a)
with g from there

gi(x) ∈ ̃x0i − (Cf( ̃x0))i + n∑
j=1
(I − Cf ([x]0))ij(Mj([x]0, ̃x0, C) − ̃x0j )

⊆ ̃x0i − (Cf( ̃x0))i + i−1∑
j=1
(I − Cf ([x]0))ij(M

j ([x]0, ̃x0, C) − ̃x0j )+ n∑
j=i
(I − Cf ([x]0))ij([x]0j − ̃x0j ) = Mi([x]0, ̃x0, C).

Therefore, the continuous function g maps M([x]0, ̃x0, C) into itself, hence Brouwer’s
fixed point theorem guarantees a fixed point x∗ ∈ M([x]0, ̃x0, C) ⊆ [x]0 of g and thus
a zero of f .

(d) Since (6.3.25) implies (6.3.24), the existence of a zero x∗ as well as (a) are
proved. We will show that Cf ([x]0) is an H -matrix. Then each matrix C ̃f  with ̃f  ∈
f ([x]0) is an H -matrix and therefore regular. This implies the regularity of C and ̃f  ,
and finally of f ([x]0). The uniqueness of x∗ follows then as in the proof of Theo-
rem 6.3.1.

In order to show that Cf ([x]0) is an H -matrix we choose P̃ ∈ Cf ([x]0) such that⟨P̃⟩ = ⟨Cf ([x]0)⟩ and consider the auxiliary sequence ([y]k) which is defined by[y]0 = [x]0, [y]1 = [x]1,[y]k+1i = ̃x0i − (Cf( ̃x0))i + i−1∑
j=1
(I − P̃)ij([y]k+1j − ̃x0j )+ n∑

j=i
(I − P̃)ij([y]kj − ̃x0j ), i = 1, . . . , n; k = 1, 2, . . . . (6.3.28)

We show by induction that [y]k+1 ⊆ [y]k holds for k = 0, 1, . . . . For k = 0 this follows
from (6.3.25), since then [y]1 = [x]1 = M([x]0, ̃x0, C) ⊆ [x]0 = [y]0 . Assume now that[y]k ⊆ [y]k−1 holds for some k ≥ 1 and [y]k+1i ⊆ [y]ki for i = 1, . . . , s − 1 and some
s ∈ {1, . . . , n}. Then (6.3.28) implies[y]k+1s = ̃x0s − (Cf( ̃x0))s + s−1∑

j=1
(I − P̃)sj([y]k+1j − ̃x0j ) + n∑

j=s
(I − P̃)sj([y]kj − ̃x0j )

⊆ ̃x0s − (Cf( ̃x0))s + s−1∑
j=1
(I − P̃)sj([y]kj − ̃x0j ) + n∑

j=s
(I − P̃)sj([y]k−1j − ̃x0j )= [y]ks .
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This concludes the induction with s = n and guarantees the existence of the limit[y]∗ = limk→∞[y]k . This limit satisfies [y]∗ ⊆ [y]1 ⊆ [x]0 , d([y]∗) ≤ d([y]1) = d([x]1) <
d([x]0), and [y]∗ = ̃x0 − Cf( ̃x0) + (I − P̃)([y]∗ − ̃x0)
from which we get

d([y]∗) = |I − P̃|d([y]∗). (6.3.29)

Assume now that there is some vector u which satisfies ⟨P̃⟩u ≤ 0 ≤ u . Then(1 − |1 − p̃ii|)ui ≤ |p̃ii|ui ≤ ∑
j≠i
|p̃ij|uj ,

holds for i = 1, . . . , n, whence
u ≤ |I − P̃|u. (6.3.30)

Choose α > 0 and a signature matrix D such that[z] = [y]∗ + [0, α]Du ⊆ [x]0 = [y]0 (6.3.31)

holds. Then d([z]) = d([y]∗) + αu . We will prove by induction

d([z]) ≤ d([y]k), k = 0, 1, . . . . (6.3.32)

For k = 0 the inequality follows from (6.3.31). Assume that it holds for some k ≥ 0 and
that d([z]i) ≤ d([y]k+1i ) is valid for i = 1, . . . , s − 1 and some s ∈ {1, . . . , n}. Then for
i = s we get

d([y]k+1s ) = s−1∑
j=1
|I − P̃|sjd([y]k+1j ) + n∑

j=s
|I − P̃|sjd([y]kj )

≥ s−1∑
j=1
|I − P̃|sjd([z]j) + n∑

j=s
|I − P̃|sjd([z]j)= (|I − P̃|d([z]))s = (d([y]∗) + α|I − P̃|u)s≥ d([y]∗s ) + αus = d([z]s),

where we used (6.3.29)–(6.3.31). This proves (6.3.32).
With k →∞ in (6.3.32) we obtain d([y]∗) + αu = d([z]) ≤ d([y]∗), which implies

u = 0 since α was positive. Therefore, by virtue of Theorem 1.10.16 (d), the matrix P̃ is
an H -matrix, and the same holds for Cf ([x]0), too.

(e) The proof proceeds similarly to that for Theorem 6.3.1 (d): from (6.3.22) with[x] = [x]k , ̃x = ̌xk , and k →∞ we get[x]∗ = M([x]∗, ̌x∗, C) ⊆ M([x]∗, ̌x∗, C)= ̌x∗ − Cf( ̌x∗) + (I − Cf ([x]∗))([x]∗ − ̌x∗)= ̌x∗ − Cf( ̌x∗) + |I − Cf ([x]∗)|([x]∗ − ̌x∗)⊆ ̌x∗ − Cf( ̌x∗) + |I − Cf ([x]0)|([x]∗ − ̌x∗),
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whence

d([x]∗) ≤ |I − Cf ([x]0)|d([x]∗) ≤ ⋅ ⋅ ⋅ ≤ |I − Cf ([x]0)|kd([x]∗).
Therefore, d([x]∗) = 0 in the case (6.3.26).

In the case (6.3.27) we choose a convergent subsequence { ̃xkj } with limit ̃x∗ . Then
we proceed similarly to above using [x]∗ − ̃x∗ ⊆ d([x]∗)[−1, 1].
Notice that the intersection in (6.3.22) implies M

i ([x], ̃x, C) ⊆ [x]i so that Mi([x], ̃x, C) ⊆
Ki([x], ̃x, C) holds for all indices i . This means

M([x], ̃x, C) ⊆ K([x], ̃x, C) (6.3.33)

and shows that the Moore–Qi test is more general than the Krawczyk test, i.e., it cer-
tainly holds if the Krawczyk test is satisfied. The following example by Moore and Qi
[239] indicates that there are cases inwhich theKrawczyk test failswhile theMoore–Qi
test is successful.

Example 6.3.8.

f(x) = (x21 + 0.25x2 − 0.1725
x22 − 3x1 + 0.46 ) , [x] = ([0, 0.5][0, 1] ) ,̃x = (0.25

0.5
) , C = (0.8 −0.2

2.4 0.4
) .

This yields

K([x], ̃x, C) = ( [0.03, 0.43][−0.02, 0.98]) ⊈ [x],
but

M([x], ̃x, C) = ( [0.03, 0.43][0.016, 0.944]) ⊆ int([x]).
Because of outward rounding in practical interval computations one does not obtain
f ([x]k) exactly but only a superset of it. In addition, the evaluation of f  per step may
be very costly. Therefore, one is often content with an iteration of the form[x]k+1 = { ̃xk − Cf( ̃xk) + (I − C[Y])([x]k − ̃xk) } ∩ [x]k= Ks([x]k , ̃xk , [Y], C) ∩ [x]k , k = 0, 1, . . . , (6.3.34)

with the slope-based Krawczyk operator

Ks([x], ̃x, [Y], C) := ̃x − Cf( ̃x) + (I − C[Y])([x] − ̃x), ̃x ∈ [x]. (6.3.35)

Here, [Y] is an n × n interval matrix which satisfies

f(x) − f(y) ∈ [Y](x − y) for all x, y ∈ [x]. (6.3.36)
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As in Neumaier [257] we call [Y] an (interval) slope matrix generalizing the slope in
Definition 4.1.7. But notice that there s(x, y) was introduced as a real valued function
of x, y ∈ ℝn while here [Y] is an interval matrix which may depend on [x] ∈ 𝕀ℝn .
Although not necessary, we assume that in the iteration (6.3.34) the slope matrix [Y]
only depends on the starting vector [x]0 and remains fixed for the succeeding iterates.
We call the iteration (6.3.34) the slope-based Krawczyk iteration.

Obviously,
J(x, y)(x − y) ∈ [Y](x − y) (6.3.37)

holds for all x, y ∈ [x], where J is again the matrix of the multidimensional mean
value theorem. Trivially, a candidate for [Y] is f ([x]) but every superset of it will do,
too. Such a superset is obtained automatically, for instance, if one computes f ([x])
using machine interval arithmetic.

Theorem 6.3.1 holds again with K being replaced by Ks and with f ([x]0) in (c)
being substituted by [Y]. The Krawczyk test is replaced by theMoore test, respectively
strong Moore test,

Ks([x]0, ̃x0, [Y], C) ⊆ [x]0, resp. Ks([x]0, ̃x0, [Y], C)i ⊂ [x]0i , i = 1, . . . , n.
(6.3.38)

The proof follows the lines of that of Theorem 6.3.1 and is left to the reader. Only the
uniqueness in (d) requires some care: If there are two zeros x∗, y∗ ∈ [x]0 of f , then
(6.3.36) implies 0 = f(x∗) − f(y∗) ∈ [Y](x∗ − y∗). By virtue of Theorem 4.1.5 there is
a matrix ̃Y ∈ [Y] such that 0 = f(x∗) − f(y∗) = ̃Y(x∗ − y∗) holds. Since the second
(= strict) subset property in (6.3.38) guarantees that [Y] is regular, the zeros x∗ and y∗

must coincide.
Newton’s method as well as Krawczyk’s method primarily verify fixed points of

some particular function g associated with a given function f whose zeros are finally
to be looked for. If g is chosen independently of these twomethods such that x = g(x)
is equivalent to f(x) = 0 and if g is a P-contraction, one can also iterate via the general
fixed point iteration [x]k+1 = g([x]k), k = 1, 2, . . . (6.3.39)

as considered in Section 4.2, where properties on this method have also been stated;
cf. particularly the Theorems 4.2.6 and 4.2.7.

In practical realizations of all thesemethods the crucial assumption g([x]0) ⊆ [x]0
or, even more restrictively, g([x]0)i ⊂ [x]0i , i = 1, . . . , n, will usually not be fulfilled
in advance. Therefore an iterative process without intersection but with ε-inflation as
described in Section 4.3 can help. If a fixed point x∗ of g is assumed to exist, another
possibility consists in iterating by a traditional (i.e. noninterval) method until a suf-
ficiently good approximation ̃x of x∗ is attained. Then ̃x is inflated to some interval
vector [x] with ̌x = ̃x and the subset property is tested. A way to find ̃x was given
by Alefeld, Gienger, and Potra in [23]. They start with the classical Newton method
at some point x0 ∈ D and refer to the theorem of Newton–Kantorovich which was
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stated as Theorem 1.5.10 in Section 1.5. This theorem requires – among others – the
assumptions
(i) ‖f (x) − f (y)‖ ≤ γ‖x − y‖ for all x, y ∈ D, γ > 0,
(ii) ‖f (x0)−1‖ ≤ β, β > 0,
(iii) ‖f (x0)−1f(x0)‖ ≤ η,
(iv) 0 ≤ α := βγη ≤ 1/2,
in order to construct the radius r of a ball B(x0, r) ⊆ D which contains a unique zero
x∗ of f . The difficulty in applying this theorem consists in computing the constants
β and γ, while η can be obtained from the first Newton step. Our aim is to get rid of
the first two constants. To this end we make the following hypotheses on the Newton
sequence (xk) arising from the starting vector x0 .
(1) The sequence (xk) converges to a zero x∗ of f .
(2) The assumptions of the theorem of Newton–Kantorovich hold for some fixed xk

instead of x0 . (Thus the constants β, η, . . . refer to xk .)
(3) The norm in this theorem is the maximum norm.

Since

η = ηk = ‖f (xk)−1f(xk)‖∞ = ‖xk − f (xk)−1f(xk) − xk‖∞ = ‖xk+1 − xk‖∞
wemay assume η > 0 which implies α > 0. Otherwise f(xk) = 0 andwe are done. From
(1.5.11) (with xk instead of x0) we get‖xk − x∗‖∞ ≤ 1

βγ20
(2α)20 = 1

βγη
2αη = 2‖xk+1 − xk‖∞ = 2ηk ,‖xk+1 − x∗‖∞ ≤ 1

βγ ⋅ 2 (2α)21 = 2αη ≤ η = ‖xk+1 − xk‖∞ = ηk ,

see Figure 6.3.1. Define [x] = xk+1 + ηk[−1, 1]e ,[x]K = K([x], xk+1, f (xk)−1)} . (6.3.40)

Since xk ∈ [x], the assumption C−1 ∈ f ([x]) of Theorem 6.3.5 is fulfilled if C = f (xk)−1 .
If the remaining assumptions of this theoremhold for [x] from (6.3.40), then it implies‖d([x]K)‖∞ ≤ ̂α ‖d([x])‖2∞ = (4 ̂αηk) ⋅ ηk .
Now x∗ ∈ [x] guarantees

x∗ ∈ [x]K , (6.3.41)

from which we get [x]K ⊆ x∗ + ηk[−1, 1]e ⋅ (4 ̂αηk). If x∗ ∈ int([x]) holds and if ηk is
sufficiently small, then one can expect that the crucial assumption([x]K)i ⊂ [x]i , i = 1, . . . , n, (6.3.42)
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xk+1

x*
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ηk ηk
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2ηk
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ηk
xk

Fig. 6.3.1: Position of two successive iterates.

of Theorem6.3.1 (d) is fulfilled. In thisway one has verified ‘a posteriori’ and ‘construc-
tively’ existence and uniqueness of a zero x∗ of f in [x] from (6.3.40). As a tool one
has only to construct the Newton sequence (xk) and to use an appropriate stopping
criterion such that ηk = ‖xk+1 − xk‖∞ is ‘sufficiently small’. In order to present such a
stopping criterion we require ‖d([x]K)‖∞‖xk+1‖∞ ≤ eps = 2−t , (6.3.43)

where t is the length of themantissa of the underlying floating point systemwith basis
b = 2 and eps is the machine precision, i.e., eps = 1

2b
−t+1; cf. Section 2.7, where ℓ =

t − 1.
If the hypotheses above are valid then (6.3.41), (6.3.43) and y ∈ [x]K imply‖x∗ − y‖∞‖x∗‖∞ ≤ ‖d([x]K)‖∞‖x∗‖∞ ≈ ‖d([x]K)‖∞‖xk+1‖∞ ≤ eps, (6.3.44)

i.e., the relative error with which y ∈ [x]K approximates the zero x∗ is close to the
machine precision (provided that x∗ ̸= 0). With̃γ = max{ ̂γ, γ} > 0 ( ̂γ from Theorem 6.3.5, γ from Theorem 1.5.10)

and C = f (xk)−1 Theorem 6.3.5 yields‖d([x])K‖∞ ≤ ‖C‖∞ ̂γ ‖d([x])‖2∞ ≤ ‖C‖∞ ̃γ ⋅ 4η2k .
Therefore, (6.3.44) holds (approximately) if‖C‖∞ ̃γ ⋅ 4η2k‖xk+1‖∞ ≤ eps (6.3.45)

is valid.
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In order to eliminate C and ̃γ from (6.3.45) we represent 0 as

0 = −f(xk−1) − f (xk−1)(−f (xk−1)−1f(xk−1))= −f(xk−1) − f (xk−1)(xk − xk−1)
from which we get− f (xk)−1{ f(xk) − f(xk−1) − f (xk−1)(xk − xk−1) } = xk+1 − xk . (6.3.46)

By virtue of the multidimensional mean value theorem we obtain‖f(xk) − f(xk−1) − f (xk−1)(xk − xk−1)‖∞=  1∫
0

{ f (xk−1 + t(xk − xk−1) ) − f (xk−1) } dt (xk − xk−1)∞≤ 1∫
0

‖f (xk−1 + t(xk − xk−1)) − f (xk−1)‖∞ dt ‖xk − xk−1‖∞
≤ γ

1∫
0

t dt η2k−1 = γ
1
2
t2
10η2k−1 ≤ 1

2
̃γ η2k−1.

Togetherwith (6.3.46) this yields ηk ≤ ‖C‖∞ ̃γη2k−1/2,whence ‖C‖∞ ̃γ ≥ 2ηk/η2k−1 . Since
all our considerations are based on heuristics, we replace ‘≥’ by ‘=’ in the last inequal-
ity. This allows us to substitute ‖C‖∞ = 2ηk/( ̃γη2k−1) in (6.3.45) in order to get

8η3k‖xk+1‖∞ η2k−1
≤ eps. (6.3.47)

The inequality (6.3.47) is used as a stopping criterion for the Newton method. If it
is fulfilled for some k = k0 , then one constructs [x] from (6.3.40) with xk0+1, xk0 and
checks (6.3.42). Practical experiments show that sometimes ηk0 is already too small in
order to guarantee (6.3.42). Then one constructs [x] in (6.3.40)with√ηk0 ηk0−1 instead
of ηk0 , where the geometric mean is based on experience.

We illustrate the method with an example which is taken from Alefeld, Gienger,
Potra [23].

Example 6.3.9 (Discretisation of a nonlinear bvp). Discretize

3yy + (y)2 = 0

y(0) = 0, y(1) = 20

}}} (6.3.48)

by means of

ti = i
n + 1

yi = y(ti) }}}}} i = 0, 1, . . . , n + 1
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with the boundary values y0 = 0, yn+1 = 20, and by means of

y(ti) = yi+1 − yi−1
2h

+ O(h2)
y(ti) = yi+1 − 2yi + yi−1

h2
+ O(h2)}}}}}}}

with h = 1
n+1 → 0.

Multiply (6.3.48) by h2 , delete O(h2), and replace yi by xi with x0 := y0 =0, xn+1 :=
yn+1 = 20. Introduce x = (x1, . . . , xn)T in order to obtain

f1(x) = 3(x2 − 2x1)x1 + 1
4 x

2
2 = 0,

fi(x) = 3(xi+1 − 2xi + xi−1)xi + 1
4 (xi+1 − xi−1)2 = 0, i = 2, . . . , n − 1,

fn(x) = 3(20 − 2xn + xn−1)xn + 1
4 (20 − xn−1)2 = 0.

Choose the starting vector x0 = 10e for the Newton method applied to f = (fi). With
the notation

xk k-th Newton iterate

ηk = ‖xk+1 − xk‖∞
gk = √ηk ηk−1 (geometric mean)[x]K as in (6.3.40)

rk = ‖d([x]K)‖∞‖xk+1‖∞ (approximation of the relative error)

we got the results shown in Table 6.3.1. To this end we used INTLAB with eps = 2−53 =(2−10)5.3 ≈ (10−3)5.3 ≈ 10−16 which is half of the MATLAB constant eps; cf. Section 2.7
for a discussion of MATLAB’s eps.

Tab. 6.3.1: Results of Example 6.3.9 rounded appropriately.

n k ηk ηk−1 gk stop with ‖d([x]K )‖∞ rk
10 7 6.89 ⋅ 10−13 3.74 ⋅ 10−6 1.61 ⋅ 10−9 ηk 1.07 ⋅ 10−14 5.73 ⋅ 10−16

20 7 8.91 ⋅ 10−11 4.31 ⋅ 10−5 6.20 ⋅ 10−8 ηk 1.42 ⋅ 10−14 7.37 ⋅ 10−16

50 8 6.32 ⋅ 10−13 8.11 ⋅ 10−7 7.16 ⋅ 10−10 ηk 1.07 ⋅ 10−14 5.41 ⋅ 10−16

100 9 1.78 ⋅ 10−15 1.75 ⋅ 10−8 5.57 ⋅ 10−12 gk 1.07 ⋅ 10−14 5.40 ⋅ 10−16

The last two columns differ slightly from the results in Alefeld, Gienger, Potra [23] but
show essentially the samemagnitude. In the case n = 100 we could only prove [x]K ⊆[x] instead of the stronger strict subset relation (6.3.42). The solution of the original
nonlinear boundary value problem (6.3.48) is y(t) = 20t3/4 .
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Exercises

Ex. 6.3.1. Work out the details of Example 6.3.4.

Ex. 6.3.2. Restate and prove Theorem 6.3.1 for the slope-based Krawczyk iteration
(6.3.34).

Ex. 6.3.3. Recompute Example 6.3.8.

6.4 Hansen–Sengupta method

In [132]HansenandSenguptapresentedamethod for verifying andenclosing a zero x∗

of a function f : D ⊆ℝn→ℝn which is a nonlinear version of the interval Gauss–Seidel
method applied to the interval linear system(Cf ([x]))(x − ̃x) = −Cf( ̃x). (6.4.1)

Thus it is defined similarly to the Gauss–Seidel-like Krawczyk method (6.3.21) but dif-
fers from it slightly. It is given by[x]k+1 = H([x]k , ̃xk , C), k = 0, 1, . . . , (6.4.2)

where H([x], ̃x, C) is defined for ̃x ∈ [x] and i = 1, 2, . . . , n by

Hi([x], ̃x, C) = ̃xi − {(Cf( ̃x))i + i−1∑
j=1
(Cf ([x]))ij(H

j ([x], ̃x, C) − ̃xj)
+ n∑

j=i+1
(Cf ([x]))ij([x]j − ̃xj)} / (Cf ([x]))ii ,

H
i ([x], ̃x, C) = Hi([x], ̃x, C) ∩ [x]i . (6.4.3)

Here, we assume 0 ∉ (Cf ([x]))ii for i = 1, . . . , n . If the intersection in (6.4.3) is
empty for some i, then H is not defined. If it is defined, we will call (6.4.2) the
Hansen–Sengupta method and H the Hansen–Sengupta operator.

Theorem 6.4.1. Let the assumptions of Theorem 6.3.1 hold. In addition, let C be regular
and 0 ∉ (CF([x]0))ii for i = 1, . . . , n.
(a) If x∗ ∈ [x]0 is a zero of f , then the Hansen–Sengupta method (6.4.2) is feasible for[x]0 and satisfies

x∗ ∈ [x]∗ = lim
k→∞

[x]k ⊆ [x]k ⊆ [x]k−1 ⊆ ⋅ ⋅ ⋅ ⊆ [x]0 (6.4.4)

for k = 0, 1, . . . . In particular, each iterate [x]k contains all zeros x∗ ∈ [x]0 of f ,
and the same holds for the limit [x]∗ .

(b) If H([x]0, ̃x0, C) is not defined, then f has no zero in [x]0 .
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(c) If H([x]0, ̃x0, C) is defined and if the Hansen–Sengupta test
H([x]0, ̃x0, C) ⊆ [x]0 (6.4.5)

is valid, then there is at least one zero x∗ ∈ [x]0 of f , and (a) holds.
(d) Let H([x]0, ̃x0, C) be defined. If the strong Hansen–Sengupta test(H([x]0, ̃x0, C))i ⊂ [x]0i , i = 1, . . . , n, (6.4.6)

is valid, then Cf ([x]0) is an H-matrix. In particular, f ([x]0) and C are regular even
if this is not assumed for C from the start. In addition, f has exactly one zero x∗ in[x]0 , and (a) holds.

(e) If the assumptions of (d) hold and if̃xk = ̌xk , k = 0, 1, . . . , (6.4.7)

then f has exactly one zero x∗ in [x]0 , and the sequence in (a) contracts to [x]∗ ≡ x∗ .

Proof. Since many steps of the proof are similar to those in the proof of Theorem 6.3.7
we will shorten them a bit.

(a) Let x∗ ∈ [x]0 be a zero of f and define g by g(x) = −Cf(x). Then the multidi-
mensional mean value theorem implies

0 = g(x∗) = g( ̃x) − CJ(x∗, ̃x)(x∗ − ̃x).
Assume that x∗

i ∈ [x]1i for i = 1, . . . , s − 1 and some s ∈ {1, . . . , n}. Then
x∗
s = ̃x0s + {gs( ̃x0) − s−1∑

j=1
(CJ(x∗, ̃x0))sj(x∗

j − ̃x0j )− n∑
j=s+1

(CJ(x∗, ̃x0))sj(x∗
j − ̃x0j )} / (CJ(x∗, ̃x0))ss

∈ ̃x0s − {(Cf( ̃x0))s + s−1∑
j=1
(Cf ([x]0)sj([x]1j − ̃x0j )+ n∑

j=s+1
(Cf ([x]0))ij([x]0j − ̃x0j )} / (Cf ([x]0))ss .

This shows that x∗
s ∈ H

s([x]0, ̃x0, C) = [x]1s holds, and finally x∗ ∈ [x]1 . Now (6.4.4)
follows by induction.

(b) follows from (a) as in the proof of Theorem 6.3.7.
(c) The assumptions of (c) imply H([x]0, ̃x0, C) = H([x]0, ̃x0, C) ̸= 0. Define the

function h : [x]0 → ℝn componentwise by

hi(x) = ̃x0i + {gi( ̃x0) − i−1∑
i=1
(CJ(x, ̃x0))ij(hj(x) − ̃x0j )− n∑

j=i+1
(CJ(x, ̃x0))ij(xj − ̃x0j )} / (CJ(x, ̃x0))ii , (6.4.8)
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where J(x, ̃x0) is again thematrix from themultidimensional mean value theorem ap-
plied to f . Since f ∈ C1(D), by assumption thismatrix depends continuously on x, and
so does h . Obviously, h(x) ∈ H([x]0, ̃x0, C) ⊆ [x]0 holds for x ∈ [x]0 , hence Brouwer’s
fixed point theorem guarantees a fixed point x∗ ∈ [x]0 of h . A simple reformulation of
(6.4.8) with x = x∗ = h(x∗) yields

0 = g( ̃x0) − CJ(x∗, ̃x0)(x∗ − ̃x0) = g(x∗),
whence f(x∗) = 0.

(d) We only show that Cf ([x]0) is an H -matrix. The proof is then finished as in
Theorem 6.3.7.

Choose P̃ ∈ Cf ([x]0) such that ⟨P̃⟩ = ⟨Cf ([x]0)⟩ and consider the auxiliary se-
quence ([y]k) which is defined by[y]0 = [x]0, [y]1 = [x]1,[y]k+1i = ̃x0i − {(Cf( ̃x0))i + i−1∑

j=1
p̃ij([y]k+1j − ̃x0j ) + n∑

j=i+1
p̃ij([y]kj − ̃x0j )} / p̃ii ,

i = 1, . . . , n; k = 1, 2, . . . . (6.4.9)

Similarly to the proof of Theorem 6.3.7 (d) we see that [y]k+1 ⊆ [y]k holds for k =
0, 1, . . . . This guarantees the existence of the limit [y]∗ = limk→∞[y]k which satis-
fies [y]∗ ⊆ [y]1 ⊆ [x]0 , d([y]∗) ≤ d([y]1) = d([x]1) < d([x]0), and[y]∗i = ̃x0i − {(Cf( ̃x0))i +∑

j≠i
p̃ij([y]∗j − ̃x0j )} / p̃ii . (6.4.10)

For the diameter in (6.4.10) we get after some rearrangements⟨P̃⟩d([y]∗) = 0. (6.4.11)

Assume now that there is some vector u which satisfies ⟨P̃⟩u ≤ 0 ≤ u . Then|p̃ii|ui ≤ ∑
j≠i
|p̃ij|uj , i = 1, . . . , n, (6.4.12)

holds. Choose α > 0 and a signature matrix D such that[z] = [y]∗ + [0, α]Du ⊆ [x]0 = [y]0 (6.4.13)

holds. Then d([z]) = d([y]∗) + αu . We will prove by induction

d([z]) ≤ d([y]k), k = 0, 1, . . . . (6.4.14)

For k = 0 the inequality follows from (6.4.13). Assume that it holds for some k ≥ 0 and
that d([z]i) ≤ d([y]k+1i ) is valid for i = 1, . . . , s − 1 and some s ∈ {1, . . . , n}. Then for
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i = s we get

d([y]k+1s ) = (s−1∑
j=1
|p̃sj|d([y]k+1j ) + n∑

j=s+1
|p̃sj|d([y]kj )) / |p̃ss|

≥ (s−1∑
j=1
|p̃sj|d([z]j) + n∑

j=s+1
|p̃sj|d([z]j)) / |p̃ss|

= (∑
j≠s
|p̃sj|(d([y]∗j ) + αuj)) / |p̃ss|≥ d([y]∗s ) + αus = d([z]s),

where we used (6.4.10)–(6.4.13). This proves (6.4.14).
With k →∞ in (6.4.14) we obtain d([y]∗) + αu = d([z]) ≤ d([y]∗), which implies

u = 0. Therefore, P̃ is an H -matrix by virtue of Theorem 1.10.16 (d), and the same holds
for Cf ([x]0).

(e) W.l.o.g. assume that 0 < (Cf ([x]∗))ii holds. Similarly to in Theorem 6.3.1 (c) or
Theorem 6.3.7 (e) we get[x]∗i = H

i ([x]∗, ̌x∗, C) = Hi([x]∗, ̌x∗, C)= ̌x∗
i − {(Cf( ̌x∗))i +∑j≠i(Cf ([x]∗))ij([x]∗j − ̌x∗

j )} / (Cf ([x]∗))ii .
Since ̌x∗

i is the midpoint of the left-hand side [x]∗i and since 0 ∉ (Cf ([x]∗))ii , the
expression within braces must be a zero-symmetric interval. This implies {. . .}/(Cf ([x]∗))ii = {. . .}/⟨(Cf ([x]∗))ii⟩ whence[x]∗i = ̌x∗

i − {(Cf( ̌x∗))i +∑j≠i
(Cf ([x]∗))ij ([x]∗j − ̌x∗

j )} / ⟨(Cf ([x]∗))ii⟩.
Equating the midpoints on the left- and right-hand sides shows that −Cf( ̌x∗) = 0,
whence f( ̌x∗) = 0. Thus[x]∗i − ̌x∗

i = − {∑j≠i
(Cf ([x]∗))ij ([x]∗j − ̌x∗

j )} / ⟨(Cf ([x]∗))ii⟩ (6.4.15)

and ⟨Cf ([x]∗)⟩d([x]∗) = 0.

Theorem 1.10.16 (d) implies d([x]∗) = 0 which proves the theorem.

We want to compare the Hansen–Sengupta test with the Moore–Qi test. It will turn
out that the former is more general than the latter which, by virtue of (6.3.33), is more
general than the Krawczyk test. We start with an auxiliary result.

Lemma 6.4.2. Let [a], [b], [c] ∈ 𝕀ℝ, 0 ∉ [b]. If [a] + (1 − [b])[c] ⊆ [c], then [a]/[b] ⊆[a] + (1 − [b])[c].
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Proof. Let ̃z ∈ [a]/[b] be arbitrary. Then there exist ã ∈ [a], b̃ ∈ [b] such that ̃z = ã/b̃
holds. Since by the hypothesis we have h(c) := ã + (1 − b̃)c ∈ [c] for c ∈ [c], Brouwer’s
fixed point theorem guarantees a fixed point c∗ ∈ [c] of h . Hence ã + (1 − b̃)c∗ = c∗

holds and ̃z = ã/b̃ = c∗ ∈ [c] follows. This implies the assertion.

As the example [a] = [c] = [−1, 1], [b] = 1/2 shows, the subset hypothesis of
Lemma 6.4.2 is necessary.

Theorem 6.4.3. Let the assumptions of Theorem 6.4.1 hold. If the Moore–Qi test M([x],̃x, C) ⊆ [x] is satisfied, then H([x], ̃x, C) ⊆M([x], ̃x, C) follows. In particular, theHansen–
Sengupta test is fulfilled.

Proof. Assume that

Hi([x], ̃x, C) = H
i ([x], ̃x, C) ⊆ M

i ([x], ̃x, C) = Mi([x], ̃x, C) ⊆ [x]i (6.4.16)

holds for i = 1, . . . , s − 1 and some s ≤ n . By virtue of Lemma 6.4.2 this is certainly
true for s = 1. For s > 1 we have

Hs([x], ̃x, C) = ̃xs − {(Cf( ̃x))s + s−1∑
j=1
(Cf ([x]))sj(H

j ([x], ̃x, C) − ̃xj)
+ n∑

j=s+1
(Cf ([x]))sj([x]j − ̃xj)} / (Cf ([x]))ss

⊆ ̃xs − {(Cf( ̃x))s + s−1∑
j=1
(Cf ([x]))sj(M

j ([x], ̃x, C) − ̃xj)
+ n∑

j=s+1
(Cf ([x]))sj([x]j − ̃xj)} / (Cf ([x]))ss .

If the right-hand side is abbreviated as ̃xs + [a]/[b], the Moore–Qi test guarantees̃xs + [a] + (1 − [b])([x]s − ̃xs) ⊆ [x]s . Now Lemma 6.4.2 with [c] = [x]s − ̃xs implies̃xs + [a]/[b] ⊆ ̃xs + [a] + (1 − [b])([x]s − ̃xs) = Ms([x], ̃x, C),
hence (6.4.16) follows for s .

In Goldstejn [120] the following Jacobi-like modification Hmod of the Hansen–Sen-
gupta operator H is considered.

Hmod
i ([x], ̃x, C) = ̃xi − {(Cf( ̃x))i +∑j≠i(Cf ([x]))ij([x]j − ̃xj)} / (Cf ([x]))ii ,

i = 1, . . . , n,

Hmod ([x], ̃x, C) = Hmod([x], ̃x, C) ∩ [x], (6.4.17)

where C ∈ ℝn×n is regular, ̃x ∈ [x], and 0 ∉ (Cf ([x]))ii , i = 1, . . . , n . As in (6.4.3),
Hmod is not defined if the intersection in (6.4.17) is empty. If it is defined, we will call
the iteration [x]k+1 = Hmod ([x]k , ̃xk , C), k = 0, 1, . . . , (6.4.18)
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the modified Hansen–Sengupta method and Hmod the modified Hansen–Sengupta
operator. It is left to the reader to show that (6.4.18) has properties similar to those
of (6.4.2) as stated in Theorem 6.4.1.

It is easy to see that H([x], ̃x, C) ⊆ Hmod([x], ̃x, C) and H([x], ̃x, C) ⊆ Hmod ([x],̃x, C) hold. This guarantees that the modified Hansen–Sengupta test

Hmod([x]0, ̃x0, C) ⊆ [x]0 (6.4.19)

always implies the Hansen–Sengupta test (6.4.5).

Exercises

Ex. 6.4.1. State and prove a theorem similar to Theorem 6.4.1 also for the modified
Hansen–Sengupta method (6.4.18).

6.5 Further existence tests

In Sections 6.3 and 6.4 we considered various methods – called tests – for verify-
ing existence and uniqueness of zeros of a given continuously differentiable function
f : D ⊆ ℝn → ℝn . These tests contained as common condition the subset property

T([x], ̃x, C) ⊆ [x], (6.5.1)

respectively
Ti([x], ̃x, C) ⊂ [x]i , i = 1, . . . , n, (6.5.2)

where ̃x ∈ [x] and T ∈ {A, H, Hmod, K, Ks , M}. Here A stands for Alefeld, H for
Hansen–Sengupta, Hmod for modified Hansen–Sengupta, K for Krawczyk, Ks for
Moore, and M for Moore–Qi. In the case (6.5.1) there exists at least one zero in [x],
in the case (6.5.2) exactly one. In the present section we will extend these tests, and
we will compare them. We start with the Moore–Kioustelidis test and the Miranda
test which is a modification of the preceding one. Both tests are based on Miranda’s
Theorem 1.5.9. We will use the notation [x]i,± for the i-th faces of an interval vector[x] ∈ 𝕀ℝn , i.e., [x]i,− = { ̃x ∈ [x] | ̃xi = xi },[x]i,+ = { ̃x ∈ [x] | ̃xi = xi }.
It is obvious that the union ⋃n

i=1[x]i,± forms the surface of the n-dimensional box [x].
Since we cannot expect that the crucial Miranda assumption fi(x) ⋅ fi(y) ≤ 0, i =

1, . . . n, holds for all x ∈ [x]i,+ , y ∈ [x]i,− – see Exercise 6.5.1 – we will consider the
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function g(x) = Cf(x) with C ≈ (f (x∗))−1, where x∗ denotes a zero of f and where we
assume for the moment that f is sufficiently smooth. Expanding f at x∗ yields

f(x) = f(x∗) + f (x∗)(x − x∗) + o(‖x − x∗‖∞),
whence g(x) ≈ x − x∗ near x∗ so that Miranda’s assumptions can be expected to be
fulfilled for an interval vector [x]with x∗ ∈ int([x]). This justifies considering g instead
of f .

Of course, x∗ is unknown – one does not know if it exists at all! Therefore, the
usual procedure is to iterate with a traditional method in order to approximate a zero
of f , to stop with some vector ̃x, to compute an approximate inverse C of f ( ̃x) (which
we assume to be regular) and to enclose ̃x by an interval vector [x] with d([x]) > 0 anďx = ̃x .

The following result in Moore, Kioustelidis [238] guarantees a zero of f .

Theorem 6.5.1. Let f : D ⊆ℝn→ℝn , f ∈ C1(D), 0 ≤ r ∈ℝn , ̌x ∈ D, [x] = [ ̌x − r, ̌x + r] ⊆ D.
Let f([x]) and f ([x]) exist and C ∈ ℝn×n be regular. If for g(x) = Cf(x) the conditions

gi( ̌x + rie(i)) ⋅ gi( ̌x − rie(i)) ≤ 0 (6.5.3)∑j≠i
(Cf ([x]i,+))ijrj ≤ |gi( ̌x + rie(i))| (6.5.4)∑j≠i
(Cf ([x]i,−))ijrj ≤ |gi( ̌x − rie(i))| (6.5.5)

hold for i = 1, . . . , n, then f has a zero x∗ ∈ [x]. The conditions (6.5.3)–(6.5.5) are called
the Moore–Kioustelidis test.

Proof. Let x ∈ [x]i,+ . Then with some ξ ∈ [x]i,+ and (6.5.4) we get

gi(x) = gi( ̌x + rie(i)) + g
i (ξ)(x1 − ̌x1, . . . , xi−1 − ̌xi−1, 0, xi+1 − ̌xi+1, . . . , xn − ̌xn)T= gi( ̌x + rie(i)) +∑j≠i g


ij(ξ)(xj − ̌xj)≥ gi( ̌x + rie(i)) −∑j≠i|g
ij([x]i,+)|rj ≥ 0, if gi( ̌x + rie(i)) ≥ 0

and similarly

gi(x) ≤ gi( ̌x + rie(i)) +∑j≠i|g
ij([x]i,+)|rj ≤ 0, if gi( ̌x + rie(i)) ≤ 0.

This shows that gi(x), x ∈ [x]i,+ , has the same sign as gi( ̌x + rie(i)). In particular, it is
zero if gi( ̌x + rie(i)) is zero. A similar remark holds for g(x), x ∈ [x]i,− , and gi( ̌x − rie(i)).
This ensures gi(x) ⋅ gi(y) ≤ 0 for all x ∈ [x]i,+ , y ∈ [x]i,− , i = 1, . . . , n . Thus Miranda’s
theorem proves the assertion.

In practical computation one has to use interval arithmetic evaluations even for (6.5.3)
in order to be sure about the signs. Thus in (6.5.3) one starts with point intervals,
computes with machine interval arithmetic and uses the upper bound for the interval
resulting from the left-hand side. Similarly, one uses the upper bound for the left-hand
side and the lower bound for the right-hand side in (6.5.4) and (6.5.5).
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As a computational simplification one can replace (6.5.4) and (6.5.5) by∑j≠i|g([x])ij|rj ≤ min{ |gi( ̌x − rie(i))|, |gi( ̌x + rie(i))| }. (6.5.6)

This saves computational effort at the expense of restriction. It can be decreased even
further as the following theorem in Frommer, Lang, Schnurr [108] shows.

Theorem 6.5.2. Let f : D ⊆ ℝn →ℝn , f ∈ C1(D), 0 ≤ r ∈ ℝn , ̃x ∈ [x] ⊆ D. Let f([x]) and
f ([x]) exist and C ∈ ℝn×n be regular. With g(x) = Cf(x) define[m]i,±C = gi( ̃x) + (Cf ([x]))i,∗([x]i,± − ̃x). (6.5.7)

If [m]i,−C ≤ 0 ≤ [m]i,+C , i = 1, . . . , n, (6.5.8)

then f has a zero x∗ ∈ [x]. We call (6.5.8) the Miranda test.

The proof of this theorem is based onMiranda’s theorem and on the mean value theo-
rem applied to gi , x ∈ [x]i,± , and ̃x, similarly to the proof of Theorem 6.5.1. In contrast
to ̃x = ̌x in Theorem 6.5.1, ̃x ∈ [x] is now arbitrary, and only one evaluation of g at̃x is required whereas in (6.5.3)–(6.5.5) each component gi is evaluated twice, at the
midpoints of the faces [x]i,± .

Notice that for some or all of the indices i ∈ {1, . . . , n} the inequality (6.5.8) can
be replaced by [m]i,+C ≤ 0 ≤ [m]i,−C . (6.5.9)

In order to enforce (6.5.8) in this case just multiply C by an appropriate signature ma-
trix D . It can be easily seen that [m]i,±C in (6.5.7) and (6.5.8) may be replaced by[m]i,±N = gi([x]i,±) (6.5.10)

or by [m]i,±F = gi( ̃xi,±) + (Cf ([x]i,±))i,∗([x]i,± − ̃xi,±) with ̃xi,± ∈ [x]i,±, (6.5.11)

where the subscripts N, C, F indicate ‘naive’, ‘centered’, and ‘face-centered’ tech-
niques, respectively, as introduced in Frommer, Lang [107]. The choice (6.5.11) together
with the test (6.5.8) with [m]i,±F instead of [m]i,±C is a generalization of (6.5.3)–(6.5.5),
where ̃xi,± are the orthogonal projections of a single vector ̃x ∈ [x] onto the faces[x]i,± . For this case we get the following result.
Theorem 6.5.3. If (6.5.8) holds for [m]i,±C , then it also holds for [m]i,±F if ̃xi,± are chosen
as orthogonal projections of the vector ̃x ∈ [x] onto the faces [x]i,± .
Proof. Since [x]i,±i − ̃xi,±i = 0, [x]i,±j − ̃xi,±j = [x]i,±j − ̃xj for j ̸= i, and ̃xi,± − ̃x = (0, . . . , 0,̃xi,±i − ̃xi , 0, . . . , 0)T , we get

gi( ̃xi,±) = gi( ̃x) + (CJ( ̃xi,±, ̃x))i,∗( ̃xi,± − ̃x)= gi( ̃x) + (CJ( ̃xi,±, ̃x))ii( ̃xi,±i − ̃xi)∈ gi( ̃x) + (Cf ([x]))ii([x]i,±i − ̃xi)
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and [m]i,±F = gi( ̃xi,±) +∑j≠i(Cf ([x]i,±))ij([x]i,±j − ̃xi,±j )⊆ gi( ̃x) + (Cf ([x]))ii([x]i,±i − ̃xi) +∑j≠i(Cf ([x]i,±))ij([x]i,±j − ̃xi,±j )⊆ gi( ̃x) + (Cf ([x]))i,∗([x]i,± − ̃x) = [m]i,±C .

The equivalence of the Miranda test (6.5.8), (6.5.9) for [m]i,±F and the Moore–Kiouste-
lidis test (6.5.3)–(6.5.5) is stated in the subsequent theorem.

Theorem 6.5.4. Let the Miranda test consist of (6.5.8) or (6.5.9) depending on the in-
dex i. Then this test with the face-centered variant [m]i,±F is equivalent to the Moore–
Kioustelidis test (6.5.3)–(6.5.5) if ̃xi,± in [m]i,±F is chosen as orthogonal projection of the
midpoint vector ̌x onto the faces [x]i,± , i.e., as the midpoint ̌xi,± of [x]i,± .
Proof. With r = rad([x]),

[x]i,±j = {{{ [x]j , if j ̸= ǐxi ± rie(i), if j = i
, ̌xi,±j = {{{ ̌xj , if j ̸= ǐxi ± rie(i), if j = i

we get [m]i,−F ≤ 0 ≤ [m]i,+F ⇔ gi( ̌xi,−) +∑
j≠i
(Cf ([x]i,−))ij([x]i,−j − ̌xi,−j )= gi( ̌x − rie(i)) +∑

j≠i
|Cf ([x]i,−)|ij([x]j − ̌xj) ≤ 0≤ gi( ̌xi,+) +∑

j≠i
(Cf ([x]i,+))ij([x]i,+j − ̌xi,+j )⇔ (6.5.3)–(6.5.5) holds with

gi( ̌x − rie(i)) ≤ 0 ≤ gi( ̌x + rie(i)). (6.5.12)

Here we used (6.5.12) and the fact that [x]i,±j − ̌xi,±j and [x]j − ̌xj are zero-symmetric
intervals.

Similarly, we get the equivalence of [m]i,+F ≤ 0 ≤ [m]i,−F and (6.5.3)–(6.5.5) with
gi( ̌x + rie(i)) ≤ 0 ≤ gi( ̌x − rie(i)).
As an additional refinement of (6.5.11) and in order to decrease the overestimation of
the ranges Rg([x]i,±), one can partition [x]i,± into subfaces [x]i,± = ⋃k [x]i,±,k such
that these subfaces are disjoint except for their relative boundaries. Opposite faces[x]i,± can be partitioned independently of each other. The expressions [m]i,±C in (6.5.8)
are then replaced successively by [m]i,±,kF with[m]i,±,kF = gi( ̃xi,±,k) + (Cf ([x]i,±,k))i,∗([x]i,±,k − ̃xi,±,k),
where ̃xi,±,k ∈ [x]i,±,k .
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Next we prepare a test which is based on Theorem 1.5.10 of Newton–Kantorovich
with ‖ ⋅ ‖ = ‖ ⋅ ‖∞ . A difficulty consists in proving the assumptions of this theorem by
means of a computer; cf. the final part of Section 6.3. A bound β > 0 for f ( ̃x)−1 and
fixed ̃x can be found by enclosing the n solutions of the linear systems f ( ̃x)z = e(i) ,
i = 1, . . . , n, using interval analysis. If the resulting enclosure of f ( ̃x)−1 is denoted
by [V], then the constant β = ‖ |[V]| ‖∞ is certainly a bound as required in (ii) of The-
orem 1.5.10. Similarly, a bound η > 0 of ‖f ( ̃x)−1f( ̃x)‖∞ can be derived enclosing the
solution y∗ of f ( ̃x)y = f( ̃x). Remember that η is a bound for ‖x − ̃x‖∞ , where x is the
first Newton iterate when starting with ̃x . In order to construct a Lipschitz constant
γ > 0 for f (x) in D we remark first that the constant t in Theorem 1.5.10 satisfies

t = 1 − √1 − 2α
βγ

= 2η
1 + √1 − 2α < 2η if α < 1/2.

If [x] = ̃x + [−2η, 2η]e ⊂ D, then B( ̃x, t) ⊂ int([x]) ⊂ D is guaranteed as required in (v)
of Theorem 1.5.10. Since usually we do not know a Lipschitz constant of f  on D, we
will be content with one on [x] and replace D by int([x]) when applying the theorem
of Newton–Kantorovich. On [x] the Lipschitz constant γ can be obtained from‖f (x) − f (y)‖∞ = max

1≤i≤n

n∑
j=1
|f ij(x) − f ij(y)|= max

1≤i≤n

n∑
j=1

n∑
s=1

 ∂2

∂xs∂xj
fi(ξjs)(xs − ys)≤ max

1≤i≤n

n∑
j=1

n∑
s=1

 ∂2

∂xs∂xj
fi([x]) ⋅ ‖x − y‖∞= γ‖x − y‖∞

with ξjs ∈ [x] and
γ = max

1≤i≤n

n∑
j=1

n∑
s=1

 ∂2

∂xs∂xj
fi([x]) .

If
α = βγη ≤ 1/2 (6.5.13)

holds with this γ, then f has a zero in ̃x + t[−1, 1]e which is unique there, and in the
case α < 1/2 even in the larger set ( ̃x + [−t, t]e) ∩ [x] = ̃x +min{t, 2η}[−1, 1]e, where
t = (1 +√1 − 2α)/(βγ) as in Theorem 1.5.10. We call the computation of α, β, γ and the
test (6.5.13) the Newton–Kantorovich test.

When verifying this test on a computer we must take care in computing appropri-
ate bounds of the constants being involved. For instance, one computes the expres-
sions for α and t using interval arithmetic and chooses the resulting upper bound.
Similarly, one proceeds with t and chooses the resulting lower bound. For details and
improvements see Rall [279].
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Based on Theorem 6.3.3 it is interesting to compare the Newton–Kantorovich test
with the Krawczyk test in Section 6.3. As is indicated in Example 6.3.4, this latter test
seems to be less powerful than the former. If, however, f ([x]) is replaced by the slope
matrix

[f ]([x], ̃x) = 1∫
0

{ f ( ̃x + t(y − ̃x)) | y ∈ [x] } dt ⊆ f ([x]), ̃x ∈ [x], (6.5.14)

for f , then Shen and Neumaier showed in [343] that the Newton–Kantorovich test im-
plies the Krawczyk test if the remaining assumptions of Theorem 6.3.3 are kept with
the exception of (6.3.12), which is replaced by the weaker inequality (6.5.13). The proof
follows essentially the lines of that for Theorem 6.3.3 and is left to the reader as Exer-
cise 6.5.2.

Applied to the Example 6.3.4 the Krawczyk operator with (6.5.14) yields

K([x]0, ̌x0, C) = K([ε, 2 − ε], 1, 1/2)= 1
2
+ ε
2
+ 1 − 1∫

0

(1 + t[−1, 1](1 − ε)) dt (1 − ε) [−1, 1]= 1
2
+ ε
2
+ (1 − ε)2

2
[−1, 1] ⊆ [x]0 = [ε, 2 − ε]

if and only if 0 ≤ ε ≤ 1, i.e., 0 ≤ α ≤ 1/2 provided that one restricts ε to be positive. Thus
the Newton–Kantorovich test and the Krawczyk test are equivalent here, in contrast
to the following example of Shen, Neumaier [343].

Example 6.5.5. Let f(x) = x3 − ε, 0 ≤ ε ≤ 1, ̌x0 = 1, C = (f ( ̌x0))−1 = 1/3, β = |C| =
1/3, η = (f ( ̌x0))−1f( ̌x0) = (1 − ε)/3 ≥ 0, [x]0 = [ε, 2 − ε]. Since |f (x) − f (y)| ≤
3|x + y| ⋅ |x − y| ≤ 3max{2|2 − ε|, 2|ε|}|x − y| = 6(2 − ε)|x − y|, x, y ∈ [x]0 we can
choose γ = 6(2 − ε). Then α = βγη = 2(2 − ε)(1 − ε)/3 ≤ 1/2 holds if and only if
1/2 ≤ ε ≤ min{5/2, 1} = 1, i.e., the Newton–Kantorovich test is fulfilled if and only if
1/2 ≤ ε ≤ 1. The Krawczyk operator applied with (6.5.14) yields

K([x]0, ̌x0, C) = K([ε, 2 − ε], 1, 1/3)= ε + 2
3

+ 1 − 1∫
0

(1 + t[−1, 1](1 − ε))2 dt (1 − ε) [−1, 1]= ε + 2
3

+ ((1 − ε)2 + (1 − ε)3
3

) [−1, 1] ⊆ [x]0 = [ε, 2 − ε]
if and only if (5 − √17)/2 ≤ ε ≤ 1. Therefore, the Krawczyk test holds with the mod-
ification (6.5.14) also for (5 − √17)/2 = 0.438447. . . ≤ ε < 1/2 while the Newton–
Kantorovich test does not.
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Now we prove a result due to Rall [279] which shows that for f ([x]) the Newton–
Kantorovich test implies the Krawczyk test (in its original form with f ([x]) ) at least
after having carried out some steps of the classical Newton method.

Theorem 6.5.6. Let the assumptions of Theorem 6.3.3 hold with the Lipschitz constant
γ for f ([x]) on 𝕀([x]0), ̃x0 = ̌x0 , β0 ≥ ‖f ( ̌x0)−1‖∞ , η0 ≥ ‖f ( ̌x0)−1f( ̌x0)‖∞ ,

0 ≤ α0 = β0γη0 < 1
2
. (6.5.15)

Denote by (xk) the Newton sequence starting with x0 = ̌x0 and define ηk , βk , αk recur-
sively by

ηk+1 = 1
2

αkηk
1 − αk , βk+1 = βk

1 − αk , αk+1 = 1
2
( αk
1 − αk )2 , k = 0, 1, . . . .

Then

2−(k+1)η0 ≥ ηk+1 ≥ ‖xk+2 − xk+1‖∞, (6.5.16)

βk+1 ≥ ‖f (xk+1)−1‖∞, (6.5.17)

0 ≤ αk+1 = βk+1γηk+1 < 1/2. (6.5.18)

In addition, there is a positive integer k0 such that for [x]k0 = xk0 + 2ηk0 [−e, e], Ck0 =(f (xk0 ))−1 one has
K([x]k0 , xk0 , Ck0 ) ⊆ [x]k0 .

Proof. We show by induction that (6.5.16)–(6.5.18) holds. For k = −1 these inequalities
are valid by assumption. Let them hold for k − 1. Then‖f (xk+1)−1‖∞ ≤ ‖f (xk+1)−1 − f (xk)−1‖∞ + ‖f (xk)−1‖∞≤ ‖f (xk+1)−1‖∞ ‖f (xk) − f (xk+1)‖∞ ‖f (xk)−1‖∞ + βk≤ ‖f (xk+1)−1‖∞ γηkβk + βk = ‖f (xk+1)−1‖∞ αk + βk ,
hence ‖(f (xk+1))−1‖∞(1 − αk) ≤ βk is valid and (6.5.17) follows from the definition of
βk+1 .

Similarly, we have‖xk+2 − xk+1‖∞ = ‖f (xk+1)−1f(xk+1)‖∞≤ βk+1 ‖f(xk) + J(xk+1, xk)(xk+1 − xk)‖∞. (6.5.19)

From xk+1 = xk − f (xk)−1f(xk) we get
f(xk) = −f (xk)(xk+1 − xk) = − 1∫

0

f (xk) dt (xk+1 − xk).
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Together with (6.5.17) and (6.5.19) this yieldsxk+2 − xk+1∞ ≤ βk+1ηk
1∫
0

−f (xk) + f (xk + t(xk+1 − xk))∞ dt

≤ βk+1η2kγ
1∫
0

t dt = 1
2

βk
1 − αk η2kγ= 1

2
αk

1 − αk ηk = ηk+1 ≤ 1
2
(−1 + 1

1 − αk )2−kη0≤ (−1 + 1
1 − 1/2)2−(k+1)η0 = 2−(k+1)η0. (6.5.20)

This proves (6.5.16).
By the definition of αk+1 , βk+1 , and ηk+1 and by the induction hypothesis for αk

we obtain
αk+1 = 1

2
( αk
1 − αk )2 = 1

2
αk(1 − αk)2 βkγηk = ηk+1βk+1γ

as required in (6.5.18). Notice that 0 ≤ αk < 1/2 implies 0 ≤ αk/(1 − αk) < 1 and there-
fore 0 ≤ αk+1 < 1/2.

Next we show that the difference equation

αk+1 = 1
2
( αk
1 − αk )2 , k = 0, 1, . . . (6.5.21)

is solved by

αk = 2θ2k(1 + θ2k )2 , k = 0, 1, . . . , (6.5.22)

where
θ = 1 − √1 − 2α0

1 + √1 − 2α0 = 2α0(1 + √1 − 2α0)2 < 1

if α0 ∈ [0, 1/2). We prove (6.5.22) by induction. For k = 0 we have

2θ(1 + θ)2 = 2 1−√1−2α0
1+√1−2α0( 2

(1+√1−2α0)
)2 = α0.

With (6.5.21) we get

αk+1 = 1
2
( αk
1 − αk )2 = 1

2
( 2θ2k(1 + θ2k )2 − 2θ2k )2 = 2θ2k+1(1 + θ2k+1 )2 .

This proves (6.5.22).
By virtue of θ < 1 we achieve αk ≤ 1/4 for some k = k0 , and Theorem 6.3.3 implies

the assertion.

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



6.5 Further existence tests | 333

Notice that the assumptions of Theorem 6.5.6 already allow the application of the
theorem of Newton–Kantorovich which guarantees a unique zero x∗ in [x]0 and the
convergence of theNewton sequence to x∗ . The computation of theKrawczyk operator
is therefore not necessary in this situation.

Our next test is based on the mapping degree for the function g(x) = Cf(x) with a
regular matrix C ∈ ℝn×n . It originates from Frommer, Hoxha, Lang [105] and uses the
homotopy

h(t, x) = tg(x) + (1 − t)(x − ̃x), 0 ≤ t ≤ 1, x ∈ [x], ̃x ∈ int([x]), (6.5.23)

where [x] ∈ 𝕀ℝn is given. If

h(t, x) ̸= 0 for all t ∈ [0, 1] and all x ∈ ∂[x], (6.5.24)

then by virtue of Theorem 1.5.3 (b) themapping degree deg(int([x]), h(t, ⋅), 0) does not
depend on t, hence

deg(int([x]), g, 0) = deg(int([x]), h(1, ⋅), 0) = deg(int([x]), h(0, ⋅), 0)= deg(int([x]), x − ̃x, 0) = sign(det(I)) = 1.

This guarantees a zero x∗ of g and therefore of f in [x] according to Theorem 1.5.3 (c).
In order to verify (6.5.24) we will use interval arithmetic tools.

Theorem 6.5.7. Let f : D ⊆ℝn→ℝn , f ∈ C(D), [x] ∈ 𝕀(D), ̃x ∈ int([x]), C ∈ℝn×n regular,
g = Cf . Assume that for some interval function [g]: 𝕀([x]) → 𝕀ℝn the enclosure property
Rg([y]) ⊆ [g]([y]) holds for the range Rg([y]) of g over any [y] ∈ 𝕀([x]). Let [y]k ⊆ [x],
k = 1, . . . ,m, and [t]ℓ ⊆ [0, 1], ℓ = 1, . . . , p, satisfy

∂[x] = m⋃
k=1
[y]k , [0, 1] = p⋃

ℓ=1
[t]ℓ. (6.5.25)

If for all k and ℓ there exists an index j = j(k, ℓ) ∈ {1, . . . , n} such that the mapping
degree test

0 ∉ [t]ℓ ⋅ [g]j([y]k) + (1 − [t]ℓ) ⋅ ([y]kj − ̃xj) (6.5.26)

holds, then f has a zero x∗ ∈ [x].
Proof. For all k and ℓ the condition (6.5.26) implies 0 ∉ [t]ℓ ⋅ [g]([y]k) + (1 − [t]ℓ) ⋅([y]k − ̃x), whence

0 ∉ m⋃
k=1

p⋃
ℓ=1
([t]ℓ ⋅ [g]([y]k) + (1 − [t]ℓ) ⋅ ([y]k − ̃x)) (6.5.27)⊇ { z | z = tg(x) + (1 − t)(x − ̃x), t ∈ [0, 1], x ∈ ∂[x] }. (6.5.28)

This guarantees (6.5.24) and proves the theorem.
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As an interval function [g]([y]) restricted to 𝕀([y]k) one can choose for instance the
interval arithmetic evaluation g([y]) = Cf([y]), the two mean value forms[g]([y]) = g( ̃x) + g([x])([y] − ̃x) (6.5.29)

with g([x]) = Cf ([x]), and[g]([y]) = g( ̃yk) + g([y]k)([y] − ̃yk) (6.5.30)

with ̃yk ∈ [y]k , or the slope-based interval function[g]([y]) = g( ̃yk) + [Y]k([y] − ̃yk) (6.5.31)

with ̃yk ∈ [y]k and [Y]k satisfying
g(y) − g( ̃yk) ∈ [Y]k(y − ̃yk) for all y ∈ [y]k .

Here, we tacitly assume that f is sufficiently smooth and that f([y]), f ([y]), and [Y]k
exist. Notice the differences between (6.5.29) and (6.5.30).

The mapping degree test (6.5.26) cannot be successful if p = 1, since then [t]1 =[0, 1] = 1 − [t]1 , whence 0 ∈ [t]1 ⋅ [g]([y]k) + (1 − [t]1) ⋅ ([y]k − ̃x). A first choice for[y]k could be the faces [x]i,± , i = 1, . . . , n . In this case the following corollary is a
generalization of Theorem 6.5.2 (Miranda test) if there the inequalities are sharpened
to strict inequalities.

Corollary 6.5.8. Let the assumptions of Theorem 6.5.7 hold and choose[y]2i−1 = [x]i,−, [y]2i = [x]i,+, i = 1, . . . , n,[t]1 = [0, 0.5], [t]2 = [0.5, 1]
(i.e., m = 2n, p = 2 in Theorem 6.5.7). Assume that for i = 1, . . . , n[g]i([x]i,+) > 0, [g]i([x]i,−) < 0 (6.5.32)

holds. Then (6.5.26) is fulfilled with j = j(k, ℓ) = i for k ∈ {2i − 1, 2i}.
Proof. With [x]i,−i − ̃xi < 0 < [x]i,+i − ̃xi the assumption (6.5.32) implies immediately[t]ℓ ⋅ [g]i([x]i,+) + (1 − [t]ℓ) ⋅ ([x]i,+i − ̃xi) > 0 and [t]ℓ ⋅ [g]i([x]i,−) + (1 − [t]ℓ) ⋅ ([x]i,−i −̃xi) < 0 for ℓ = 1, 2, i.e., (6.5.26) holds.

The Moore–Kioustelidis test as well as the Miranda test can only be successful if gi
does not change its sign on [x]i,+ and has opposite sign on [x]i,− . Themapping degree
test is more flexible as the following example from Frommer, Hoxha, Lang [105] and
Frommer, Lang [107] shows.

Example 6.5.9. Define f : ℝ2 → ℝ2 by

f(u, υ) = ( 4 − 2(u − 1)2(2 − (u + 1)2)(2 − (υ − 1)2)) .

Then x∗ = (u∗, υ∗)T = (1 − √2, 1 − √2)T is a zero of f .
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(a) Choose [x] = ([−1, 1], [−1, 1])T ∈ 𝕀ℝ2 . In this interval vector x∗ is the unique zero
of f . We show that any test based on Miranda’s theorem for [x] must fail since
gi(x) = (Cf(x))i cannot have constant sign on [x]i,+ or [x]i,− for any regular matrix

C = (α β
γ δ

) .

To this end we assume w.l.o.g. that gi(1, 1) ∈ {0, 4} holds for i = 1, 2. Oth-
erwise replace g by Dg with an appropriate regular diagonal matrix. Then
gi(x)gi(y) < 0 implies diigi(x) ⋅ diigi(y) < 0 and vice versa for x ∈ [x]i,+ , y ∈ [x]i,− .
If g(1, 1) = Cf(1, 1) = C(4, −4)T = 0, then C is singular which is excluded. If
g(1,1) = C(4,−4)T = (4,4)T , then β = α − 1, δ = γ − 1, hence g(−1,1) = C(−4,4)T =(−4, −4)T . Therefore, g1 and g2 change sign on [x]2,+ . If g(1, 1) = (4, 0)T , then
β = α − 1, δ = γ, and g(−1, 1) = (−4, 0)T , g(1, −1) = C(4, 4)T = (8α − 4, 8γ)T ,
g(−1, −1) = C(−4, −4)T = (−8α + 4, −8γ)T . Hence g1 changes sign on [x]2,+ . In
addition, since C is regular, we have γ ̸= 0, hence g2(x) changes sign on [x]2,− . If
g(1, 1) = (0, 4), then β = α, δ = γ − 1, g(−1, 1) = (0,−4)T , g(1,−1) = (8α, 8γ − 4)T ,
g(−1, −1) = (−8α, −8γ + 4)T . Hence g2 changes sign on [x]2,+ and g1 on [x]2,− .
Therefore, the Miranda test cannot be successful.

(b) Now we choose [x] = x∗ + α([−1, 1], [−1, 1])T ∈ 𝕀ℝ2 , 1 < α < 2√2, and C = I .
Then g = Cf = f satisfies

f1(x∗
1 ± α, υ) = 4 − 2(−√2 ± α)2 = −2α(α ∓ 2√2){{{ > 0 on [x]1,+< 0 on [x]1,− ,

as required by the Miranda theorem. Similarly, for f2(u, x∗
2 ± α) we have f2(u,

x∗
2 ± α) = h(u)(−α)(α ∓ 2√2) with h(u) = 2 − (u + 1)2 , u ∈ x∗

1 + α[−1, 1]. Since f2(u,
x∗
2 ± α)/h(u) differs from f1(x∗

1 ± α, υ) only by a factor 2 and since h(x∗
1) = −4 +

4√2 > 0, h(x∗
1 + 1) = −9 + 6√2 < 0, the function f2 changes sign on [x]2,− as well

as on [x]2,+ . Thus the Miranda test cannot be successful. Numerical experiments
in Frommer, Hoxha, Lang [105] (Fig. 2) show however that (6.5.26) is fulfilled if
α = 2(q/8)−1 , q ∈ {9, 10, . . . , 14}, if [t]ℓ = [(ℓ − 1)/p, ℓ/p], ℓ = 1, . . . , p, p ∈ {2, 10},
and if [y]k is chosen according to the following strategy: One starts with the faces[x]i,± and carries on a bisection process along the actual longest edge until the test
is positive or some maximal number of boxes in the bisection process is reached.
For a positive mapping degree test between 4 and 16 subfaces per face are needed
at most.

Our last test stems from Frommer and Lang [107] and is based on Borsuk’s Theo-
rem 1.5.4 applied to g(x) = Cf(x), C regular, and [x] = ̌x + rad([x])[−1, 1]. Obviously,̌x + δ ∈ ∂[x] if and only if ̌x − δ ∈ ∂[x]. Therefore, the topological prerequisite of
Borsuk’s theorem is certainly fulfilled. In order to verify the computational one, i.e.,

g( ̌x + δ) ̸= λg( ̌x − δ) for all λ > 0 and all ̌x + δ ∈ ∂[x], (6.5.33)

we are going to derive three possibilities:
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(1) From the Cauchy–Schwarz inequality we know that for g( ̌x ± δ) ̸= 0 we have

s( ̌x, δ) = g( ̌x + δ)Tg( ̌x − δ)‖g( ̌x + δ)‖2 ‖g( ̌x − δ)‖2 ∈ [−1, 1] (6.5.34)

with s( ̃x, δ) = 1 if and only if

g( ̌x + δ) = λg( ̌x − δ) for some λ > 0. (6.5.35)

Thus, for the range of s over [x]i,+ the condition

sup Rs([x]i,+) < 1, i = 1, . . . , n, (6.5.36)

is equivalent to (6.5.33). It is our first criterion. The condition (6.5.36) is certainly
fulfilled if we can find intervals [b]iS , i = 1, . . . , n, which satisfy [b]iS ⊇ Rs([x]i,+)
and biS < 1. An example could be[b]iS = g([x]i,+)T ⋅ g([x]i,−)√∑n

j=1(gj([x]i,+))2 ⋅ √∑n
j=1(gj([x]i,−))2 .

It is obvious that this interval expression lets us expect a tremendous overesti-
mation of Rs([x]i,+) due to the dependency of the variables in (6.5.34). Therefore,
a higher order form and/or decompositions of [x]i,± should be used to enclose
g([x]i,±) more tightly; cf. Theorem 4.1.22.

(2) The second possibility to apply Borsuk’s theorem starts with

gj( ̌x + δ) = λgj( ̌x − δ), ̌x + δ ∈ ∂[x], λ > 0, (6.5.37)

which we do not want to be fulfilled. From (6.5.37) we obtain

λ = gj( ̌x + δ)
gj( ̌x − δ) > 0,

if the denominator differs from zero. Therefore, (6.5.33) holds if

n⋂
j=1

Rgj ([x]i,+)
Rgj ([x]i,−) ∩ (0,∞) = 0 for i = 1, . . . , n, (6.5.38)

which is our second criterion. Notice that the ranges in the numerator and the de-
nominator are intervals. If 0 ∈ Rgj ([x]i,−), we have to interpret the quotient along
the lines of Section 6.1, cf. particularly Remark 6.1.2 (b). As for the Miranda test,
we use three techniques to enclose the intersection

n⋂
j=1

Rgj ([x]i,+)
Rgj ([x]i,−)
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in (6.5.38), a naive, a centered and a face-centered one, which lead to the intervals[b]iN := n⋂
j=1

gj([x]i,+)
gj([x]i,−) ,[b]iC := n⋂

j=1

gj( ̃x) + (Cf ([x]))j,∗([x]i,+ − ̃x)
gj( ̃x) + (Cf ([x]))j,∗([x]i,− − ̃x) ,[b]iF := n⋂

j=1

gj( ̃xi,+) + (Cf ([x]i,+))j,∗([x]i,+ − ̃xi,+)
gj( ̃xi,−) + (Cf ([x]i,−))j,∗([x]i,− − ̃xi,−) .

(3) The third possibility for applying Borsuk’s theorem starts again with (6.5.37) and
evaluates gj around ̌x . Then one gets

gj( ̌x) + (CJ( ̌x + δ, ̌x))j,∗δ = λ (gj( ̌x) − (CJ( ̌x − δ, ̌x))j,∗δ) ,
whence (1 − λ)gj( ̌x) = − (C(λJ( ̌x − δ, ̌x) + J( ̌x + δ, ̌x)))j,∗ δ∈ − (C(λf ([x]) + f ([x])))j,∗ ([x]i,+ − ̌x)= −(λ + 1)(Cf ([x]))j,∗([x]i,+ − ̌x).
In the last equality we exploited λ > 0. This yields

λ − 1
λ + 1 gj( ̌x) ∈ (Cf ([x]))j,∗([x]i,+ − ̌x)

and finally
λ − 1
λ + 1 ∈ (Cf ([x]))j,∗([x]i,+ − ̌x)

gj( ̌x)
with the convention [a]

0
= {{{ℝ if 0 ∈ [a],0 otherwise.

Since λ > 0 implies (λ − 1)/(λ + 1) ∈ (−1, 1) and since we do not want λ to be
positive we arrive at [b]iM ∩ (−1, 1) = 0, i = 1, . . . , n, (6.5.39)

with [b]iM := n⋂
j=1

(Cf ([x]))j,∗([x]i,+ − ̌x)
gj( ̌x) . (6.5.40)

Summarizing the computational tests (6.5.36), (6.5.38), and (6.5.39) leads to the fol-
lowing terminology.
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Definition 6.5.10. We say that the Borsuk test is successful if for each i ∈ {1, . . . , n} at
least one of the following conditions holds:[b]iM ∩ (−1, 1) = 0, (6.5.41)[b]iN ∩ (0,∞) = 0, (6.5.42)[b]iC ∩ (0,∞) = 0, (6.5.43)[b]iF ∩ (0,∞) = 0, (6.5.44)

sup [b]iS < 1. (6.5.45)

Notice thatwedonot require the same condition to be fulfilled for all i simultaneously.
Similar to Miranda’s test, we can replace [b]iF by using subfaces. But this time the

subfaces [x]i,+,k , [x]i,−,k cannot be chosen independently of each other, but must be
symmetric with respect to the midpoint ̌x of the box [x]; cf. Frommer, Lang [106] for
details. While the preconditioned matrix C cannot be changed during the Miranda
test, we have more flexibility in the Borsuk test. In Frommer, Lang [106] the choice
C = Ci,k was allowed to depend on each pair of opposite subfaces [x]i,±,k such that
the function g = Ci,k ⋅ f points in almost opposite directions on [x]i,+,k and [x]i,−,k .
This is approximately achieved if

g+ = Ci,k ⋅ f+ = (100, 1, 0, . . . , 0)T and

g− = Ci,k ⋅ f− = (−100, 1, 0, . . . , 0)T ,
where f± = f(mid([x]i,±,k)). Unless already f+ = −f− we cannot obtain g+ = −g− ex-
actly with a regular matrix Ci,k . In order to construct Ci,k , one first computes the QR
decompositions (f+, f−) = Qf ⋅ Rf and (g+, g−) = Qg ⋅ Rg and defines (in the usual
MATLAB notation)

Ci,k = (g+, g−, Qg(:, 3:n)) ⋅ (f+, f−, Qf (:, 3:n))−1
which implies Ci,k f+ = (g+, g−, Qg(:, 3:n))e(1) = g+ , and similarly, Ci,k f− = g− . If this
matrix is very ill-conditioned, choose Ci,k = I ∈ℝn×n . Frommer andLang report in [106]
on very good results if such varying preconditioners are applied to Example 6.5.9.

We conclude this section with some comparisons of our tests. In the Sections 6.3
and 6.4 we have already remarked that the Hansen test is more general than the
Moore–Qi test and the latter is more general than the Krawczyk test. By virtue of The-
orem 6.5.3 we have seen that if the Miranda test for [m]i,±C is successful, it also holds
for [m]i,±F . In Corollary 6.5.8 we have shown that under mild restrictions a positive
Miranda test (6.5.8) guarantees that the mapping degree test is fulfilled, if applied
appropriately. Now we prove that a positive Krawczyk test implies a positive Miranda
test (6.5.8).

Theorem 6.5.11. Let the notation and the assumptions of the Theorems 6.3.1 and 6.5.1
hold. If the Krawczyk test (6.3.4) is successful, then the centered Miranda test (6.5.8)
(with [m]i,±C ) is satisfied, too.
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If the conditions

sup{ (I − Cf ([x]))ii(xi − ̃xi) } = sup{ (I − Cf ([x]))ii([x]i − ̃xi) } (6.5.46)

inf{ (I − Cf ([x]))ii(xi − ̃xi) } = inf{ (I − Cf ([x]))ii([x]i − ̃xi) } (6.5.47)

hold for i = 1, . . . , n, then both tests are equivalent.

Proof. Let the Krawczyk test be satisfied. Then by virtue of [x]i,−j = [x]j for j ̸= i and[x]i,−i = xi we have

xi ≤ inf K([x], ̃x, C)i (6.5.48)= inf{ ̃xi − gi( ̃x) + (I − Cf ([x]))ii([x]i − ̃xi) + n∑
j≠i
(I − Cf ([x]))ij([x]j − ̃xj) }

≤ inf{ ̃xi − gi( ̃x) + (I − Cf ([x]))ii(xi − ̃xi) + n∑
j≠i
(I − Cf ([x]))ij([x]j − ̃xj) } (6.5.49)= inf{ ̃xi − gi( ̃x) + (xi − ̃xi) − Cf ([x])([x]i,− − ̃x) }= inf{ xi − [m]i,−C },

whence
0 ≥ [m]i,−C . (6.5.50)

If (6.5.47) holds, then the inequality in (6.5.49) can be replaced by equality, hence
(6.5.48) and (6.5.50) are equivalent. Similarly, sup K([x], ̃x, C)i ≤ xi implies inf [m]i,+C ≥
0 with equality if (6.5.46) is valid.

Corollary 6.5.12. In each of the following three cases the Krawczyk test (6.3.4) and the
centered Miranda test (6.5.8) are equivalent.
(i) C and [x] are such that inf (I − Cf ([x]))ii ≥ 0, i = 1, . . . , n.
(ii) ̃x = ̌x and mid(I − Cf ([x]))ii ≥ 0, i = 1, . . . , n.
(iii) ̃x = ̌x and C = (mid(f ([x])))−1 .
Proof. (i) implies (6.5.46), (6.5.47).

(ii) yields

sup{ (I − Cf ([x]))ii([x]i − ̌xi) } = |I − Cf ([x])|ii rad([x]i)= sup{ (I − Cf ([x]))ii rad([x]i) }= sup{ (I − Cf ([x]))ii(xi − ̌xi) }
and

inf{ (I − Cf ([x]))ii([x]i − ̌xi) } = |I − Cf ([x])|ii(− rad([x]i))= inf{ (I − Cf ([x]))ii(xi − ̌xi) }.
Hence (6.5.46) and (6.5.47) hold.

(iii) follows from (ii) since with f ([x]) =: ̌f  + [−rf  , rf  ] and C = ( ̌f )−1 we have
I − Cf ([x]) = I − (I + |C|[−rf  , rf  ]), whence mid(I − Cf ([x])) = 0.
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Next we will show that the modified Hansen–Sengupta test (6.4.19) and the Miranda
test (6.5.8) are equivalent if we supplement this test by its second possibility (6.5.9)
and if we replace the inequality signs by strict inequality. That means, we now require[m]i,−C < 0 < [m]i,+C or [m]i,+C < 0 < [m]i,−C , i = 1, . . . , n. (6.5.51)

We call (6.5.51) the strict Miranda test. At first glance (6.5.51) seems more flexible than
the modified Hansen–Sengupta test since there

0 ∉ (Cf ([x]))ii , i = 1, . . . , n, (6.5.52)

is necessary in order to guarantee the applicability of the method while such a condi-
tion is not needed for the Miranda test. The following lemma shows however, that the
strict version of this test will fail if (6.5.52) is not fulfilled.

Lemma 6.5.13. For [m]i,±C as in (6.5.7) we have the following properties.

If [m]i,−C < 0 < [m]i,+C , then (Cf ([x]))ii > 0, (6.5.53)

if [m]i,+C < 0 < [m]i,−C , then (Cf ([x]))ii < 0,

hence 0 ∈ (Cf ([x]))ii for some i ∈ {1, . . . , n} causes the strict Miranda test (6.5.51) to
fail.

Proof. Assume that (6.5.53) is false. Then there is some index i0 and some element
d̃i0 ∈ (Cf ([x]))i0 i0 such that d̃i0 ≤ 0. Since ̃xj ∈ [x]j we have 0 ∈ [x]j − ̃xj and 0 ∈∑j≠i0(Cf ([x]))i0 j([x]j − ̃xj), whence (Cf( ̃x))i0 + d̃i0 (x±

i0 − ̃xi0 ) + 0 ∈ [m]i0,±C for x+
i0 := xi0 ,

x−
i0 := xi0 . This implies the contradiction(Cf( ̃x))i0 ≤ (Cf( ̃x))i0 + d̃i0 (x−

i0 − ̃xi0 ) < 0< (Cf( ̃x))i0 + d̃i0 (x+
i0 − ̃xi0 ) ≤ (Cf( ̃x))i0 .

In order to prove the indicated equivalence of the two tests we need another auxiliary
result.

Lemma 6.5.14. Let [a], [b] ∈ 𝕀ℝ, and t ∈ ℝ. Then[a] > 0 and 0 < t[a] + [b] holds if and only if [a] > 0 and − [b]/[a] < t, (6.5.54)[a] < 0 and 0 > t[a] + [b] holds if and only if [a] < 0 and − [b]/[a] < t. (6.5.55)

Proof. Since ã > 0 and 0 < tã + b̃ is equivalent to ã > 0 and −b̃/ã < t, the equivalence
(6.5.54) follows by varying ã ∈ [a] and b̃ ∈ [b]. The second equivalence is proved
analogously.

Theorem 6.5.15. The strict Miranda test (6.5.51) is successful if and only if the modified
Hansen–Sengupta test (6.4.19) is successful.
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Proof. By virtue of Lemma 6.5.13 we can assume that 0 ∉ (Cf ([x]))ii holds for i =
1, . . . , n . As a working hypothesis we suppose in addition that 0 < (Cf ([x]))ii holds
so that Lemma 6.5.13 implies [m]i,−C < 0 < [m]i,+C (6.5.56)

as the relevant part of the strict Miranda test in (6.5.51). Define t+ = xi − ̃xi , t− = xi − ̃xi ,[a] = (Cf ([x]))ii , [b] = (Cf( ̃x))i +∑j≠i(Cf ([x]))ij([x]j − ̃xj).
Obviously, t+ = [x]i,+i − ̃xi ≥ 0, t− = [x]i,−i − ̃xi ≤ 0, and [a] > 0. Therefore, we have[m]i,±C = t±[a] + [b], and (6.5.56) is equivalent to[m]i,−C = (−t−)(−[a]) + [b] < 0 < t+[a] + [b] = [m]i,+C .

By Lemma 6.5.14 this is equivalent to −[b]/(−[a]) < −t− and −[b]/[a] < t+ which can
be rewritten as

xi < ̃xi − [b]/[a] = Hmod
i ([x], ̃x, C),

xi > ̃xi − [b]/[a] = Hmod
i ([x], ̃x, C),

i.e., Hmod
i ([x], ̃x, C) ⊆ [x]i . This also holds if our working hypothesis is replaced by

0 > (Cf ([x]))ii . The inequality signs in (6.5.56) then have to be reversed. The details
are left to the reader; cf. also Goldstejn [120].

Next we prove that each variant (6.5.42)–(6.5.44) of the Borsuk test holds if the corre-
sponding variant of the Miranda test is satisfied.

Theorem 6.5.16. Let theMiranda test (6.5.8) or its variant (6.5.9) be fulfilled with [m]i,±N
as in (6.5.10) (resp. [m]i,±C as in (6.5.7), resp. [m]i,±F as in (6.5.11)).

Then the corresponding variant (6.5.42) (resp. (6.5.43), resp. (6.5.44)) of the Borsuk
test holds with the same i, [x], ̃x, ̃xi,±, C.
Proof. Assume that for theMiranda test thenaive variant (6.5.10) holds. Then gi([x]i,+)/
gi([x]i,−) ⊆ (−∞, 0] follows,which immediately implies (6.5.42). The other variants are
proved similarly.

Let T1 → T2 mean that test T1 implies test T2 (eventually by adapting parameters
appropriately) so that test T2 is more powerful than test T1 . Then we have proved the
scheme in Figure 6.5.1.
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Newton–
Kantorovich ( → ) Krawczyk → Moore–Qi → Hansen–

Sengupta

↑↓

map. deg. ← ← strict Mir. ↔
modified
Hansen–S.

Borsuk ← ↔
Moore–
Kioustelidis

↓↙

Miranda
[m]F

i,±

Miranda
[m]C

i,±

Fig. 6.5.1: Implications of tests.

Exercises

Ex. 6.5.1 (Shen, Neumaier [343]). Show by the example

f(x) = (x1 + x2
x1 − x2) , [x] = ( [−ε, ε][−2ε, 2ε]) , ε > 0,

that the assumptions of Miranda’s theorem 1.5.9 can be violated in arbitrary small
neighborhoods of a zero of f .

Ex. 6.5.2 (Shen, Neumaier [343]). Show that the Newton–Kantorovich test implies
the Krawczyk test if the Krawczyk operator is formulated with [f ]([x], ̃x) from (6.5.14)
instead of f ([x]), and if (6.3.12) is weakened to (6.5.13) while the other assumptions
in Theorem 6.3.3 are kept.

6.6 Bisection method

Another very simple, but slow and in practice not recommendablemethod to verify ze-
ros x∗ ∈ [x]0 of some given function f is based on a continued bisection of the (one- or
multidimensional) interval [x]0 , evaluating f at the resulting subintervals, discarding
those intervals [x] for which 0 ∉ f([x]) can be shown and putting the remaining ones
back into a list. From there they are fetchedandbisected anewup to a stagewhere their
diameter goes below some limit. Then they are tested by means of some of the criteria
in the previous sections whether they contain a zero of f . The algorithm is similar to
that of themodified Newtonmethod in Section 6.1. We list here only its basic form and
restrict ourselves to functions f : D ⊆ ℝ → ℝ. Details for practical computation and
generalizations to functions f : D ⊆ ℝm → ℝn are left to the reader.
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Bisection method – one-dimensional case

Let f : D ⊆ ℝ → ℝ, f ∈ C(D), [x]0 ⊆ D, ε > 0 (small). Let [υ] be a vector of dynamic
length n called a stack.
(1) n := 1, [υ]1 := [x]0
(2) [x] := [υ]n , n := n − 1
(3) compute f([x])

(a) if 0 ∉ f([x]) then [x] does not contain any zero of f
and is discarded

(b) if 0 ∈ f([x]) then [x] is a candidate for a zero of f
(i) if d([x]) ≤ ε then try to verify a zero

by means of an existence test;
print [x], f([x]) and the result
of the verification (zero, candidate)

(ii) if d([x]) > ε then bisect [x] into [x] = [y]1 ∪ [y]2
with [y]1 ≤ [y]2
n := n + 2, [υ]n−1 := [y]2 , [υ]n := [y]1

(4) if n > 0 then goto (2).

We emphasize that the algorithm delivers only candidates for zeros x∗ of f if the exis-
tence test in step 3 (b) (i) fails. Another problem can occur if x∗ is a common endpoint
of two consecutive intervals. This pretends that there are two zeros where only one
exists. Such a situation can be avoided if final consecutive intervals are joined. We
illustrate this phenomenon in Example 6.6.1.

Example 6.6.1. Let f(x) = x3 − 5x2 − 4x + 20 = (x + 2)(x − 2)(x − 5). We look for the
zeros of f . To this end we consider the Frobenius companion matrix

F = (0 0 −20
1 0 4
0 1 5

)
which has f(x) as characteristic polynomial and therefore the zeros of f as eigen-
values. From Gershgorin’s Theorem 1.8.19 or Theorem 1.3.10 we know that the real
eigenvalues of F are contained in [x]0 = [−20, 20]. With ε = 10−5 we see at once
that a depth of at most 22 bisections will occur since 222 = 4 194 304 ≥ d([x]0)/ε =
4000000. The algorithm computes 10 candidates which partly overlap. After joining
overlapping intervals one obtains the candidates[ −2.00000762939454, −1.99999809265136 ],[ 1.99998855590820, 2.00001716613770 ],[ 4.99997138977050, 5.00002861022950 ],
for which the zeros must still be verified. During the bisection, the stack length n was
at most 21. The algorithm cycled 183 times through the steps (2)–(4).
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If ε = 10eps with MATLAB’s machine precision eps, we get[ −2.00000000000001, −1.99999999999999 ],[ 1.99999999999999, 2.00000000000001 ],[ 4.99999999999999, 5.00000000000001 ],
with 508 cycles and a stack length of at most 53. This time the algorithm delivers 14
partly overlapping intervals which can be joined to the ones being listed above.

Notes to Chapter 6

To 6.1: On the variety of enclosure methods for nonlinear equations wemention here
only Alefeld [6], Alefeld, Potra [43, 44], Alefeld, Potra, Shi [46]. The one-dimensional
interval Newtonmethod is already roughly described (without intersection) in Sunaga
[351]. It is also studied (with intersection) in Moore [232] and Nickel [260]. For its con-
vergence order see Alefeld [12]. The modified interval Newton method can be found
in Alefeld [5]. Neumaier considered parameter dependent systems in Neumaier [256].
Heindl provides computable hypernorm bounds for the error of an approximate solu-
tion to a system of nonlinear equations in Heindl [139].

To 6.2: The interval Newton method in a slightly different form than in this book
seems to go back to Moore [231, 232]. Convergence was proved in Alefeld, Herz-
berger [24]. Theorem 6.2.4 and Corollary 6.2.5 can be found in Alefeld [8]. See also
Mayer [206].

To 6.3: The Krawczyk operator was introduced in Krawczyk [172]. The Krawczyk
test (6.3.4) originates from Moore [233]; see also Moore [234]. An analogue of the
quadratic convergence theorem 6.3.5 for the Alefeld method was proved in Alefeld,
Platzöder [42]. A generalization of the Krawczyk algorithm is contained in Qi [277].

To 6.4: The Hansen–Sengupta method goes back to Hansen, Sengupta [132]. Lemma
6.4.2 and a great number of the proofs in Section 6.4 follow the lines of Neumaier [257].

To 6.5: The contents of this section aremainly contained inMoore, Kioustelidis [238],
Rall [279], Frommer, Hoxha, Lang [105], Frommer, Lang [106, 107], Frommer, Lang,
Schnurr [108]. See also Kioustelidis [163].

The comparisons on existence theorems of Kantorovich, Moore, Miranda, and
Borsuk can be found in Alefeld, Frommer, Heindl, J. Mayer [21] and Alefeld, Potra,
Shen [45]. See also Shen, Wolfe [344]. Relations between some of these theorems can
also be found in Neumaier, Shen [259], Schäfer, Schnurr [329], and in Schnurr [330].
A second-derivative test and its comparisonwith theKantorovich theorem ispresented
in Qi [278]
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7 Eigenvalue problems and related ones

In the present chapter we deal with the verification and enclosure of eigenpairs(x∗, λ∗) – primarily for a single real matrix A ∈ ℝn×n but on second glance also
for an interval matrix [A] ∈ 𝕀ℝn×n . In the latter case ‘verification and enclosure’
means that we look for an interval vector [x] and an interval [λ] such that for each
matrix Ã ∈ [A] there is an eigenpair ( ̃x∗, ̃λ∗) ∈ [x] × [λ]. Wewill denote this as ‘interval
eigenvalue problem for [A]’.

Since eigenvectors x∗ are not unique, we will normalize them in many cases by
fixing the n-th component to be equal to one, i.e.,

x∗
n = (e(n))Tx∗ = 1.

In this casewewill speak of a normalized eigenpair (x∗, λ∗). The value one can be
replaced by any nonzero value; cf. Mayer [208] for details. The normalization of the n-
th component of x∗ instead of another one will simplify the notation. It is, of course,
impossible if originally x∗

n = 0. But if so, we can rewrite the eigenvalue-eigenvector
equation Ax = λx as PAPT(Px) = λ(Px) using an appropriate permutation matrix P
such that (Px∗)n ̸= 0. This does not change the eigenvalues but influences the original
order of components of x∗ . Therefore, our normalization can be thought of ‘without
loss of generality’.

We will restrict ourselves to real eigenpairs of real matrices. Such eigenpairs cer-
tainly exist ifwe consider simple eigenvalues of A ∈ℝn×n (Section 7.2) or real symmetric
matrices (Section 7.3 and 7.6). For simple eigenvalues we will present a Krawczyk-like
method. For symmetric matrices we will describe a method based on Jacobi transfor-
mations followed by estimations which grow out of Gershgorin’s Theorem 1.8.19 and
Theorem 1.8.25 due to Wilkinson.

Complex eigenvalues of real matrices and eigenvalues of complexmatrices do not
cause any severe additional problems but assume a complex interval arithmeticwhich
we defer to Chapter 9. Multiple eigenvalues of nonsymmetric real matrices are more
difficult to handle. We consider here only double eigenvalues (Section 7.4), which in
practical computation cannot easily be separated from eigenvalues which lie closely
together. We will call this situation ‘nearly double eigenvalues’. It is a special case of
a cluster of eigenvalues defined as a set of eigenvalues which hardly differ in value up
to multiple eigenvalues. It is obvious that all methods for verifying zeros of nonlinear
functions (cf. Chapter 6) can be applied to the function

f(x, λ) = ( Ax − λx(e(n))Tx − 1)
in order to verify normalized eigenpairs. But as in traditional numerics, the simple
form of f suggests methods of their own. As a small extension we will consider the
generalized eigenvalue problem Ax = λBx with a regular matrix B ∈ ℝn×n for sim-
ple eigenvalues in Section 7.5. Moreover we will introduce into the ideas of Behnke

DOI 10.1515/9783110499469-008
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(Section 7.6) which can also be used for the nonalgebraic eigenvalue problem. We will
not further pursue this interestingmore general topic in our book, butwill restrict our-
selves only to clusters of eigenvalues of the generalized algebraic eigenvalue problem.

Enclosures of singular values of real m × n matrices are handled in Section 7.7.
Similar to previous sections, the method starts with an ansatz which consists of an
approximation of the singular values and some error enclosing zero-symmetric inter-
val vector.

Up to now all our problems are particular quadratic systemswhichwewill handle
essentially with the same idea. Therefore, although not practically relevant, we start
this chapter with quadratic systems in Section 7.1, proving a crucial theorem which is
basic for many of the subsequent sections.

We close the chapter with an applied problem in Section 7.8. There, we introduce
an inverse eigenvalue problem and present a method for verifying a solution.

7.1 Quadratic systems

Let

g : {ℝn → ℝn

x → g(x) = r + Sx + T(x, x) (7.1.1)

with r ∈ ℝn , S ∈ ℝn×n , and

T :
{{{{{{{
ℝn × ℝn → ℝn(x, y) → ( n∑

j=1

n∑
k=1

tijkxkyj) .

We want to construct an interval vector which, under certain conditions, contains a
fixed point of g . Obviously at most quadratic terms in xi enter into the equation x =
g(x). This justifies the title of this section.

In the following theorem we will use the interval arithmetic evaluation of g(x)
with (T([x], [y]))i = n∑

j=1

n∑
k=1

tijk[x]k[y]j for i = 1, . . . , n.

Theorem 7.1.1. Let g be defined as in (7.1.1), and let

ρ = ‖r‖∞, σ = ‖S‖∞, τ = ‖T‖∞ = max
1≤i≤n

{ n∑
j=1

n∑
k=1
|tijk|}, (7.1.2)

σ ≤ 1, ∆ = (1 − σ)2 − 4ρτ ≥ 0, (7.1.3)

β− = (1 − σ − √∆)/(2τ) = 2ρ/(1 − σ + √∆),
β+ = (1 − σ + √∆)/(2τ). } (7.1.4)
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(a) For any β ∈ [β−, β+] the function g has at least one fixed point x∗ in [x]0 = [−β, β]e,
and the iteration [x](k+1) = g([x](k)), k = 0, 1, . . . , (7.1.5)

converges to some interval vector [x]∗ with

x∗ ∈ [x]∗ ⊆ [x](k) ⊆ [x](k−1) ⊆ ⋅ ⋅ ⋅ ⊆ [x](0), k ∈ ℕ. (7.1.6)

(b) For any β ∈ [ β−, (β− + β+)/2 ) the function g has a unique fixed point x∗ in [x](0) =[−β, β]e, and (7.1.6) holds with [x]∗ = [x∗, x∗], i.e., (7.1.5) converges to x∗ .
(c) For any β ∈ (β−, β+) and [x] = [−β, β]e the function g satisfies

g([x]) ⊆ int([x]). (7.1.7)

Proof. (a) We show that [x] = [−β, β]e satisfies
g([x]) = r + S[x] + T([x], [x]) ⊆ [x] (7.1.8)

whenever β ∈ [β−, β+]. Then Brouwer’s fixed point theorem 1.5.8 implies the first part
of the assertion while the second is trivial by virtue of the Theorems 2.5.5 and 4.1.4.
The inclusion (7.1.8) is equivalent to[−β, β]e ⊇ r + ( n∑

j=1
sij[−β, β]) + ( n∑

j=1

n∑
k=1

tijk[−β, β][−β, β])= r + [−β, β] |S|e + [−β2, β2] |T|(e, e) (7.1.9)

where |T|(x, y) = (∑k,j|tijk|xjyk) ∈ ℝn . This is equivalent to|r| + β|S|e + β2|T|(e, e) ≤ βe. (7.1.10)

The inequality (7.1.10) certainly holds if

ρ + βσ + β2τ ≤ β,

whence β ∈ [β−, β+].
(b) Let [x]∗ be the limit of (7.1.5). For the diameter we get

d([x]∗) = d(g([x]∗))= |S|d([x]∗) + ( n∑
j=1

n∑
k=1
|tijk|d([x]∗k [x]∗j )),

and with
d∞ = ‖d([x]∗)‖∞

and
d([x]∗k [x]∗j ) ≤ d([x]∗k ) |[x]0j | + |[x]0k | d([x]∗j )≤ β{d([x]∗k ) + d([x]∗j )}
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we obtain
d∞ ≤ σd∞ + 2βτd∞. (7.1.11)

If d∞ > 0, then (7.1.11) implies 1 ≤ σ + 2βτ, hence
β ≥ 1 − σ

2τ
= β1 + β2

2

which contradicts our assumption. Thus, d∞ = 0, and x∗ ∈ [x]∗ yields [x]∗ = [x∗, x∗].
Since each fixed point of g, which is contained in [x](0) , remains in [x](k) , k ∈ ℕ,

the uniqueness of x∗ follows from d∞ = 0.
(c) One can proceed as in (a) ending up with

ρ + βσ + β2τ < β,

which means β ∈ (β−, β+).
The assumptions (7.1.3) are needed for the existence of β− , β+ , and for β− ≥ 0. In our
applications we shall have ρ ≈ 0, σ ≈ 0 so that these assumptions are fulfilled.

Instead of a single real quadratic system, one sometimes has to handle several
simultaneously. To this end one considers the interval arithmetic evaluation of g with
respect to x, r, S and T , i.e., interval functions defined by

g([x], [r], [S], [T]) = [r] + [S][x] + [T]([x], [x])
with [r] ∈ 𝕀ℝn , [S] ∈ 𝕀ℝn×n , and [T] = ([t]ijk) ∈ 𝕀ℝn×n×n . It is clear that an interval
vector [x], which satisfies

g([x], [r], [S], [T]) ⊆ [x]
contains for each function g(x, r, S, T) = r + Sx + T(x, x) with r ∈ [r], S ∈ [S], T ∈ [T]
at least one fixed point. We leave it to the reader as an easy exercise (Exercise 7.1.1) to
reformulate Theorem 7.1.1 for interval data. We only mention that ρ, σ, τ have to be
replaced by

ρ = ‖ |[r]| ‖∞, σ = ‖ |[S]| ‖∞, τ = max
1≤i≤n

{ n∑
j=1

n∑
k=1
|[tijk]|}.

Refer to Section 7.8 for an application of this case.

Exercises

Ex. 7.1.1. Reformulate Theorem 7.1.1 for interval data.
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7.2 A Krawczyk-like method

We start with a Krawczyk-like method tailored for simple eigenvalues. Let (x∗, λ∗) be
a normalized real eigenpair of A ∈ ℝn×n . Let ( ̃x, ̃λ) with ̃xn = 1 be a real approximation
of this eigenpair which can be obtained by any traditional method such as the inverse
power method with shift, or by the MATLAB function eig, for example. Obviously,(x∗, λ∗) solves the equation

f(x, λ) = ( Ax − λx(e(n))Tx − 1) = 0. (7.2.1)

Replacing (x, λ) by ( ̃x + ∆x, ̃λ + ∆λ) with
∆x := x − ̃x, ∆λ := λ − ̃λ. (7.2.2)

yields

f(x, λ) = f( ̃x, ̃λ) + (A − ̃λIn − ̃x(e(n))T 0
)(∆x

∆λ
) − (∆λ ∆x

0
) = 0. (7.2.3)

Wemultiply (7.2.3) by some preconditioning matrix −C, which will be determined
later on, andweadd ( ∆x∆λ ) onboth sides in order to endupwith the fixedpoint equation(∆x

∆λ
) = g(∆x, ∆λ), (7.2.4)

where

g(∆x, ∆λ) = −Cf( ̃x, ̃λ) + {In+1 − C(A − ̃λIn −( ̃x + ∆x)(e(n))T 0
)}(∆x

∆λ
) . (7.2.5)

The construction of g from (7.2.3) shows that

g(∆x, ∆λ) = s(x, λ) (7.2.6)

holds for

s(x, λ) = (x − ̃x
λ − ̃λ) − Cf(x, λ) = (∆x∆λ) − Cf(x, λ). (7.2.7)

The error (∆x∗, ∆λ∗) := (x∗ − ̃x, λ∗ − ̃λ) is a solution of (7.2.4).
Now we forget the meaning of (x∗, λ∗) and ( ̃x, ̃λ), and we consider only the func-

tion g and its interval arithmetic evaluation at[∆x] = [x] − ̃x, [∆λ] = [λ] − ̃λ,
where [x] ∈ 𝕀ℝn , [λ] ∈ 𝕀ℝ. Then we end up with the following main result of this
section.
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Theorem 7.2.1. Let A ∈ ℝn×n , ̃λ ∈ ℝ, ̃x ∈ ℝn , C ∈ ℝ(n+1)×(n+1) , and define g by (7.2.5).
Let ̃x be normalized by ̃xn = 1. If g fulfills the inclusion

g([∆x], [∆λ]) ⊆ int([∆x]T , [∆λ])T , (7.2.8)

then the following assertions hold.
(a) C is nonsingular.
(b) There exists exactly one eigenvector x∗ ∈ ̃x + [∆x] of A which is normalized by

x∗
n = 1.

(c) There exists exactly one eigenvalue λ∗ ∈ ̃λ + [∆λ] of A.
The following items refer to x∗ from (b) and λ∗ from (c).
(d) The equation Ax∗ = λ∗x∗ holds.
(e) The number λ∗ is a geometrically simple eigenvalue.
(f) If ( ̃x, ̃λ) are sufficiently good approximations of (x∗, λ∗), then it can be guaranteed

that λ∗ is algebraically simple.
(g) If one starts the iteration([∆x](k+1)[∆λ](k+1)) = g([∆x](k), [∆λ](k)), k = 0, 1, . . . , (7.2.9)

with ([∆x](0), [∆λ](0)) = ([∆x], [∆λ]) from (7.2.8), then the iterates converge satisfy-
ing ([∆x](k+1), [∆λ](k+1)) ⊆ ([∆x](k), [∆λ](k)), k = 0, 1, . . . ,

and (x∗, λ∗) ∈ ( ̃x, ̃λ) + ([∆x](k), [∆λ](k)), k = 0, 1, . . . .

In order to prove Theorem 7.2.1 we need the subsequent auxiliary results.
Our first lemma is an immediate consequence of Theorem 3.1.6 (b). It shows that

the last two matrices in (7.2.5) are nonsingular if the crucial subset property (7.2.8) of
Theorem 7.2.1 holds. In particular, it proves part (a) of the theorem.

Lemma 7.2.2. With the notation of Theorem 7.2.1 the assumption (7.2.8) implies that C
and (A − ̃λ In −( ̃x + ∆x)(e(n))T 0

)
are nonsingular for all ∆x ∈ [∆x].
Our next lemma guarantees that the assumption of Theorem 1.8.3 is fulfilled. Recall
that this theorem states properties which guarantee simplicity of an eigenvalue.

Lemma 7.2.3. Let (x∗, λ∗) be an eigenpair of A ∈ ℝn×n with ∆x∗ ∈ [∆x] ∈ 𝕀ℝn . Then
(7.2.8) implies x∗

n ̸= 0.

Proof. Assume that x∗
n = 0 holds. Then(A − ̃λIn −x∗(e(n))T 0

)( x∗

∆λ∗) = (Ax∗ − λ∗x∗

0
) = 0,
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and Lemma 7.2.2 implies the contradiction x∗ = 0.

In the next lemma we relate the errors ∆x∗, ∆λ∗ to the interval vector which satisfies
(7.2.8).

Lemma 7.2.4. Let (x∗, λ∗) be an eigenpair of A ∈ ℝn×n with ∆x∗ ∈ [∆x] ∈ 𝕀ℝn , x∗
n = 1.

Then (7.2.8) implies ∆λ∗ ∈ [∆λ].
Proof. With s, g from (7.2.7), (7.2.5) define p as the projection

p(∆λ) = gn+1(∆x∗, ∆λ) = sn+1(x∗, λ) = {(∆x∗

∆λ
) − Cf(x∗, λ)}

n+1
.

Then the inclusion (7.2.8) implies p(∆λ) ∈ int([∆λ]) for all ∆λ ∈ [∆λ]. Thus by virtue of
Brouwer’s fixed point theorem there is a fixed point ∆ ̂λ ∈ int([∆λ]) of p . We will show
that ∆ ̂λ = ∆λ∗ holds. Let ̂λ = ̃λ + ∆ ̂λ and define ∆ ̂y ∈ ℝn as the leading part of the vector
g(∆x∗, ∆ ̂λ), i.e., (∆ ̂y

∆ ̂λ) = g(∆x∗, ∆ ̂λ).
Let ̂y = ̃x + ∆ ̂y and assume for the moment ∆ ̂λ ̸= ∆λ∗ , or, equivalently, ̂λ ̸= λ∗ . With
(7.2.6) we obtain(∆ ̂y

∆ ̂λ) = g(∆x∗, ∆ ̂λ) = s(x∗, ̂λ) = (∆x∗

∆ ̂λ ) − C(Ax∗ − ̂λx∗

0
)

= (∆x∗

∆ ̂λ ) − (λ∗ − ̂λ)C(x∗

0
) .

Therefore,

C(x∗

0
) = 1

λ∗ − ̂λ (x∗ − ̂y
0

) ,

and with λ = ̃λ + ∆λ we have
g(∆x∗, ∆λ) = s(x∗, λ) = (∆x∗

∆λ
) − C(Ax∗ − λx∗

0
)= (∆x∗

∆λ
) − λ∗ − λ

λ∗ − ̂λ (x∗ − ̂y
0

) .

This implies the contradiction

p(∆λ) = ∆λ = gn+1(∆x∗, ∆λ) ∈ int([∆λ]).
The following lemma is a kind of counterpart to the previous one where the roles of
∆x∗ and ∆λ∗ are exchanged.
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Lemma 7.2.5. Let (x∗, λ∗) be an eigenpair of A ∈ ℝn×n with ∆λ∗ ∈ [∆λ] and no re-
striction on x∗

n . Then (7.2.8) implies the existence of some vector ∆y∗ ∈ [∆x] such that(y∗, λ∗) = ( ̃x + ∆y∗, λ∗) is an eigenpair of A satisfying ∆y∗ = y∗ − ̃x ∈ [∆x] and(∆y∗)n = 0.

Proof. Let p be the projection defined by

p(∆x) = (g1(∆x, ∆λ∗)
...

gn(∆x, ∆λ∗)) = (s1(x, λ∗)
...

sn(x, λ∗)) .

For all ∆x ∈ [∆x] the inclusion (7.2.8) implies

p(∆x) ∈ int([∆x]), (7.2.10)

hence Brouwer’s fixed point theorem guarantees a fixed point ∆ ̂y ∈ int([∆x]) of p . Let̂y = ̃x + ∆ ̂y, define ∆ ̂λ by means of the equation

s( ̂y, λ∗) = g(∆ ̂y, ∆λ∗) = (∆ ̂y
∆ ̂λ) , (7.2.11)

and assume for the moment
∆ ̂λ ̸= ∆λ∗, (7.2.12)

or, equivalently, ̂λ ̸= λ∗ . Let

u(t) = (1 − x∗
n t) ̂y + tx∗ = ̂y + t(x∗ − x∗

n ̂y)
and ∆u(t) = u(t) − ̃x .

If x∗ − x∗
n ̂y = 0, then x∗

n ̸= 0 because of x∗ ̸= 0. Hence ̂y = x∗/x∗
n . This implieŝyn = 1 and, by (7.2.11),(∆ ̂y

∆λ∗) = s( ̂y, λ∗) = g(∆ ̂y, ∆λ∗) = (∆ ̂y
∆ ̂λ) ,

contradicting (7.2.12). Therefore, let x∗ − x∗
n ̂y ̸= 0. Then limt→∞‖∆u(t)‖∞ = ∞ and

∆u(0) = ∆ ̂y ∈ [∆x]. Choose ̃t ∈ ℝ such that ∆u( ̃t) lies on the boundary ∂[∆x] of [∆x],
hence

p(∆u( ̃t)) ∈ int([∆x]) (7.2.13)

by virtue of (7.2.10). On the other hand we get

s(u( ̃t), λ∗) = (∆u( ̃t)
∆λ∗ ) − C ( (1 − x∗

n ̃t)(A ̂y − λ∗ ̂y)(1 − x∗
n ̃t) ̂yn + ̃tx∗

n − 1)= (∆u( ̃t)
∆λ∗ ) + (1 − x∗

n ̃t) {s( ̂y, λ∗) − (∆ ̂y
∆λ∗)}= (∆u( ̃t)

∆λ∗ ) + ( 0(1 − x∗
n ̃t)( ̂λ − λ∗)) .
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This implies
p(∆u( ̃t)) = ∆u( ̃t) ∈ ∂[∆x],

contradicting (7.2.13). Hence ̂λ = λ∗ , and (7.2.11) implies (∆ ̂y)n = 0. The assertion fol-
lows with y∗ := ̂y .
Our final auxiliary result guarantees existence and uniqueness of an eigenpair of A
within some appropriate set.

Lemma 7.2.6. If (7.2.8) is valid, then there is exactly one eigenpair (x∗, λ∗) ∈ ( ̃x, ̃λ) +([∆x], [∆λ]) of A with x∗ being normalized by x∗
n = 1.

Proof. The existence of (x∗, λ∗) follows at once from Lemma 7.2.2 and from Brouwer’s
fixed point theorem applied to g or s from (7.2.5) and (7.2.7), respectively.

To prove the uniqueness, assume that there is a second eigenpair (y∗, μ∗) of A
satisfying y∗n = 1, y∗ ̸= x∗ and(∆y∗, ∆μ∗) := (y∗ − ̃x, μ∗ − ̃λ) ∈ ([∆x], [∆λ]).
Case 1, λ∗ ̸= μ∗ : Assume that λ∗ = ̃λ holds. Then(A − ̃λ In −y∗(e(n))T 0

) (y∗ − x∗

μ∗ − ̃λ ) = ((μ∗ − ̃λ) y∗ − y∗(μ∗ − ̃λ)
0

) = 0 ,

and Lemma 7.2.2 implies the contradiction y∗ = x∗ . Hence λ∗ ̸= ̃λ, and analogously
one shows μ∗ ̸= ̃λ .

Let

h(t) = (1 − t)(μ∗ − ̃λ) + t(λ∗ − ̃λ) = μ∗ − ̃λ + t(λ∗ − μ∗), t ∈ ℝ,
and notice that

h(t) = 0 is equivalent to t = μ∗ − ̃λ
μ∗ − λ∗

(7.2.14)

with t differing from zero by the previous conclusions. For z ∈ ℝ and t ∈ ℝ we define
the expressions

gz(∆x, ∆, λ) = s( ̃x, ̃λ) + {In+1 − C(A − ̃λIn −z(e(n))T 0
)}(∆x

∆λ
) ,

u(t) = x∗ + t(y∗ − x∗), υ(t) = x∗ + t λ∗ − ̃λ
h(t) (y∗ − x∗), σ(t) = ̃λ + λ∗ − ̃λ

h(t) (μ∗ − ̃λ),
∆u(t) = u(t) − ̃x, ∆υ(t) = υ(t) − ̃x, ∆σ(t) = σ(t) − ̃λ,

where we exclude t = μ∗− ̃λ
μ∗−λ∗ in the definition of υ(t), σ(t), ∆υ(t), ∆σ(t).
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Then Aυ(t) − ̃λυ(t) − (σ − ̃λ)u(t) = 0, υn(t) − 1 = 0, and finally

gu(t) (∆υ(t), ∆σ(t)) = s( ̃x, ̃λ) + (∆υ(t)
∆σ(t)) − C(Aυ(t) − ̃λυ(t) − (A ̃x − ̃λ ̃x) − (σ − ̃λ)u(t)

υn(t) − ̃xn )= −C(A ̃x − ̃λ ̃x̃xn − 1 ) + (∆υ(t)∆σ(t)) + C(A ̃x − ̃λ ̃x
0

)= (∆υ(t)
∆σ(t)) .

By virtue of (7.2.8) we get(∆x∗

∆λ∗) = s(x∗, λ∗) = g(∆x∗, ∆λ∗) ∈ int([∆x][∆λ]) , (7.2.15)

whence ∆u(0) = ∆x∗ ∈ int ([∆x]). Analogously, ∆u(1) = ∆y∗ ∈ int ([∆x]).
Therefore, there are real numbers t < 0, t > 1 such that ∆u(t), ∆u(t) lie on the

boundary ∂[∆x] of [∆x] with ∆u(t) ∈ int (∆x) for t < t < t.
Now we will show (∆υ(t)

∆σ(t)) ∈ int([∆x][∆λ]) for all t ∈ [t, t]. (7.2.16)

By virtue of (∆υ(0), ∆σ(0)) = (∆x∗, ∆λ∗) and (7.2.15) this relation is certainly true for
t = 0. Assuming (∆υ( ̃t)

∆σ( ̃t)) ∈ ∂([∆x][∆λ]) for some ̃t ∈ [t, t] (7.2.17)

yields the contradiction(∆υ( ̃t)
∆σ( ̃t)) = gu( ̃t)(∆υ( ̃t), ∆σ( ̃t)) ∈ g([∆x], [∆λ]) ⊆ int([∆x][∆λ]) .

Thus, (7.2.16) is valid.
Next notice that

μ∗ − ̃λ
μ∗ − λ∗

∉ [t, t] (7.2.18)

holds. Otherwise let t tend to μ∗− ̃λ
μ∗−λ∗ ̸= 0. Then h(t) tends to zero and ‖∆υ(t)‖∞ tends

to infinity contradicting (7.2.16). Therefore, (7.2.18) is valid. Together with (7.2.14) it im-
plies h(t) ̸= 0 for t ≤ t ≤ t . W.l.o.g. let h(t) > 0 for t ≤ t ≤ t .

We will prove the inequality

t < t
λ∗ − ̃λ
h(t) < t for t ≤ t ≤ t. (7.2.19)

Assume that there is a real number t1 ∈ [t, t] such that t1 λ∗− ̃λ
h(t1) ≤ t is fulfilled. Since

(7.2.19) holds for t = 0, there is some t ∈ [t, t] satisfying
t
λ∗ − ̃λ
h(t) = t.
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This yields
∆υ(t) = ∆x∗ + t(y∗ − x∗) = ∆u(t) ∈ ∂([∆x])

contradicting (7.2.16). Thus the left inequality of (7.2.19) holds, and the right inequality
can be proven analogously.

Choose t = t in (7.2.19). Taking into account t < 0, h(t) > 0, this implies the equiv-
alence

t < t
λ∗ − ̃λ
h(t) ⇐⇒ (1 − t)(μ∗ − ̃λ) + t(λ∗ − ̃λ) > λ∗ − ̃λ⇐⇒ (1 − t)(μ∗ − ̃λ) > (1 − t)(λ∗ − ̃λ)⇐⇒ μ∗ > λ∗.

This contradicts μ∗ < λ∗ , which is equivalent to the right inequality t λ∗− ̃λ
h(t)

< t of (7.2.19)
when choosing there t = t .

Case 2, λ∗ = μ∗ : Analogously to Case 1 one proves λ∗ = μ∗ ̸= ̃λ, and with
h(t) = λ∗ − ̃λ ̸= 0,

u(t) = υ(t) = x∗ + t(y∗ − x∗), σ(t) = λ∗,

∆u(t) = ∆υ(t) = υ(t) − ̃x, ∆σ(t) = σ(t) − ̃λ
one can repeat all the steps of the previous case up to (7.2.17) which yields

∆u( ̃t) ∈ ∂([∆x]),
contradicting (∆u( ̃t)

∆σ( ̃t)) = (∆υ( ̃t)∆σ( ̃t)) = gu( ̃t) (∆υ( ̃t), ∆σ( ̃t))∈ g([∆x], [∆λ]) ⊆ int([∆x][∆λ]) .

Now we can prove Theorem 7.2.1.

Proof of Theorem 7.2.1. (a) is contained in Lemma 7.2.2.
(b) The existence of a normalized eigenvector x∗ ∈ ̃x + [∆x], x∗

n = 1, follows from
Lemma 7.2.6.

If there are two linearly independent normalized eigenvectors x∗ , y∗ ∈ ̃x + [∆x]
which are associated with two eigenvalues λ∗ and μ∗ of A . Then these eigenvalues
are contained in ̃λ + [∆λ] by virtue of Lemma 7.2.4. Hence Lemma 7.2.6 implies λ∗ = μ∗

and x∗ = y∗ , contradicting the linear independence of x∗, y∗ .
(c) The existence of λ∗ ∈ ̃λ + [∆λ] follows again from Lemma 7.2.6. If there is a

second eigenvalue μ∗ with λ∗ ̸= μ∗ ∈ ̃λ + [∆λ], then the Lemmas 7.2.5 and 7.2.6 yield
the contradiction λ∗ = μ∗ .
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(d) follows from Lemma 7.2.6 and (b), (c).
(e) If λ∗ is not geometrically simple, then there are two linearly independent

eigenvectors x∗ , y∗ associated with λ∗ , with x∗ ∈ ̃x + [∆x] being normalized by
x∗
n = 1. Since ((∆x∗)T , ∆λ∗)T is a solution of (7.2.4), the assumption (7.2.8) guarantees
∆x∗ ∈ int([∆x]). Therefore, for ε > 0 sufficiently small, the vector

z∗ = {{{ x∗ + ε ( y∗y∗n − x∗) , if y∗n ̸= 0

x∗ + ε y∗, if y∗n = 0

is a normalized eigenvector of A associated with λ∗ which is linearly independent of
x∗ and which satisfies z∗ ∈ ̃x + [∆x]. This contradicts (b).

(f) Since, by virtue of Lemma 7.2.2, the matrix(A − ̃λIn −x∗(e(n))T 0
)

is nonsingular, the same holds by continuity for(A − λ∗In −x∗(e(n))T 0
)

if ̃λ approximates λ∗ sufficiently well. Theorem 1.8.3 proves the assertion.
(g) follows from (7.2.8) and from Theorem 4.3.1.

In Theorem 7.2.1 we assumed A to be a real point matrix. It is easy to see that the
assertions of this theorem remain true if A is replaced by an interval matrix [A]. The
statements then hold for all A ∈ [A] and must be reformulated appropriately.

Unfortunately, Theorem 7.2.1 does not give any hint as to how to choose C and[∆x], [∆λ] such that the crucial condition (7.2.8) is fulfilled, nor does it guarantee that
the iterates from (7.2.9) contract to the exact error (∆x∗, ∆λ∗). One possibility for C
could be

C = B−1, where B = (A − ̃λIn − ̃x(e(n))T 0
) , (7.2.20)

or at least C ≈ B−1 , so that the zero matrix is contained in the matrix within braces
of (7.2.5) if ∆x is replaced there by an interval vector which contains the zero vector.
Inspecting the cofactors of B reveals that in the case (7.2.20) C has the block form

C = (C11 C12
0 1
C21 C22

) (7.2.21)

with C11 ∈ ℝ(n−1)×n , C12 ∈ ℝn−1 , C21 ∈ ℝ1×n , C22 ∈ ℝ. Any preconditioning matrix C
of the form (7.2.21) effects

gn([∆x], [∆λ]) = 0, (7.2.22)
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if ̃x is normalized by ̃xn = 1. In particular, this means[∆x](k+1)n = 0, k = 0, 1, . . . ,

in (7.2.9). Therefore, it seems reasonable to allow only starting vectors [∆x](0) with[∆x](0)n = 0. In this case, the blocks C12 , C22 do not influence the values of g since
they are multiplied by zero. One can shrink the whole problem to an n-dimensional
one, deleting the n-th component of g and of [∆x] and using Ĉ = ( C11C21 ) ∈ ℝn×n instead
of C .

This results in a new function ̂g, defined bŷg(∆ ̂x, ∆λ) = Ĉ( ̃λ ̃x − A ̃x) + {I − Ĉ(B̂ + (0 −∆ ̂x
0 0

))}(∆ ̂x
∆λ
) (7.2.23)

with
∆ ̂x = (∆x1, . . . , ∆xn−1)T (7.2.24)

and
B̂ = ((A − ̃λI)∗,1, . . . , (A − ̃λI)∗,n−1, − ̃x). (7.2.25)

Because of det(Ĉ) = − det(C) it is clear that Ĉ is nonsingular if and only if C has
this property. In addition, Ĉ = B̂−1 holds if C = B−1; cf. Exercise 7.2.1.

Theorem 7.2.1 remains valid for the new situation, the proof can be reduced to the
former one: reconstruct g from ̂g via (7.2.21), (7.2.22) with C12 = C22 = 0; let̂g([∆x], [∆λ]) ⊆ int([∆x][∆λ] )
hold and define [∆x] = ( [∆x][−ε, ε]) , ε > 0.

For sufficiently small ε we get

gi([∆x], [∆λ]) ⊆ int([∆x]i), i = 1, . . . , n − 1,
gn+1([∆x], [∆λ]) ⊆ int([∆λ]),

and, by (7.2.22),
0 = gn([∆x], [∆λ]) ⊆ int([∆x]n) = (−ε, ε).

Hence (7.2.8) is fulfilled for ([∆x], [∆λ]). Taking into account x∗
n = ̃xn = 1 and ∆x∗

n =
0 one can replace [∆x]n by [∆x]n = 0 in Theorem 7.2.1 (b). With these remarks the
analogue of Theorem 7.2.1 is easily seen.

Having chosen C, one can combine the iteration (7.2.9) with ε-inflation starting
with [∆x](0) = 0 and [∆λ](0) = 0. If λ∗ is a simple eigenvalue and if the approximations̃x, ̃λ are sufficiently good, then Example 4.2.10 reveals that g([x], [λ]) is a local P-
contraction. This lets us expect that the assumptions of Theorem 4.3.5 hold, hence
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ε-inflation is successful, resulting in (7.2.8) after finitely many steps of iterations. In
addition, in this case the iterates ( ̃x + [∆x]k , ̃λ + [∆λ]k) contract to (x∗, λ∗).

Our next theorem provides an expression for [x]0, [λ]0 such that (7.2.8) is fulfilled
in advance and the convergence to (x∗, λ∗) is guaranteed.
Theorem 7.2.7. With the notation fromTheorem 7.2.1, with f from (7.2.1), B from (7.2.20),
and ̃xn = 1 define

ρ = C(A ̃x − ̃λ ̃x
0

)∞= ‖Cf( ̃x, ̃λ)‖∞,

σ = In+1 − C (A − ̃λIn − ̃x(e(n))T 0
)∞= ‖In+1 − CB‖∞,

τ = ‖C‖∞ (7.2.26)

and assume
σ < 1, ∆ = (1 − σ)2 − 4ρτ ≥ 0. (7.2.27)

Then the numbers
β− = (1 − σ − √∆)/(2τ) = 2ρ

1 − σ + √∆ ,
β+ = (1 − σ + √∆)/(2τ)

are nonnegative, and the condition (7.2.8) of Theorem 7.2.1 is fulfilled for ([∆x]T , [∆λ])T =[−β, β]e ∈ 𝕀ℝn+1 with arbitrary β ∈ (β−, β+). In particular, all the assertions of that
theorem hold.

If β is restricted to [β−, (β− + β+)/2), then the iterates of (7.2.9) converge to the error( ∆x∗∆λ∗ ).
Proof. Notice that σ < 1 implies that C is nonsingular. Now apply Theorem 7.1.1 with

r = −C(A ̃x − λ ̃x
0

) , S = In+1 − C(A − ̃λIn − ̃x(e(n))T 0
) ,

tijk = {{{ cij , if j ∈ {1, . . . , n} and k = n + 1
0 otherwise

, i = 1, . . . , n + 1,
and notice that

g([∆x], [∆λ]) ⊆ r + S([∆x][∆λ]) + C{(0 [∆x]
0 0

)([∆x][∆λ])}= r + S([∆x][∆λ]) + C{([∆x]0
) [∆λ]} (7.2.28)

holds because of Theorem 3.1.2 (f). Denote the quantities in (7.1.2) and (7.1.4) by ̂ρ, σ̂, ̂τ,̂β−, ̂β+ in order to distinguish them from those in Theorem 7.2.7. Then ρ = ̂ρ, σ = σ̂,
τ ≥ ̂τ, hence ̂β− ≤ β− , β+ ≤ ̂β+ , and Theorem 7.1.1 proves the assertion.
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The subset property in (7.2.28) led us to the representation (7.2.5) for g instead of using
the last expression in (7.2.28) although equality holds there for point intervals and al-
though the quadratic small term of g is better visible by the last expression of (7.2.28).
In practical computation, one can store the major part of the matrix within braces in
(7.2.5) and needs to update only its last column

e(n+1) + C( ̃x + [∆x]
0

)
in each step of the iteration (7.2.9). Apart from the initialization, this effects essentially
twomatrix vectormultiplications per step and is notmorework than iteratingwith the
interval arithmetic evaluation of the last expression in (7.2.28).

Notice that goodapproximations ( ̃x, ̃λ) ≈ (x∗, λ∗) and C ≈ B−1 yield ρ ≈ 0, σ ≈ 0 < 1
and ∆ ≈ 1 ≥ 0 such that the assumptions (7.2.27) are fulfilled. In order to satisfy the con-
dition (7.2.8), we need β from the open interval (β−, β+) as the proof of Theorem 7.1.1
shows. Uniqueness of (x∗, λ∗) follows then from Theorem 7.2.1. Theorem 7.1.1 guaran-
tees convergence of the iterates (7.2.9) for β even from the closed interval [β−, β+], but
uniqueness of (x∗, λ∗) only for β ∈ [β−, (β− + β+)/2). Experience shows that in practi-
cal computation rounding errors often prevent verification when choosing β = β− , in
contrast to the theory. Therefore, in our examples we often used the geometric mean

β = gm = √β− ⋅ (β− + β+)/2 (7.2.29)

which lies between β− and (β− + β+)/2.
Theorem 7.2.7 holds similarly for ̂g and B̂ from (7.2.23) and (7.2.25). One only has

to replace ρ, σ, τ by

ρ = ‖Ĉ( ̃λ ̃x − A ̃x)‖∞, σ = ‖I − ĈB̂‖∞, τ = ‖Ĉ‖∞,

and [∆x] by [∆ ̂x] ∈ 𝕀ℝn−1 . Refer to Alefeld [10] or Mayer [208] for details.
The advantage of ̂g and B̂ is that the dimension is now one less than with g and

B and that ̃xn = 1 = x∗
n and ∆x∗

n = 0 hold rigourously since the component [∆x](k)n no
longer occurs in the iteration explicitly and is defined to be zero.

We close this subsection with two examples in which we computed the approxi-
mations of the eigenvalues and eigenvectors by using the MATLAB function eig and
a normalization of the last component of the eigenvectors to be one. The approximate
inverse C of thematrix B in (7.2.20) is obtainedby theMATLAB instructionB\eye(n),
where n is the dimension of B . We verify the eigenpairs bymeans of INTLAB via (7.2.8)
and Theorem 7.2.7 using the geometric mean β = gm in (7.2.29) and the enclosure
AccDot(⋅,⋅,[]) of the accurate dot product of INTLAB for f( ̃x, ̃λ) in (7.2.5). We start
the iterative process (7.2.9) with [−gm , gm]e, andwe stop it similarly as in Remark 5.5.1
whenever two successive iterates coincide completely for the first time.

Instead of listing the computed enclosures for the eigenvectors we mention only
upper bounds of their modified relative width q([x]) which we define for [x] ∈ 𝕀ℝn by

q = q([x]) = max
i=1,...,n

qi (7.2.30)
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with

qi = {{{ d([x]i)/|[x]i| < 1, if 0 ∉ [x]i ,
d([x]i), if 0 ∈ [x]i , , i = 1, . . . , n.

Obviously,

[x]i ⊆ {{{ sign( ̌xi)|[x]i|[1 − q, 1], if 0 ∉ [x]i ,[−q, q], if 0 ∈ [x]i , , i = 1, . . . , n

holds.

Example 7.2.8. The symmetric matrix

An = (aij) =((((
(

n n − 1 n − 2 . . . 2 1
n − 1 n − 1 n − 2 . . . 2 1
n − 2 n − 2 n − 2 . . . 2 1
...

...
...

. . .
...

...
2 2 2 . . . 2 1
1 1 1 . . . 1 1

))))
)

∈ ℝn×n

is defined by aij = n + 1 −max{i, j}. It is a test matrix fromGregory, Karney [122] whose
eigenvalues are known to be

λ∗
i = 1

2
(1 − cos (2i − 1)π

2n + 1 )−1
, i = 1, . . . , n;

cf. alsoMayer [210].We chose n = 100 and verified eigenpairs for λ1 , λn/2 and λn after
having ordered the eigenvalues decreasingly. We list our results in Table 7.2.1 where[λ]i denotes the enclosure of the eigenvalue λ∗

i . Only k + 1 = 4 iterates had to be
computed in order to fulfill the stopping criterion for i = 1 and i = 50 , and five iterates
for i = 100.

Tab. 7.2.1: Results of Example 7.2.8.

i [λ]i q([x])

1 4.093560474685321 ⋅ 103 8.7 ⋅ 10−16

50 0.512002660043132 3.1 ⋅ 10−13

100 0.2500610827207069 1.3 ⋅ 10−12
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Our second example illustrates the verification process for an unsymmetric matrix
which occurs in connection with the Riemann hypothesis (cf. Roesler [296]).

Example 7.2.9. Let the (n − 1) × (n − 1) matrix An be defined by

An = (aij) =
(((((((((((((((((((
(

1 −1 1 −1 1 −1 1 . . .
...

2 −1 −1 2 −1 −1 . . .
...

3 −1 −1 −1 3 . . .
...

4 −1 −1 −1 . . .
...

5 −1 −1 . . .
...

6 −1 . . .
...−1 7 . . .
...

. . .
...

n − 1

)))))))))))))))))))
)

with
aij = (i + 1)δ(i+1)|(j+1) − 1

and

δi|j = {{{ 1, if i is a divisor of j

0 otherwise
.

Roesler showed in [296] that the Riemann hypothesis is valid if and only if the
determinant det(An) of An increases for any ε > 0 at most like

det(An) = O(n! n−1/2+ε), n →∞.

Since det(An) can be represented as the product of the eigenvalues of An (cf. The-
orem 1.8.1), we get a relationship to the subject of this section. For n = 11, which
means An ∈ ℝ10×10 , we listed in Table 7.2.2 the enclosures [λ]i for the eigenvalues λ∗

i
and upper bounds q([x]) for the modified relative widths (7.2.30) of the correspond-
ing eigenvectors. Only four iterates had to be computed in order to fulfill the stopping
criterion.

As one might guess, the exact values of λ∗
4 and λ∗

5 are 4 and 5, respectively; cf.
Roesler [296].
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Tab. 7.2.2: Results of Example 7.2.9.

i [λ]i q([x])

1 −0.019702143297545 3.4 ⋅ 10−16

2 0.375851705484476 1.6 ⋅ 10−15

3 2.714315143311943 2.8 ⋅ 10−15

4 4.0 + [−1, 1] ⋅ 10−14 3.1 ⋅ 10−15

5 5.0 + [−1, 1] ⋅ 10−14 4.8 ⋅ 10−15

6 6.534132065892653 9.6 ⋅ 10−15

7 7.314390058013431 1.1 ⋅ 10−14

8 8.655903539939010 7.9 ⋅ 10−15

9 9.588680211084164 3.5 ⋅ 10−14

10 10.836429419571943 4.7 ⋅ 10−15

In passing, we note that Riemann’s ζ function is defined in the complex half-plane
Re z > 1 by

ζ(z) = ∞∑
m=1

1
mz . (7.2.31)

For Re z ≤ 1, z ̸= 1, it is defined as an analytical continuation of (7.2.31). This function
has a simple pole in z = 1 and the only real zeros in −2,−4,−6, . . ., which are usually
called the trivial zeros. Riemann’s hypothesis says that all nontrivial zeros of ζ are
on the straight line Re z = 1

2 . If this hypothesis is true, one could improve some error
estimates on the prime number theorem

π(x) = x
ln x

+ o ( x
ln x

) , x →∞,

where π(x) denotes the prime-counting function which counts the number of primes
less than or equal to x . In 1914 Hardy showed in [134] that there are infinite zeros of ζ
on Re z = 1

2 . In 1986 Van de Lune, te Riele, and Winter showed in [196] by means of a
vector computer running approximately 1 500 hours that in the rectangle{z | 0 < Re z < 1} ∩ { z | 0 < Im z ≤ 545 439 823.215 }
there are exactly 1 500000001 zeros of ζ , and that these zeros are all on the line
Re z = 1

2 .

For someothermatriceswe realized that the iterative process (7.2.9) as described above
does not work satisfactory. We found out that a crucial obstacle was the approximate
inverse C of the matrix B in (7.2.20), which was often computed too roughly. This was
also the reasonwhywe preferred C = B \ eye(n) instead of applyingMATLAB’s func-
tion C = inv(B). An even higher precision for the inverse C can be achieved when

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



7.3 Lohner method | 363

using some kind of staggered correction as described in Rump [321], where among
others INTLAB’s exact dot product AccDot(⋅,⋅,⋅) is used based on MATLAB’s cell
concept. We leave it to the reader to experiment with that; cf. Exercise G.3.

Exercises

Ex. 7.2.1. Let C = B−1 for B ∈ ℝ(n+1)×(n+1) from (7.2.20). Prove that C has the block
form (7.2.21) and that

Ĉ = (C11
C21

) ∈ ℝn×n

with blocks as there satisfies Ĉ = B̂−1 for B̂ in (7.2.25).

Ex. 7.2.2. Show that Theorem 7.1.1 can also be applied to the function ̂g of Section 7.2
with

ρ = ‖Ĉ(A ̃x − ̃λ ̃x)‖∞, σ = ‖I − ĈB̂‖∞, τ = ‖Ĉ‖∞.

Ex. 7.2.3. Which statements of Section 7.2 remain true or can be reformulated corre-
spondingly if the normalization ̃xn = 1 is replaced by the Euclidean normalizatioñxT ̃x = 1?

7.3 Lohner method

The Lohner method is tailored for verifying and enclosing eigenvalues and – to a
lesser extent – eigenvectors of symmetric matrices A . It is presented in Lohner [193]
and essentially based on a similarity transformation T−1AT and on Gershgorin’s the-
orem 1.8.19 combined with a tricky switching between single and multiple precision
computation and an appropriate application of interval analysis in the later stage
of the algorithm. Eigenvectors are enclosed using Wilkinson’s estimation in Theo-
rem 1.8.25. Since the transformation matrix T results from at least one application of
the Jacobi method for the algebraic eigenvalue problem, we recall this method first.
Its idea is to zero some off-diagonal entry apq = aqp , p < q, of A by means of an
appropriate orthogonal transformation JTpqAJpq = A and to repeat this step with A

and its succeeding transformed matrices in a prescribed way. The zeros generated in
one step are normally destroyed in the next one. The orthogonal matrices Jpq ∈ ℝn×n

are Jacobi (or Givens) rotations (cf. Golub, van Loan [121]) which are defined by
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Jpq =
((((((((((((((((((
(

1
. . . O

1
c 0 ⋅ ⋅ ⋅ 0 −s
0 1 0
...

. . .
...

0 1 0
s 0 ⋅ ⋅ ⋅ 0 c

1

O
. . .

1↑
p

↑
q

))))))))))))))))))
)

← p

← q

(7.3.1)

with c = cosφ, s = sinφ . The angle φ in (7.3.1) is determined such that φ ∈ [−π/4, π/4]
and a

pq = 0 holds. In our programs we used the so-called row cyclic variant of the
Jacobi method in which (p, q) is chosen in a row cyclic way, i.e., (p, q) runs through
the scheme (1, 2) → (1, 3) → . . . → (1, n)←(2, 3) → . . . → (2, n)

. . .
...(n − 1, n)

row-wise from left to right starting with (1, 2), passing through (1, n) in the first row,
and continuing with (2, 3) in the second row, etc.; one restarts with the index pair(1, 2) if one has arrived at (n − 1, n). The entries of A are computed via the following
procedure, provided that apq ̸= 0.

Algorithm 7.3.1 (Jacobi method; one step).

θ = app − aqq
2apq

(= cot(2φ))
t = tanφ = {{{{{

1
θ + (sign θ)√θ2 + 1 if θ ̸= 0

1 if θ = 0

c = 1√1 + t2 ; s = ct; τ = tan (φ
2
) = s

1 + c
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a
pp = app + tapq

a
qq = aqq − tapq

a
pq = a

qp = 0

a
pj = a

jp = apj + s(aqj − τapj), j ∉ {p, q}
a
qj = a

jq = aqj − s(apj + τaqj), j ∉ {p, q}
a
ij = aij , i, j ∉ {p, q}.

Notice that sign(θ) in the definition of t prevents cancellation. In addition, it is re-
sponsible for φ ∈ [−π/4, π/4], which is necessary for the convergence of the method;
cf. Excercise 7.3.1 otherwise. But an explicit computation of φ is not necessary.

Instead of assuming apq ̸= 0 for Algorithm 7.3.1, one often uses a threshold variant
of the Jacobi method, skipping the computational process for an index pair (p, q) if|apq| ≤ εk with εk > 0 being some given small number acting as threshold. If |aij| < εk
for all i < j, then εk is replaced by some εk+1 ∈ (0, εk) such that the sequence {εk}∞k=1
decreases strictly to zero. Taking into account JTpq = J−1pq , it is known (Appendix D,
Forsythe, Henrici [99], Henrici [141]) that the (infinite) row cyclic variant of the Ja-
cobi method converges to the Jordan normal form of A, which, by the symmetry of
A, is a diagonal matrix with the eigenvalues of A as diagonal entries. The product of
the transformation matrices Jpq tends to an orthogonal transformation matrix whose
columns are pairwise orthonormal eigenvectors of A .

In the sequel we will also need the following lemma which provides an enclosure
of T−1 .

Lemma 7.3.2. Let ‖I − CT‖∞ < 1 hold for C, T ∈ ℝn×n . (7.3.2)

Then C, T are nonsingular, and

T−1 ∈ C + [−α, α]eeT with α = ‖C‖∞ ‖I − CT‖∞
1 − ‖I − CT‖∞ .

Proof. The existence of C−1, T−1 follows immediately from (7.3.2). By Neumann’s se-
ries, we obtain

T−1 − C = (I − CT){ I − (I − CT) }−1C= (I − CT) ∞∑
k=0
(I − CT)kC,

hence ‖T−1 − C‖∞ ≤ ‖I − CT‖∞∑∞
k=0‖I − CT‖k∞‖C‖∞ = α .

Lohner’s method proceeds in several steps.

Step 1. In the first step A is transformed approximately to diagonal form by means of
a nearly orthogonal transformationmatrix S . This can be achieved by using any tradi-
tional algorithm in single precision which aims at such a transformation. Lohner uses
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the rowcyclic variant of the Jacobimethodwhichhe stopswith the transformedmatrix
D̃ and the transformation matrix S as product of the Jacobi rotations Jpq . The diago-
nal entries of D̃ are obviously approximations of the eigenvalues of A, the columns of
S are pairwise (nearly) orthonormal approximations of corresponding eigenvectors.
With d̃ii we construct the diagonal matrix D by dii = d̃ii . In our programs we applied
MATLAB’s function eig in order to obtain D and S, where D contains the computed
eigenvalues in its diagonal and where S is the computed matrix of eigenvectors. This
matrix may not be orthogonal; it will be orthogonalized in Step 2.

Since we cannot expect that the computed columns of S are ‘perfect’ eigenvec-
tors, we try to improve them in Steps 2–5. Our final transformation matrix T will be
computed in Step 5.

Step 2. Reorthogonalize the columns of S using the Gram–Schmidt method in dou-
ble precision. ‘Double precision’ can be realized using a staggered correction format
as described in Section 2.7. In our programs we applied MATLAB’s cell concept and
INTLAB’s command AccDot; cf. Appendix G. If S is regular and if sj denotes the j-th
column of S, the formulae for the orthogonalization process are the following:

̃t1 = s1/√sT1 s1, rj = sj − j−1∑
k=1
( ̃tTk sj) ̃tk̃tj = rj/√rTj rj

}}}}}}}}} , j = 2, . . . , n.

Assume that the output in Step 2 is the matrices ̃T1, ̃T2 which form the compo-
nents of the staggered correction format such that ̃T = ̃T1 + ̃T2 is now a better ‘nearly
orthogonal’ matrix.

Step 3. Compute ̃TTA ̃T and split the result intõTTA ̃T = D + Ã1 (7.3.3)

with D from Step 1. We get

Ã1 = ̃TTA ̃T − D ≈ Ã2 := ̃TT(A ̃T − ̃TD), (7.3.4)

using ̃TT ̃T ≈ I (7.3.5)

by virtue of Step 2. The expression within brackets in (7.3.4) is evaluated as

A ̃T1 + A ̃T2 − ̃T1D − ̃T2D.
Here the computationmust be donewith an exact dot product as provided in program-
ming languages like PASCAL-XSC, C-XSC, and by the commandAccDot in INTLAB; cf.
Klatte et al. [164, 165], Rump [320]. The final computation of Ã2 can be done in simple
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precision since we need only an approximation of Ã1 . By virtue of the choice of ̃T we
can expect that the entries of Ã1 and Ã2 are small. By (7.3.4) and (7.3.5) we can assume
that, in addition, Ã2 is symmetric – at least when computed in single precision. In
fact, a small deviation from symmetry does not matter since we still try to improve S
from Step 1. If necessary, just reflect the entries in the strict upper triangle of Ã2 at its
diagonal and denote the new matrix again by Ã2 .

Step 4. With D from Step 1 we consider

Ã = D + Ã2 (7.3.6)

instead of D + Ã1 and apply the row cyclic Jacobi method to D + Ã2 . The splitting in
(7.3.6) has the advantage that the entries of Ã2 are all small and of approximately the
same magnitude. The formulae of the Jacobi method can now be applied as in Algo-
rithm 7.3.1 – essentially in single precision. Only for θ – particularly in the presence of
an eigenvalue cluster – one should compute

dpp + (Ã2)pp − dqq − (Ã2)qq
‘exactly’, for instance via the INTLAB command

AccSum([dpp , (Ã2)pp , −dqq , −(Ã2)qq])
or via

AccDot([dpp , (Ã2)pp , −dqq , −(Ã2)qq],ones(4,1)).
Denote by Ãnew = (ãnewij ) the matrix resulting from Ã by a single Jacobi rotation which
zeros ãpq . Then for the new entries ãnewpj = ãnewjp and ãnewqj = ãnewjq , j = 1, . . . , n, one
can skip the matrix D: For j ∉ {p, q} its entries do not occur in the formulae, and for
ãnewpp one gets ãnewpp = dpp + (Ã2)pp + t(Ã2)pq . Therefore, if one splits Ãnew into Ãnew =
D + Ãnew

2 similarly as in (7.3.6), then one only has to update Ã2 in (7.3.6) which leads
to (Ãnew

2 )pp = (Ã2)pp + t(Ã2)pq without using D . This holds similarly for (Ãnew
2 )qq .

Since Ã was nearly diagonal, one can expect that ãpq is small. This implies θ
in Algorithm 7.3.1 to be large (unless ãpp ≈ ãqq ) whence t ≈ 0 and s ≈ 0. Thus the
transformation matrix Jpq is nearly the identity matrix. Therefore, it makes sense to
consider the deviation from the identityWpq := Jpq − I instead of Jpq . Notice that aside
from (Wpq)pp = (Wpq)qq = c − 1, (Wpq)pq = −(Wpq)qp = −s the entries of Wpq are zero.
The transformation update Snew = I + Wnew of the previous transformation matrix
S = I + W can then be written as Snew = S ⋅ Jpq = (I + W)(I + Wpq), whence Wnew =
W +Wpq +W ⋅Wpq (still computed in single precision). One can stop if maxi,j|ãnewij | ≤
eps (machine precision) holds after having run through full Jacobi cycles.

Step 5. Nowwe combine ̃T from Step 2 with the final transformationmatrix ̃S = I + W̃
of the Jacobi method in Step 4. Since ̃T = ̃T1 + ̃T2 was computed in double precision
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we do the same for ̃T ̃S = ( ̃T1 + ̃T2)(I + W̃) = ̃T1 + ̃T2 + ̃T1W̃ + ̃T2W̃ ,

in INTLAB for instance via AccDot([ ̃T1, ̃T2, ̃T1, ̃T2],[I; I; W̃; W̃],2). In staggered
correction format (or as corresponding cells inMATLAB) one gets T1, T2 with T := T1 +
T2 . This computedmatrix T is our final transformation matrix which we will apply to
the original matrix A . Its columns are eigenvector approximations which often have
double accuracy.

Step 6. Now we consider the similarity transformation T−1AT . Although we com-
puted precisely,we cannot expect that T−1 = TT holds. Even so, T−1AT is normally not
exactly available on a computer. Therefore, we need a tight enclosure of Anew = T−1AT
by an interval matrix. To this end we split this matrix into Anew = D + A1 , similarly as
in (7.3.6). Then

A1 = T−1(AT − TD) = T−1(AT1 + AT2 − T1D − T2D), (7.3.7)

where the expression in brackets must be enclosed tightly by an interval matrix, for
instance, via INTLAB’s command AccDot, this time with the option [ ]. The inverse
T−1 is enclosed by an interval matrix [T−1] using Lemma 7.3.2 with C = TT and single
precision. The assumption (7.3.2) can be expected to be fulfilled because of TTT ≈ I .
Then

T−1 ∈ [T−1] := TT + [−α, α]eeT (7.3.8)

holds with
α = ‖TT‖∞ η

1 − η , η = ‖I − TTT‖∞.

In order to guarantee T−1 ∈ [T−1] wemust compute α , [T−1], and all norms bymeans
of interval arithmetic. To this end we notice that the factor η/(1 − η) = −1 + 1/(1 − η)
increases if η does, and the INTLAB command sup(norm([A],inf)) delivers an
upper bound of ‖ |[A]| ‖∞ for [A] ∈ 𝕀ℝn×n .

With [T−1] we compute an enclosure [A1] of A1 in (7.3.7). Then Anew = T−1AT ∈
D + [A1] follows so that we can verify and enclose the eigenvalues of A in our next
step.

Step 7. We apply Gershgorin’s theorem 1.8.19 to D + [A1]. Then the eigenvalues of A
are contained in the union [g] of the Gershgorin intervals[g]i = [dii + (A1)ii − n∑

j=1
j≠i

|[A1]ij|, dii + (A1)ii + n∑
j=1
j≠i

|[A1]ij|] i = 1, . . . , n,

where the bounds of [g]i must be computed using interval arithmetic or directed
rounding.
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If [g]i ∩ n⋃
j=1
j≠i

[g]j = 0 (7.3.9)

then we call a Gershgorin interval [g]i isolated.
Such an isolated interval [g]i contains exactly one eigenvalue λ∗ of A by Theo-

rem 1.8.19 (b). It is algebraically simple. This remark holds trivially for all eigenvalues
of A if the intervals [g]i , i = 1, . . . , n, are pairwise disjoint. Such pairwise disjoint
Gershgorin intervals are expected when dealing with the inverse eigenvalue problem
described in Section 7.8. Clustering can also be verified by themethod above by apply-
ing Theorem 1.8.19 (b) in a straightforward way.

The bounds gi , gi can be improved if one intersects [g]i with additional enclo-
sures based on estimates like those of Theorem 1.8.16.

Step8: Let λ∗ bea simple eigenvalueof A which is enclosedbyan isolatedGershgorin
interval [g]i . In order to obtain an enclosure for a corresponding eigenvector x∗ which
is normalized by (x∗)Tx∗ = 1, apply Theorem 1.8.25 with̃x = ̃T∗,i‖ ̃T∗,i‖2̃λ = mid ([g]i), δ = ‖A ̃x − ̃λ ̃x‖2,

a = min
1≤j≤n
j≠i

{min{|c|  c ∈ [g]j − ̃λ}} − η (η any small number) .

Define β as square root of the right-hand side in (1.8.43). If a ≥ δ holds, then x∗ ∈̃x + [−β, β]e .
If [g]i is not isolated, then consider the connected component [g]c of [g] to which[g]i belongs. Here one cannot decide whether [g]c contains multiple eigenvalues

and/or two or more separate eigenvalues. We can only enclose a basis of eigenvectors
corresponding to the eigenvalues in [g]c . For details we refer to Kreß [176].
We close this section with two examples.

Example 7.3.3. The n × n Hilbert matrix Hn = (hij) is defined by hij = 1/(i + j − 1).
Unfortunately, Hn is not representable by machine numbers if n > 1. Therefore, we
multiply Hn by the least common multiple cn = lcm(1, . . . , 2n − 1) such that the
entries of the resulting so-called preconditioned Hilbert matrix Hprec

n = cnHn are in-
tegers only and therefore exactly representable in MATLAB (if necessary as floating
point numbers) on a computer for n ≤ 18. Typical values are c11 = 232 792 560 and
c18 = 144 403 552 893 600. It is well known that Hn is symmetric, positive definite,
and very ill-conditioned for linear systems Hnx = b . Eigenpairs for Hn with smaller
dimension n are listed in Gregory, Karney [122]. The eigenvalues of Hn are smaller by
the factor cn than those of H

prec
n , the eigenvectors remain the same.
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Using INTLAB for the Lohner method yields the following enclosures [λ]i for se-
lected eigenvalues λ∗

i . All Gershgorin intervals are isolated. The results are contained
in the Tables 7.3.1 and 7.3.2.
Case n = 11: Here the method needs k = 2 Jacobi cycles until the off-diagonal entries

are smaller than MATLAB’s machine precision eps.
Case n = 18: This time k = 4 Jacobi cycles are necessary. The smallest eigenvalue λ1

is particularly difficult to verify. This is already stated in Lohner [193].

Tab. 7.3.1: Results of Example 7.3.3 in the case n = 11.

i [λ]i i [λ]i
1 7.899160434834203179 ⋅ 10−7 7 4.13040377451287468 ⋅ 104

2 1.81742986496506158 ⋅ 10−4 8 7.2501714008627240 ⋅ 105

3 1.92829732741842118 ⋅ 10−2 9 9.38 7800294171893 ⋅ 106

4 1.2497185430266286 ⋅ 100 10 8.435986343818805797 ⋅ 107

5 5.521279596429201197 ⋅ 101 11 4.1317959905660083 ⋅ 108

6 1.7558159828273710 ⋅ 103

Tab. 7.3.2: Results of Example 7.3.3 in the case n = 18.

i [λ]i
1 1.22602520 ⋅ 10−11

2 4.76534334 ⋅ 10−9

5 8.72249485539687 ⋅ 10−3

10 1.0201140010530921 ⋅ 106

18 2.72231855534766358 ⋅ 1014

Example 7.3.4. The Wilkinson matrix W+
2n+1 ∈ ℝ(2n+1)×(2n+1) is defined by

W+
2n+1 = (w(2n+1)

ij ) =
((((((((((((
(

n 1
1 n − 1 1 O

1 n − 2 1
. . . . . . . . .

1 0 1
. . . . . . . . .

1 n − 2 1
O 1 n − 1 1

1 n

))))))))))))
)

;
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see Wilkinson [362]. Let n = 10. We want to verify the two largest eigenvalues λ∗
20 and

λ∗
21 , which are known to differ only in the sixteenth significant digit. Lohner’s method
delivers the enclosures

λ∗
20 ∈ [10.746 194 182 903 331]

and

λ∗
21 ∈ [10.746 194 182 9034039].

Already one Jacobi cycle transforms the off-diagonal entries beloweps, all Gershgorin
intervals are isolated.

Exercises

Ex. 7.3.1. Show that the row cyclic Jacobi method does not need to converge if the
restriction φ ∈ [−π/4, π/4] is replaced by φ ∈ [−π/2, π/2]. To this enduse the example

A = A0 = (2 0 1
0 3 0
1 0 4

)
from Forsythe, Henrici [99] and choose φ = π/2 for each Jacobi matrix Jpq in order
to zero the nonzero entries in the strict upper triangle. Compute A1, A2, . . . , A6 and
show that A6 = A0 holds.

Ex. 7.3.2. Let f ∈ C([0, 1]). Find the coefficients ai of the polynomial p(x) = a0 + a1x +⋅ ⋅ ⋅ + an−1xn−1 such that ‖f − p‖2 := {∫10 [f(x) − p(x)]2 dx}1/2 is minimal. To this end
consider the square ‖f − p‖22 and show that one has to solve the linear system Hn a = b,
where Hn is the n × n Hilbert matrix and a = (a0, a1, . . . , an−1)T . What does b ∈ ℝn

look like?

7.4 Double or nearly double eigenvalues

While the method in Section 7.2 is tailored for simple eigenvalues, we now address a
real double eigenvalue or two different real eigenvalueswith clustering being allowed.
That means, we consider the following three cases:
(i) λ∗

i ̸= λ∗
j are two algebraically simple eigenvalues of A;

(ii) λ∗
i = λ∗

j is a geometrically and algebraically double eigenvalue of A;
(iii) λ∗

i = λ∗
j is an algebraically double but geometrically simple eigenvalue of A .

All three cases share the same property: The zero vector together with the real eigen-
vectors of A associated with λ∗

i , λ
∗
j ∈ ℝ, and (in case (iii)) the corresponding real
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principal vectors span a two-dimensional subspace V of ℝn which is invariant with
respect to themapping representedby A; i.e., w ∈ V implies Aw ∈ V . Anypair u∗, υ∗ of
linearly independent vectors from V are called generators of V since each element w
of V can be represented as a linear combination w = μu∗ + νυ∗, μ, ν ∈ ℝ, of u∗ and υ∗ .
For each pair of generators u∗, υ∗ there is a matrix M ∈ ℝ2×2 such that

A U∗ = U∗ M (7.4.1)

holds with U∗ = (u∗, υ∗) ∈ ℝn×2 .
In the cases (i) and (ii), u∗, υ∗ can be chosen to be eigenvectors x∗, y∗ , in the

case (iii) it is possible to choose u∗ as eigenvector x∗ and υ∗ as an associated principal
vector y∗ of degree two. Then M has the form

M = J = (λ∗
i κ
0 λ∗

j
) (7.4.2)

with κ = 0 in the cases (i), (ii) and κ = 1 for (iii). If u∗, υ∗ are linear combinations of
x∗, y∗ , one can obtain the underlying vectors x∗, y∗ by essentially finding the eigen-
values of the 2 × 2 matrix M and by reducing it to the Jordan normal form (7.4.2).
If M = S−1JS holds with some 2 × 2 matrix S and with J from (7.4.2), then (7.4.1) is
equivalent to

A(U∗S) = (U∗S)(S−1MS) = (U∗S)J
where the columns of U∗S are x∗ and y∗ , respectively. Although our aim consists in
computing enclosures of eigenvectors andprincipal vectors,wewill startwith the gen-
eral case (7.4.1) where u∗, υ∗ are any generators of V . First we remark that it is always
possible to find two components i1, i2 out of n ≥ 2 and two generators u∗, υ∗ of V
for which

u∗
i1 = α, u∗

i2 = β, υ∗
i1 = γ, υ∗

i2 = δ (7.4.3)

holds with prescribed values α, β, γ, δ ∈ ℝ provided that ( αβ ), ( γδ ) are linearly inde-
pendent. This makes the generators unique. If u, υ are generators which do not yet
satisfy the normalizations (7.4.3), we make the ansatz

u∗ = d11u + d12υ, υ∗ = d21u + d22υ
requiring

u∗
i1 = d11ui1 + d12υi1 = α

u∗
i2 = d11ui2 + d12υi2 = β

}}} (7.4.4)

and
υ∗
i1 = d21ui1 + d22υi1 = γ

υ∗
i2 = d21ui2 + d22υi2 = δ

}}} . (7.4.5)
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The two 2 × 2 systems (7.4.4), (7.4.5) have the same coefficient matrix

K = (ui1 υi1
ui2 υi2

) .

Therefore, both are uniquely solvable if and only if det K ̸= 0, i.e., ui1υi2 − ui2υi1 ̸= 0.
This is possible by using the same strategy as in Alefeld, Spreuer [48] and Dongarra,
Moler, Wilkinson [85]: First define i1 by

ui1 = max
1≤i≤n

|ui|. (7.4.6)

The value ui1 certainly differs fromzerobecause u, υ are generators of V . In particular,
they are linearly independent. With i1 define i2 via

ui1υi2 − ui2υi1 = max
1≤j≤n

|ui1υj − ujυi1 |. (7.4.7)

If the left-hand side of (7.4.7) were zero, then υ = υi1
ui1

u, hence u, υ are linearly depen-
dent contradicting the generator property of u, υ . Therefore, (7.4.3) is possible. Since( αβ ), ( γδ ) are assumed to be linearly independent, the same holds for u∗, υ∗ . Hence
they are generators of V . For ease of notation we assume i1 = n − 1 and i2 = n in the
sequel.

Let

f : {ℝ2n+4 → ℝ2n+4

z → f(z)
be defined by

z = (uT ,m11,m21, υT ,m12,m22)T , f(z) =(((
(

Au − m11u − m21υ
un−1 − α
un − β

Aυ − m12u − m22υ
υn−1 − γ
υn − δ

)))
)

.

It is obvious that the vectors u∗, υ∗ in the representation

z∗ = ((u∗)T ,m∗
11,m

∗
21, (υ∗)T ,m∗

12,m
∗
22)T

for a zero z∗ of f are the generators of V satisfying (7.4.3).
Assume now that we are given real approximations ̃u, ̃υ, M̃ of u∗, υ∗,M , which

are gathered in the vector ̃z = ( ̃uT , m̃11, m̃21, ̃υT , m̃12, m̃22)T . Let ̃u, ̃υ be linearly inde-
pendent. Dongarra,Moler,Wilkinson [85] describe how to obtain ̃u, ̃υ, M̃ using the QR
algorithm. We proceed now as in Section 7.2, expanding the function z − ̃z − Cf(z) at̃z, where C ∈ ℝ(2n+4)×(2n+4) is some nonsingular preconditioning matrix. Introducing

∆z = (∆uT , ∆m11, ∆m21, ∆υT , ∆m12, ∆m22)T = z − ̃z
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we get
f(z) = 0⇐⇒ ∆z = g(∆z) = −C f( ̃z) + (I2n+4 − CB)∆z + ̃T∆z (7.4.8)

with the (2n + 4) × (2n + 4) matrices

B =(((
(

A − m̃11In − ̃u − ̃υ −m̃21In 0 0(e(n−1))T 0 0 0 0 0(e(n))T 0 0 0 0 0−m̃12In 0 0 A − m̃22In − ̃u − ̃υ
0 0 0 (e(n−1))T 0 0
0 0 0 (e(n))T 0 0

)))
)

(7.4.9)

and

̃T = C
(((
(

0 ∆u ∆υ 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 ∆u ∆υ
0 0 0 0 0 0
0 0 0 0 0 0

)))
)

(7.4.10)

which have the same block partitioning. Thus we arrive again at a quadratic function
g, for which Theorem 7.1.1 applies with

r = −C f( ̃z), S = I − CB, (7.4.11)

and

tijk = {{{{{{{{{
ci,j+k−(n+1), if k ∈ {n + 1, 2n + 3} and j ∈ {1, . . . , n},
ci,j+k−(2n+4), if k ∈ {n + 2, 2n + 4} and j ∈ {n + 3, . . . , 2n + 2},
0 otherwise,

i = 1, . . . , 2n + 4. (7.4.12)

Hence
ρ = ‖C f( ̃z)‖∞, σ = ‖I − CB‖∞,

τ = ‖T‖∞ = 2|C| ( ̂eT , 0, 0, ̂eT , 0, 0)T∞ ≤ 2‖C‖∞} (7.4.13)

where ̂e = (1, . . . , 1)T ∈ ℝn .
Thenwe get the following result inwhichwe require the normalization (7.4.3) with

α = ̃un−1, β = ̃un , γ = ̃υn−1, δ = ̃υn . (7.4.14)

Theorem 7.4.1. Let g, ρ, σ, τ be defined as in (7.4.8), (7.4.13), and let (7.4.14) hold. As-
sume

σ < 1 and ∆ = (1 − σ)2 − 4ρτ ≥ 0, (7.4.15)

and let
β− = (1 − σ − √∆)/(2τ),
β+ = (1 − σ + √∆)/(2τ).
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(a) If β ∈ [β−, β+], then g has in [−β, β]e ∈ ℝ2n+4 at least one fixed point ∆z∗ . With

U∗ = (u∗, υ∗) and M = (m∗
11 m∗

12
m∗

21 m∗
22
) ,

and

z∗ = ̃z + ∆z∗ = ((u∗)T ,m∗
11,m

∗
21, (υ∗)T ,m∗

12,m
∗
22)T ,

the equation (7.4.1) holds. In particular, u∗, υ∗ are linearly independent vectors
which are normalized by (7.4.14) and which are generators of an invariant two-
dimensional subspace of ℝn .
The iteration [∆z](k+1) = g([∆z](k)), k = 0, 1, . . . (7.4.16)

converges to some interval vector [∆z]∗ with

∆z∗ ∈ [∆z]∗ ⊆ [∆z](k) ⊆ ⋅ ⋅ ⋅ ⊆ [∆z](0), k = 0, 1, . . . . (7.4.17)

(b) If β ∈ [β−, (β− + β+)/2), then g has a unique fixed point ∆z∗ in [∆z](0) = [−β, β]e ∈ℝ2n+4 , and (7.4.17) holds with [∆z]∗ = ∆z∗ , i.e., (7.4.16) converges by contracting
to ∆z∗ .

We notice that C−1, B−1 exist since σ < 1. Choosing C = B−1 leads to the block form

(((((
(

C11 C12 C13 C14
0 1 0 0 0
0 0 1 0 0
C41 C42 C43 C44
0 0 0 1 0
0 0 0 0 1
C71⏟⏟⏟⏟⏟⏟⏟
n

C72⏟⏟⏟⏟⏟⏟⏟
2

C73⏟⏟⏟⏟⏟⏟⏟
n

C74⏟⏟⏟⏟⏟⏟⏟
2 ← number of columns

)))))
)

← n − 1 (row index)← n← 2n + 1← 2n + 2
whence gi(∆z) = 0 for i ∈ {n − 1, n, 2n + 1, 2n + 2} and for any ∆z ∈ ℝ2n+4 with ̃z
satisfying (7.4.14). Thus, as in the previous subsection, it makes sense to start with
interval vectors [∆z] for which [∆z]i = 0, i ∈ {n − 1, n, 2n + 1, 2n + 2} holds, shrinking
the matrices and vectors in g to get a new function ̂g : ℝ2n → ℝ2n with modifications
analogous to those in Section 7.2. Essentially, the method (7.4.16) has been presented
in Alefeld, Spreuer [48] in this form.

We want to consider another specialization of (7.4.16). To this end, let m̃21 = 0
and m̃12 ∈ {0, 1}. Then M̃ has Jordan normal form, hence m̃11, m̃22 can be thought
to approximate eigenvalues λ∗, μ∗ , and ̃u, ̃υ can be considered to approximate cor-
responding eigenvectors and/or principal vectors according to the cases (i)–(iii). The
matrix B has the block form

B = (B11 0
B21 B22

) with Bii = (A − m̃ii In − ̃u − ̃υ(e(n−1))T 0 0(e(n))T 0 0
) , i = 1, 2.
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Hence B is nonsingular if and only if B−1
ii exists for i = 1, 2. This certainly holds if one

of the cases (i)–(iii) is handled and if the approximation ̃z is sufficiently good, as can
be immediately seen from the subsequent result which reminds us of Theorem 1.8.3.

Theorem 7.4.2. Let

B∗
i = (A − λ∗

i In −u∗ −υ∗(e(n−1))T 0 0(e(n))T 0 0
) ∈ ℝ(n+2)×(n+2), i = 1, 2,

with λ∗
1 , λ

∗
2 being two real eigenvalues of A (λ∗1 = λ∗

2 being allowed) and with u∗, υ∗

being two real linearly independent vectors from the largest invariant real subspace V
belonging to λ∗

1 , λ
∗
2 which satisfy

u∗
n−1 ̸= 0, u∗

n−1 υ
∗
n − u∗

n υ∗
n−1 ̸= 0. (7.4.18)

Let (7.4.1) hold with U∗ = (u∗, υ∗). Then the following statements are equivalent.
(a) Either λ∗

1 , λ
∗
2 are two different algebraically simple eigenvalues of A or λ∗

1 = λ∗
2 is

an algebraically double eigenvalue of A.
(b) B1 and B2 are both nonsingular.

Proof. Let (a) hold and let u∗, υ∗ be generators of the invariant two-dimensional sub-
space V associated with λ∗

1 , λ
∗
2 . Assume that u∗, υ∗ satisfy (7.4.18) and that B∗

1 is
singular. (If B∗

2 is singular the proof proceeds analogously.) Then there is a vector
w ∈ ℝn+2 \ {0} such that

B∗
1w = 0. (7.4.19)

Decomposing w into w = ((w∗)T , wn+1, wn+2)T with w∗ ∈ ℝn yields(A − λ∗
1 In)w∗ = wn+1u∗ + wn+2υ∗, (7.4.20)

w∗
n−1 = 0, (7.4.21)

w∗
n = 0. (7.4.22)

If w∗ = 0, then wn+1u∗ + wn+2υ∗ = 0. Since u∗, υ∗ are linearly independent we get
wn+1 = wn+2 = 0 contradicting w ̸= 0. Therefore, w∗ ̸= 0 with w∗

n−2 ̸= 0 w.l.o.g., whence
by (7.4.18), (7.4.21), (7.4.22)

det(w∗
n−2 u∗

n−2 υ∗
n−2

w∗
n−1 u∗

n−1 υ∗
n−1

w∗
n u∗

n υ∗
n

) = w∗
n−2(u∗

n−1υ
∗
n − u∗

nυ∗
n−1) ̸= 0.

Hence u∗, υ∗, w∗ are linearly independent.
If wn+1 = wn+2 = 0, then w∗ is an eigenvector associated with λ∗

1 . Hence the di-
mension dim V of the invariant subspace V exceeds two, contradicting (a). If wn+1 ̸=
0 or wn+2 ̸= 0, represent u∗, υ∗ as linear combinations of corresponding eigenvec-
tors / principal vectors x∗, y∗ contained in V . Then (7.4.20) implies(A − λ∗

1 In)w∗ = αx∗ + βy∗ with α2 + β2 ̸= 0. (7.4.23)
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If λ∗
1 ̸= λ∗

2 and α ⋅ β = 0, then w∗ is a principal vector associated with λ∗
1 or(A − λ∗

1 In)w∗ is a principal vector associatedwith λ∗
2 although λ

∗
1 , λ

∗
2 are simple eigen-

values. If λ∗
1 ̸= λ∗

2 and α ⋅ β ̸= 0, thenmultiply (7.4.23) by (A − λ∗
2 In) and commute both

matrix factors to see that (A − λ∗
2 In)w∗ is a principal vector associated with λ∗

1 . This
again contradicts the simplicity of λ∗

1 . If λ
∗
1 = λ∗

2 is a geometric double eigenvalue, then
w∗ is a corresponding principal vector of degree two. If λ∗

1 = λ∗
2 is a geometrically sim-

ple but algebraically double eigenvalue, then w∗ is a corresponding principal vector
of degree three. Hence in all cases we get dim V ≥ 3 contradicting (a). Therefore, B∗

1
cannot be singular, and (b) is valid.

In order to prove the converse, let (b) hold and assume (a) to be false. Since (7.4.1)
holds for U∗ , the subspace V̂ spanned by u∗, υ∗ is invariant with respect to A . Due
to this fact, u∗, υ∗ can be written as linear combinations of two eigenvectors x∗, y∗ of
A or of an eigenvector x∗ and a corresponding principal vector y∗ of degree 2. Since
we assumed (a) to be false we must have dim V ≥ 3, hence the Jordan normal form
of A shows that there is a left eigenvector w∗ of A associated with λ∗

1 or λ∗
2 which is

orthogonal to x∗ and y∗ . Therefore (w∗)Tu∗ = (w∗)Tυ∗ = 0, whence ((w∗)T , 0, 0)B∗
i =

0 for i = 1 or i = 2. This contradicts (b).

We notice that an analogous theorem also holds in the modified case dealing with ̂g
mentioned above. This can be seen as in the proof of Theorem 1.8.3. For this modifica-
tion, and with m̃21 = 0, B has the form

B = B̂ = ( B̂11 0−m̃12I B̂22
)

where B̂ii , i = 1, 2, is A − m̃ii In with the columns n − 1 and n being replaced by− ̃u,− ̃υ, respectively, and where I = In − e(n−1) (e(n−1))T − e(n) (e(n))T . Its inverse reads
B̂−1 = ( B̂−1

11 0
B̂−1
22m̃12IB̂−1

11 B̂−1
22
) .

Applying Theorem 7.4.2 with C having the block form

C = ( C1 0
C2m̃12IC1 C2

) (7.4.24)

yields expressions for ρ, σ, τ which are essentially identical with the corresponding
quantities in Alefeld, Spreuer [48], (2.11)–(2.13).

For numerical examples we refer to Alefeld, Spreuer [48], where among others the
following one, computed in PASCAL-XSC (cf. Klatte et al. [164]), was presented.
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Example 7.4.3. Consider the 7 × 7 matrix

A =(((((
(

−6 0 0 −1 −4 −4 0
0 4 1 0 0 0 2
0 1 4 0 0 0 0−1 0 0 −6 −4 −4 0−4 0 0 −4 −6 −1 0−4 0 0 −4 −1 −6 0
0 1 1 0 0 0 4

)))))
)

with the eigenvalues

λ1 = 6, λ2 = λ3 = 3, λ4 = 1, λ5 = λ6 = −5, λ7 = −15
and with the corresponding eigenvectors/principal vectors

x1 = 1
4

(((((
(

0
4
2
0
0
0
3

)))))
)

, x2 =(((((
(

0
1−1
0
0
0
0

)))))
)

, x3 =(((((
(

0
0−1
0
0
0
1

)))))
)

, x4 =(((((
(

1
0
0
1−1−1
0

)))))
)

,

x5 =(((((
(

1
0
0−1−1
1
0

)))))
)

, x6 =(((((
(

1
0
0−1
1−1
0

)))))
)

, x7 =(((((
(

1
0
0
1
1
1
0

)))))
)

.

Here x3 is a principal vector associated with λ2 = λ3 = 3 and x5, x6 are two linearly
independent eigenvectors belonging to λ5 = λ6 = −5. The approximations M̃, ̃u, ̃υ were
chosen to be

M̃ = (−4.99999999 0.00000001
0 −5.00000001) ,

̃u =(((((
(

0.99999999
0.00000001−0.00000001−1−0.99999999
0.99999999
0.00000001

)))))
)

≈ x5, ̃υ =(((((
(

1
0.00000001−0.00000001−0.99999999
0.99999999−0.99999999
0.00000001

)))))
)

≈ x6.
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The modified method with i1 = 4, i2 = 5 (instead of i1 = n − 1 = 6, i2 = n = 7) and
with C ≈ B−1 from (7.4.24) (adapted) yields(−5 0

0 −5) + ( [−1, 1] ⋅ 10−12 [−1, 0.3] ⋅ 10−19[−2.6, 2.6] ⋅ 10−20 [−1, 1] ⋅ 10−12) ,

x5 +(((((
(

[−0.1, 1] ⋅ 10−11[−1, 0.2] ⋅ 10−19[−0.2, 1] ⋅ 10−19

0
1.0 ⋅ 10−8[−1.0001 − 0.0099] ⋅ 10−8[−1, 0.2] ⋅ 10−19

)))))
)

, x6 +(((((
(

[−1.0001 − 0.9999] ⋅ 10−8[−2, 1.2] ⋅ 10−19[−0.3, 1] ⋅ 10−19−0.99999999
0.99999999[0.9999, 1.0001] ⋅ 10−8[−1, 0.3] ⋅ 10−19

)))))
)

as verified enclosures for

M = (−5 0
0 −5)

from (7.4.1) and for the generators u∗ = (1 − 0.5 ⋅ 10−8) x5 + 0.5 ⋅ 10−8 x6 and υ∗ =
0.999 999 99 ⋅ x6 , respectively, which are trivially linear combinations of x5, x6 and
satisfy u∗

i = ̃ui , υ∗
i = ̃υi , i ∈ {4, 5}.

7.5 The generalized eigenvalue problem

As is well known, the generalized eigenvalue problem

Ax = λBx, A, B ∈ ℝn×n , B nonsingular, (7.5.1)

can be reduced at once to the standard eigenvalue problem by multiplying (7.5.1) with
B−1 . In contrast to Sections 1.8 and 7.6 we do not assume here that A, B are symmetric
and that B is positive definite. In practice, because of rounding errors, B−1A normally
cannot be computed exactly, but it can be enclosed ‘solving’, e. g., the n linear systems

Bzj = A∗,j , j = 1, . . . , n, (A∗,j : j-th column of A)

by the verification methods mentioned in Chapter 5. The resulting inclusions [z]j of
zj then yield an enclosure for the columns of B−1A, and the eigenvalue/eigenvector
methods of Section 7.2 or 7.3 can be applied to the interval matrix ([z]1, . . . , [z]n).
There are also other possibilities to handle (7.5.1). The first one can be used for simple
eigenvalues λ = λ∗ of (7.5.1), i.e., for simple eigenvalues of

B−1A x = λx, (7.5.2)

although there is no need to require simplicity for λ∗ from the start. But it will turn
out as in Section 7.2 that some matrix that is involved is nonsingular if λ∗ is simple.
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The method proceeds analogously to that in Section 7.2 for the standard eigenvalue
problem. Start with

f(x, λ) = (Ax − λBx
xn − 1 ) ,

precondition with −C ∈ ℝ(n+1)×(n+1) , choose an approximation ( ̃x, ̃λ), ̃xn = 1, for an
eigenpair (x∗, λ∗) of (7.5.1) and expand

s(x, λ) = (∆x
∆λ
) − C f(x, λ) at ( ̃x ̃λ) .

Then the exact error (∆x∗

∆λ∗) = (x∗ − ̃x
λ∗ − ̃λ)

is a solution of the equation (∆x
∆λ
) = g(∆x, ∆λ),

where g is defined by

g(∆x, ∆λ) = −C f( ̃x, ̃λ) + {In+1 − C(A − ̃λB −B( ̃x + ∆x)(e(n))T 0
)}(∆x

∆λ
)= s(x, λ).

Checking the proofs for the lemmas and theorems in Section 7.2 shows that with
minor modifications the analogue of Theorem 7.2.7 holds with

B = (B
0
) ∈ ℝ(n+1)×n

ρ = C(A ̃x − ̃λB ̃x
0

)∞, σ = In+1 − C(A − ̃λB −B ̃x(e(n))T 0
)∞ ,

τ = ‖ |C| ⋅ |B| ‖∞, and[t]ijk = {{{ (|C| ⋅ |B|)ij ⋅ [−1, 1] if j ∈ {1, . . . , n} and if k = n + 1,
0 otherwise,

i = 1, . . . , n + 1.
The absolute values arise because of(−C(−B[∆x]

0
))

i
[∆λ] = ( n∑

s=1

n∑
j=1

cisbsj[∆x]j)[∆λ]
⊆ n∑

j=1

n∑
s=1

cisbsj[−1, 1][∆x]j[∆λ]
= n∑

j=1
( n∑
s=1
|cis| ⋅ |bsj|[−1, 1])[∆x]j[∆λ].
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In particular, the interval version of Theorem 7.1.1 has to be applied.
Notice that Theorem 1.8.3, which is needed for the proofs, still holds if its matrices

are adapted according to (7.5.1). The modification of g in Section 7.2 also holds; simply
replace B̂ in (7.2.25) by

B̂ = ((A − ̃λB)∗,1, . . . , (A − ̃λB)∗,n−1, −B ̃x) ∈ ℝn×n . (7.5.3)

We also remark that A and B can be replaced by interval matrices [A], [B].
Another procedure for (7.5.1) is presented in Section 7.6 provided that A and B are

symmetric and B is positive definite.

Example 7.5.1 (Alefeld [14], modified). Let

A =(10 2 3 1 1
2 12 1 2 1
3 1 11 1 −1
1 2 1 9 1
1 1 −1 1 15

) , B =(12 1 −1 2 1
1 14 1 −1 1−1 1 16 −1 1
2 −1 −1 12 −1
1 1 1 −1 11

)
be the matrices from Wilkinson, Reinsch [363], p. 312. To enclose the smallest eigen-
value λ∗ of the generalized eigenvalue problem Ax = λBx we chose

̃λ = 0.432787 and ̃x =(−0.852365
0.388181
1.0−0.693249
0.262649

) .

With the exception of ̃x3 these values coincide with the first six significant digits
of the vector υ in Table 3 of Wilkinson, Reinsch [363], p. 313, when being divided
by υ3 . Prescribing the third component of x∗ by x∗

3 = 1 instead of the n-th one,
one has to move the last column −B ̃x in (7.5.3) to the third one and to use −B( ̃x +(∆x1, ∆x2, 0, ∆x4, ∆x5)T) instead of −B( ̃x + ∆x) in the analogue of ̂g of (7.2.23). The
last factor there has to be replaced by (∆x1, ∆x2, ∆λ, ∆x4, ∆x5)T . The matrix Ĉ ≈ B̂−1

is computed in MATLAB via B̂ \eye(5). Then the modified method described above
delivers the verified enclosures

λ∗ ∈ [0.432787211016976 ] and x∗ ∈([−0.852364724653945 ][ 0.388180670492110 ][ 1.000 ][ −0.693248964367956 ][ 0.262649390965312 ]) .

Here we again used INTLAB and iterated as in Section 7.2. The analogous stopping
criterion was fulfilled for k = 4.

Another example and more details can be found in Alefeld [14].
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Exercises

Ex. 7.5.1. Show that the generalized eigenvalue problem 7.5.1 has exactly n eigenval-
ues if B is regular and if the eigenvalues are counted according to their algebraic
multiplicity.

Show that this is no longer true if B is singular.
Hint: Combine each of the followingmatrices A1, A2 with each of the two singular

matrices B1, B2 . Which cases do occur?

A1 = (1 2
0 3

) , A2 = (1 2
0 0

) ; B1 = (1 0
0 0

) , B2 = (0 1
0 0

) .

7.6 A method due to Behnke

In this section we construct enclosures [λ]i , i = r, . . . , s, for a cluster{ λr , λr+1, . . . , λs } (7.6.1)

of eigenvalues of the generalized eigenvalue problem

Ax = λBx, A, B ∈ ℝn×n symmetric, B positive definite, x ∈ ℝn \ {0}, (7.6.2)

where multiple eigenvalues are admitted.
Denote by λi , i = 1, . . . , n, the eigenvalues of (7.6.2) and assume

λ1 ≤ λ2 ≤ ⋅ ⋅ ⋅ ≤ λr−1 ≪ λr ≤ ⋅ ⋅ ⋅ ≤ λs ≪ λs+1 ≤ λn , (7.6.3)

i.e., the eigenvalues in (7.6.1) are well separated from the other ones. We are going to
present an algorithm due to Behnke [65, 66, 67], which is essentially based on Algo-
rithm 1.8.8 of Bunch, Kaufman, Parlett, on Theorem 1.8.21, and on Corollary 1.8.23.
The Algorithm 1.8.8 is modified in such a way that it can start with a regular interval
matrix [A] = [A]T – preferably of small width – and outputs an interval block diagonal
matrix [D], which for all point matrices A ∈ [A] contains a corresponding block diag-
onal matrix D similar to that in Theorem 1.8.9, which satisfies ind(D̃) = constant for
all D̃ ∈ [D]. The transition to interval matrices is necessary in order to take rounding
errors into account. With the notation as in Algorithm 1.8.8, in particular with

P̃[A]P̃T = ([E] [C]T[C] [B] ) , P̃ permutation matrix, [E] ∈ 𝕀ℝs×s ,

the Modified Algorithm of Bunch, Kaufman, Parlett, proceeds as follows, where the
meaning of r, s is different from that in (7.6.1).
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Algorithm 7.6.1. Choose α ∈ (0, 1) and let m = n;
if m = 1 then s = 1, P̃ = I , [e]11 = [a]11;
if m > 1

choose r ∈ {2, . . . ,m} such that |[a]r1| = max2≤i≤m|[a]i1|;
if |[a]11| ≥ α|[a]r1| (7.6.4)

then s = 1, P̃ = I , [e]11 = [a]11
else

choose p ∈ {1, . . . ,m} \ {r} such that |[a]pr| = max1≤i≤m, i ̸=r|[a]ir| ;
if |[a]11| ⋅ |[a]pr| ≥ α|[a]r1|2 (7.6.5)

then s = 1, P̃ = I , [e]11 = [a]11
else

if |[a]rr| ≥ α|[a]pr| (7.6.6)

then s = 1 and P̃ such that [e]11 = [a]rr
else

choose s = 2 and P̃ such that[E] = ([a]11 [a]r1[a]r1 [a]rr) ; (7.6.7)

(notice [a]r1 = [a]1r )
if(s = 1 and 0 ∈ [e]11) or (s = 2 and 0 ∈ [e]11[e]22 − [e]212 = [a]11[a]rr − [a]2r1) (7.6.8)

then stop with failure since [E] contains a singular symmetric element; if necessary
change α and restart the algorithm; otherwise choose [E] as diagonal block of [D] in
its rows n − m + i, i ∈ {1, s};
redefine m by m − s;
if m > 0 then repeat the steps for[B] = {{{ [B], if [C] = O[B] − [C][E−1

sym][C]T , if [C] ̸= O
, (7.6.9)

where

[E−1
sym] := {{{{{{{{{

1[e]11 , if s = 1,

1[a]11[a]rr − [a]21r ( [a]rr −[a]r1−[a]r1 [a]11 ) , if s = 2,
(7.6.10)

else terminate the algorithm.
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Algorithm 7.6.1 provides a decomposition PAPT = LDLT as in Theorem 1.8.9 for ev-
ery matrix A ∈ [A], but not always according to the strategy in the original Bunch–
Kaufman–Parlett algorithm 1.8.8. Thus the choice of r in Algorithm 7.6.1 cannot guar-
antee |ar1| = max2≤i≤n|ai1| for each matrix A ∈ [A]. This does not matter since we are
mainly interested in the number of positive and negative eigenvalues of A ∈ [A].

Let us comment on this algorithm. If it terminates regularly with some block diag-
onal interval matrix [D], then the failure of condition (7.6.8) implies that the elements
of a 1 × 1 diagonal block are nonzero anddonot change their sign, and the sameholds
for the determinants det Ẽ of the symmetric elements Ẽ of a 2 × 2 diagonal block [E].
In the latter case, and in the notation of the algorithm, we get

det Ẽ ≤ |[a]11| ⋅ |[a]rr| − |[a]r1|2 < 0 (7.6.11)

analogously to (1.8.17) if ̃e12 = ̃e21 satisfies | ̃e12| = |[a]r1|. Since det Ẽ depends contin-
uously on the entries of Ẽ and differs from zero at least for symmetricmatrices Ẽ ∈ [E],
the inequality (7.6.11) holds for arbitrary symmetric elements Ẽ of [E]. In particular,
the inverse Ẽ−1 exists for such elements and so does [E−1

sym] which encloses it.
Notice that by virtue of the square the failure of the second condition in (7.6.8)

does not imply regularity of [E] ∈ 𝕀ℝ2×2 as the example[E] = ( 1/4 [−1, 1][−1, 1] −1/4 )
shows.

Based on these remarks ind(D̃) is constant for all symmetric matrices D̃ ∈ [D],
where in themodified algorithm no eigenvalue zero occurs, and each 2 × 2 block con-
tributes one positive and one negative eigenvalue such that ind(D̃) = (n1, 0, n − n1)
can be easily computed from D or D . For simplicity we will say that in this case the
interval matrix [D] has n1 negative eigenvalues and n − n1 positive ones keeping in
mind that we only consider the symmetric matrices in [D].

For regular point matrices [A] ≡ A a failure due to (7.6.8) cannot occur in exact
arithmetic since then zero is an eigenvalue of [D] ≡ D contradicting ind(A) = ind(D).
Therefore, for regular interval matrices [A] of small width one can expect that (7.6.8)
is never fulfilled.

Now we want to outline the algorithm of Behnke for computing bounds of (7.6.1).
It starts with approximations of eigenpairs, computes from them rough bounds for
the cluster, associates with the problem a smaller generalized eigenvalue problem,
encloses the eigenvalues of the new problem by means of bisection and the Modified
Algorithm of Bunch, Kaufman, Parlett and derives bounds from them for the individ-
ual eigenvalues of the cluster. The details read as follows; they will be commented
afterwards.
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(1) Approximations of eigenpairs.
Compute approximate eigenpairs ( ̃xr−1, ̃λr−1), . . ., ( ̃xs+1, ̃λs+1) of the eigenvalue
problem (7.6.2) by your favorite software (for instance MATLAB) assuming (7.6.1)
and (7.6.3) for the eigenvalues and approximate B-orthonormality for the eigen-
vectors. W.l.o.g. assume ̃λr−1 + 0.01| ̃λr−1| < ̃λr if r > 1, (7.6.12)̃λs < ̃λs+1 − 0.01| ̃λs+1| if s < n, (7.6.13)

with obvious slight modifications here and in the sequel if ̃λr−1 = 0 or ̃λs+1 = 0.

(2) Rough lower bound α of the cluster.
If r = 1 then choose α = ̃λ1 − 0.005| ̃λ1|
else choose

α = ̃λr−1 + 0.005| ̃λr−1| (7.6.14)

(againwith an obviousmodification if ̃λr−1 = 0) and assume that α is not an eigen-
value of (7.6.2). Notice that (7.6.13) and (7.6.14) imply ̃λr−1 < α < ̃λr . But this does
not mean that λr−1 < α < λr is fulfilled automatically, since ̃λr−1, ̃λr in (7.6.13),
(7.6.14) are only approximations of eigenvalues. The same holds for α in the case
r = 1. Apply the Modified Algorithm 7.6.1 of Bunch, Kaufman, Parlett to thematrix[C] = A − αB usingmachine interval arithmetic. Checkwhether the resulting block
diagonal matrix [D] has r − 1 negative and n − (r − 1) positive eigenvalues; if not,
change α appropriately and redo the test, or stop with failure.
Sylvester’s law of inertia and Theorem 1.8.21 guarantee α < λ1 , respectively α ∈(λr−1, λr).

(3) Rough upper bound α of the cluster.
If s = n then choose α = ̃λn + 0.005| ̃λn|
else choose

α = ̃λs+1 − 0.005| ̃λs+1|
(again with an obvious modification if ̃λn = 0, respectively ̃λs+1 = 0) and assume
that α is not an eigenvalue of (7.6.2). Apply the Modified Algorithm 7.6.1 of Bunch,
Kaufman, Parlett to the matrix [C] = A − αB using machine interval arithmetic.
Check whether the resulting block diagonal matrix [D] has s negative and n − s
positive eigenvalues; if not, change α appropriately and redo the test, or stopwith
failure.
By the same reason as in step (2), we obtain λn < α, respectively α ∈ (λs , λs+1).

(4) Spectral shift and smaller eigenvalue problem.
Let k = s − r + 1 and choose j ∈ {r, r + 1, . . . , s}. Definêα = α − ̃λj , ̂α = α − ̃λj ,

u1 = ̃xr , . . . , uk = ̃xs , U = (u1, . . . , uk).
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Compute ̂α using upward rounding and ̂α using downward rounding.
Define [B] ≡ B and use machine interval arithmetic to compute[Â] = A − ̃λj[B].
For i = 1, . . . , k compute [y]i = [Â]ui , solve the interval linear system Bυi = [y]i
by your favorite interval method, for instance by means of the interval Gaussian
algorithm, and denote the solution by [υ]i .
Compute the k × k interval matrices[A]0 = ((ui)T[B]uj) = UT[B]U, [A]1 = ((ui)T[y]j) = UT[Â]U,[A]2 = (([υ]i)T[y]j) ∋ UT(ÂB−1Â)U, Â = ÂT ∈ [Â], (7.6.15)

and consider the smaller generalized interval eigenvalue problem[A]1x = τ[A]0x (7.6.16)

in the case r = 1 or s = n, and([A]2 − α[A]1)x = τ([A]1 − α[A]0)x (7.6.17)

in the case 1 < r ≤ s < n . Both include the corresponding point problems, i.e.,

UTÂUx = τUTBUx, Â = ÂT ∈ [Â], (7.6.18)

in the first case and{UT(ÂB−1Â − αÂ)U }x = τ{UT(Â − αB)U }x, Â = ÂT ∈ [Â], (7.6.19)

in the second one.

(5) Upper bounds for λi , i = r, . . . , s .
Case r = 1: Compute enclosures [τ]1, . . . [τ]k for the eigenvalues of all general-

ized eigenvalue problems contained in[A]1x = τ[A]0x. (7.6.20)

To this end choose a starting interval which encloses all eigenvalues of
(7.6.20). Bisect it repeatedly and apply the Modified Algorithm 7.6.1 of Bunch,
Kaufman, Parlett to [A]1 − τ[A]0 , where τ is the parameter to be replaced by
the bisection values.

Case r > 1: Choose α = ̂α in (7.6.17).
(a) Test whether each symmetric matrix in [C] = [A]1 − α[A]0 has only posi-

tive eigenvalues. To this end check, for instance, whether

cii > k∑
j=1
j≠i

|[c]ij| (7.6.21)

holds for i = 1, . . . , k, and use Gershgorin’s theorem. If this is not the case
then stop the algorithm with failure.
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(b) For each fixed index i ∈ {1, . . . , k}, compute a common enclosure [τ]i
for the eigenvalue τi of each generalized eigenvalue problem contained
in (7.6.17). Do this as in the case r = 1 via bisections and the Modified
Algorithm 7.6.1 of Bunch, Kaufman, Parlett, applied to ([A]2 − α[A]1) −
τ([A]1 − α[A]0), where τ is again the parameter which is replaced by the
bisection values.
Test whether ̂α < τ1; if not, stop with failure.

In both cases define λr = ̃λj + τ1 , . . ., λs = ̃λj + τk using upward rounding.
(6) Lower bounds for λi , i = r, . . . , s .

Let τ = −τ .
Case s = n: Compute enclosures [τ]1, . . . [τ]k for the eigenvalues of all general-

ized eigenvalue problems contained in−[A]1x = τ[A]0x
analogously to step (5) and let [τ]i = −[τ]k+1−i , i = 1, . . . , k .

Case s < n: Choose α = ̂α in (7.6.17).
(a) Test similarly as in step (5) whether each symmetric matrix in [C] =−([A]1 − α[A]0) has only positive eigenvalues. If this is not the case, then

stop the algorithm with failure.
(b) For each fixed index i ∈ {1, . . . , k} compute a common enclosure [τ]i for

the eigenvalue τ
i of each generalized eigenvalue problem contained in([A]2 − α[A]1)x = τ{−([A]1 − α[A]0)}x.

Do this via bisections and the Modified Algorithm 7.6.1 of Bunch, Kauf-
man, Parlett, applied to ([A]2 − α[A]1) + τ([A]1 − α[A]0), where τ is
again the parameter which is replaced by the bisection values. Let [τ]i =−[τ]k+1−i , i = 1, . . . , k, as in the case s = n .
Test whether τk < ̂α; if not, then stop with failure.

In both cases define λr = ̃λj + τ1 , . . ., λs = ̃λj + τk using downward rounding.
The intervals [λ]i , i = r, . . . , s, constructedwith the bounds in steps (5) and (6) enclose
the eigenvalues (7.6.1) of the cluster.

We will comment on the individual steps of the algorithm.

Steps (2), (3). Machine interval arithmetic is applied in order to guarantee α ∈(λr−1, λr) and α ∈ (λs , λs+1).
Step (4). Notice that ̂α is computed with upward rounding. It can also be computed
with machine interval arithmetic using the upper bound of the resulting interval. A
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similar remark holds for the computation of ̂α using downward rounding, and the
lower bound, respectively. Based on machine interval arithmetic the matrix [Â] will
normally not be a point matrix but only an enclosure of A − ̃λjB, and a similar remark
holds for [y]i and [υ]i .
Step (5). We first start with some general remarks. Since the eigenvector approx-
imations ̃xi are nearly B-orthonormal, the matrix A0 = UTBU is approximately
the k × k unit matrix Ik . Moreover, with (7.6.2) and with the diagonal matrix Dλ =
diag(λr , . . . , λs) ≈ ̃λj Ik we get

A1 = UT(A − ̃λjB)U ≈ UT(BUDλ − BU ̃λj)≈ Dλ − ̃λj Ik ,
A2 = UT(A − ̃λjB)B−1(A − ̃λjB)U≈ ((A − ̃λjB)U)TB−1BU(Dλ − ̃λj Ik)≈ (BU(Dλ − ̃λj Ik))TU(Dλ − ̃λj Ik) ≈ (Dλ − ̃λj Ik)2,
C = A1 − ̂αA0 ≈ Dλ − ̃λj Ik − (α − ̃λj)Ik = Dλ − αIk ≥ O.

Therefore, the corresponding interval matrices in step (5) are approximately of the
same type. In particular, they can be expected to be nearly diagonal and [C] to be
positive definite. This facilitates the application of Gershgorin’s theorem. In this con-
nection the right-hand side of the Gershgorin test (7.6.21) must be computed carefully
using for example the abs-function of INTLAB, summing up the intervals abs([c]ij)
and using the upper bound of this sum.

Case r = 1: We have to compute an initial enclosure [τ] for all eigenvalues τ of all
generalized eigenvalue problems (7.6.18) with Â = ÂT ∈ [Â]. To this end we transform
(7.6.18) equivalently into the standard eigenvalue problem(UTBU)−1(UTÂU)x = τx (7.6.22)

andnotice that τ is real according to Theorem 1.8.20.We solve the k interval linear sys-
tems [A]0z = ([A]1)∗,j , j = 1, . . . , k, for instance with the interval Gaussian algorithm,
and denote the corresponding solutions by [z]j . The matrix [H] = ([z]1, . . . , [z]k) ∈𝕀ℝk×k encloses the matrix in (7.6.22) for all Â ∈ [Â]. Hence[τ] = [−‖ |[H]| ‖, ‖ |[H]| ‖]
is an enclosure for τ in (7.6.18) and (7.6.22) for an arbitrary matrix norm ‖ ⋅ ‖ and any
Â = ÂT ∈ [Â].

Another enclosure is given by[τ] = [min
i
(hii − k∑

j=1
j≠i

|[h]ij|), max
i
(hii + k∑

j=1
j≠i

|[h]ij|)]
as Gershgorin’s theorem shows, applied to the matrix in (7.6.22).
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Now inflate the enclosure [τ] slightly to some interval [τ∗
0 , τ

∗
k ] which contains [τ]

in its interior so that τ∗
0 , τ

∗
k are certainly not eigenvalues of (7.6.18). Put [τ∗

0 , τ
∗
k ] on a

list L and start the bisection process.
Assume that at some stage of the bisection process the list L contains at most k

intervals [τ∗
ij , τ

∗
ij+1 ], 0 ≤ ij < ij+1 ≤ k, with the following three properties which are

certainly satisfied for the initial interval [τ∗
0 , τ

∗
k ].

(1) The bounds τ∗
ij , τ

∗
ij+1 are not eigenvalues of (7.6.18).

(2) The interval [τ∗
0 , τ

∗
ij ] contains exactly ij eigenvalues of (7.6.18).

(3) The interval [τ∗
0 , τ

∗
ij+1 ] contains exactly ij+1 eigenvalues of (7.6.18).

Then in [τ∗
ij , τ

∗
ij+1 ] there are exactly ij+1 − ij eigenvalues of (7.6.18).

The bisection process proceeds as follows:
Fetch some interval [τ∗

ij , τ
∗
ij+1 ] from the list L and compute the midpoint τ∗ =(τ∗

ij + τ∗
ij+1 )/2. Apply the Modified Algorithm 7.6.1 of Bunch, Kaufman, Parlett to [A]1 −

τ∗[A]0 and assume that it terminates regularly. Then zero is not an eigenvalue of
UTÂU − τ∗UTBU for Â = ÂT ∈ [Â]. Let n∗ be the number of negative eigenvalues.
By virtue of Theorem 1.8.21, the interval [τ∗

0 , τ∗] contains exactly n∗ eigenvalues of
(7.6.18).

If n∗ = ij , then the interval [τ∗
ij , τ

∗] does not contain an eigenvalue of (7.6.18) and
can be deleted. In this case redefine τ∗

ij = τ∗ and put [τ∗
ij , τ

∗
ij+1 ] back into the list.

Similarly, if n∗ = ij+1 , redefine τ∗
ij+1 = τ∗ and put [τ∗

ij , τ
∗
ij+1 ] back into the list.

If ij < n∗ < ij+1 , the list contained less than k intervals before the present bisection
took place. Define τ∗

n∗ = τ∗ and put the two intervals [τ∗
ij , τ

∗
n∗ ], [τ∗

n∗ , τ
∗
ij+1 ] back into

the list.
In each of the three cases the new interval bound τ∗ is not an eigenvalue of

(7.6.18), and all three properties are fulfilled for each interval which is put into the list.
Run cyclically through the list in order to bisect all intervals before bisecting some

interval again. Stop the bisection process if the length of the intervals are sufficiently
small. If ij+1 = ij + 1, then the interval [τ∗

ij , τ
∗
ij+1 ] contains exactly one eigenvalue

which, in addition, is simple. Notice that multiple and nearly multiple eigenvalues
induce ij+1 > ij + 1.

Having finally enclosed the eigenvalues τi by intervals [τ]i , i = 1, . . . , k, Corol-
lary 1.8.24 guarantees λi − ̃λj ≤ τi , hence λi ≤ ̃λj + τi , for the eigenvalues λi of the
original eigenvalue problem (7.6.2).

Notice that the case r = 1 can also alternatively be treated like the succeeding case
r > 1.

Case r > 1: First we remark that the test in (a) ensures the applicability of Theo-
rem 1.8.21 to the interval eigenvalue problem (7.6.17), necessary for the bisection pro-
cess in part (b). In fact, by virtue of the positive eigenvalues it guarantees that each
symmetric matrix out of [A]1 − ̂α[A]0 is positive definite.

Since we need an initial enclosure of all eigenvalues of (7.6.19), we choose [τ] =[ ̂α, ̂α] as a trial and check similarly as above by means of the Modified Algorithm 7.6.1
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of Bunch, Kaufman, Parlett whether the the symmetric matrices in ([A]2 − ̂α[A]1) −̂α([A]1 − ̂α[A]0) have only positive eigenvalues and those in ([A]2 − ̂α[A]1) − ̂α([A]1 −̂α[A]0) have only negative ones. Then Theorem 1.8.21 guarantees that all eigenvalues
τ of (7.6.19) are greater than ̂α and less than ̂α . Success for the first check is expected
since

UT(ÂB−1Â − αÂ)U − αUT(Â − αB)U = UT(Â − αB)B−1(Â − αB)U
is a symmetric positive definite matrix if Â = ÂT , if U has full rank, and if α is not an
eigenvalue of Â − αB . The second check could succeed based on the following heuris-
tics. Corollary 1.8.23 (b) with α = ̂α, q = k, i = k guarantees that ( ̂α, τk] contains at
least k eigenvalues of Âx = τBx . Therefore, λr−1+i − ̃λj ≤ τk , i = 1, . . . , k, must hold.
In particular, i = k implies λs − ̃λj ≤ τk . Since λs − ̃λj < ̂α also holds the trial τ = ̂α
seems to be appropriate. If the check fails, increase τ or stop.

For an initial enclosure [τ] one can, of course, also proceed as in the case r = 1
with [H] being modified correspondingly.

The bisection process is realized as in the case r = 1. Corollary 1.8.23 implieŝα < λr−1+i − ̃λj ≤ τi . (7.6.23)

In practice we computed ̂α using upward rounding so that, for instance, ̂α < λr − ̃λj
cannot be guaranteed inmachine arithmetic. If this inequality does not hold, then the
index r − 1 + i must be increased in (7.6.23), but by virtue of the increasing order of the
eigenvalues λi the original right inequality in (7.6.23) still remains true. In addition,

α < λr−1+i ≤ τi + ̃λj , i = 1, . . . , k,

is guaranteed becausewe used upward roundingwhen computing τi + ̃λj . This round-
ing can be realized in practice as in step (4) using interval arithmetic.

The test ̂α < τ1 should work if λr−1 and λr are well separated. It is necessary if one
uses an initial enclosure [τ] ̸= [ ̂α, ̂α].
Step (6). The remarks for step (5) are similarly valid for step (6).
Case s = n: The algorithm for the case r = 1 in step (5) can be applied to the interval

eigenvalue problem −[A]1x = τ[A]0x with τ = −τ, hence τi = −τ
k+1−i and [τ]i =−[τ]k+1−i . At the end, Corollary 1.8.24 guarantees that there are at least k + 1 − i

eigenvalues −(λℓ − ̃λj) < τ
k+1−i = −τi or, equivalently, λℓ − ̃λj > τi . Therefore, ̃λj + τi

is a lower bound for the eigenvalues λn = λs , λn−1 = λs−1, . . . , λn+1−(k+1−i) = λs−k+i =
λr−1+i , in particular, for λr−1+i .
The case s = n can alternatively be treated in the same way as the case s < n .

Case s < n: In order to apply Theorem 1.8.21 and Corollary 1.8.23 we must rewrite
(7.6.17) as ([A]2 − α[A]1)x = (−τ){−([A]1 − α[A]0)}x. (7.6.24)

By conclusions similar to those in step (5)we get C = −(A1 − ̂αA0) ≈ −(Dλ − ̂αI) ≥ O,
i.e. C can be expected to be symmetric and positive definite. The latter is guaran-
teed for each matrix C ∈ −([A]1 − ̂α[A]0) by the test in (a) and led us to (7.6.24).
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With τ = −τ we can apply the algorithm for r > 1 to (7.6.24), where now − ̂α plays
the same role as ̂α previously. This implies [τ]i = −[τ]k+1−i as in the case s = n .

We comment on the algorithm for the particular case of a simple eigenvalue λr = λs . To
this end, let ̃x be anapproximation of an eigenvector xr associatedwith the eigenvalue
λr of Ax = λBx . Assume that ̃x is normalized by ̃xT ̃x = 1. Let ̃λr be an approximation of
λr and compute thematrices in (7.6.18), (7.6.19)with U ≡ ̃x ∈ℝn . Then [A]0, [A]1, [A]2 ∈𝕀ℝ1×1 , hence x in (7.6.18), (7.6.19) is in ℝ1 \ {0} and can be deleted by division. Thus

τ ∈ [A]1[A]0 = [τ] in the case r = s = 1 or r = s = n, (7.6.25)

and
τ ∈ [A]2 − α[A]1[A]1 − α[A]0 = [τ] in the case 1 < r = s < n, (7.6.26)

which are initial enclosures of the eigenvalue τ in (7.6.18), and (7.6.19), respectively,
as required above. After a slight inflation of [τ] to [τ∗

0 , τ
∗
1] the bisection process in

step (5) of the algorithm is very much simplified: if in the case r = s = 1 the interval[A]1 − τ∗[A]0 contains zero, the algorithm must stop with lack of decision. If it lies
left of zero, then redefine τ∗

1 = τ∗ otherwise τ∗
0 = τ∗ , and put the smaller new interval[τ∗

0 , τ
∗
1] back into the list. Proceed analogously with ([A]2 − ̂α[A]1) − τ∗([A]1 − ̂α[A]0)

in the case 1 < r < n . The bisection process in Step 6 is done analogously.

We illustrate Behnke’s algorithm by his example in Behnke [67]; cf. also Gregory,
Karney [122].

Example 7.6.2. Define the 18 × 18 matrices A, B by

aij = {{{{{{{{{
0 if (i + j) ≡ 0 mod 19,

1 if (i + j) ̸≡ 0 mod 19 and (i + j) ≡ k2 mod 19 for a k ∈ ℕ,−1 otherwise,
and

bij = {{{{{{{{{
1 if i = j,

10−6 if |i − j| = 3,

0 otherwise.

The matrix A has only the entries −1, 0, 1. The value 1 occurs for

i + j ∈ {4, 5, 6, 7, 9, 11, 16, 17, 20, 23, 24, 25, 26, 28, 30, 35, 36}; (7.6.27)

see Exercise 7.6.1. It can be shown that A has the eightfold eigenvalues ±√19 and
the simple eigenvalues ±1. The matrix B is an approximation of the identity matrix.
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Therefore, it is not surprising that the eigenvalue problem Ax = λBx has two clusters
of eigenvalues:

λ1 ≤ ⋅ ⋅ ⋅ ≤ λ8 ≪ λ9 ≪ λ10 ≪ λ11 ≤ ⋅ ⋅ ⋅ ≤ λ18.

We programmed in INTLAB using MATLAB’s function eig in order to get approxi-
mations of eigenpairs of (7.6.2). We computed the cluster indices r, s according to
(7.6.12), (7.6.13), i.e., we started the cluster with r if (7.6.12) was fulfilled, decided that̃λi , i = r + 1, r + 2, . . . belonged to this cluster as long as ̃λi−1 + 0.01 | ̃λi−1| ≥ ̃λi held
and stopped the cluster with i = s if (7.6.13) was fulfilled for the first time. We used a
mask vector m of length n in order to characterize the cluster points by m(r + j) = j + 1,
j = 0, . . . , s − r and ‘isolated’ approximations ̃λi bym(i) = 0.We followed the algorithm
through the steps (2)–(4) using the interval Gaussian algorithm for the enclosures [υ]i .
For the initial enclosure [τ] of the steps (5) and (6), we used Gershgorin intervals in
the cases r = 1 and s = n, and [τ] = [ ̂α, ̂α] otherwise. After 28 cycles of bisections
we stopped the algorithm since for further cycles the stopping criterion (7.6.8) held
partially. The diameter of the enclosures of the eigenvalues were then about 10−6 ,
the enclosures [λ]i themselves were pairwise disjoint so that we could improve τ by
(7.6.25) and (7.6.26) with a shift of mid([λ]i) for [A]1, [A]2 , with the eigenvector ap-
proximations from step (1) of the algorithm, and with α, α, ̂α, ̂α as in the steps (2)–(4)
there. The result is listed below. In view of MATLAB’s machine precision it is quite
satisfactory.

λ1, −λ18 ∈ [ −4.358906293914313 ]
λ2, −λ17 ∈ [ −4.358904905898568 ]
λ3, −λ16 ∈ [ −4.358903409616456 ]
λ4, −λ15 ∈ [ −4.358900453991225 ]
λ5, −λ14 ∈ [ −4.358898673162813 ]
λ6, −λ13 ∈ [ −4.358895813100524 ]
λ7, −λ12 ∈ [ −4.3588937095630910 ]
λ8, −λ11 ∈ [ −4.358891195065102 ]
λ9, −λ10 ∈ [ −0.999999333334145 ].

Exercises

Ex. 7.6.1. Let p > 2 be a prime number. Show that the squares of the numbers
0, 1, . . . , (p − 1)/2 form – modulo p – already all squares k2 mod p, k ∈ ℕ.
Use this result in order to prove (7.6.27).
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7.7 Verification of singular values

In this section we want to verify singular values σi of a rectangular matrix A ∈ ℝm×n

and the corresponding left and right singular vectors ui , υi which are columns of the
orthogonal matrices U ∈ ℝn×n , V ∈ ℝm×m of the singular value decomposition

A = VΣUT (7.7.1)

as described in Theorem 1.7.10. Since (7.7.1) yields

Aui = σiυi

ATυi = σiui
} i = 1, . . . , min{m, n} (7.7.2)

the vectors ui , υi are eigenvectors of the symmetric matrices ATA ∈ ℝn×n and AAT ∈ℝm×m , respectively, associated with the eigenvalues σ2i as was already mentioned in
Section 1.7. In this respect one could use the methods in the Sections 7.2 and 7.3 to
enclose ui , υi and σ2i . Another way consists of considering the function

f : ℝn+m+1 → ℝn+m+1

defined by

f(u, υ, σ) = ( Au − συ
ATυ − σu
uTu − 1 ) (7.7.3)

whose zeros (u∗, υ∗, σ∗), σ∗ ̸= 0, contain a pair of singular vectors u∗, υ∗ associated
with the singular value σ∗ . The singular vectors are normalized according to(u∗)Tu∗ = 1, (υ∗)Tυ∗ = 1 (7.7.4)

which follows from the definition of f and from

Au∗ = σ∗υ∗, ATυ∗ = σ∗u∗,

whence (υ∗)Tυ∗ = (υ∗)T 1
σ∗

Au∗ = 1
σ∗
(ATυ∗)Tu∗ = (u∗)Tu∗ = 1.

For σ∗ = 0 the zeros (u∗, υ∗, σ∗) of f do not necessarily fulfill (υ∗)Tυ∗ = 1, since
obviously f(u∗, 0, 0) = 0 for each right singular vector u∗ of A which is associated
with σ∗ = 0 and normalized by (u∗)Tu∗ = 1. In order to force υ∗ to be normalized by
(7.7.4) even in this case, one can start with the function

f(u, υ, σ, σ) = ( Au − συ
ATυ − σu
uTu − 1
υTυ − 1 ) (7.7.5)
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repeating the steps to follow. The zeros of (7.7.5) trivially fulfill (7.7.4), and they also
satisfy σ = σ . This latter equality can be seen from (7.7.4) and from

Au = συ ⇒ υTAu = συTυ = σ,

ATυ = σu ⇒ uTATυ = σuTu = σ.

Refer to Alefeld [11] for details.
Introducing approximations ̃u, ̃υ, σ̃ and the differences

∆u = u − ̃u, ∆υ = υ − ̃υ, ∆σ = σ − σ̃
yields the fixed point problem

(∆u
∆υ
∆σ
) = g(∆u, ∆υ, ∆σ) = −Cf( ̃u, ̃υ, σ̃) + (I − CB)(∆u

∆υ
∆σ
)+ ̃T(∆u

∆υ
∆σ
) (7.7.6)

with the (m + n + 1) × (n + m + 1) matrices

B = ( A −σ̃Im − ̃υ−σ̃In AT − ̃u
2 ̃uT 0 0

) , ̃T = C( 0 0 ∆υ
0 0 ∆u−(∆u)T 0 0

) . (7.7.7)

This follows analogously to Section 7.2 by preconditioning f with−C ∈ ℝ(m+n+1)×(m+n+1),

adding ((∆u)T , (∆υ)T , ∆σ)T on both sides of the equation 0 = −Cf(u, υ, σ), and evalu-
ating the right-hand side at the approximation ( ̃uT , ̃υT σ̃)T . The series terminates after
the third summand of the expansion, hence g is a quadratic function as defined in
(7.1.1) with r = −Cf( ̃u, ̃υ, σ̃), S = I − CB, and with T = (tijk) given by

tijk = {{{{{{{{{{{{{
ci,m+j if j ∈ {1, . . . , n} and k = n + m + 1,
ci,j−n if j ∈ {n + 1, . . . , n + m} and k = n + m + 1,−ci,m+n+1 if j = k ∈ {1, . . . , n},
0 otherwise,

i = 1, . . . , n + m + 1. Therefore, Theorem 7.1.1 yields a method and at the same time a
criterion for verifying solutions (u∗, υ∗, σ∗) of the singular value problem.We replace
there the notation σ by σ̂ in order to distinguish it from a singular value. Then with

ρ = ‖Cf( ̃u, ̃υ, σ̃)‖∞, σ̂ = ‖I − CB‖∞, and τ = ‖ |C| ⋅ (1, . . . , 1, n)T ‖∞
we get at once the following result.

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



7.7 Verification of singular values | 395

Theorem 7.7.1. With the notation above let

σ̂ < 1, ∆ = (1 − σ̂)2 − 4ρτ ≥ 0,

β− = (1 − σ̂ − √∆)/(2τ),
β+ = (1 − σ̂ + √∆)/(2τ). (7.7.8)

(a) If β ∈ [β−, β+], then g has at least one fixed point

(∆u∗

∆υ∗

∆σ∗

) ∈ ℝn+m+1 in ([∆u]0[∆υ]0[∆σ]0) = [−β, β]e ∈ 𝕀ℝn+m+1.

If, in addition, σ∗ = σ̃ + ∆σ∗ ̸= 0, then u∗ = ̃u + ∆u∗ ∈ ℝn , υ∗ = ̃υ + ∆υ∗ ∈ ℝm , σ∗ ∈ ℝ
form a triple of a right singular vector, a left singular vector, and a corresponding
singular value such that the normalizations (7.7.4) are satisfied. The iteration

([∆u]k+1[∆υ]k+1[∆σ]k+1) = g ([∆u]k , [∆υ]k , [∆σ]k) , k = 0, 1, . . . , (7.7.9)

converges to some interval vector([∆u]∗[∆υ]∗[∆σ]∗) with

(∆u∗

∆υ∗

∆σ∗

) ∈ ([∆u]∗[∆υ]∗[∆σ]∗) ⊆ ([∆u]k[∆υ]k[∆σ]k) ⊆ ([∆u]k−1[∆υ]k−1[∆σ]k−1) ⊆ ⋅ ⋅ ⋅ ⊆ ([∆u]0[∆υ]0[∆σ]0) , k ∈ ℕ.

(7.7.10)
(b) If β ∈ [β−, (β− + β+)/2), then g has a unique fixed point

(∆u∗

∆υ∗

∆λ∗

) in ([∆u]0[∆υ]0[∆σ]0) = [−β, β]e ∈ 𝕀ℝn+m+1,

and (7.7.10) holds with ([∆u]∗[∆υ]∗[∆σ]∗) = (∆u∗

∆υ∗

∆σ∗

) ,

i.e., the iteration (7.7.9) converges to

(∆u∗

∆υ∗

∆σ∗

) .
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As in Section 7.2, one normally chooses C ≈ B−1 so that σ̂ ≈ 0. If the approximations̃u, ̃υ, σ̃ are sufficiently close to a solution u∗, υ∗, σ∗ ̸= 0, the weighted residual r will
be small, hence the assumptions (7.7.8) of Theorem 7.7.1 will be fulfilled. Notice that
σ ̸= 0 certainly holds if 0 ∉ σ̃ + [∆σ]0 and that a similar theorem holds if g is based on
(7.7.5).

As we are going to see by the subsequent Theorem 7.7.2 and by continuity argu-
ments, the inverse B−1 certainly exists if the approximations ̃u, ̃υ of the singular
values u∗, υ∗ are not too bad and if the corresponding singular value σ∗ is simple,
i.e., if it is a simple eigenvalue of thematrix ATA . We already noticed that the columns
ui , i = 1, . . . , min{m, n}, of the matrix U from (7.7.1) fulfill

ATA ui = (σ∗
i )2 ui , (7.7.11)

with σ∗
i being the i-th singular value. Therefore, because U is nonsingular, a singular

value σ∗ ̸= 0 is simple if and only if it occurs only once in the matrix Σ whence, by
virtue of

AATυi = (σ∗
i )2υi , υi : i-th column of V,

a simple nonzero singular value is also a simple nonzero eigenvalue of AAT and vice
versa.

We are now ready to prove the following theorem on the simplicity of singular
values.

Theorem 7.7.2. Let σ∗ ̸= 0 be a singular value of A ∈ ℝm×n . Then σ∗ is simple if and
only if the matrix

B∗ = ( A −σ∗Im −υ∗−σ∗In AT −u∗

2(u∗)T 0 0
) ∈ ℝ(m+n+1)×(n+m+1)

is nonsingular with u∗, υ∗ denoting a right and a left singular vector of A, respectively,
associated with σ∗ ̸= 0.

Proof. The idea of the proof is already contained in the proof of Theorem 1.8.3. Let
σ∗ ̸= 0 be simple and assume B∗ to be singular. Then there is a vector

z = (z1

z2

z
) with z1 ∈ ℝn , z2 ∈ ℝm and z ∈ ℝ

such that z ̸= 0 and B∗z = 0. Hence

Az1 − σ∗z2 = zυ∗, (7.7.12)

ATz2 − σ∗z1 = zu∗, (7.7.13)(u∗)Tz1 = 0. (7.7.14)

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



7.7 Verification of singular values | 397

If z = 0, then
ATAz1 = σ∗ATz2 = (σ∗)2z1

whence, by the simplicity of σ∗ , we have z1 = αu∗ . Therefore, (7.7.14) implies z1 = 0,
and (7.7.12) together with σ∗ ̸= 0 yields z2 = 0, contradicting z ̸= 0.

If z ̸= 0, then we get from (7.7.12), (7.7.13)

ATAz1 − (σ∗)2z1 − zσ∗u∗ = zATυ∗ = zσ∗u∗

hence (ATA − (σ∗)2In)z1 = 2zσ∗u∗.

Multiplying this equation with ATA − (σ∗)2In and taking into account (7.7.11) shows
that z1 is a principal vector of degree two for the symmetric matrix ATA which is im-
possible since ATA is diagonalizable. Therefore, B∗ is nonsingular.

Assume now, conversely, that B∗ is nonsingular and σ∗ ̸= 0 is a multiple singular
value. According to the discussion preceding Theorem 7.7.2, σ∗ occurs multiply in Σ,
whence there is a second pair ̂u ∈ ℝn , ̂υ ∈ ℝm of singular vectors, associated with σ∗ .
With (7.7.2) and by the orthonormality of U, V this yields the contradiction(( ̂υ∗)T , ( ̂u∗)T , 0)B∗= (( ̂υ∗)TA − σ∗( ̂u∗)T , ( ̂u∗)TAT − σ∗( ̂υ∗)T , −( ̂u∗)Tu∗ − ( ̂υ∗)Tυ∗) = 0.

We finally remark that A can again be replaced by interval matrices [A] ∈ 𝕀ℝm×n and
that the complex case (cf. Chapter 9) can be handled analogously.

The subsequent example which we borrowed from Alefeld [11] illustrates the effi-
ciency of the method described in Theorem 7.7.1.

Example 7.7.3. We want to enclose the largest singular value σ1 of the 5 × 3 matrix

A =(1 6 11
2 7 12
3 8 13
4 9 14
5 10 15

)
with the approximations σ̃1 = 0.351272233 ⋅ 102,

̃u = (0.201664911
0.516830501
0.831996092

) , ̃υ =(0.354557057
0.398696370
0.442835683
0.486974996
0.531114309

) .
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With C = B−1 (cf. the paragraphs following the proof of Theorem 7.2.1 for a discussion
of this choice) and a computation in INTLAB similar to Section 7.2 we got

σ1 ∈ [35.1272233335747066 ],
u∗ ∈ ([0.2016649111927069 ][0.516830501392310 ][0.831996091591921 ]) , and υ∗ ∈([0.354557057037698 ][0.398696369998843 ][0.442835682959998 ][0.486974995921143 ][0.531114308882298 ]) .

The stopping criterion (5.5.27) according to Remark 5.5.2 was fulfilled for k = 4.

7.8 An inverse eigenvalue problem

The inverse eigenvalue problem which we want to consider in this section consists in
finding n real numbers c∗i , i = 1, . . . , n, such that the matrix

A(c) = A0 + n∑
i=1

ciAi , c = (ci) ∈ ℝn , (7.8.1)

has prescribed eigenvalues
λ∗
1 < λ∗

2 < ⋅ ⋅ ⋅ < λ∗
n (7.8.2)

for c = c∗ = (c∗i ). Here, Ai , i = 0, . . . , n, are given symmetric n × n matrices such that
A(c) = (A(c))T holds. The problem arises – among others – if one wants to find the
spring constants ci in a spring-mass-wall device sketched in Figure 7.8.1, where the
eigenfrequencies of the system and one single spring constant, for instance c0 , are
given.

...

c0

m1

c2 cn−1c1

m2 mn

cn

Fig. 7.8.1: A spring-mass-wall device.

The situation is made clearer in the following example.

Example 7.8.1. Let n masses mi be coupled by springs on a straight line and by two
rigid walls standing in parallel as is indicated in Figure 7.8.1.

By Hooke’s law and by Newton’s second law, the system is described by

B ̈x(t) = −Ax(t), x(t) = (xi(t)) ∈ ℝn

x(t0) = x0̇x(t0) = ̇x0
}}}}}}} (7.8.3)
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with xi(t) denoting the distance of the i-th mass from its equilibrium position at the
time t, with the mass matrix

B = diag(m1, . . . ,mn) ∈ ℝn×n

and with the symmetric n × n matrix

A =(((((((((
(

c0 + c1 −c1−c1 c1 + c2 −c2 O−c2 c2 + c3 −c3
. . . . . . . . .

O −cn−2 cn−2 + cn−1 −cn−1−cn−1 cn−1 + cn
)))))))))
)

in which ci are the above-mentioned spring constants. The vectors x0 and ̇x0 are the
initial values for the displacement x and for the velocity ̇x . A fundamental system of
(7.8.3) is given by{ x(t) | x(t) = υi cos(√λi t) or x(t) = υi sin(√λi t), i = 1, . . . , n }.
It satisfies

λiBυi = Aυi . (7.8.4)

As is well known,√λi are the eigenfrequencies of the oscillating system.Wewill intro-
duce amatrix of the form (7.8.1) into (7.8.4). To this end let B 1

2 = diag(√m1, . . . ,√mn),
wi = B 1

2 υi , and define the symmetric n × n matrices H(l) , l = 1, . . . , n, by

h(0)
ij = {{{ c0 if i = j = 1

0 otherwise
,

h(l)
ij = {{{{{{{{{

1 if i = j ∈ {l, l + 1}−1 if (i, j) ∈ {(l, l + 1), (l + 1, l)}
0 otherwise

}}}}}}}}} , l = 1, . . . , n − 1,
h(n)
ij = {{{ 1 if i = j = n

0 otherwise
.

With B− 1
2 = (B 1

2 )−1 , equation (7.8.4) can be written equivalently as
λiwi = B− 1

2 AB− 1
2wi = (B− 1

2H(0)B− 1
2 + n∑

l=1
clB− 1

2H(l)B− 1
2)wi

which is (7.8.1) with the symmetric matrices Ai = B− 1
2H(i)B− 1

2 .
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In order to find a verified solution c∗ ∈ ℝn of the inverse eigenvalue problem we start
with the function

f : {U∗ → ℝn

c → λ(c) − λ∗
(7.8.5)

where λ(c) = (λi(c)) is the vector whose the components are the eigenvalues of A(c),
ordered increasingly like the components of λ∗ = (λ∗

i ) = λ(c∗); cf. (7.8.2). If we assume
for the moment that c∗ exists, then, by Theorem 1.8.2 (b), there is certainly a neigh-
borhood U∗ of c∗ such that for c ∈ U∗ the eigenvalues of A(c) are simple and can
therefore be thought to be ordered as required. This neighborhood has been chosen in
(7.8.5) to define f . Trivially, the zeros of f are just the solutions of the inverse eigenvalue
problem.

We want to apply Newton’s method to obtain an approximation of c∗ . To this end
we express the Jacobian f  of f by means of the given matrices Ai and by the eigen-
vectors xi(c) of A(c), associated with λi(c) and normalized by(xi(c))Txi(c) = 1. (7.8.6)

In order to avoid ambiguity, we think of sign(xii0 (c)) being fixed for some component
xii0 (c) of xi(c), for instance, i0 = n . Although Theorem 7.2.1 (b) was proved assuming
the normalization xn = 1, it is easy to see that its assertion also holds in the present
situation. By virtue of the simplicity of λi(c) one only has to consider

x∗√(x∗)Tx∗
with x∗

n = 1,

where x∗ is the eigenvector from Theorem 7.2.1 (b); cf. also Exercise 1.8.12 and Exer-
cise 7.2.3. Multiplying

A(c)xi(c) = λi(c)xi(c)
by (xi(c))T from the left and taking into account (7.8.6) yields(xi(c))TA(c)xi(c) = λi(c).
Differentiating both sides with respect to cj results in

∂λi(c)
∂cj

= ∂(xi(c))T
∂cj

A(c)xi(c) + (xi(c))TAj xi(c)+ (xi(c))TA(c)∂xi(c)
∂cj= (xi(c))TAj xi(c) + 2λi(c)(xi(c))T ∂xi(c)∂cj

.

Differentiating (7.8.6) with respect to cj yields

2(xi(c))T ∂xi(c)
∂cj

= 0,
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thus
λi(c)
∂cj

= (xi(c))T ⋅ Aj ⋅ xi(c). (7.8.7)

Given c, the vectors λ(c) and xi(c), i = 1, . . . , n, canbe computed approximately using
for instance MATLAB. Therefore, the matrix and the right-hand side of the Newton
equation ((xi(ck))T ⋅ Aj ⋅ xi(ck)) (ck+1 − ck) = −(λ(ck) − λ∗) (7.8.8)

are known at least approximately; hence the Newton iterate ck+1 can be computed
from (7.8.8). Stopping the iteration and verifying c∗ can now be done following the
lines of Alefeld [18] or the final part of Section 6.3. In the verification step, f( ̃c) has to
be enclosed by a tight interval vector, i.e., the eigenvalues of A( ̃c) have to be enclosed
by one of themethods described in Sections 7.2, 7.3, or 7.6. In addition, an enclosure of
f (c) is neededwith c varying in an interval vector [c]. Thismeans that the normalized
eigenvectors xi(c), c ∈ [c] have to be enclosed. Again, the methods in the Sections 7.2,
7.3, or 7.6 can be applied, this time on the interval matrix A([c]) = A0 + ∑n

i=1[c]iAi
showing that enclosure methods are also needed for a whole set of point problems
and not only for a single one.

The following numerical examples are taken from Alefeld, Gienger, Mayer [22].
There it is proved that the inverse eigenvalue problem can have several solutions, a
phenomenon which has already been remarked on in Friedland [101].

We reprogrammed both examples in INTLAB. To this end we store the matrices
Ai , i = 1, . . . , n, in a cell array and proceed similarly as in Example 6.3.9 using the
Newton method (7.8.8) and its stopping criterion (6.3.47). The eigenpairs in (7.8.8) are
computed approximately using MATLAB’s function eig(.). At the end we get an ini-
tial enclosure [x] = [c] for c∗ via (6.3.40) which we verify by means of (6.3.42). For
the computation of the Krawczyk interval vector [x]K = [c]K we make the following
remarks:

We use ̃x = ̌c and the approximate inverse C = CK of f ( ̌c) instead of f (cold),
where cold denotes the next to last iterate of the Newton method. We compute CK in
MATLAB via (7.8.7) as CK = ((xi( ̌c))T Aj xi( ̌c)) \ eye(n). Since c∗ is unknown, we have
to replace A(c) in (7.8.1) by the interval matrix [A]c = A([c]) and, correspondingly, we
need enclosures (xi([c]), λi([c])), i = 1, . . . , n, for the i-th eigenpair of all matrices
A ∈ [A]c . To this end we use the Krawczyk-like method in Section 7.2 and proceed
similarly as for the examples there. But notice that we have to replace the point matrix
A now by the intervalmatrix [A]c and we have to take into account the normalization

xTx = 1 (7.8.9)

instead of xn = 1. We choose the appropriate eigenpair ( ̃xi , ̃λi), i = 1, . . . , n, from the
MATLAB resulteig(ǍC), sorting the eigenvalues ̃λ = ̃λi ascendingly and normalizing
the eigenvectors ̃x = ̃xi by (7.8.9) and ̃xin ≥ 0. For each i ∈ {1, . . . , n} the following steps
have to be done:
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For the matrix B in (7.2.20) (used for the approximate midpoint inverse C = Cewp
and the number σ in (7.2.26)) we have to substitute the row vector (e(n))T by 2 ̃xT , and
the same vector in (7.2.5) by (2 ̃x + ∆x)T . The value f( ̃x, ̃λ) is now the interval vector([A]c ̃x − ̃λ ̃x

0
) ∈ 𝕀ℝn+1

which also replaces (A ̃x − ̃λ ̃x
0

)
for ρ in (7.2.26). The number τ there is redefined by τ = ‖Cewp(1, . . . , 1, n)T‖∞ . We
verify the enclosure of eigenpairs via (7.2.8) and stop the iteration (7.2.9) when two
successive iterates coincide on the computer for the first time. With these enclosures
of eigenpairs we compute an enclosure of f ([c]) in (6.3.1) via ([x]i([c])TAjxi([c])) ∈𝕀ℝn×n .

Having verified c∗ by [c]K ⊆ [c] we improve [c] using the Krawczykmethod (6.3.2)
with the preconditioning matrix C = CK as previously. We choose ̃xk = ̃ck = ̌ck and
A([c]k) similarly as above. The remaining steps of the iteration are a copy of the com-
putation of [c]K with an additional final intersection as in (6.3.2).

Example 7.8.2. The matrices Ai ∈ ℝ5×5 , i = 0, . . . , 5, are given by

A0 =( 6 1 3 −2 0
1 2 2 0 4
3 2 1 2 0−2 0 2 −2 0
0 4 0 0 −3) , A1 =( 2 1 0 −1 1

1 0 −4 −1 0
0 −4 −2 1 3−1 −1 1 0 5
1 0 3 5 −1) ,

A2 =( 1 2 −3 0 −1
2 −1 −3 1 0−3 −3 0 −2 2
0 1 −2 0 6−1 0 2 6 1

) , A3 =( 2 −1 0 2 1−1 2 1 0 −6
0 1 −3 8 −3
2 0 8 6 −3
1 −6 −3 −3 4

) ,

A4 =(−3 −2 2 0 4−2 1 2 −4 0
2 2 −2 −1 2
0 −4 −1 −5 0
4 0 2 0 1

) , A5 =(−3 −1 −5 3 2−1 2 7 −1 −2−5 7 5 −3 0
3 −1 −3 0 −2
2 −2 0 −2 4

) .

The eigenvalues λ∗
i are prescribed by

λ∗ = (−10, −5, −1, 4, 10)T .
As can be seen by a direct computation, the vector c∗ = (−3, 4, 1, 2, −1)T is a so-
lution of the problem. It is verified when starting the Newton iteration with c0 =

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



7.8 An inverse eigenvalue problem | 403

(−2.9, 4.1, 0.9, 2.01, −1.01)T . With this iterative process we got the enclosure[c] = (−3, 4, 1, 2, −1)T + 10−15 ⋅ [−1, 1] ⋅ e.
For the Newton iterationwe needed knewton + 1 = 5 iterates, for the enclosure of eigen-
pairs kewp + 1 = 4 iterates, for the enclosure of c∗ finally kc∗ + 1 = 3 iterates. Starting
with c0 = (10, 10, 10, 10, 10)T yields

[c] =([−3.879049564183725 ][ 4.3053759374291108] ][ 0.729062953735375 ][ 1.6829826325838178 ][ −1.092532116503924 ])
which means that

c∗∗ =(−3.8790495641837 . . .
4.305375937429 . . .
0.7290629537353 . . .
1.682982632583 . . .−1.0925321165039 . . .)

is another solution of the problem. Here we got knewton = 11, kewp = 3, kc∗ = 2.

Our second example originates from Friedland, Nocedal, Overton [102], where an ap-
proximation of c∗ has been derived.

Example 7.8.3.

A0 =((((((((
(

0 4 −1 1 1 5 −1 1
4 0 −1 2 1 4 −1 2−1 −1 0 3 1 3 −1 3
1 2 3 0 1 2 −1 4
1 1 1 1 0 1 −1 5
5 4 3 2 1 0 −1 6−1 −1 −1 −1 −1 −1 0 7
1 2 3 4 5 6 7 0

))))))))
)

Ai = e(i)(e(i))T , i = 1, . . . , 8, λ∗ = (10, 20, 30, 40, 50, 60, 70, 80)T .
Notice that A(c)ii = ci , i = 1, . . . , n, while A(c)ij = (A0)ij for i ̸= j .

Starting with c0 = (10, 20, 30, 40, 50, 60, 70, 80)T yields

[c] =((((((((
(

[11.9078761024727368 ][19.70552150808701695 ][30.545498186977092 ][40.062657488448080 ][51.5871402907255344 ][64.7021314321796341 ][70.1706758208912803 ][71.31849917021916897 ]
))))))))
)
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with knewton = 5, kewp = 3, kc∗ = 4, similar to Example 7.8.2.
Starting with c0 = (−10, −10, −30, −30, −50, −50, −70, −70)T results in

[c] =((((((((
(

[11.461354297738661 ][78.8808293608543819 ][68.3533996028514324 ][49.878330411746691 ][59.1689178333923424 ][30.4104701475404236 ][24.8343240143862316 ][37.0123743314902615 ]
))))))))
)

,

with knewton = 5, kewp ≤ 4, kc∗ = 7.

Exercises

Ex. 7.8.1. Find examples like Example 7.8.2 for yourself and experiment with them.
Start for instance with an n × n symmetric diagonal block matrix A with 1 × 1 and
2 × 2 blocks such that A has n prescribed different eigenvalues λ∗

i . Then choose sym-
metric matrices Ai ∈ ℝn×n and real numbers ci , i = 1, . . . , n, arbitrarily and finally
adapt A0 such that A = A0 + ∑n

i=1 ciAi holds.

Notes to Chapter 7

This chapter is a revised andextendedversionof the author’s contribution ‘Result veri-
fication for eigenvectors and eigenvalues’ to the bookHerzberger [144]; cf. pp. 209–276.
The reduction of many proofs to the crucial Theorem 7.1.1 was published by the author
in that book for the first time. But we emphasize that the underlying basic results have
different authorship – cf. the list below. In the present version of our contribution
we made some corrections and extensions, prepared some exercises, enlarged Sec-
tion 7.3 considerably, and added Section 7.6. Another overview on enclosure methods
for eigenpairs is presented in Mayer [207].

To 7.1: The results of this chapter on quadratic systems are completely contained in
Alefeld [13].

To 7.2: Most results of this section originate from Rump [311, 312]. Variants of the
method (partly with preconditioning from the right) and first verification and con-
vergence results are already contained in Krawczyk [171, 173] based on a paper by
Unger [354]. Theorem 7.2.7 goes back to Alefeld [10]. The examples are contained
in Mayer [210]. The eigenvalue problem for an interval matrix [A] as described in
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the beginning of Chapter 7 is mentioned (certainly not for the first time) in Alefeld,
Kreinovich, Mayer [32]. Predecessors are for instance Krawczyk [173] and Deif [81].
Complex eigenpairs are considered in Krawczyk [174] and Grüner [124]. A unified
approach to enclosure methods for eigenpairs was given in Mayer [209].

To 7.3: The idea of applying Jacobi matrices and the details of the method are due to
Lohner [193]. The application of Gershgorin’s theorem in combination with interval
analysis can already be found in Kreß [176]. Using a Jacobi method in order to enclose
eigenpairs of Hermitian matrices is presented by Fernando and Pont in [94].

To 7.4: Double and nearly double eigenvalues are handled by Alefeld, Spreuer in [48]
whose results are presented in this section. For real symmetric matrices they can also
be handled by Lohner’s method described in Section 7.3; see also Kreß [176].

To 7.5: Themethod for the generalized eigenvalue problemand the results on it are in-
troduced in Alefeld [14]. Another method in this respect is studied in Miyajima, Ogita,
Rump, Oishi [229].

To 7.6: Behnke’s method was presented in several papers, among them Behnke [65,
66, 67].

To 7.7: Enclosures for singular values are given in Alefeld [11], for singular values of
intervalmatrices in Deif [82]. Enclosures for generalized singular values are studied in
Alefeld, Hoffmann, Mayer [27].

To 7.8: Verification and enclosure in connection with the inverse eigenvalue problem
is considered in Alefeld, Mayer [36] and Alefeld, Gienger, Mayer [22].
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8 Automatic differentiation

Automatic differentiation is a technique to compute the value f (x0) of the derivative
function f  without knowing an explicit expression f (x). The value is computed
directly together with the function value f(x0) running through the formula tree of
f(x). Thus one starts with x0 and constants c together with the derivatives 1 and 0
of x and c, respectively, and builds up f(x0) together with f (x0), applying the cor-
responding rules for the differentiation. This technique should not be mixed up with
symbolic differentiation, which can be found in algebra systems like MAPLE and
which computes an expression f (x) of f  from that of f first and evaluates f (x)
at x0 afterwards. It also differs from numerical differentiation that only delivers an
approximation of f (x0) using appropriate values of f .

There are essentially two modes to apply automatic differentiation: the forward
mode and the backward mode. The first can be easily understood while the second
needs fewer operations in some situations. Both can also be applied to functions
f : D = Df ⊆ ℝm →ℝn by computing ∂fi

∂xj (x0), x0 ∈ D, for i ∈ {1, . . . , n}, j ∈ {1, . . . ,m}
separately in a similar way. It is easy to see that the interval arithmetical evaluation
∂fi
∂xj ([x]0) at an interval vector [x]0 can be computed in the same way providing a
method to obtain the interval arithmetic evaluation f ([x]0) of the Jacobian f  which
is used in Chapter 6. In addition, the technique can be generalized to compute the
Taylor coefficients (f)k := f (k)(x0)/k!, k = 0,1, . . . , p, of a given function f : D ⊆ℝ→ℝ,
which are used in particular methods for enclosing solutions of initial value problems
or boundary value problems. Here, one starts as above but supplements the first
derivative of x and c by 0 for the higher order ones. We tacitly assume in the sequel
that all function values and derivatives exist without mentioning this explicitly. In
addition, we suppose in the whole chapter that f(x) is an expression from the set 𝔼
in Definition 4.1.2, or, equivalently, that f is factorable with a fixed factor sequence
f 1, . . . , f n , . . . , f m , . . . , f s as in Definition 4.1.1.

8.1 Forward mode

In this section we describe the computation of the Taylor coefficients(f)k := f (k)(x0)
k!

, k = 0, 1, . . . , p (x0 ∈ Df ⊆ ℝ)
in the so-called forward mode. To this end we start with a trivial but fundamental
lemma which can be proved with elementary knowledge of calculus. Here and in the
sequel we interpret ((f)i)j always as((f)i)j = 1

i! j!
df (i)(x0)
dxj

:= 1
i! j!

df (i)(x)
dxj

x=x0 = 1
i! j!

f (i+j)(x0).
DOI 10.1515/9783110499469-009
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Lemma 8.1.1. For f(x), g(x) ∈ 𝔼 and fixed x0 ∈ Df ∩ Dg ⊆ ℝ we have
(a) (f)1 = f (x0).
(b) (f)k = 1

k ((f)1)k−1 .
(c) (f ∘ g)1 = (f ∘ g)(x0) = ((f  ∘ g) ⋅ g)(x0) = ((f  ∘ g)0 ⋅ (g)1 , where ∘ denotes the usual

composition of functions.

Based on Lemma 8.1.1 our next result shows how (f)k can be computed recursively for
the operations und functions occurring in 𝔼.
Theorem 8.1.2. For k = 0,1, . . . , p and α ∈ℝ the following properties hold for functions
f, g : D → ℝ, D ⊆ ℝ.(±f)k = ±(f)k .(a) (f + g)k = (f)k + (g)k .(b) (f − g)k = (f)k − (g)k .(c) (f ⋅ g)k = k∑

j=0
(f)j ⋅ (g)k−j .(d)

(f/g)k = {(f)k − k∑
j=1
(g)j(f/g)k−j} / (g)0(e)

= {(f)k − k−1∑
j=0
(g)k−j(f/g)j} / (g)0, if (g)0 ̸= 0.(exp f)0 = exp (f)0,(f) (exp f)k = k−1∑

j=0
(1 − j

k
) (exp f)j(f)k−j

= k∑
j=1

j
k
(exp f)k−j(f)j , k ≥ 1.(ln f)0 = ln(f)0, (ln f)1 = (f)1/(f)0,(g) (ln f)k = {(f)k − k−1∑

j=1

j
k
(ln f)j(f)k−j} / (f)0, k ≥ 2.(sin f)0 = sin(f)0, (cos f)0 = cos(f)0,(h) (sin f)k = k−1∑

j=0
(1 − j

k
) (cos f)j(f)k−j ,

(cos f)k = − k−1∑
j=0
(1 − j

k
) (sin f)j(f)k−j .
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(arctan f)0 = arctan(f)0,(i) (arctan f)k = 1
1 + ((f)0)2{(f)k − 1

k

k−1∑
j=1

j (arctan f)j(1 + ((f)0)2)k−j}, k ≥ 1.(f g)k = (exp(g ⋅ ln f))k , if (f)0 > 0.(j) (f α)k = { k−1∑
j=0
(α − j(α + 1)

k
) (f α)j(f)k−j} / (f)0, if (f)0 > 0.(k)

Proof. (a), (b), and (c) are obvious.
(d) The formula is trivially true for k = 0. Let it hold for some k . Then(f ⋅ g)k+1 = 1

k + 1 ((f ⋅ g)1)k = 1
k + 1 ((f)1(g)0 + (f)0(g)1)k= 1

k + 1{ k∑
j=0
((f)1)j((g)0)k−j + k∑

j=0
((f)0)j((g)1)k−j}

= 1
k + 1{ k∑

j=0
(j + 1)(f)j+1(g)k−j + k∑

j=0
(k + 1 − j)(f)j(g)k+1−j}

= 1
k + 1{k+1∑

j=1
j(f)j(g)k+1−j + k∑

j=0
(k + 1 − j)(f)j(g)k+1−j}

= 1
k + 1{(k + 1)(f)k+1(g)0 + k∑

j=0
(k + 1)(f)j(g)k+1−j}

= k+1∑
j=0
(f)j ⋅ (g)k+1−j .

(e) With (d) we get(f)k = (g ⋅ fg)k = k∑
j=0
(g)j ( fg)k−j = (g)0 ( fg)k + k∑

j=1
(g)j ( fg)k−j= (g)0 ( fg)k + k−1∑

j=0
(g)k−j ( fg)j ,

hence (e) follows.
(f) From (exp f) = (exp f) ⋅ f  we get (exp f)1 = (exp f)0(f)1 which together with (d)

implies (exp f)k = 1
k
((exp f)1)k−1 = 1

k
((exp f)0(f)1)k−1= 1

k

k−1∑
j=0
(exp f)j((f)1)k−1−j = 1

k

k−1∑
j=0
(exp f)j(k − j)(f)k−j

= k−1∑
j=0
(1 − j

k
) (exp f)j(f)k−j = k∑

j=1

j
k
(exp f)k−j(f)j , k ≥ 1.
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(g) From (ln f) = f /f we get (ln f)1 = (f)1/(f)0 and furthermore(ln f)k = 1
k
((ln f)1)k−1 = 1

k
((f)1/(f)0)k−1= 1

k
{((f)1)k−1 − k−1∑

j=1
(f)j( (f)1(f)0 )k−1−j} / (f)0= {(f)k − 1

k

k−1∑
j=1
(f)j((ln f)1)k−1−j} / (f)0

= {(f)k − 1
k

k−1∑
j=1
(f)j(k − j)(ln f)k−j} / (f)0

= {(f)k − k−1∑
j=1

j
k
(ln f)j(f)k−j} / (f)0, k ≥ 2.

(h) From (sin f) = (cos f)f  we get (sin f)1 = (cos f)0(f)1 and with (d)(sin f)k = 1
k
((sin f)1)k−1 = 1

k
((cos f)0(f)1)k−1= 1

k

k−1∑
j=0
(cos f)j((f)1)k−1−j = 1

k

k−1∑
j=0
(k − j)(cos f)j(f)k−j

follows. The remaining part can be shown similarly.
(i) With (e) we get(arctan f)k = 1

k
((arctan f)1)k−1 = 1

k
((f)1/ (1 + ((f)0)2))k−1= 1

1 + ((f)0)2{1k ((f)1)k−1 − 1
k

k−2∑
j=0
((f)1/ (1 + ((f)0)2))j (1 + ((f)0)2)k−1−j}= 1

1 + ((f)0)2{(f)k − 1
k

k−2∑
j=0
(j + 1)(arctan f)j+1 (1 + ((f)0)2)k−(j+1) }= 1

1 + ((f)0)2{(f)k − 1
k

k−1∑
j=1

j(arctan f)j (1 + ((f)0)2)k−j}, k ≥ 1.

(j) is obvious.
(k) Equating the two representations(f α+1)k = 1

k
((f α+1)1)k−1 = α + 1

k
((f α)0(f)1)k−1= α + 1

k

k−1∑
j=0
(f α)j((f)1)k−1−j

= α + 1
k

k−1∑
j=0
(k − j)(f α)j(f)k−j
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and (f α+1)k = (f α f)k = k∑
j=0
(f α)j(f)k−j

yields (f α)k(f)0 = k−1∑
j=0
{−1 + α + 1

k
(k − j)}(f α)j(f)k−j

and finally the assertion.

Notice that we did not mention the functions f(x) = x2 and f(x) = √x explicitly in our
list above as is done, for instance, in Fischer [97]. These functions are integrated in
f α(x), although it is recommendable to handle them separately whenwriting software
which uses automatic differentiation. For details we refer to Fischer [97].

In a practical realization of automatic differentiation and of automatic generation
of Taylor coefficients one canworkwith vectors υ ∈ℝp+1 with υk+1 = (f)k , k = 0, . . . , p .
An explicit formula tree or an explicit factor sequence of f need not be known by the
user. A separate data type (taylor, e.g.) and the possibility of operator overload-
ing are useful unless the operations for expressions in 𝔼 are renamed and applied
as functions or procedures such as plus, minus, etc. MATLAB provides such a pos-
sibility. One can also work with structures, in particular, if only f(x0) and f (x0) are
required. Thus if the components of a structure are denoted by f.x for the function
value f(x0) = (f)0 and f.dx for the derivative f (x0) = (f)1 one starts with x.x = x0 ,
x.dx = 1 and c.x = c, c.dx = 0 for x and a constant c in an expression f(x) ∈ 𝔼, and
one builds up f(x0) and f (x0) according to the rules in Theorem 8.1.2. As an illustra-
tion consider the following example.

Example 8.1.3. Let f(x) = (x + 5) sin(3x) be evaluated at x = x0 = 7 using the factor
sequence f 1(x) = x, f 2(x) = 3, f 3(x) = f m(x) = 5, f 4(x) = f 1(x) + f 3(x) = x + 5, f 5(x) =
f 2(x) ⋅ f 1(x) = 3 ⋅ x, f 6(x) = sin(f 5(x)) = sin(3 ⋅ x), f 7(x) = f s(x) = f 4(x) ⋅ f 6(x) = f(x).
Then

f 1.x = x0 = 7, f 1.dx = df 1(x0)/dx = 1,

f 2.x = 3, f 2.dx = df 2(x0)/dx = 0,

f 3.x = 5, f 3.dx = df 3(x0)/dx = 0,

f 4.x = f 1.x + f 3.x, f 4.dx = f 1.dx + f 3.dx,
f 5.x = f 2.x ⋅ f 1.x, f 5.dx = f 2.dx ⋅ f 1.x + f 2.x ⋅ f 1.dx,
f 6.x = sin(f 5.x), f 6.dx = cos(f 5.x) ⋅ f 5.dx,
f 7.x = f 4.x ⋅ f 6.x, f 7.dx = f 4.dx ⋅ f 6.x + f 4.x ⋅ f 6.dx.

Inspecting these formulae one recognizes at once that the values of f i .dx are constant
for i = 1, . . . , m = 3, and for i > m they depend linearly on previous values f j .dx,
j < i . In such a linear combination, at most two coefficients are nonzero and then of
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the form f j .x or φ(f j .x), j < i, depending on the underlying operation: one coefficient
for a unary operation, two for a binary one. These coefficients can be expressed as
∂f i/∂f j . Therefore, if one defines the strict lower triangular matrix L ∈ ℝ7×7 and the
vector b ∈ ℝ7 by

lij := {{{ ∂f i
∂f j , if j < i

0 otherwise
, bi := {{{ 1, if i = 1

0 otherwise

then the vector h = (f 1.dx, . . . , f 7.dx)T satisfies the equation

h = Lh + b. (8.1.1)

Notice that the vector b contains the ‘starting values’ f i .dx, i = 1, . . . , m, while the
corresponding rows of L are zero. For i = m + 1, . . . , s = 7 the components bi are zero,
while the corresponding rows of L are zero with the exception of at most two entries.
The form of L indicates that the components of h can be computed in a forward way.
This justifies the terminology ‘forward mode’.

From (8.1.1) one sees immediately that h can also be computed as

h = (I − L)−1b, (8.1.2)

which will be the starting point for the backward mode in Section 8.2.

For functions f : D ⊆ ℝn → ℝ a partial derivative ∂f
∂xj (x0) can be computed using the

formulae for the Taylor coefficients with p = 1 and(xi)0 = x0i , (xi)1 = {{{ 1, if i = j

0 otherwise
, i = 1, . . . , n. (8.1.3)

Here again one can use vectors υ to represent f(x0) together with ∇f(x0) = grad(f(x0)),
choosing υ ∈ ℝn+1 with υ1 = f(x0) and υj+1 = ∂f(x0)/∂xj . A datatype like gradient
and the formulae ∇xi = e(i), i = 1, . . . , n,∇c = 0 ∈ ℝn ,∇(±f) = ±∇f,∇(f ± g) = ∇f ± ∇g,∇(f ⋅ g) = (∇f)g + f∇g,∇(f/g) = (∇f)/g − (f/g2)∇g = (∇f − (f/g)∇g)/g,∇ exp(f) = (exp f)∇f,∇ ln(f) = (∇f)/f,∇ sin(f) = (cos f)∇f,∇ cos(f) = (− sin f)∇f,∇ arctan(f) = (∇f)/(1 + f 2),∇f α = αf α−1∇f,

}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}}

(8.1.4)

(f, g : D ⊆ ℝn → ℝ) form the basis of a gradient arithmetic.
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The Jacobian f (x0) of a function f : D ⊆ ℝn → ℝp can be realized as a vector of
gradients using gradient arithmetic for the individual components fi of f and storing
the result fi(x0), (∇fi(x0))T , i = 1, . . . , n, as i-th row of a p × (n + 1) matrix.

Exercises

Ex. 8.1.1. Extend Theorem 8.1.2 by the functions sinh x and cosh x .

8.2 Backward mode

Let f : D ⊆ ℝ→ℝ be a factorable function with factor sequence f 1, . . . , f m , . . . , f s as
in Definition 4.1.2. The idea of representing the derivatives hj = (f j)(x0), j = 1, . . . , s,
in the form

h = Lh + b, h = (hi) ∈ ℝs , (8.2.1)

as in Example 8.1.3 holds generally. Thus if one defines

lij = {{{ ∂f i
∂f j for i > m and j < i,

0 otherwise,

one obtains
liℓ = ±1, if f i = ±f ℓ,
liℓ = 1, lir = 1, if f i = f ℓ + f r ,
liℓ = 1, lir = −1, if f i = f ℓ − f r ,
liℓ = f r, lir = f ℓ, if f i = f ℓ ⋅ f r ,
liℓ = 1/f r, lir = −f i/f r , if f i = f ℓ/f r ,
liℓ = φ(f ℓ), if f i = φ(f ℓ), φ ∈ 𝔽,

and lij = 0 otherwise. The indices ℓ, r < i remind us of ‘left’ and ‘right’ again, accord-
ing to the position of the operands involved. The vector b ∈ ℝs contains the ‘starting
values’ b1 = 1, bi = 0 otherwise.

For a function f : D ⊆ℝn→ℝwith a factor sequence (f k) similar to that above, the
formulae in (8.1.4) show that in the computation of a fixedpartial derivative ∂f(x0)/∂xν
the index ν enters directly only into the starting values (8.1.3) while the calculation
rules (8.1.4) coincide for all components of grad(f k) and any fixed k ∈ {n + 1, . . . , s}.
Therefore, thematrix L in (8.2.1) is independent of ν while bi = bνi = ∂xi/∂xν = ∂f i/∂xν
holds for i = 1, . . . , n, i.e., b = bν = e(ν) ∈ ℝs .

In the forward mode the right-hand side Lh + bν in (8.2.1) must be evaluated for
each b = bν , ν = 1, . . . , n, if grad f(x0) is required. In the so-called backward mode
one transforms (8.2.1) equivalently to

h = (I − L)−1bν . (8.2.2)
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Since bν equals e(ν) no explicit matrix-vector multiplication must be done in (8.2.2) –
at the expense of computing the inverse of a sparse triangular matrix with unit diago-
nal. Thus, h with hi := ∂f i(x0)/∂xν , i = 1, . . . , s, is just the ν-th column of (I − L)−1 .
Lemma 8.2.1. Let C = (I − L)−1 ∈ ℝn×n with a strictly lower triangular matrix L. Then
the entries cij of C can be computed as

cij = {{{{{{{{{
1, if j = i,∑i
k=j+1 cik lkj , if j = i − 1, i − 2, . . . , 1,

0, if j > i,

}}}}}}}}} (8.2.3)

= δij + i∑
k=j+1

cik lkj . (8.2.4)

The proof is immediate using C(I − L) = I .
The formula (8.2.4) shows that for the computation of cij , j < i, the succeeding

entries ci,j+1, ci,j+2, . . . , cii must be known. This is the reasonwhy one proceeds back-
ward with respect to j in the middle expression of (8.2.3). This backward procedure is
responsible for the name ‘backward mode’ in automatic differentiation in which we
will compute csj , j = s, s − 1, . . . , 1, after having computed and stored the factor
sequence f 1(x0), . . . , f s(x0). By our preceding remarks (with ν = j) the relation

csj = ∂f s(x0)
∂xj

= ∂f(x0)
∂xj

, j = 1, . . . , n,

follows. The components dj := csj can be obtained in the following recursive way.
(1) Compute and store f 1(x0), . . . , f s(x0).
(2) Initialize

dj = {{{ 1, if j = s

0, if j < s
.

(3) Backward step:
For k = s down to m + 1 compute

dℓ = dℓ ± dk , if f k = ±f ℓ,
dℓ = dℓ + dk, dr = dr ± dk , if f k = f ℓ ± f r ,
dℓ = dℓ + f r ⋅ dk, dr = dr + f ℓ ⋅ dk , if f k = f ℓ ⋅ f r ,
dℓ = dℓ + (dk/f r), dr = dr − f k ⋅ (dk/f r), if f k = f ℓ/f r ,
dℓ = dℓ + φ(f ℓ) ⋅ dk , if f k = φ(f ℓ), φ ∈ 𝔽.

At the end of the k-loop one gets csj = dj , j = 1, . . . , n .
In order to understand the backward step look at (8.2.4). If, for instance, f k = f ℓ −

f r , then lkℓ = 1, lkr = −1. These entries of L are responsible for the contributions
csk lkℓ = csk = dk and csk lkr = −csk = −dk to the final values dℓ = csℓ and dr = csr ,
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respectively. Therefore, the actual partial sums dℓ and dr are updated to dℓ + dk , and
dr − dk , respectively.

A possible disadvantage of the backward mode is the storage of all values of the
factor sequence (f k(x0)) that are needed for computing d = (di) ∈ ℝn .

We want to compare now the amount of work W(f, ∇f) to compute f and ∇f with
W(f), the amount of work for f alone. To this end we consider one step of (8.1.4), i.e.,
the work from f k−1 to f k , if (f k) is the factor sequence of f . Let ‘A’ denote addition/
subtraction, ‘M’ multiplication/division, ‘F’ the evaluation of an elementary function
φ ∈ 𝔽. Then Table 8.2.1 is immediate.

Tab. 8.2.1: Amount of work.

f k W(f k) W(∇f k)forward W(∇f k)backward
variable, constant — — —
± (unary) 1 A n A 1 A
± (binary) 1 A n A 2 A
⋅ 1 M n A + 2n M 2 A + 2 M
/ 1 M n A + 2n M 2 A + 2 M
φ 1 F n M + 1 F 1 A + 1 M + 1 F

If all operations are weighted equally, one sees at once that for the forward mode we
get

W(f, ∇f)
W(f) ≤ 3n + 1, (8.2.5)

while for the backward mode we obtain

W(f, ∇f)
W(f) ≤ 5 (8.2.6)

for functions f : D ⊆ ℝn → ℝ. Thus the backward mode is much less expensive than
the forward mode provided that n > 1. The inequality (8.2.6) illustrates a result by
Baur and Strassen who showed in [61] that for rational functions f in n variables the
complexity for the computation of a function value f(x0) differs from that of the cor-
responding gradient ∇f(x0) only by a constant factor which is independent of n .

The example f(x) = ∏n
i=1 xi shows that in the forward mode W(f,∇f)/W(f) = O(n)

cannot be improved, the example f(x1, x2) = x1/x2 implies 3 ≤ W(f, ∇f)/W(f).
We recommend to test both modes using the Helmholtz energy function

f(x) = n∑
i=1

xi ln
xi

1 − bTx − xTAx√8 bTx ln 1 + (1 + √2) bTx
1 + (1 − √2) bTx ,

0 ≤ x, b ∈ ℝn , A = AT ∈ ℝn×n ; cf. Fischer [97] or Griewank [123].
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We leave it to the reader to compute the Hessian H of f and the products (∇f)Tυ,
Hυ for some vector υ in both modes with the corresponding work saving in the back-
ward mode. Furthermore, we mention that both methods can be applied to compute
slopes. For details we refer again to Fischer [97].

Notes to Chapter 8

To 8.1: The forward mode of automatic differentiation and, more generally, the au-
tomatic generation of Taylor coefficients, can already be found in Moore [232]. Later
on, it was discussed in various works; cf. Rall [280], Lohner [192], Griewank [123],
Tucker [353], e.g. An algorithmic description is given in Hammer, Hocks, Kulisch,
Ratz [129, 130]. Automatic generation of slopes can be found in Neumaier [257] and of
slopes of higher order in Schnurr [331]. A large bibliography on automatic differentia-
tion can be found in Corliss [79].

To 8.2: Our way to describe the backward mode of automatic differentiation is taken
from Fischer [97]. See also Fischer [98].
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9 Complex intervals

The set ℂ of complex numbers together with an arithmetic on ℂ can be introduced in
many ways. For engineers one usually defines ℂ as the setℂ = { z = a + ib | a, b ∈ ℝ, i2 = −1 }
and an arithmetic as for algebraic terms in ℝ. A more rigorous definition starts with
pairs (a, b) ∈ ℝ2 and an arithmetic which adds and subtracts entrywise butmultiplies
by (a, b) ⋅ (c, d) = (ac − bd, ad + bc)
and divides by (a, b)/(c, d) = (ac + bd

c2 + d2 , bc − adc2 + d2 )
if (c, d) ̸= (0, 0), cf. for instance Hille [148]. It is obvious that the resulting structures(ℂ, +, −, ⋅, /) and (ℝ2, +, −, ⋅, /) are isomorphic and can be identified. An algebraic
access consists (up to isomorphism) of the smallest field extension of ℝ such that
x2 + 1 = 0 is solvable; cf. Ahlfors [4], for example. It is left to the reader to show that
the set of all 2 × 2 matrices of the particular form

A = ( a b−b a
) , a, b ∈ ℝ, (9.0.1)

together with the usual four matrix operations +, −, ⋅, (.)−1 is another realization of(ℂ, +, −, ⋅, /). It will be (9.0.1) that facilitates the handling of iterative methods for
complex linear systems of equations.

It is standard knowledge in complex calculus that a complex number z = a + ib
can be illustrated geometrically as a point in ℝ2 with the x-axis as the real axis and
with the y-axis as the imaginary one. Thus every complex number z can be written in
polar coordinate form z = reiφ with eiφ := cosφ + i sinφ, where r = |z| := √a2 + b2 ,
φ ∈ [0, 2π) with φ to be defined arbitrarily if r = 0, and cos φ = a/r, sin φ = b/r if
r > 0. Both representations, z = a + ib and z = reiφ , form the starting point of com-
plex intervals and of a corresponding arithmetic which we will consider in separate
sections. The first representation leads to rectangles in the complex plane, the second
one ends with discs there.

DOI 10.1515/9783110499469-010
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9.1 Rectangular complex intervals

We introduce rectangular complex intervals in the following way.

Definition 9.1.1. Let [a], [b] ∈ 𝕀ℝ. The set[z] = [a] + i[b] = { ã + ib̃ | ã ∈ [a], b̃ ∈ [b] } ⊆ ℂ
is called a rectangular complex interval. The set of all such intervals is denoted by𝕀ℂR . In 𝕀ℂR the relations [z] = [z] , [z] ⊆ [z] , and [z] ∩ [z] are defined in the set
theoretic way.

As the terminology indicates, a rectangular complex interval can be represented as a
rectangle in the complex plane. Equality [z] = [a] + i[b] = [z] := [a] + i[b] holds if
and only if [a] = [a] and [b] = [b] , and [z] ⊆ [z] is valid if and only [a] ⊆ [a] and[b] ⊆ [b] . Unless [z] ∩ [z] = 0 this intersection is again an element of 𝕀ℂR .

On 𝕀ℂR we introduce the subsequent operations.

Definition 9.1.2. Let [z] = [a] + i[b], [w] = [c] + i[d] ∈ 𝕀ℂR . Then we define[z] + [w] = ([a] + [c]) + i([b] + [d]),[z] − [w] = ([a] − [c]) + i([b] − [d]),[z] ⋅ [w] = ([a][c] − [b][d]) + i([a][d] + [b][c]),[z]/[w] = [a][c] + [b][d][c]2 + [d]2 + i [b][c] − [a][d][c]2 + [d]2 ,

where for the denominator of the division 0 ∉ [w] is assumed and the square function
of 𝕀ℝ is used.

This arithmetic in 𝕀ℂR is called rectangular arithmetic. If we write [z], [w] ∈ 𝕀ℂR , we
always assume it to hold. It is easy to see that (ℂ, +, −, ⋅, /) is isomorphically embed-
ded in (𝕀ℂR , +, −, ⋅, /) while (𝕀ℝ, +, −, ⋅, /) is not, although 𝕀ℝ is a subset of 𝕀ℂR , of
course. As a counterexample consider for instance 1/[1, 2], which is [0.5, 1] in 𝕀ℝ
and [0.25, 2] in 𝕀ℂR .

Wewill now list someproperties of this arithmeticwhich can be seen directly from
its definition and Theorem 4.1.5.

Theorem 9.1.3. Let ∘ ∈ {+, −, ⋅, /}, [w], [z] ∈ 𝕀ℂR .
(a) { ̃z ∘ w̃ | ̃z ∈ [z], w̃ ∈ [w]} ⊆ [z] ∘ [w] with equality for ∘ ∈ {+, −}.
(b) { ̃z ⋅ w̃ | ̃z ∈ [z], w̃ ∈ [w]} = [z] ⋅ [w], where the interval hull S of S ⊆ ℂ is that

superset of S in 𝕀ℂR which has the smallest area.

Theorem 9.1.3 becomes wrong if the hull symbol is dropped on the left-hand side
in (b). This can be seen from [z] = [1, 2], [w] = 1 + i . Here [z][w] = [1, 2] + i[1, 2]
while { ̃zw̃ | ̃z ∈ [1, 2], w̃ = 1 + i } = { t(1 + i) | 1 ≤ t ≤ 2 } is a diagonal of the rectan-
gle [z][w]. The counterexample above, Theorem 9.1.3 shows that the (b)-part of this
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theorem becomes wrong for division. The division [z]/[w] can be improved with re-
spect to enclosure if one defines [z]/[w] = [z] ⋅ (1/[w]) and if one computes 1/[w] as{1/w̃ | w̃ ∈ [w] }. Unfortunately, the computation of this hull is very costly. For details
see Rokne/Lancaster [310].

Our next theorem can be proved directly from the definitions in 𝕀ℂR or from in-
clusion monotony in 𝕀ℝ.
Theorem 9.1.4. Let [u], [υ], [w], [z] ∈ 𝕀ℂR .
(a) (𝕀ℂR , +) is a commutative semigroup with neutral elements.
(b) (𝕀ℂR , +, ⋅) has no zero divisors.
(c) [z] is invertible with respect to + and ⋅, respectively, if and only if [z] ≡ z ∈ ℂ and[z] ≡ z ∈ ℂ \ {0}, respectively.
(d) 0 ∈ [z] − [z], 1 ∈ [z]/[z] (where 0 ∉ [z] in case of division).
(e) [z]([υ] + [w]) ⊆ [z][υ] + [z][w]

z([υ] + [w]) = z[υ] + z[w] for z ∈ ℂ. (subdistributivity)

(f) [u] ⊆ [υ], [w] ⊆ [z] ⇒ [u] ∘ [w] ⊆ [υ] ∘ [z] for ∘ ∈ {+, −, ⋅, /}.
Notice that associativity does not hold for (𝕀ℂR , ⋅) as the example [υ] = [1, 2], [w] =
1 + i, [z] = 1 + i shows. Here,([υ][w])[z] = ([1, 2] + [1, 2]i)(1 + i) = [−1, 1] + [2, 4]i̸= [υ]([w][z]) = [1, 2] ⋅ 2i = [2, 4]i.
But (𝕀ℂR , ⋅) is commutative and has a neutral element.

Now we introduce several auxiliary functions for complex rectangular intervals.

Definition 9.1.5.
(a) Let [z] = [a] + i[b], [w] = [c] + i[d] ∈ 𝕀ℂR . Then we define the distance q between[z] and [w] by

q([z], [w]) = q([a], [c]) + q([b], [d]).
(b) If ([z]k) is a sequence in 𝕀ℂR , then we define limk→∞[z]k = [z] if and only if

limk→∞ q([z]k , [z]) = 0.

It is easy to see that for [z]k = [a]k + i[b]k , [z] = [a] + i[b] we have limk→∞[z]k = [z] if
andonly if limk→∞[a]k = [a] and limk→∞[b]k = [b]. In addition, (𝕀ℂR , q) is a complete
metric space.

Definition 9.1.6. Let [z] = [a] + i[b] ∈ 𝕀ℂR .
(a) The midpoint ̌z = mid([z]) of [z] is defined by̌z = (z + z)/2 = ǎ + ib̌.
(b) The radius rz = rad([z]) of [z] is defined by

rad([z]) = rad([a]) + rad([b]),
its diameter or width d([z]) by d([z]) = 2 rad([z]) = d([a]) + d([b]).
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(c) The absolute value |[z]| of [z] is defined by|[z]| = q([z], 0) = |[a]| + |[b]|.
Notice that for [z] ≡ z ∈ ℂ the absolute value in 𝕀ℂR does not reduce to the usual
absolute value for complex numbers, i.e., to the Euclidean distance of z and 0 in the
complex plane.

For q, mid, rad, | ⋅ | similar properties hold as in Chapter 2.

Theorem 9.1.7. Let [u], [υ], [w], [z] ∈ 𝕀ℂR . Then we have

q([u] + [z], [u] + [w]) = q([z], [w]),
q([u] + [z], [υ] + [w]) ≤ q([u], [υ]) + q([z], [w]),

q([u][z], [u][w]) ≤ |[u]|q([z], [w]), (9.1.1)|[z] + [w]| ≤ |[z]| + |[w]||[u][z]| ≤ |[u]| ⋅ |[z]| (9.1.2)

rad([z] ± [w]) = rad([u]) + rad([w])|[u]| rad([z]) ≤ rad([u][z]) ≤ |[u]| rad([z]) + rad([u])|[z]|
rad(u[z]) = |u| rad([z]), u ∈ ℂ[z] ⊆ [w] ⇒ rad([w]) − rad([z]) ≤ q([z], [w]) ≤ d([w]) − d([z]).

The proof uses the definition of q, rad, | ⋅ | and is left to the reader. Notice that in (9.1.1)
and (9.1.2) strict inequality can hold even if [u] ≡ u ∈ ℂ. Thus these results differ from
those in Chapter 2.

Rectangular complex interval vectors with n components and rectangular com-
plex m × n matrices are defined as vectors resp. matrices of the corresponding size
with rectangular complex intervals as entries. The set of such vectors resp. matrices is
denoted by 𝕀ℂn

R resp. 𝕀ℂm×n
R . Addition, subtraction, andmultiplication are defined in

a straightforwardwaywith properties literally as in Theorem 3.1.2. Absolute value, dis-
tance,midpoint, radius, diameter are defined entrywise, againwith properties similar
to those in Theorem 3.1.5.

Now we introduce a bijective mapping κ from 𝕀ℂR resp. 𝕀ℂm×n
R onto some partic-

ular classes of real matrices. This mapping was defined in Arndt [52] and can help to
reformulate complex problems as real ones.

Definition 9.1.8. Let [z] = [a] + i[b] ∈ 𝕀ℂR , [a], [b] ∈ 𝕀ℝ.
(a) Then κ([z]) is defined as

κ([z]) = ( [a] [b]−[b] [a]) ∈ 𝕀ℝ2×2.

(b) If [υ] = [a] + i[b] ∈ 𝕀ℂn
R with [a], [b] ∈ 𝕀ℝn , then we define

κ([υ]) = ( [a] [b]−[b] [a]) ∈ 𝕀ℝ2n×2.
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(c) If [C] = [A] + i[B] ∈ 𝕀ℂm×n
R with [A], [B] ∈ 𝕀ℝm×n , then

κ([C]) = ( [A] [B]−[B] [A]) ∈ 𝕀ℝ2m×2n .

Obviously, (a) of Definition 9.1.8 is derived from (9.0.1), and (b) is contained in (c) if𝕀ℂn
R is identified with 𝕀ℂn×1

R .

Theorem 9.1.9. Let [C], [C] ∈ 𝕀ℂm×n
R , [C] ∈ 𝕀ℂn×r

R . Define the permutationmatrix Ps ∈ℝ2s×2s by Ps = (e(1), e(3), e(5), . . . , e(2s−1)|e(2), e(4), e(6), . . . , e(2s)). Then we have
(a) κ([C]) = PTm(κ([c]ij))Pn ,
(b) κ([C] ± [C]) = κ([C]) ± κ([C]),
(c) κ([C] ⋅ [C]) = κ([C]) ⋅ κ([C]).
Proof. (a) and (b) are obvious by the definition of Ps and of κ(⋅).

With [C] = [A] + i[B], [C] = [A] + i[B] , ([A], [B] ∈ 𝕀ℝm×n , [A], [B] ∈ 𝕀ℝn×r )
the equality in (c) follows directly from [C] ⋅ [C] = [A][A] − [B][B] + i([A][B] +[B][A]) and the definition of κ(⋅).
Theorem 9.1.10. Let [C] = [A] + i[B] ∈ 𝕀ℂn×n

R with [A], [B] ∈ 𝕀ℝn×n and let

M = |κ([C])| = (|[A]| |[B]||[B]| |[A]|) .

(a) If [a]i0 j0 ⋅ [b]i0 j0 ̸= 0 for some index pair (i0, j0) with i0, j0 ≤ n, then |[C]| and M are
irreducible simultaneously.

(b) Let ρ = ρ(|[C]|) = ρ(|[A]| + |[B]|). Then ρ = ρ(M) holds. The eigenvalues of |[C]| =|[A]| + |[B]| and those of C− = |[A]| − |[B]| are eigenvalues of M.

Proof. (a) Define J1 = {1, . . . , n}, J2 = {n + 1, . . . , 2n} and let |[C]| be irreducible.
Choose i1, j


1 ∈ J1 ∪ J2 and define

i1 = {{{ i1, if i1 ∈ J1
i1 − n, if i1 ∈ J2 j1 = {{{ j1, if j1 ∈ J1

j1 − n, if j1 ∈ J2 .
By virtue of the assumption on |[C]| and [a]i0 j0 , [b]i0 j0 there is a path

i1 → ⋅ ⋅ ⋅ → is = i0 → j0 = jt → jt−1 → ⋅ ⋅ ⋅ → j1

in the directed graph G(|[C]|) of |[C]|. From this path we will construct a path in the
directed graph G(M) of M which connects i1 with j1 . To this end define

iℓ = {{{{{{{{{{{{{
iℓ if iℓ−1 ≤ n and [a]iℓ−1,iℓ ̸= 0

iℓ + n if iℓ−1 ≤ n and [a]iℓ−1,iℓ = 0

iℓ + n if iℓ−1 > n and [a]iℓ−1,iℓ ̸= 0

iℓ if iℓ−1 > n and [a]iℓ−1,iℓ = 0
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for ℓ = 2, 3, . . . , s . Similarly, for t = t, t − 1, . . . , 2 define

jℓ = {{{{{{{{{{{{{
jℓ if jℓ−1 ≤ n and [a]jℓ ,jℓ−1 ̸= 0

jℓ + n if jℓ−1 ≤ n and [a]jℓ ,jℓ−1 = 0

jℓ + n if jℓ−1 > n and [a]jℓ ,jℓ−1 ̸= 0

jℓ if jℓ−1 > n and [a]jℓ ,jℓ−1 = 0

.

Hence is ∈ {i0, i0 + n}, jt ∈ {j0, j0 + n}. Since [a]i0 j0 ⋅ [b]i0 j0 ̸= 0, by assumption i0 → j0 ,
i0 → j0 + n, i0 + n → j0 , i0 + n → j0 + n are edges in G(M), hence

i1 → ⋅ ⋅ ⋅ → is → jt → jt−1 → ⋅ ⋅ ⋅ → j1

is a path in G(M) which connects i1 with j1 . Thus M is irreducible.
Let now, conversely, M be irreducible and consider an edge i1→ i2 in G(M). Then

0 < mi1,i2 = {{{{{{{{{{{{{
|[a]i1,i2 | ≤ |[c]i1,i2 |, if i1, i2 ∈ J1|[b]i1,i2−n| ≤ |[c]i1,i2−n|, if i1 ∈ J1, i2 ∈ J2|[b]i1−n,i2 | ≤ |[c]i1−n,i2 |, if i1 ∈ J2, i2 ∈ J1|[a]i1−n,i2−n| ≤ |[c]i1−n,i2−n|, if i1, i2 ∈ J2

holds. Let i, j ∈ J1 . There is a path in G(M) which connects i with j . Whenever in this
path there is an edge i1 → i2 with i1 ∈ J2 or i2 ∈ J2 replace i1 by i1 − n in the first case
and i2 by i2 − n in the second. The result is a path in G(|[C]|) which connects i with
j . Hence |[C]| is irreducible.

(b) Let ε > 0. Then (|[A]| + εeeT) + (|[B]| + εeeT) is irreducible and has a Perron
vector xε associated with the spectral radius ρε as eigenvalue. The matrix

Mε = (|[A]| + εeeT |[B]| + εeeT|[B]| + εeeT |[A]| + εeeT)
is irreducible, too, and has the positive eigenvector (xTε , xTε )T associatedwith the same
eigenvalue ρε . According to the Theorems 1.9.4 and 1.9.5 this eigenvalue must be the
spectral radius of Mε . Letting ε tend to zero proves ρ = ρ(M). If (x, λ) is an eigenpair
of |[C]| then

M (x
x
) = λ(x

x
) .

Similarly, if (x, λ) is an eigenpair of C− then

M ( x−x) = λ( x−x) .

This concludes the proof.

As can be seen from the proof of (a), the assumption [a]i0 j0 ⋅ [b]i0 j0 ̸= 0 is not needed
for the direction ‘M irreducible ⇒ |[C]| irreducible’. The 1 × 1 matrix [C] = (1) with
M = I2 ∈ ℝ2×2 shows that it is needed for the converse direction.
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Exercises

Ex. 9.1.1. Compute the expressions [z] + [z] , [z] − [z] , [z] ⋅ [z] , [z]/[z] for [z] =[0, 2] + i[−1, 3], [z] = [−1, 1] + i[1, 2].
Ex. 9.1.2. Show that for [z] = [2, 4] and [z] = 1 + i the strict subset property {z ⋅ z |
z ∈ [z], z ∈ [z]} ⊂ [z][z] holds.
Ex. 9.1.3. Show by means of the example [z] = [−2, −1] + i[−1, 1], [z] = [1, 2] +
i[−1, 1] that 0 ∉ [z] and 0 ∉ [z] does not imply 0 ∉ [z] ⋅ [z] .
9.2 Circular complex intervals

Definition 9.2.1. Let ̌z ∈ ℂ, 0 ≤ rz ∈ ℝ. We call the disc[z] = ⟨ ̌z, rz⟩ = { z ∈ ℂ | |z − ̌z| ≤ rz } (9.2.1)

a circular complex interval. It is determinedby itsmidpoint mid([z]) := ̌z and its radius
rad([z]) := rz . The set of all such intervals is denoted by 𝕀ℂC . In 𝕀ℂC the relations[z] = [z] and [z] ⊆ [z] are defined in the set theoretic way.
The notation in (9.2.1) should not be mixed up with the mignitude in Chapter 2.

Notice that [z] := ⟨ ̌z, rz⟩ = [z] := ⟨ ̌z, rz⟩ holds if and only if ̌z = ̌z and rz = rz ,
and that [z] ⊆ [z] is valid if and only if | ̌z − ̌z| ≤ rz − rz . The latter can be seen as
in Theorem 2.4.8 (a). A nonempty intersection [z] ∩ [z] is generally not an element of𝕀ℂC if defined in a set theoretic way.

On 𝕀ℂC we introduce the following circular arithmetic.

Definition 9.2.2. Let [z] = ⟨ ̌z, rz⟩, [w] = ⟨w̌, rw⟩ ∈ 𝕀ℂC . Then we define[z] + [w] = ⟨ ̌z + w̌, rz + rw⟩,[z] − [w] = ⟨ ̌z − w̌, rz + rw⟩,[z] ⋅ [w] = ⟨ ̌z ⋅ w̌, | ̌z|rw + |w̌|rz + rzrw⟩,
1/[z] = ⟨ ̌z| ̌z|2 − r2z , rz| ̌z|2 − r2z⟩,[w]/[z] = [w] ⋅ 1[z] ,

where for the denominator of the division 0 ∉ [z], i.e., rz < | ̌z| is assumed.

Notice that the bar in ̌z denotes the conjugate complex number of ̌z and not the upper
bound of some interval; similarly for the rest of this section.

On a computer the midpoints in the right-hand sides of Definition 9.2.2 are rarely
machine numbers but must be rounded to them. Therefore, in a practical realization
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of the circular arithmetic the radius must take into account this rounding. How this
can be done is implemented in INTLAB (see Appendix G and Rump [320]).

We leave it to the reader to prove results literally as in Theorem 9.1.3 (a) and Theo-
rem9.1.4 for (𝕀ℂC ,+,−, ⋅, /). See also Chapter 5 inAlefeld,Herzberger [26] and consider
the circle( ̌z + rzeiφ) ± (w̌ ± rweiφ) = ( ̌z + rzeiφ ± w̌) + rweiφ = ̌z ± w̌ + (rz + rw)eiφ ,
0 ≤ φ < 2π, (notice the same angle φ!) which traces the envelope of all discs⟨ ̌z + rzeiφ + w̌, rw⟩, φ ∈ [0, 2π) fixed,
when proving [z] ± [w] = { ̃z ± w̃ | ̃z ∈ [z], w̃ ∈ [w] }
for the circular arithmetic.

In contrast to (𝕀ℂR , ⋅), associativity holds in (𝕀ℂC , ⋅) so that this structure is a
commutative semigroup with a neutral element. But Theorem 9.1.3 (b) does not hold
for 𝕀ℂC if one defines S to be that disc which encloses a bounded set S ⊆ ℂ optimally
in the sense of smallest radius. This can be seen from the following example.

Example 9.2.3. Let [z] = [w] = ⟨1, 1⟩. Then [u] = [z][w] = ⟨1, 3⟩ encloses S = { ̃zw̃ |̃z, w̃ ∈ ⟨1, 1⟩}. But [u] = ⟨2,√8⟩ also does so with a radius that is smaller than that of[u]. Hence S ̸= [u]. In order to prove S ⊆ [u] let ̃u ∈ S . Then ̃u = (1 + reiφ)(1 + ρeiθ)
for some r, ρ ∈ [0, 1], φ, θ ∈ [0, 2π). Hence| ̃u − 2|2 = | − 1 + reiφ + ρeiθ + rρei(φ+θ)|2= 1 + r2 + ρ2 + r2ρ2 − 2r(1 − ρ2) cosφ− 2ρ(1 − r2) cos θ − 2rρ cos(φ + θ) + 2rρ cos(φ − θ)≤ 4 + 2r(1 − ρ2) + 2ρ(1 − r2) + 4rρ =: f(r, ρ).
On [0, 1] × [0, 1] we have

∂f(r, ρ)
∂r

= 2(1 − ρ2) − 4ρr + 4ρ = 2(1 − ρ2) + 4ρ(1 − r) ≥ 0.

Hence f increases in r for fixed ρ and we get

4 ≤ 4 + 2ρ = f(0, ρ) ≤ f(r, ρ) ≤ f(1, ρ) = 4 + 2(1 − ρ2) + 4ρ = 8 − 2(1 − ρ)2 ≤ 8.

This proves | ̃u − 2|2 ≤ 8, whence ̃u ∈ [u] .
Notice that we do not claim [u] = S in our example. In fact, S = ⟨3/2, 3√3/2⟩ since
according to the optimal enclosing circular arithmetic in Krier [177], p. 42, we generally
get [υ] := { ̃zw̃ | ̃z ∈ ⟨ ̌z, rz⟩, w̃ ∈ ⟨w̌, rw⟩ }= ⟨ ̌zw̌(1 + x0), (3| ̌zw̌|2x20 + 2(| ̌zw̌|2 + |rzw̌|2 + | ̌zrw|2)x0+ |rzw̌|2 + | ̌zrw|2 + (rzrw)2)1/2⟩, (9.2.2)
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where x0 is the (only) nonnegative zero of the polynomial

p(x) = 2| ̌zw̌|2 x3 + (| ̌zw̌|2 + |rzw̌|2 + | ̌zrw|2) x2 − (rzrw)2 (9.2.3)

if the degree of p is at least 2, and x0 = 0 otherwise. In our example x0 is 1/2. The
formulae for this optimal arithmetic differ from that in Definition 9.2.2 by the mul-
tiplication, which is given by (9.2.2) and which is used when computing [z]/[w] :=[z] ⋅ (1/[w]). The drawback of this arithmetic is the computation of x0 , of course.

We emphasize that the midpoint equation ̌υ = ̌z ⋅ w̌ no longer holds in for-
mula (9.2.2) and thus for [z] and [w] in Example 9.2.3. If one redefines in Theo-
rem 9.1.3 (b) to be the smallest disc with midpoint ̌z ⋅ w̌ such that S ⊆ ⟨ ̌zw̌, r⟩, then
Theorem 9.1.3 (b) holds true for 𝕀ℂC instead of 𝕀ℂR . This can be seen by choosing̃z = ̌z + rzei arg( ̌z) = ei arg( ̌z)(| ̌z| + rz), w̃ = w̌ + rwei arg(w̌) = ei arg(w̌)(|w̌| + rw), whencẽzw̃ = ̌zw̌ + ei(arg ̌z+arg w̌)(| ̌z|rw + |w̌|rz + rzrw) and | ̃zw̃ − ̌zw̌| = | ̌z|rw + rz|w̌| + rzrw =
rad([z][w]).

Now we will show that
1[z] = {1̃z  ̃z ∈ [z]} (9.2.4)

holds provided that 0 ∉ [z]. In order to prove (9.2.4) we first note that the mapping
f : ℂ \ {0} → ℂ \ {0} with f(z) := 1/z is obviously bijective. Next we show that for a
given disc ⟨ ̌z, rz⟩ with rz < | ̌z| this function f maps the circle Cz = {z | |z − ̌z| = rz} onto
the circle Cw = {w ∈ ℂ | |w − w̌| = rw} with w̌ = ̌z/(| ̌z|2 − r2z ) and rw = rz/(| ̌z2| − r2z ). To
this end choose z ∈ Cz arbitrarily, say z = ̌z + rzeiθ with some θ ∈ [0, 2π). Then1z − w̌ =  1̌z + rzeiθ − ̌z| ̌z|2 − r2z  = | − r2z − ̌zrzeiθ||( ̌z + rzeiθ)(| ̌z|2 − r2z )|= | ̌z + rze−iθ|| ̌z + rzeiθ| rw = |z||z| rw = rw .

This shows 1/z ∈ Cw , and since f is bijective and continuous it maps the closed curve
z = ̌z + rzeiθ , 0 ≤ θ ≤ 2π onto a closed subcurve of Cw which cannot have any double
point for 0 < θ < 2π . This implies f(Cz) = Cw . If ̌z is represented as ̌z = | ̌z|eiφ , then
z0 := ̌z − (rz/| ̌z|)rzeiφ lies in the interior of Cz because of rz < | ̌z|. Since

1
z0
= 1(| ̌z| − r2z /| ̌z|)eiφ = ̌z| ̌z|2 − r2z = w̌

lies in the interior of Cw and since f is bijective, each path in the interior of Cw with
endpoint w̌ is the image of a path pz in the interior of Cz with endpoint z0 . Other-
wise pz has to cross the boundary Cz in contrast to f being bijective and f(Cz) = Cw .
Therefore, |f−1(w) − ̌z| < rz for each w with |w − w̌| < rw , whence f(⟨ ̌z, rz⟩) = ⟨w̌, rw⟩.

Notice that (9.2.4) also follows directly using basic knowledge onMöbius transfor-
mations, i.e., on particular conformal mappings in the complex plane. See Ahlfors [4]
and Alefeld, Herzberger [26], for example.
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Since [z] ⋅ [w] is not enclosed optimally, we cannot expect that [w]/[z] behaves
differently. Therefore, it makes sense to look for bounds of the quotient

rad([z][w])
rad(S) (9.2.5)

with

S = { ̃zw̃ | ̃z ∈ [z], w̃ ∈ [w] } and rad(S) = max{ |z − z|/2 | z, z ∈ S }. (9.2.6)

The following nice result in this respect originates from Krier [177] and Rump [319]. It
bounds the quotient in (9.2.5) by the constant 1.5.

Theorem 9.2.4. With S and rad(S) as in (9.2.6) we have
rad([z][w]) ≤ 3

2
rad(S). (9.2.7)

Proof. If ̌z = 0, then

S = { ̃u | ̃u = w̌reiθ + rRei(θ+φ), 0 ≤ r ≤ rz , 0 ≤ R ≤ rw , 0 ≤ θ, φ < 2π }
is a zero-centered disc with radius |w̌|rz + rzrw which coincides with [z][w]. Hence
(9.2.7) holds. Similarly, w̌ = 0 ends up with (9.2.7). If rz = 0, then

S = { ̃u | ̃u = w̌ ̌z + | ̌z|rei(φ+arg ̌z), 0 ≤ r ≤ rw , 0 ≤ φ < 2π }
is again a disc, this time with midpoint ̌zw̌ and radius | ̌z|rw . It coincides again with[z][w]; similarly for rw = 0. Therefore, without loss of generalitywemay assume ̌z ̸= 0,
w̌ ̸= 0, rz > 0, rw > 0 from now on. Next we remark that (9.2.7) does not depend on
a fixed nonzero scaling factor for [z] and for [w]. Therefore, we can consider ([z]/ ̌z) ⋅([w]/w̌), i.e., without loss of generality we may assume ̌z = w̌ = 1. Since (1 ± rz)(1 ±
rw) ∈ S we get

rad(S) ≥ max{(1 + rz)(1 + rw) − (1 ± rz)(1 ± rw)}, (9.2.8)

where all possible combinations + and − are allowed for the maximum. This implies

rad(S) ≥ 1
2

{{{{{{{{{
(1 + rz)(1 + rw) − (1 − rz)(1 − rw), if rz , rw ∈ (0, 1)(1 + rz)(1 + rw) − (1 − rz)(1 + rw), if rz ≥ rw and rz ≥ 1(1 + rz)(1 + rw) − (1 + rz)(1 − rw), if rw ≥ rz and rw ≥ 1

= {{{{{{{{{
rz + rw , if rz , rw ∈ (0, 1)
rz + rzrw , if rz ≥ rw , and rz ≥ 1

rw + rzrw , if rw ≥ rz , and rw ≥ 1

}}}}}}}}} > 0.

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



9.2 Circular complex intervals | 427

With rad([z][w]) = rz + rw + rzrw we finally obtain

rad([z][w])
rad(S) ≤ 1 + {{{{{{{{{

1
(1/rz)+(1/rw) , if rz , rw ∈ (0, 1)

1
(rz/rw)+rz , if rz ≥ rw , and rz ≥ 1

1
(rw/rz)+rw , if rw ≥ rz , and rw ≥ 1

}}}}}}}}}≤ 1 + 1
1 + 1 = 3

2
,

which proves (9.2.7).

Notice that Theorem 9.2.4 also holds if one transfers the circular arithmetic to real
intervals in midpoint-radius form as was done in the MATLAB package INTLAB.

As our remark following Example 9.2.3 shows, strict inequality can hold in (9.2.8).
In our subsequent example we will prove that in particular cases S in (9.2.6) can be
bounded by a cardioid.

Example 9.2.5. Let [z] = [w] = ⟨1, 1⟩ as in Example 9.2.3. Then the boundary ∂S of S
in (9.2.6) is a cardioid.

In order to prove this statement we start with̃zw̃ = (1 + reiθ) ⋅ (1 + Reiφ),
0 ≤ r ≤ rz = 1, 0 ≤ R ≤ rw = 1, 0 ≤ θ, φ ≤ 2π. (9.2.9)

It is easy to see that ∂S is a subset of all products in (9.2.9) for which r = rz = 1 and
R = rw = 1. In fact ∂S is the envelope of the family of curves Cφ defined by

x = u(θ, φ) = (1 + cos θ)(1 + cosφ) − (sin θ) sinφ= 1 + cos θ + cosφ + cos(θ + φ),
y = υ(θ, φ) = (1 + cos θ) sinφ + (sin θ)(1 + cosφ)= sinφ + sin θ + sin(θ + φ)

with 0 ≤ θ, φ ≤ 2π . These parametric equations result from the real and the imaginary
part in (9.2.9). As theparameter of a single curve Cφ0 we choose θ,while φ is the family
parameter. (We can interchange these roles, of course.) The envelope E is that curve
x = p(φ), y = q(φ) for which there is a function θ = f(φ) such that

p(φ) = u(f(φ), φ), q(φ) = υ(f(φ), φ)
with parallel tangential vectors (p(φ), q(φ))T ̸= 0 and (uθ , υθ)T . Thus both vectors
must be linearly dependent, i.e.,

det(p(φ) uθ
q(φ) υθ

) = det(uθf (φ) + uφ uθ
υθf (φ) + υφ υθ

) = det(uφ uθ
υφ υθ

)= uφυθ − uθυφ = 0.
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After some computations this results in

sin(θ − φ) − sinφ + sin θ = 0,

or, equivalently, in (1 + cosφ) sin θ = (1 + cos θ) sinφ. (9.2.10)

By squaring both sides one gets(1 + cosφ)2(1 − cos2 θ) = (1 + cos θ)2(1 − cos2 φ). (9.2.11)

For θ ̸= π and φ ̸= π the equation (9.2.11) is equivalent to(1 + cosφ)(1 − cos θ) = (1 + cos θ)(1 − cosφ),
i.e., to

cos θ = cosφ. (9.2.12)

It is obvious that (9.2.12) implies (9.2.11) also for θ = π or φ = π . From (9.2.12) one
gets sin θ = ± sin φ . With sin θ = − sin φ and (9.2.12), equation (9.2.10) becomes (1 +
cosφ) sinφ = 0 which is only true for particular values of φ . Therefore, sin θ = sinφ
is the only useful solution. It yields the envelope E:

x = u(f(φ), φ) = (1 + cosφ)2 − sin2 φ = 2(1 + cosφ) cosφ,
y = υ(f(φ), φ) = 2(1 + cosφ) sinφ.

In the complexplane this curve canbewritten as z(φ) =2(1+ cosφ)eiφ =2(cosφ)eiφ +
2eiφ . A simple calculation shows that the first summand 2(cosφ)eiφ describes a point
P on the circle C : |z − 1| = 1. The point Z described by z(φ) lies on the ray OP such
that the line segment PZ has constant length 2. Thus E is the conchoid of the circle C
with respect to zero and with a distance PZ which is the diameter of C . Therefore, it
is a cardioid, cf. Strubecker [349] or Bronstein et al. [72].

Now we introduce distance, diameter and absolute value in 𝕀ℂC .

Definition 9.2.6.
(a) Let [z] = ⟨ ̌z, rz⟩, [w] = ⟨w̌, rw⟩ ∈ 𝕀ℂC . Then we define the distance q between [z]

and [w] by
q([z], [w]) = | ̌z − w̌| + |rz − rw|.

(b) If ([z]k) is a sequence in 𝕀ℂR , then we define limk→∞[z]k = [z] if and only if
limk→∞ q([z]k , [z]) = 0.

Obviously, limk→∞[z]k = [z] if and only if limk→∞ ̌zk = ̌z and limk→∞ rad([z]k) = rz .
In addition, (𝕀ℂC , q) is a complete metric space.

Definition 9.2.7. Let [z] = ⟨ ̌z, rz⟩ ∈ 𝕀ℂC . Then we define the diameter d([a]) of [z] by
d([a]) = 2rz and the absolute value |[z]| by |[z]| = | ̌z| + rz .
Theorem 9.1.7 holds literally for 𝕀ℂC instead of 𝕀ℂR . In (9.1.1) and (9.1.2) equality holds
if [u] ≡ u ∈ ℂ. We leave the proofs to the reader as Exercise 9.2.8.
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Exercises

Ex. 9.2.1. Compute the expressions [z] + [z] , [z] − [z] , [z] ⋅ [z] , [z]/[z] for [z] =⟨1 + i, 2⟩, [z] = ⟨2i, 1⟩.
Ex. 9.2.2. Compute the smallest circular complex interval [z] which encloses the
rectangular complex interval [z] = [−1, 3] + i[0, 2], i.e., compute the hull in 𝕀ℂC of[z] ∈ 𝕀ℂR . Do the same for a general rectangular complex interval [z].
Ex. 9.2.3. Compute the smallest circular complex interval [z] which encloses the in-
tersection of the two intervals [z], [w] ∈ 𝕀ℂC if [z] ∩ [w] ̸= 0.
Ex. 9.2.4. Show by means of the example [z] = ⟨−2, 1⟩, [w] = ⟨2, 1⟩ that 0 ∉ [z] and
0 ∉ [w] does not imply 0 ∉ [z] ⋅ [w]. This holds, in particular, if one considers only the
projections of [z], [w], [z] ⋅ [w] on the real axis if the multiplication is done first in the
complex plane according to Definition 9.2.2 before projecting. What about the multi-
plication [a] ⋅ [b] of [a], [b] ∈ 𝕀ℝ in this respect if carried out by the real arithmetic in
Definition 2.2.1?

Ex. 9.2.5. Show by induction for [z]k = ⟨ ̌zk , rk⟩ ∈ 𝕀ℂC , k = 1, . . . ,m:

m∏
k=1
[z]k = m∏

k=1
⟨ ̌zk , rk⟩ = ⟨ m∏

k=1
̌zk , m∏

k=1
(| ̌zk| + rk) − m∏

k=1
| ̌zk|⟩.

Ex. 9.2.6. Show that the polynomial p from (9.2.3) has exactly one nonnegative zero
if the degree of p is at least 2. To this end consider for instance the signs of p(0) and
p(x) for x > 0 sufficiently large, and show that p is strictly monotonously increasing
for x ≥ 0.

Ex. 9.2.7. Show that in complex analysis the image of any circle through the origin is
a cardioid under the mapping z → z2 . Let [z] be any disc with zero at its boundary.
Describe the boundary of the set S = { ̃zw̃ | ̃z, w̃ ∈ [z]}.
Ex. 9.2.8. Prove the Theorems 9.1.4 and 9.1.7 for 𝕀ℂR and 𝕀ℂC .

9.3 Applications of complex intervals

We start this section with the fixed point iteration[z]k+1 = [A][z]k + [b], k = 0, 1 . . . , (9.3.1)

where the entries of [A] and [b] are from 𝕀ℂR .

Theorem 9.3.1. In 𝕀ℂR the fixed point iteration (9.3.1) is globally convergent if and only
if ρ(|[A]|) < 1.
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Proof. One possibility to prove Theorem 9.3.1 consists in repeating the steps in the
proof of Theorem 5.5.10.

A second one transfers (9.3.1) to the real problem([y]k+1[x]k+1) = κ([A]) ([y]k[x]k) + ([b]2[b]1) (9.3.2)

with [x]k , [y]k , [b]1, [b]2 ∈ 𝕀ℝn and [z]k = [x]k + i[y]k , [b] = [b]1 + i[b]2 . Since (9.3.1)
is equivalent to

κ([z]k+1) = κ([A][z]k + [b]) = κ([A])κ([z]k) + κ([b])
and since (9.3.2) is equivalent to( [x]k+1−[y]k+1) = κ([A]) ( [x]k−[y]k) + ( [b]1−[b]2)
the iteration (9.3.1) is equivalent to (9.3.2). If ρ(|[A]|) < 1, the same holds for |κ([A])| by
virtue of Theorem 9.1.10 (b). Thus Theorem 5.5.10 can be applied to (9.3.2) and yields
convergence to some limit (([x]∗)T , ([y]∗)T)which is independent of the starting vector(([x]0)T , ([y]0)T) . It is easy to see that

κ([z]∗) = κ([A])κ([z]∗) + κ([b]) = κ([A][z]∗ + [b])
holds for [z]∗ = [x]∗ + i[y]∗ . This proves the theorem.

This proof shows how themapping κ can be applied in order to use known real results
when working in 𝕀ℂR .

Theorem 9.3.1 holds also if the entries in (9.3.1) are from 𝕀ℂC . In this case the proof
follows the lines of that for Theorem 5.5.10. It is left to the reader as Exercise 9.3.1.

As a second application of complex intervals we want to simultaneously enclose the
zeros of the polynomial

p(z) = n∑
k=0

akzk , ak , z ∈ ℂ, an = 1,

provided that

all zeros z∗i of p are simple and (9.3.3)

pairwise disjoint initial enclosures [z]i ∈ 𝕀ℂR of z∗i are known. (9.3.4)

The factorization

p(z) = n∏
j=1
(z − z∗j ) = (z − z∗i ) n∏

j=1
j≠i

(z − z∗j )
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yields

z∗i = ̃zi − p( ̃zi)∏n
j=1
j≠i
( ̃zi − z∗j ) ∈ ̃zi − p( ̃zi)∏n

j=1
j≠i
( ̃zi − [z]j) , (9.3.5)

where ̃zi is any element of [z]i . From (9.3.5) we derive the following two iterativemeth-
ods in 𝕀ℂR .

Method 1 (Weierstrass method – total step variant).[z]0i := [z]i , i = 1, . . . , n.

Choose ̃zki ∈ [z]ki ,[z]k+1i := { ̃zki − p( ̃zki )∏n
j=1
j≠i
( ̃zki − [z]kj )} ∩ [z]ki

}}}}}}}}} ,
i = 1, . . . , n;

k = 0, 1, . . . .

Method 2 (Weierstrass method – single step variant).[z]0i := [z]i , i = 1, . . . , n.

Choose ̃zki ∈ [z]ki ,[z]k+1i := { ̃zki − p( ̃zki )∏i−1
j=1( ̃zki − [z]k+1j )∏n

j=i+1( ̃zki − [z]kj )} ∩ [z]ki
}}}}}}} ,

i = 1, . . . , n;

k = 0, 1, . . . .

Notice that if

0 ∉ n∏
j=1
j≠i

( ̃zki − [z]kj ), resp. 0 ∉ i−1∏
j=1
( ̃zki − [z]k+1j ) n∏

j=i+1
( ̃zki − [z]kj ),

the iterates [z]ki are well-defined with z∗i ∈ [z]k+1i ⊆ [z]ki , i = 1, . . . , n; k = 0, 1, . . . .
For further properties in the case z∗i ∈ ℝ we refer to Alefeld, Herzberger [26] and for
the case 𝕀ℂC to Petković [269].

Exercises

Ex. 9.3.1. Prove Theorem 9.3.1 for 𝕀ℂC instead of 𝕀ℂR .

Notes to Chapter 9

To 9.1: Rectangular complex intervals are considered in Alefeld [5]. Definition 9.1.8
and the two succeeding theorems originate from Arndt [52].
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To 9.2: Circular complex intervals are introduced in Henrici [142] and Gargantini,
Henrici [112].

To 9.3: The reduction of complex interval problems to real ones using the mapping κ
seems to be first presented in Arndt [52]. The twomethods for enclosing complex zeros
of polynomials can be found in Alefeld, Herzberger [26]. Further methods with com-
plex intervals are considered in Petković [269] and M. S. Petkovic, L. D. Petkovic [270].
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Final Remarks

In this book we have studied many topics but had to leave at least as many open.
Thus we did not consider enclosures of integrals, of extremal function values, of so-
lutions of integral equations, of initial and boundary value problems for ordinary
differential equations, of corresponding problems for partial differential equations.
We did not give an overview on software for working with interval arithmetic nor
did we raise improper intervals. As a first step towards additional topics we mention
the books of Moore [232, 235], Kulisch, Miranker [184], Atanassova, Herzberger [57],
Herzberger [144].

For enclosures of integrals we refer to Moore [232, 235], Kelch [162], Adams,
Kulisch [2], Petras [271], Moore, Kearfott, Cloud [237].

For optimization problems we cite Bauch et al. [60], Ratschek, Rokne [285], Jans-
son [155], Kearfott [161], Fiedler et al. [95]. Particular aspects of a verification in opti-
mization are considered in the theses of Ratz [289] and Berner [69].

The linear complementarity problem is treated in Schäfer [325, 328], Alefeld,
Chen, Potra [20], Alefeld, Schäfer [47]. Mixed complementarity problems can be
found in D. Hammer [128], nonlinear complementarity problems are considered in
Wang [359].

Geometric computations with intervals are contained in Ratschek, Rokne [287]
and Enger [91].

Integral equations were handled in Kaucher, Miranker [159], Klein [166], Gien-
ger [119].

Ideas for the enclosure of operator equations can be found in Kaucher, Mi-
ranker [159] and Moore [236].

For the variety of enclosures in ordinary differential equations we recommend
Moore [232], Krückeberg [178], Eijgenraam [90], Adams, Lohner [3], Stetter [347], Nickel
[262], Cordes [77], Lohner [192], Corliss [78], Adams, Cordes, Keppler [1], Schulte [334],
Plum [273], Neher [251, 252], Rihm [292, 293], Nedialkov, Jackson, Corliss [248], Nedi-
alkov, Jackson [249], Eble [89], and Nagatou [242].

As a starter for the verification and enclosure of solutions of partial differential
equation we mention Krückeberg [179], Plum [274], Nakao [246], Alefeld, Mayer [38].
Deeper insight can be obtained by Kaucher, Schulz-Rinne [160], Dobner [84], Nakao
[244, 245], Koeber [168], [169], Nagatou [241], Nakao, Yamamoto, Nagatou [247], Naga-
tou, Hashimoto, Nakao [243], Watanabe et al. [360].

Applications of intervalmethods inpractical computation canbe found inT.Maier
[197].
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A Proof of the Jordan normal form

The proof follows the lines in Filippov [96].

Proof. First we show the existence of a Jordan normal form.
Since A represents a linear mapping ϕ from some n dimensional linear space V

into itself, we will base our proof on ϕ instead of A . We will show by induction on the
dimension dimV = n of V that there is a basis {b1, . . . , bn} of V which either satisfies

ϕ(bi) = λbi (A.1)

or

ϕ(bi) = λbi + bi−1. (A.2)

Here λ is an eigenvector of ϕ, and bi from (A.1) is a corresponding eigenvector.
If n = 1, then V is spanned by some vector b = b1 ̸= 0 which obviously fulfills

(A.1).
Assume now that for each linear space of dimension less than n one can find a

basis as described above.

Case 1, A is singular: Then r = rank(ϕ) = dimϕ(V) < n . Hence U = ϕ(V) togetherwith
the restriction ϕU : U → U , ϕU(x) = ϕ(x) fulfill the induction hypothesis, i.e., there
is a basis {b1, . . . , br}, r ≤ n − 1 (A.3)

of U which satisfies (A.1) and (A.2). We will extend this basis to a corresponding basis
of V which also satisfies (A.1) and (A.2).

To this end, let Q = ker(ϕ) ∩ U with q = dim Q, where ker(ϕ) denotes the null
space (= kernel) of ϕ . Since A is singular, dim ker(ϕ) ̸= 0, while q = 0 is possible.
Each nonzero element of Q is an eigenvector of ϕU with respect to the eigenvalue
zero. Therefore, according to the properties of the basis vectors in (A.3), there must
be q basis vectors bi which span Q and which are head vectors of q Jordan chains
in U . Let ui , i = 1, . . . , q, be the corresponding end vectors. They coincide with some
basis vectors of (A.3), and as elements of U they are images of some vectors υi ∈ V ,
i = 1, . . . , q . Since these vectors υi satisfy ϕ(υi) = 0 ⋅ υi + ui they prolong the q Jordan
chains starting in Q .

From dimker(ϕ) = n − r there are vectors wi ∈ ker(ϕ) \ Q, i = 1, . . . s = n − r − q,
which together with the basis vectors for Q form a basis of kerϕ .

If renamed and renumbered appropriately, the vectors

b1, . . . , br , υ1, . . . , υq , w1, . . . , ws (A.4)

satisfy (A.1) and (A.2). We will show that they are linearly independent, hence they
form a basis of V . If the basis vectors are reordered appropriately, the matrix which
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438 | A Jordan normal form

represents ϕ has already the Jordan normal form J . If S describes the change of ba-
sis to that in which ϕ is represented by the given matrix A, we obtain J = S−1AS as
required in Theorem 1.7.1.

Let
r∑
i=1

αibi + q∑
i=1

βiυi + s∑
i=1

γiwi = 0. (A.5)

Then
r∑
i=1

αiϕ(bi) + q∑
i=1

βiϕ(υi) + s∑
i=1

γiϕ(wi) = r∑
i=1

αiϕ(bi) + q∑
i=1

βiui = 0. (A.6)

If bi does not belong to a Jordan chainwith respect to zero, then ϕ(bi) = λbi or ϕ(bi) =
λbi + bi−1 . In both cases ϕ(bi) is not in the linear subspace spannedby the end vectors
u1, . . . , uq . If ϕ(bi) belongs to a Jordan chain with respect to zero, then ϕ(bi) = bi−1 ̸=
uj , j = 1, . . . , q . Therefore, (A.6) implies βi = 0, i = 1, . . . , q . Thus themiddle sum (A.5)
disappears and the remaining two are zero, since the first sum belongs to U while the
last one does not unless it is zero. Hence αi = 0, i = 1, . . . , r, and γi = 0, i = 1, . . . , s,
which proves the linear independence of the vectors in (A.4).

Case 2, A is regular: Let λ0 be an eigenvalue of A . Then A − λ0I is singular and has
a Jordan normal form J by Case 1. With some transformation matrix S we get J =
S−1(A − λ0I)S = S−1AS − λ0I , hence S−1AS = J + λ0I which is a Jordan normal form
of A .

Now we prove the uniqueness of the Jordan normal form.
From

S−1(A − λI)mS = [S−1(A − λI)S]m = (J − λI)m (A.7)

we see that dimker(A − λI)m = dimker(J − λI)m . The representation of (J − λI)m shows
immediately that ker(J − λI)m is spanned by eigenvectors which belong to λ and by
the corresponding principal vectors of degree m ≥ 2. Considering m = 1, 2, . . . , one
can see from (A.7) that for two Jordan normal forms J and J , the number of linearly
independent eigenvectors with respect to the same eigenvalue coincides and so does
the number of the linearly independent principal vectors of degree m ≥ 2 associated
with the same eigenvalue. Therefore, the number and the dimension of the Jordan
blocks associated with the same eigenvalue λ are invariants.
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B Two elementary proofs of Brouwer’s
fixed point theorem

In Section 1.5 we stated Brouwer’s fixed point theorem for the unit ball in ℝn as Theo-
rem 1.5.7. We proved this theorem by means of the mapping degree. In this appendix
we present two alternative proofs. The first is based on the transformation formula for
multidimensional integrals, the second uses the Sperner Lemma.

For our first proof we start with two preliminary lemmata, where‖f ‖∞ = max
D
‖f(x)‖∞

for continuous functions f : D → ℝn , defined on a compact set D .

Lemma B.1. Let B(0, 1) ⊆ ℝn and f : B(0, 1) → B(0, 1) be continuous. Then there
are functions fk : B(0, 1) → B(0, 1) which are continuously differentiable and satisfy
limk→∞‖fk − f ‖∞ = 0. If each function fk has a fixed point, then the same holds for f .

Proof. Weierstrass’ approximation theorem 1.4.6 applied to the components of f guar-
antees functions ̃f k : B(0, 1) → ℝn such that ‖f − ̃f k‖∞ < 1

k , k = 1, 2, . . . . Define
fk = k

k+1
̃f k . Then|fk(x)| ≤  fk(x) − k

k + 1 f(x) +  k
k + 1 f(x)= k

k + 1 | ̃f k(x) − f(x)| + k
k + 1 |f(x)| ≤ 1

k + 1 + k
k + 1 = 1,

whence Rfk (B(0, 1)) ⊆ B(0, 1). From ‖f − fk‖∞ ≤ ‖f − ̃f k‖∞ + ‖ ̃f k − fk‖∞ ≤ 1
k + 1

k ‖fk‖∞ ≤
2
k we obtain the convergence of (fk) to f .

Let x∗
k be a fixed point of fk . Since B(0, 1) is compact there is a convergent subse-

quence of (x∗
k ) which converges to some limit x∗ ∈ B(0, 1).W.l.o.g. let limk→∞ x∗

k = x∗ .
Then we get‖f(x∗) − x∗‖∞ ≤ ‖f(x∗) − f(x∗

k )‖∞ + ‖f(x∗
k ) − fk(x∗

k )‖∞ + ‖x∗
k − x∗‖∞.

The right-hand side tends to zero if k tends to infinity, hence f(x∗) = x∗ .

Lemma B.2. There is no function f : B(0, 1) → ∂B(0, 1) ⊆ ℝn that is continuously dif-
ferentiable and satisfies f(x) = x for all x ∈ ∂B(0, 1).
Proof. Assume that there is a continuously differentiable function f : B(0, 1) →
∂B(0, 1) with f(x) = x for all x on the unit sphere ∂B(0, 1). Define g(x) = f(x) − x
and ft(x) = (1 − t)x + tf(x) = x + tg(x). Then‖ft(x)‖2 ≤ (1 − t)‖x‖2 + t‖f(x)‖2 ≤ (1 − t) + t = 1

for all x ∈ B(0, 1), t ∈ [0, 1]. Hence ft : B(0, 1) → B(0, 1) is a continuously differ-
entiable function which satisfies ft(x) = x for all x on the unit sphere since f(x) = x,
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440 | B Brouwer’s fixed point theorem

x ∈ ∂B(0, 1), by assumption. Using Theorem 1.6.2 there is a positive constant c such
that ‖g(x) − g(y)‖2 ≤ c‖x − y‖2 holds for all x, y ∈ B(0, 1). Choose t ∈ [0, 1/(2c)] and
assume that ft( ̃x) = ft( ̃y) holds for some ̃x, ̃y ∈ B(0, 1) which differ from each other.
Then ̃x − ̃y = −t(g( ̃x) − g( ̃y)) from which we get the contradiction

0 ̸= ‖ ̃x − ̃y‖2 = t‖g( ̃x) − g( ̃y)‖2 ≤ tc‖ ̃x − ̃y‖2 ≤ 1
2
‖ ̃x − ̃y‖2.

Hence ft is injective for t ∈ [0, 1/(2c)]. Its Jacobian satisfies f t (x) = I + tg(x), where,
by the continuity of g , there is some positive real number t0 such that det f t (x) > 0,
t ∈ [0, t0]. W.l.o.g. choose t0 ≤ 1/(2c). Then Rft (B(0, 1)) is an open set by the inverse
function theorem. We show that Rft (B(0, 1)) = B(0, 1) holds for t ∈ [0, t0]. Otherwise
there is some ̃y ∈ (∂Rft (B(0, 1))) ∩ B(0, 1) and a sequence (xk) in B(0, 1) such that
limk→∞ ft(xk) = ̃y . Since B(0, 1) is compact there is a subsequence of (xk) which is
convergent to some ̃x ∈ B(0, 1). W.l.o.g. let limk→∞ xk = ̃x . Then ft( ̃x) = ̃y whencẽy ∈ ft(B(0, 1)). Since Rft (B(0, 1)) is open and ̃y ∈ ∂Rft (B(0, 1)) we must have ̃x ∈
B(0, 1) \ B(0, 1) = ∂B(0, 1), whence ̃y = ft( ̃x) = ̃x ∈ ∂B(0, 1) contradicting ̃y ∈ B(0, 1).

Define the function υ : [0, 1] → ℝ by

υ(t) = ∫
B(0,1)

det f t (x) dx = ∫
B(0,1)

det(I + tg(x)) dx,
which is a polynomial in t . For t ∈ [0, t0] we get

υ(t) = ∫
B(0,1)

|det f t (x)| dx = ∫
Rft (B(0,1))

1 dx

= vol(Rft (B(0, 1))) = vol(B(0, 1)),
where we used the transformation formula for multidimensional integrals. Here,
vol(⋅) denotes the n-dimensional volume of the set in brackets. The last equal-
ity above shows that the polynomial υ is constant for t ∈ [0, t0] and therefore
υ(t) = vol(B(0, 1)) ̸= 0 for all t ∈ [0, 1]. Since f1(x) = f(x) ∈ ∂B(0, 1) for all x ∈ B(0, 1)
we get

1 = ‖f1(x)‖22 = f1(x)T f1(x) = n∑
i=1
(f1(x))2i ,

whence

0 = n∑
i=1

∂
∂xj

(f1(x))2i = n∑
i=1

2(f1(x))i ∂(f1(x))i∂xj
, j = 1, . . . , n,

and f 1(x)T ⋅ f1(x) = 0. From ‖f1(x)‖2 = 1 we conclude that f 1(x)T is singular, hence
det f 1(x) = det f 1(x)T = 0 for all x ∈ B(0,1). This leads to the contradiction υ(1) = 0.
Now we are ready to prove Brouwer’s fixed point theorem.
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First alternative proof of Brouwer’s fixed point theorem

By Lemma B.1 it is sufficient to show that each continuously differentiable function
f : B(0, 1) → B(0, 1) has a fixed point. To this end assume that there is such a function
f which has no fixed point. Then f(x) − x ̸= 0 for all x ∈ B(0, 1) andwe can construct a
function h: B(0,1)→ ∂B(0,1) such that h(x) is the intersection of the sphere ∂B(0,1)
with the ray from f(x) through x, i.e., h(x) = f(x) + t(x − f(x)) with t > 0 such that‖h(x)‖2 = 1. This implies ‖f(x)‖22 + 2tf(x)T(x − f(x)) + t2‖x − f(x)‖22 = 1 with the unique
positive solution

t = 1‖x − f(x)‖22 (−f(x)T(x − f(x)) + √[f(x)T(x − f(x))]2 + ‖x − f(x)‖22(1 − ‖f(x)‖22)).
Using this expression for t we can immediately see that h is continuously differen-
tiable. In addition, h(x) = x for all x ∈ ∂B(0, 1). This contradicts Lemma B.2 and
concludes the proof of Brouwer’s fixed point theorem.

Nowwe prepare our second proof. To this end we start with three definitions. The first
recalls the definition of a simplex.

Definition B.3. Let x0, . . . , xn ∈ ℝn . The set

S = { x | x = n∑
i=0

αixi , αi ≥ 0,
n∑
i=0

αi = 1}
is called a simplex in ℝn with the vertices x0, . . . , xn . The numbers α0, . . . , αn are
called barycentric coordinates (with respect to x0, . . . , xn ) of the point x ∈ S . The
simplex is nondegenerate if the vectors x1 − x0, x2 − x0, . . . , xn − x0 are linearly in-
dependent. In this case we say that the points x0, . . . , xn are in general position and
that S has dimension n .

Notice that for x ∈ S we have
x = x0 + n∑

i=1
βi(xi − x0), βi ≥ 0,

n∑
i=1

βi ≤ 1.

By this and a contradiction one easily proves that for a nondegenerate simplex the
barycentric coordinates of a point x ∈ S are unique.

In ℝ1 the nondegenerate simplices are line segments, in ℝ2 they are triangles,
and in ℝ3 they are tetrahedra.

In our next definition we introduce certain subdivisions of a given simplex.

Definition B.4. Let S ⊆ ℝn be a nondegenerate simplex with the vertices x0, . . . , xn .
Then for any k ∈ ℕ the points with the barycentric coordinates k0/k, . . . , kn/k, ki ∈ℕ0 ,∑n

i=0 ki = k, form the vertices of the k-th barycentric subdivision of S (cf. Figure B.1
for S ⊆ ℝ2 and k = 3). In such a subdivision each nondegenerate simplex of minimal
volume is called a cell (in Figure B.1 there are 9 cells, one of which is shaded).
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x1

0

2
0

1

2
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1 0 1
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x2

x0 Fig. B.1: Third barycentric subdivision of S ⊆ ℝ2

with possible values of a Sperner mapping.

In our last definitionwe consider a particular integer-valued functionwhich is needed
later on.

Definition B.5. Let S ⊆ ℝn be a nondegenerate simplex with the vertices x0, . . . , xn .
A Sperner mapping m is any mapping m : S → {0, 1, . . . , n} with the only restriction
m(x) ̸= i if αi = 0 for the i-th barycentric coordinate of x . The value m(x) is called the
Sperner value.

Notice that each vertex xj of a nondegenerate simplex S necessarily has the Sperner
value m(xj) = j since its barycentric coordinates satisfy αi = 0 for i ̸= j so that the only
possible value which remains for m(xj) is j .

Now we formulate Sperner’s Lemma in which only those cells of a fixed barycen-
tric subdivision of S are counted whose n + 1 vertices attain all n + 1 possible values
of a given Sperner mapping m .

Lemma B.6 (Sperner Lemma; cf. Franklin [100]). Let S ⊆ ℝn be a nondegenerate sim-
plex and let m be a Spernermapping. Consider an arbitrary k-th barycentric subdivision
of S. Then the number of those cells whose vertices are mapped by m onto {0, 1, . . . , n}
is odd.

Proof. We proceed by induction on n . For n = 1, the simplex S is a line segment from
x0 to x1 . The vertices υi , i = 0, . . . , k, of the k-th barycentric subdivision satisfy υi =
x0 + (i/k)(x1 − x0), i = 0, . . . , k . The values of the Sperner mapping m of S are 0
or 1 with m(x0) = 0 and m(x1) = 1 (cf. the remark below Definition B.5). Therefore,
the finite sequence m(υ0),m(υ1), . . . ,m(υk) is a sequence of zeros and ones, which
starts with 0 and endswith 1, and its changes from0 to 1must be onemore than those
from 1 to 0. This proves the assertion for n = 1 and arbitrary k ∈ ℕ.

Assume now that the assertion holds for all nondegenerate simplices of dimen-
sion less than n and let S be a nondegenerate simplex of dimension n . Consider its
k-th barycentric subdivision. Let F(ℓ) be the number of cells whose n + 1 vertices
have the Sperner values 0, . . . , n − 1 and the additional value ℓ (which occurs twice
if ℓ ̸= n). The order in which these Sperner values appear does not matter. At the mo-
ment we do not know whether F(ℓ) ̸= 0 occurs. We are interested in F(n). If we can
show that F(n) is odd, we are done.
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Each cell of the k-th barycentric subdivision contains simplices of dimension
n − 1 as boundary elements. Such boundary elements are called faces. We will com-
pute the number z which counts the occurrence of those faces Fn whose n vertices
have the different Sperner values 0, . . . , n − 1. For each cell which contributes to F(ℓ)
there are exactly two such faces Fn if ℓ ̸= n and exactly one if ℓ = n . Hence

z = 2
n−1∑
ℓ=0

F(ℓ) + F(n).
We will compute z in a second way: If a face Fn does not completely belong to the
boundary of S it belongs to two cells of the k-th barycentric subdivision of S . There-
fore, it counts twice for z . If it is contained in the boundary of S it lies completely
in that unique face Sn−1 of S whose vertices are x0, . . . , xn−1 . This can again be seen
from the remark belowDefinition B.5 and the admissible Sperner values of the vertices
of Fn . Therefore, we can express z as

z = Fi + Fb
where Fi counts the faces Fn which have at least one element in the interior of S and
Fb counts the corresponding faces in Sn−1 . Clearly, Fi is even. By the induction hy-
potheses Fb is odd, and so are z and F(n).
Now we prove the following version of Brouwer’s fixed point theorem.

Theorem (Brouwer’s fixed point theorem for simplices). If the function f maps a non-
degenerate simplex S of ℝn continuously into itself, then it has a fixed point x∗ .

Proof. Let αi(x), i = 0, . . . , n, be the barycentric coordinates of x . First we remark that
the fixed point property x∗ = f(x∗) is equivalent to

αi(x∗) ≥ αi(f(x∗)), i = 0, . . . , n. (B.1)

One direction follows immediately from the uniqueness of the barycentric coordinates
for nondegenerate simplices, the converse direction follows from

n∑
i=0

αi(x∗) = n∑
i=0

αi(f(x∗)) = 1, αi(x∗) ≥ 0, αi(f(x∗)) ≥ 0. (B.2)

Assume now that f does not have any fixed point. Then for each x ∈ S and y = f(x)
there is an index i0 such that αi0 (x) < αi0 (f(x)) holds whence by a relation analogous
to (B.2) there is an index i1 such that αi1 (x) > αi1 (f(x)). This defines a function m : S→{0, 1, . . . , n} by

m(x) = min{ j | αj(x) > αj(f(x)) }.
Since m(x) = i implies αi(x) > αi(f(x)) ≥ 0, i.e., αi(x) ̸= 0, the function m is a Sperner
mapping. According to the Sperner lemma, for each k-th barycentric subdivision
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of S there is a cell Ck with vertices x0(k), . . . , xn(k) which are mapped by m onto{0, 1, . . . , n}. Eventually, by reordering the vertices xi(k), i = 0, . . . , n, for each fixed
k, the ‘onto’-property allows that we may assume

m(xi(k)) = i for i = 0, . . . , n and k = 1, 2, . . . . (B.3)

Since S is bounded there is a subsequence (kℓ) such that the sequence (x0(kℓ))
has a limit x∗ . With increasing ℓ the cells Ckℓ contract to x∗ , i.e., limℓ→∞ xi(kℓ) = x∗ ,
i = 0, . . . , n, hence limℓ→∞ f(xi(kℓ)) = f(x∗). By (B.3) and the definition of m we get
αi(f(xi(k))) < αi(xi(k)),whence αi(f(x∗)) = limℓ→∞ αi(f(x(kℓ))) ≤ αi(x∗) for i =0, . . . , n .
By virtue of (B.1) this means x∗ = f(x∗), contradicting the assumption.

In order to deduce Brouwer’s fixed point theorem for the closed unit ball B(0, 1) from
the version which we have just proved we proceed similarly as in Theorem 1.5.8, this
time with D = B(0, 1) and with any simplex S enclosing B(0, 1). Thus S plays the role
of B(0, ρ) in the proof of Theorem 1.5.8. We leave the details to the reader.

Exercises

Ex. B.1. Let S be a nondegenerate simplex in ℝn with the vertices x0, . . . , xn . Show
that the barycentric coordinates αi(x), i = 0, . . . , n of x ∈ S are unique.
Ex. B.2. Let S be a nondegenerate simplex in ℝn with the vertices x0, . . . , xn . Show
that the barycentric coordinates αi(x), i = 0, . . . , n of x ∈ S depend continuously on x .

Hint: Use the uniqueness of α0(x), . . . , αn(x).
Ex. B.3. Deduce Brouwer’s fixed point theorem for the closed unit ball B(0, 1) ⊆ ℝn

from that for nondegenerate simplices S ⊆ ℝn . (Give all details of the proof.)

Notes to Appendix B

Both proofs in Appendix B of Brouwer’s fixed point theorem follow the lines of
Franklin [100], where even more proofs of this theorem can be found.
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C Proof of the Newton–Kantorovich Theorem

We prove here the Newton–Kantorovich Theorem which was stated as Theorem 1.5.10
using the notation and references there without repeating them. The proof follows the
lines of Ortega, Rheinboldt [267].

Proof. The numbers t, t in (1.5.10) are the zeros of the polynomial p(t) = 1
2βγt

2 − t + η .
First we consider the case 0 < α ≤ 1/2, which implies η > 0 and 0 < t ≤ t .
Since α is positive, the same holds for t, t . In addition, we have

p(t) = βγt − 1 ̸= 0 = p ( t + t
2
) , if t ̸= t + t

2
. (C.1)

Let tk be the k-th Newton iterate for p starting with t0 = 0, i.e.,{{{{{ t0 = 0,

tk+1 = tk − p(tk)
p(tk) = tk − 1

2βγt
2
k − tk + η

βγtk − 1 , k = 0, 1, . . . .
(C.2)

If p(tk) ̸= 0, then

tk+1 − t = 1
p(tk) { tkp(tk) − p(tk) − tp(tk) }= − 1
p(tk) { p(tk) + p(tk)(t − tk) + 1

2p
(tk)(t − tk)2 − 1

2p
(tk)(t − tk)2 }= 1

2
βγ

βγtk − 1 (t − tk)2 (C.3)

holds, where we used the Taylor expansion of p(t) = 0 at tk . Since (C.2) implies
p(tk−1) + p(tk−1)(tk − tk−1) = 0 we get

tk+1 − tk = − p(tk)
p(tk) = − 1

p(tk) { p(tk−1) + p(tk−1)(tk − tk−1) + 1
2p

(tk−1)(tk − tk−1)2 }= 1
2

βγ
1 − βγtk (tk − tk−1)2. (C.4)

Assertion 1:
t0 < t1 < ⋅ ⋅ ⋅ < tk < t for all k ∈ ℕ0. (C.5)

We prove (C.5) by induction. For k = 0, we get 0 = t0 < t . Assume now that tk < t
is known. Then βγtk − 1 < βγt − 1 = −√1 − 2α ≤ 0 by virtue of (iv), whence (C.3), (C.4)
imply tk < tk+1 < t .

Assertion 2: limk→∞ tk = t . From Assertion 1 we see that (tk) is convergent to some
real number ̂t ≤ t . Assume that ̂t < t . Then we have p( ̂t) = βγ ̂t − 1 ̸= 0 by virtue of
(C.1) and with (C.3) we get ̂t − t = 1

2
βγ

βγ ̂t − 1 (t − ̂t)2.
DOI 10.1515/9783110499469-014
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Dividing by t − ̂t implies −1 = 1
2

βγ
βγ ̂t − 1 (t − ̂t),

whence 2 − βγt = βγ ̂t . Use 2 − βγt = 1 + √1 − 2α in order to obtain the contradiction̂t = t ≥ t > ̂t .
Assertion 3: f (x)−1 exists for all x ∈ B(x0, t), and‖f (x)−1‖ ≤ β

1 − βγ‖x − x0‖ (C.6)

holds.
We start with‖f (x0)−1{f (x0) − f (x)}‖ ≤ ‖f (x0)−1‖ ⋅ ‖f (x0) − f (x)‖≤ βγ‖x0 − x‖ < βγ t = 1 − √1 − 2α ≤ 1 for all x ∈ B(x0, t).

The Neumann series shows that

f (x) = f (x0){ I − f (x0)−1(f (x0) − f (x)) }
has an inverse which can be represented as

f (x)−1 = ∞∑
i=0
{ f (x0)−1(f (x0) − f (x)) }i f (x0)−1.

This implies ‖f (x)−1‖ ≤ ∞∑
i=0
(βγ‖x0 − x‖)i ⋅ β = β

1 − βγ‖x0 − x‖ ,
where 1 − βγ‖x0 − x‖ = −p(‖x0 − x‖) ̸= 0 for ‖x0 − x‖ < t by virtue of (C.1).

Assertion 4: xk ∈ B(x0, t) and ‖xk − xk−1‖ ≤ tk − tk−1 . In particular, theNewton iterates
are well defined.

We prove this assertion by induction. Let k = 1. With (iii) we get‖x1 − x0‖ = ‖f (x0)−1f(x0)‖ ≤ η = t1 − t0< η ⋅ 2
1 + √1 − 2α = η ⋅ 2(1 − √1 − 2α)

2α
= t.

Here, the representation η = t1 − t0 follows from (C.2) with t0 = 0, and the second
inequality holds because the factor behind η is greater than one.

Now let the assertion be true up to some k . Then by the induction hypothesis we
get ‖xk − x0‖ ≤ k∑

i=1
‖xi − xi−1‖ ≤ k∑

i=1
(ti − ti−1) = tk − t0 = tk . (C.7)
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With g(x) = x − f (x)−1f(x), x ∈ B(x0, t), and with Assertion 3 we get‖xk+1 − xk‖ = ‖g(g(xk−1)) − g(xk−1)‖= ‖g(xk−1) − f (g(xk−1))−1f(g(xk−1)) − g(xk−1)‖≤ β
1 − βγ‖g(xk−1) − x0‖ ⋅ ‖f(g(xk−1))‖.

Here, we used the fact that g(xk−1) = xk ∈ B(x0, t). Since
g(xk−1) − xk−1 = −f (xk−1)−1f(xk−1)

we obtain

f(g(xk−1)) = f(g(xk−1)) − f(xk−1) − f (xk−1){ g(xk−1) − xk−1 }
and‖xk+1 − xk‖ ≤ β

1 − βγ‖xk − x0‖  1∫
0

f (xk−1 + λ(g(xk−1) − xk−1)) dλ ⋅ { g(xk−1) − xk−1 }− 1∫
0

f (xk−1) dλ ⋅ { g(xk−1) − xk−1 } ≤ β
1 − βγ‖xk − x0‖ 1∫

0

 f (xk−1 + λ(g(xk−1) − xk−1)) − f (xk−1) dλ⋅ ‖g(xk−1) − xk−1‖≤ β
1 − βγ‖xk − x0‖ γ 1∫

0

λ dλ ‖g(xk−1) − xk−1‖2
= βγ
2(1 − βγ‖xk − x0‖) ‖xk − xk−1‖2≤ βγ
2(1 − βγtk) (tk − tk−1)2 = tk+1 − tk .

For the third inequality we used (i), for the last inequality we applied the induction
hypothesis and (C.7) combined with 1 − βγtk > 1 − βγt ≥ 0. The last equality follows
from (C.4).

Analogously to (C.7) we can conclude ‖xk+1 − x0‖ ≤ tk+1 < t, hence xk+1 ∈ B(x0, t).
Assertion 5: limk→∞ xk = x∗ ∈ B(x0, t) with f(x∗) = 0. Assertion 4 implies‖xk+p − xk‖ ≤ k+p∑

i=k+1
‖xi − xi−1‖ ≤ k+p∑

i=k+1
(ti − ti−1) = tk+p − tk .

Since (tk) is convergent, the sequence (xk) is a Cauchy sequence in B(x0, t). Hence
x∗ = limk→∞ xk ∈ B(x0, t) exists, and by virtue of the continuity of f and f  the Newton
equation −f(xk) = f (xk)(xk+1 − xk) tends to −f(x∗) = 0 if k tends to infinity.
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Assertion 6: The zero x∗ of f is unique in B(x0, t) ∩ D if α < 1/2, and in B(x0, t) if
α = 1/2.

Assume that there is another zero y∗ of f which lies in B(x0, t) if α < 1/2 and in
B(x0, t) if α = 1/2.

With the Newton iterates xk define the sequence{ y0 = y∗,

yk+1 = yk − f (xk)−1f(yk), k = 0, 1, . . . .

Then yk = y∗ , k = 0, 1, . . . .
With tk from (C.2) define the sequence{{{{{ s0 = ‖y∗ − x0‖ < t,

sk+1 = sk − p(sk)
p(tk) , k = 0, 1, . . . .

(C.8)

We conclude the proof by three major steps.

Assertion 6.1:

sk+1 − tk+1 = − 1
p(tk) ⋅ 12βγ(sk − tk)2 > 0, if sk ̸= tk , (C.9)

sk+1 − t = βγ
p(tk) (tk − 1

2 sk − 1
2 t) (sk − t). (C.10)

The first formula follows from

sk+1 − tk+1 = sk − tk − p(sk) − p(tk)
p(tk)= 1

p(tk) { p(tk)(sk − tk) + p(tk) − p(sk) }= 1
p(tk) (−1

2p
(tk)(sk − tk)2) .

The second formula results from

sk+1 − t = sk − t − p(sk)
p(tk) = 1

p(tk) { p(tk)(sk − t) − p(sk) }= 1
p(tk){ (p(t) + p(t)(tk − t))⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

=p(tk)

(sk − t)− p(t) − p(t)(sk − t) − 1
2p

(t)(sk − t)2 }= βγ
p(tk) (sk − t){ tk − t − 1

2 (sk − t) }.
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Assertion 6.2:
lim
k→∞

sk = t. (C.11)

If s0 = t0 = 0, then sk = tk , k = 0, 1, . . . , by virtue of (C.8), and (C.11) follows from
Assertion 2.

If s0 = t, then p(t) = 0 implies sk = t, k = 0, 1, . . ., which proves (C.11).
If t0 = 0 < s0 < t, we show by induction that the inequalities s0 < s1 < ⋅ ⋅ ⋅ < sk < t

and tk < sk hold. For k = 0 this is trivial. Assume that they are true up to some integer
k . Since p(tk) < 0, Assertion 6.1 guarantees sk+1 − tk+1 > 0, which proves the last
inequality. By the induction hypothesis we can deduce that p(sk) > 0, whence sk+1 >
sk by (C.8). From

tk − 1
2 sk − 1

2 t = 1
2 (tk − t) + 1

2 (tk − sk) < 0

and (C.10)weget sk+1 − t < 0,whichprolongs thefirst chain of inequalities. Combining
these inequalities with Assertion 2 proves (C.11).

If t < s0 < t, which does not occur in the case α = 1/2, we show by induction
the inequalities t < sk < ⋅ ⋅ ⋅ < s1 < s0 < t . The case k = 0 is again trivial. From t <
sk < t we can see p(sk) < 0, whence sk+1 < sk as above. With Assertion 6.1 we obtain
tk − 1

2 sk − 1
2 t < tk − tk/2 − tk/2 = 0, hence (C.10) proves sk+1 − t > 0. Thus the inequal-

ities are proved and show that the sequence (sk) is convergent to some limit ̂s . From
Assertion 2, (C.1), and (C.8) we see that p( ̂s) = 0, hence ̂s = t .

Assertion 6.3: ‖yk − xk‖ ≤ sk − tk .
Again we proceed by induction. For k = 0 the assertion follows from ‖y0 − x0‖ =‖y∗ − x0‖ = s0 = s0 − t0 . If the inequality holds for some integer k, we use Assertion 3

in order to get‖yk+1 − xk+1‖ = ‖ − f (xk)−1{ −f (xk)(yk − xk) + f(yk) − f(xk) }‖≤ β
1 − βγ‖xk − x0‖  1∫

0

{ f (xk + λ(yk − xk)) − f (xk) } dλ  ⋅ ‖yk − xk‖.
Analogously to the proof of Assertion 4 and with the induction hypothesis and (C.9)
we can overestimate this last expression by

βγ
1 − βγtk 1∫

0

λ dλ ‖yk − xk‖2 ≤ βγ−p(tk) ⋅ 12 (sk − tk)2 = sk+1 − tk+1.
Notice that sk = tk implies sk+1 = tk+1 , so that the last equality holds trivially in this
special case. From the last two assertions we finally get ‖y∗ − x∗‖ = limk→∞‖yk − xk‖ =
t − t = 0, which proves the Assertion 6.

It remains to show the error estimate (1.5.11) which we are going to repeat.

Assertion 7: ‖xk − x∗‖ ≤ 1
βγ2k (2α)2k , k = 0, 1, . . . .

We proceed in two major steps.
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Assertion 7.1: tk+1 − tk ≤ η ⋅ 2−k .
For k = 0 we have equality. If the inequality holds up to some integer k, we use

tk+1 = ∑k
i=0(ti+1 − ti) ≤ ∑k

i=0 η ⋅ 2−i = 2η(1 − 2−k−1) in order to estimate

1 − βγtk+1 ≥ 1 − 2α(1 − 2−k−1) ≥ 2−k−1. (C.12)

Together with the induction hypothesis and (C.4) we finally get

tk+2 − tk+1 = βγ/2
1 − βγtk+1 (tk+1 − tk)2≤ βγ/2
2−k−1 η

22−2k = ηα ⋅ 2k−2k < η ⋅ 2−k−1.

Assertion 7.2: t − tk ≤ 1
βγ2k (2α)2k .

For k = 0 this inequality follows immediately from

t = 2α
βγ(1 + √1 − 2α) ≤ 2α

βγ
.

If it holds up to some integer k, we can use (C.3) and (C.12) (with k instead of k + 1) to
see the estimate

t − tk+1 ≤ βγ/2
2−k

1(βγ2k)2 (2α)2k ⋅2 = 1
βγ2k+1

(2α)2k+1 .
In order to finish the proof for Assertion 7 we look at the proof for Assertion 5.

From there we can conclude ‖xk+p − xk‖ ≤ tk+p − tk , and for the limit p →∞ we end
up with ‖x∗ − xk‖ ≤ t − tk ≤ 1

βγ2k
(2α)2k .

It remains to consider the case α = 0 < min{β, γ} for which we use the notation
above. Here, η = 0, f(x0) = 0 whence tk = t = 0 < t, and xk = x∗ follows for k = 0,1, . . . .
This proves the existence statement of the theorem. The error estimate is trivial now.
In order to prove uniqueness we assume x∗ ̸= y∗ . With the notation above we notice
that (C.9), (C.10) still hold, 0 = t < s0 < t is trivial, and s1 < s0 follows from (C.8) as
in the proof of Assertion 6.2. From the inequality ‖y1 − x1‖ ≤ s1 − t1 = s1 , which can
be shown as in the proof of Assertion 6.3, we get the contradiction s0 = ‖y0 − x0‖ =‖y∗ − x∗‖ = ‖y1 − x1‖ ≤ s1 < s0 .
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D Convergence proof of the row cyclic Jacobi method

In this appendix we will prove the convergence of the row cyclic Jacobi method.

Theorem D.1. Let A = AT = A0 ∈ ℝn×n . Then the matrices Ak = (a(k)
ij ), k = 0, 1, . . . , of

the row cyclic Jacobi method converge to the Jordan normal form of A, where the order
of the diagonal entries depend on A.

Proof. The proof of this theorem follows the lines of Forsythe, Henrici [99]. As there,
we will proceed in several steps.

Wewill denote the entries of Ak to be zeroed by the k-th Jacobi rotation by a(k)
pk ,qk =

a(k)
qk ,pk , pk < qk , so that a(k+1)

pk ,qk = a(k+1)
qk ,pk = 0. A measure for the deviation of Ak from its

diagonal part is given by the sum

S(k) = ∑
i≠j
(a(k)

ij )2. (D.1)

Later we will show limk→∞ S(k) = 0. If k is irrelevant for our momentary argumenta-
tion, we will drop it, writing A and A instead of Ak , Ak+1 , and similarly p, q, S as we
already did in the formulae of the Algorithm 7.3.1.

Wemention that themultiplication of A with the Jacobi rotation Jpq from the right
only changes the columns p and q of A, while the multiplication with JTpq from the
left changes the corresponding rows. Therefore, the entries in the columns and rows
p, q are called affected, the remaining ones unaffected. Obviously, the latter satisfy
a
ij = aij . From the formulae in Algorithm 7.3.1 and after a simple calculation (cf. Exer-

cise D.1) we get (a
pj)2 + (a

qj)2 = a2pj + a2qj ,(a
jp)2 + (a

jq)2 = a2jp + a2jq (D.2)

for j ∉ {p, q}. As in Forsythe, Henrici [99] we will call the entries of the pairs (apj , aqj)
and (ajp , ajq), j ∉ {p, q}, coupled during the k-th transformation and we speak of
rotated entries apq , aqp for those two to be zeroed.

From (D.1), (D.2) we obtain

S − S = 2a2pq , (D.3)

hence (S(k)) is monotonically decreasing and trivially bounded from below by zero.
Therefore, the sequence (S(k)) is convergent, and (D.3) implies

lim
k→∞

a(k)
pk ,qk = 0 (D.4)

for the rotated entries.
Our first lemma shows that coupled entries cannot behave independently of each

other when being transformed.
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Lemma D.2. Let ε > 0, j ∉ {p, q},|apj| < ε, |a
qj| < ε. (D.5)

Then |a
pj| < c0ε, |aqj| < c0ε (D.6)

holds with the constant c0 = 1 + √2 which is independent of k, pk , qk .

Proof. First we recall that the rotation angle φ is restricted to φ ∈ [−π/4, π/4]. This
bounds c, s in Algorithm 7.3.1 by c ≥ 1/√2 ̸= 0, s ≤ 1/√2. From the formulae of this
algorithm we get

a
pj = apj + s(aqj − τapj) = (1 − sτ)apj + saqj = capj + saqj (D.7)

a
qj = aqj − s(apj + τaqj) = caqj − sapj . (D.8)

Equation (D.8) implies
aqj = (a

qj + sapj)/c. (D.9)

Inserting (D.9) in (D.7) results in

a
pj = (c2apj + sa

qj + s2apj)/c = (apj + sa
qj)/c,

which can be estimated by|a
pj| ≤ (|apj| + |a

qj|/√2) ⋅ √2 = √2|apj| + |a
qj|.

Togetherwith (D.5) this yields the first inequality in (D.6) with c0 = 1 +√2. The second
follows similarly from (D.9).

For the proof of our next lemma we need the submatrix

M(k)
lm = (a(k)

ij ) ∈ ℝ(m−l+1)×(m−l+1),

1 ≤ l < m ≤ n, l ≤ i ≤ m, l ≤ j ≤ m.

An index k is said to be associatedwith (l,m) if (pk , qk) = (l,m). In this case we write
k = I(l,m). The indices k1, k2, . . . kr are called cocyclic if they are contained in one and
the same of the intervals [zN, (z + 1)N − 1], where z = 0, 1, 2, . . . and N = n(n − 1)/2
is the number of rotations in a full cycle of the Jacobi method. Similarly to (D.1) we
define

S(k)
lm = ∑

l≤i,j≤m
i≠j

(a(k)
ij )2.

Obviously,
S(k)
l,l+1 = 2(a(k)

l,l+1)2 and S(k)
1,n = S(k) (D.10)

holds.
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Lemma D.3. Let ε > 0 and k0 such that 2(a(k)
pk ,qk )2 < ε for k > k0 which is possible

by virtue of (D.4). Let f, g, h be three cocyclic indices associated with the pairs (l, m),(l, m + 1), (l + 1, m + 1), respectively, where 1 ≤ l < m < n. Assume f > k0 . Then the
inequalities

S(f)
lm < ε, S(h)

l+1,m+1 < ε. (D.11)

imply
S(g)
l,m+1 < dε, (D.12)

where d = dm−l > 0 depends on m − l and on the constant c0 of Lemma D.2.
Proof. By virtue of cocyclicity the indices f, g, h satisfy f < g = f + 1 < h . We will
decompose the submatrix M(g)

l,m+1 into appropriate blocks and estimate their entries
accordingly. Since the entries in M(f)

l+1,m−1 are unaffected by the rotation f we get

S(f)
l+1,m−1 = S(g)

l+1,m−1. (D.13)

The entries a(f)
lj = a(f)

jl , a
(f)
mj = a(f)

jm are coupled for j = l + 1, . . . ,m − 1 during the f -th
Jacobi transformation. In addition, a(g)

lm = a(f+1)
lm = 0 since a(f)

lm is a rotated entry for f .
Together with (D.2) and (D.13) this implies S(f)

lm − 2(a(f)
lm)2 = S(g)

lm , hence

S(g)
lm ≤ S(f)

lm < ε (D.14)

follows using (D.11). Since (pg , qg) = (l, m + 1) is a rotated entry for g, our very first
assumption guarantees |a(g)

l,m+1| < √ε/2. (D.15)

Now we will consider the entries a(g)
j,m+1 , j = l + 1, . . . , m . After the transformation

g these entries are unaffected by the rotations of the entries in position (l, m + 2),
. . . , (l, n), which proves (a(g)

j,m+1) = a(g+1)
j,m+1 = a(t)

j,m+1 , where t is cocyclic with f, g, h
and associated with the pair (l + 1, l + 2) which follows the pair (l, n) in the row cyclic
Jacobi method. We consider the sum

st = m∑
j=l+1

(a(t)
j,m+1)2,

which is apparently an upper bound for all ((a(g)
j,m+1))2 , j = l + 1, . . . , m . If l + 2 =

m + 1, then t = h and st = sh = (a(h)
l+1,m+1)2 = (a(h)

m,m+1)2 . If l + 2 < m + 1, then a(t)
l+1,m+1 ,

a(t)
l+2,m+1 are coupled during the t-th Jacobi transformation while a(t)

j,m+1 is unaffected
for j = l + 3, . . . ,m . Therefore, we get

st = (a(t)
l+1,m+1)2 + (a(t)

l+2,m+1)2 + m∑
j=l+3

(a(t)
j,m+1)2= (a(t+1)

l+1,m+1)2 + (a(t+1)
l+2,m+1)2 + m∑

j=l+3
(a(t+1)

j,m+1)2 = st+1.
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Repeating these ideas leads to st = st+1 = . . . = sh . Since in both cases sh is part of
S(h)
l+1,m+1 we obtain ((a(g)

j,m+1))2 ≤ st = sh ≤ 1
2
S(h)
l+1,m+1 < ε/2

bymeans of (D.11). From (D.14) we get |a(g)
lj | < √ε/2. Taking into account the symmetry

of Ag we apply Lemma D.2 with (p, q) = (l,m + 1) and √ε/2 instead of ε . This implies|a(g)
j,m+1| < c0√ε/2 and

S(g)
l,m+1 = S(g)

lm + 2(a(g)
l,m+1)2 + 2 m∑

j=l+1
(a(g)

j,m+1)2< ε + ε + c20 ε (m − l) = d ε

with d = dm−l = 2 + c20 (m − l).
Lemma D.4. S∗ := limk→∞ S(k) = 0 .

Proof. Let δ > 0 be given and(a(k)
pk ,qk )2 < (d1 ⋅ d2 ⋅ ⋅ ⋅ dn−2)−1δ/2

for all k ≥ k0 = I(1, 2), where we used (D.4) and our previous notation. By virtue of
(D.10) this implies

S(k)
l,l+1 < (d1 ⋅ d2 ⋅ ⋅ ⋅ dn−2)−1δ

for k = I(l, l + 1) cocyclic with k0 and all l such that 1 ≤ l ≤ n − 1. This means that
(D.11) is fulfilled for all f, g, h ≥ k0 cocyclic with k0 provided that r = m − l = 1 and
ε = (d1 ⋅ ⋅ ⋅ dn−2)−1δ . Assume that

S(k)
l,l+r < (dr ⋅ dr+1 ⋅ ⋅ ⋅ dn−2)−1δ (D.16)

holds for some positive integer r < n − 1 with k = I(l, l + r) cocyclic with k0 and all l
such that 1 ≤ l ≤ n − r . Then Lemma D.3 implies

S(k+1)
l,l+r+1 < dr ⋅ (dr ⋅ ⋅ ⋅ dn−2)−1δ = (dr+1 ⋅ ⋅ ⋅ dn−2)−1δ

which is (D.16) with r + 1 replacing r . This completes our induction and shows
S(k0+n−1)
1,n < δ, where k0 + n − 1 = I(1, n). Since δ was arbitrary and S(k0+n−1)

1,n = S(k0+n−1)

the limit S∗ must be zero.

Lemma D.5. For each k ∈ ℕ there is a permutation πk = (πk(i)) of 1, . . . , n such that

lim
k→∞

|λπk(i) − a(k)
ii | = 0 (D.17)

holds.
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Proof. Let the eigenvalues λi of A, and therefore of Ak , be ordered increasingly, fix k,
and denote by Dk = (d(k)

ij ) ∈ ℝn×n the diagonalmatrix with d(k)
ii = a(k)

ii , i = 1, . . . , n . Let
νk = (νk(i)) be a permutation of 1, . . . , n such that the entries a(k)

νk(i),νk(i) are ordered
increasingly. Then Theorem 1.8.18 with A = Dk , B = Ak and the Frobenius norm ‖ ⋅ ‖F
implies |λi − a(k)

νk(i),νk(i)| ≤ ‖Ak − Dk‖F = (S(k))1/2, i = 1, . . . , n. (D.18)

If πk = (πk(i)) denotes the inverse permutation of νk , one can rewrite (D.18) as|λπk(i) − a(k)
ii | ≤ (S(k))1/2, i = 1, . . . , n. (D.19)

Now (D.17) is proved by Lemma D.4.

In order to terminate the proof of TheoremD.1 it remains to show that πk in LemmaD.5
can be replaced by a permutation π which is independent of k at least for sufficiently
large k . This is obviously true if all eigenvalues of A are identical. Otherwise let

d = min
λi ≠λj

|λi − λj|, εk = (S(k))1/2, (D.20)

and choose k0 such that εk < d/3 holds for all k ≥ k0 . Then by virtue of (D.19) every di-
agonal entry a(k)

jj of Ak is closest to exactly one number of the set Λ = {λi}. Denote this
eigenvalue by λ(k, j). By using the set Λ we emphasize that we no longer distinguish
between identical eigenvalues. We show that λ(k, j) can be chosen independently of
k if k ≥ k0 . To this end we remark that during the k-th Jacobi rotation in the diagonal
of Ak only the entries a(k)

pk ,pk and a(k)
qk ,qk are affected. For simplicity wewill mostly omit

the index k . The formulae of Algorithm 7.3.1, φ ∈ [−π/4, π/4], and (D.20) imply|a
pp − app| = t |apq| ≤ |apq| ≤ εk .

From (D.19) and (D.20) we get|λ(k, p) − app| ≤ |λπk(p) − app| ≤ εk

and similarly |λ(k + 1, p) − a
pp| ≤ εk+1.

Therefore,|λ(k + 1, p) − λ(k, p)| ≤ |λ(k + 1, p) − a
pp| + |a

pp − app| + |app − λ(k, p)|≤ εk+1 + 2εk < d,

which, by virtue of (D.20), proves λ(k + 1, p) = λ(k, p). Similarly, we get λ(k + 1, q) =
λ(k, q), so that λ(k + 1, i) = λ(k, i) =: λ(i) for k ≥ k0 and i = 1, . . . , n . Then λπk(i)
in (D.17) can be replaced by λ(i) whence limk→∞|λ(i) − a(k)

ii | = 0 follows. With D =
diag(λ(1), . . . , λ(n)) we obtain limk→∞ Ak = D, and since the eigenvalues of Ak are
those of A including theirmultiplicity, D must be the Jordan normal form of A . The or-
der of the diagonal entries depends on A because the choice of the rotational entries,
Algorithm 7.3.1, and the angle φ there are unique. This finishes the proof of Theo-
rem D.1.
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The convergence of the columncyclic Jacobimethod canbeproved analogously aswas
done in Forsythe, Henrici [99]. The speed of convergence is studied in Henrici [141].

Exercises

Ex. D.1. Prove (D.2).
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E The CORDIC algorithm

The CORDIC algorithm (Coordinate Rotation Digital Computing) aims to compute
elementary functions by a shift-and-add strategy, which means that only shifts of
a bit sequence in the arithmetic logic unit (ALU) and additions of binary numbers
are required in order to approximate values of selected elementary functions such as
sin x, cos x, arctan x, sinh x, cosh x, artanh(y/x), from which additional ones can be
easily derived, for instance ln x = 2artanh x−1

x+1 , e
x = cosh x + sinh x .Wewill explain the

algorithm only for computing sin x, cos x, and refer to Muller [240] for modifications
in order to obtain other functions from 𝔽. We proceed in three steps:
(1) Reduce the argument x by multiples of π such that θ := x − kπ ∈ [− π

2 ,
π
2 ], k ∈ ℤ,

where k is chosen appropriately.
(2) Represent θ ∈ [− π

2 ,
π
2 ] as θ = ∑∞

k=0 dkwk , where dk = ±1, wk = arctan 2−k . Here
we assume that wk is taken from a table available for the computer.

(3) Apply the CORDIC algorithm, whose basic form is an iterated application of dila-
tions and rotations.

In view of step (2) we need the following theorem.

Theorem E.1. Let (wk) be amonotonously decreasing sequence of positive real numbers
for which s := ∑∞

k=0 wk < ∞ exists and which satisfies

wk ≤ ∞∑
i=k+1

wi , k ∈ ℕ0. (E.1)

Let t ∈ [−s, s] be fixed and define (tk) recursively by{ t0 := 0

tk+1 := tk + dkwk
with dk := { 1, if tk ≤ t−1, if tk > t

. (E.2)

Then

t = lim
k→∞

tk = ∞∑
k=0

dkwk (E.3)

holds.

Proof. By virtue of (E.2) we have tk = ∑k−1
i=0 diwi , k ∈ ℕ. We show by induction− ∞∑

i=k
wi ≤ t − tk ≤ ∞∑

i=k
wi (E.4)

which implies (E.3).
For k = 0 we have t0 = 0, hence −s ≤ t − t0 = t ≤ s follows from our assumption

on t .

DOI 10.1515/9783110499469-016
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Let (E.4) hold for some k . If dk = −1, then tk > t, t − tk < 0, and

t − tk+1 = t − (tk − wk) < wk ≤ ∞∑
i=k+1

wi

holds, where the last inequality follows from (E.1). Furthermore,

t − (tk − wk) ≥ − ∞∑
i=k

wi + wk = − ∞∑
i=k+1

wi

by our induction hypothesis. This proves (E.4) in the case dk = −1. The case dk = 1
can be shown analogously.

Remark E.1.
(a) The choices wk = y

2k (y > 0), wk = ln(1 + 2−k), and wk = arctan 2−k fulfill the
assumptions of Theorem E.1.
We prove this only for wk = arctan 2−k leaving the proof for the other two possi-
bilities to the reader in Exercise E.1.
We start with two properties on arctan x (principal value):

arctan x ≤ x for x ≥ 0,

arctan(x + y) ≤ arctan x + arctan y for x, y ≥ 0.

Thefirst inequality canbe seenbymeans of the function g(x) := arctanx − x which
satisfies g(x) = −x2/(1 + x2) ≤ 0 and is therefore monotonously decreasing. This
implies −∞ = limx→∞ g(x) ≤ g(x) ≤ g(0) = 0 for x ≥ 0.
For the second inequality we use the function

h(x) := arctan(x + y) − arctan x − arctan y for fixed y ≥ 0,

whose derivative
h(x) = 1

1 + (x + y)2 − 1
1 + x2

is nonpositive. Hence h(x) ≤ h(0) = 0 holds for x ≥ 0.
Obviously (wk) is a monotonously decreasing sequence of positive numbers. Fur-
thermore,

s := ∞∑
k=0

wk = ∞∑
k=0

arctan 2−k ≤ ∞∑
k=0

2−k = 2,

in particular, s exists. Finally,

wk = arctan(2−k) = arctan( ∞∑
i=k+1

2−i) ≤ ∞∑
i=k+1

arctan(2−i) = ∞∑
i=k+1

wi .

(b) Based on the error estimate

0 ≤ s − k∑
i=0

wi = ∞∑
i=k+1

wi ≤ ∞∑
i=k+1

2−i = 2−k

the sum s = ∑∞
k=0 wk , wk = arctan(2−k) can be approximated arbitrarily well. One

obtains s = 1.743 286 620 472 340003 5 . . . .
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CORDIC algorithm – basic version (Volder [357])

Let x0, y0, z0 ∈ R be given. Iterate according to

dk := {{{ 1 if zk ≥ 0−1 otherwise

xk+1 := xk − dkyk2−k

yk+1 := yk + dkxk2−k

zk+1 := zk − dk arctan 2−k

}}}}}}}}}}}}}}}}}}}
k = 0, 1, . . . (E.5)

Theorem E.2. Let (xk , yk , zk) be constructed by the basic version of the CORDIC algo-
rithm. Assume |z0| ≤ s = ∑∞

k=0 arctan 2−k . Then

lim
k→∞

(xk
yk
zk
) = K ⋅ (x0 cos z0 − y0 sin z0

x0 sin z0 + y0 cos z0
0

)
holds with

K := ∞∏
k=0

√1 + 2−2k = 1.646 760 258 121 065 648 366 051 . . . .

The choice

x0 := 1
K
= 0.607 252 935 008 881 256 169 4 . . . , y0 := 0, z0 := θ, |θ| ≤ s,

implies

lim
k→∞

(xk
yk
zk
) = (cos θ

sin θ
0

) .

Proof. Apply Theorem E.1 to wk = arctan 2−k ∈ (0, π4 ] and t = z0 , taking into account
Remark E.1. For{ t0 := 0

tk+1 := tk + dkwk
with dk := { 1, if tk ≤ z0−1, otherwise

(E.6)

one gets

lim
k→∞

tk = ∞∑
k=0

dkwk = z0. (E.7)

Define (xk+1
yk+1

) := 1
coswk

(cos(dkwk) − sin(dkwk)
sin(dkwk) cos(dkwk))(xkyk)= 1

coswk
( coswk −dk sinwk
dk sinwk coswk

)(xk
yk
) .
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Here the matrix effects a counterclockwise rotation of (xk , yk)T with the angle dkwk ,
and the factor 1/ cos wk > 1 in front means a dilation since wk ∈ (0, π/4]. From the
definition of wk one gets sinwk = 2−k coswk , hence(xk+1

yk+1
) = ( 1 −dk2−k

dk2−k 1
)(xk

yk
)

follows. Since(cos α − sin α
sin α cos α

) ⋅ (cos β − sin β
sin β cos β

) = (cos(α + β) − sin(α + β)
sin(α + β) cos(α + β))

one finally obtains

lim
k→∞

(xk
yk
) = ( ∞∏

k=0

1
coswk

)(cos z0 − sin z0
sin z0 cos z0

)(x0
y0
) .

Now
1 − cos2 wk = sin2 wk = 2−2k cos2 wk ,

whence
1

coswk
= √1 + 2−2k and

∞∏
k=0

1
coswk

= K

follow. Notice that the last infinite product exists since

um := ln( m∏
k=0

√1 + 2−2k) = m∑
k=0

1
2
ln(1 + 2−2k)

is monotonously increasing and satisfies

um ≤ 1
2

m∑
k=0

2−2k ≤ 1
2

∞∑
k=0

2−2k = 2
3

because of ln(1 + x) ≤ x for x ≥ 0; cf. Exercise E.2. Hence (um) is convergent to some
value u∗ and

lim
m→∞

eum = eu
∗ = ∞∏

k=0

√1 + 2−2k = K

exists. Now let zk := z0 − tk , k = 1, 2, . . . . Then{ z0 = z0 − t0 t0 given as in (E.6)

zk+1 = z0 − tk+1 = z0 − tk − dkwk = zk − dkwk

holds with

dk := {{{ 1 if zk = z0 − tk ≥ 0−1 otherwise

and effects that zk = z0 − ∑k
i=0 diwi converges to z0 − z0 = 0 because of (E.7).
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θ = z0

tk

z = θ − tk

dkwk

(xk+1, yk+1)

(xk, yk)

y

xxk
2 + yk

2

Fig. E.1: An iteration step of the CORDIC algorithm.

Figure E.1 may illustrate the iterate (xk+1, yk+1) if z0 = θ . Notice that(xk+1 − xk
yk+1 − yk)T (xk

yk
) = (−dk2−kyk

dk2−kxk
)T (xk

yk
) = 0,

i.e., both vectors are orthogonal.
In practice, the basic version of the CORDIC algorithm must be modified in order

to be efficient – see Muller [240] for details. It was implemented in the HP35 pocket
calculator, and in the Intel processors 8087 up to 80468. Nowadays there are faster
algorithms for computing elementary functions; see again Muller [240].

Exercises

Ex. E.1. Prove Remark E.1 (a) for wk = y/2k (y > 0) and for wk = ln(1 + 2−k).
Ex. E.2. Prove ln(1 + x) ≤ x for x ≥ 0.

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



F The symmetric solution set –
a proof of Theorem 5.2.6

We prove here the missing converse direction ‘⇐’ of Theorem 5.2.6 using the notation
of the theorem and its proof ‘⇒’ in Section 5.2. To this endwe need some preparations
which we will present first.

Definition F.1. Let p, ̃p, q, q, ̃q, ̃q ∈ {0, 1}n . Then we define
p = e − p, q = e − q, q = (0, 0, q3, . . . , qn)T , ̃q = (0, 0, ̃q3, . . . , ̃qn)T ,

pc = p .∗ p̃, pr = p − pc , qc = q .∗ ̃q, qr = q − qc ,
p̃c = p̃ .∗ p, p̃r = p̃ − p̃c , ̃qc = ̃q .∗ q, ̃qr = ̃q − ̃qc ,

q
c = q .∗ ̃q, q

r = q − q
c ,̃q

c = ̃q .∗ q, ̃q
r = ̃q − ̃q

c ,

pC = p .∗ ̃q, pR = p − pC , qC = q .∗ p̃, qR = q − qC ,
p̃C = p̃ .∗ q, p̃R = p̃ − p̃C , ̃qC = ̃q .∗ p, ̃qR = ̃q − ̃qC ,

q
C = q .∗ p̃, q

R = q − q
C ,̃q

C = ̃q .∗ p, ̃q
R = ̃q − ̃q

C ,

where .∗ denotes the Hadamard product as in Section 2.1.

The subscripts remind us of ‘common components’, i.e., components that are one for
both operands simultaneously, and ‘remaining components’.

Definition F.2. Let [A] = [A]T ∈ 𝕀ℝn×n , [b] ∈ 𝕀ℝn , x ∈ ℝn , p, q ∈ {0, 1}n . Then we
define

Lqp = xTDp(b − ADqx), L̇qp = −xTDpADqx,

Lqp = xTDp(b − ADqx), L̇qp = −xTDpADqx.

The position of the bar in Lqp , L
q
p is the same as with b, b . Notice the missing bar at

‘q ’ when defining L̇qp , L̇
q
p . If pi = qj = 1, the entry aij is missing when computing Lqp

while it is present when computing L̇qp .

DOI 10.1515/9783110499469-017
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Lemma F.3. With the assumptions and the notations in the Definitions F.1 and F.2we get
the following properties which (mostly) hold for q and Lqp similarly.
(a) pc = p̃c , p + p̃r = p̃ + pr , pC = ̃qC , p + ̃qR = ̃q + pR .
(b) Let p = 0, q = e(i) , x ≥ 0, xi > 0. Then the i-th Oettli–Prager inequality in Theo-

rem 5.2.2 (d) is equivalent to

Le
(i)

0 = 0 ≤ L0e(i) = xi(bi − n∑
j=1

aijxj),
L0e(i) = xi(bi − n∑

j=1
aijxj) ≤ 0 = Le

(i)

0 .

}}}}}}}}}}}}} (F.1)

(c) L̇qp = L̇pq = L̇qpc + L̇qpr , (≤ L̇qp if x ≥ 0).
(d) Lqp = Lq+ ̃qr

p + L̇p̃qr = Lqpc + Lqpr , (≤ Lqp if x ≥ 0).
(e) Lqpc + L ̃p

̃qr = Lq+ ̃qr
pc + L ̃pr

̃qr , L
p
qC + L ̃q

qC = Lp+ ̃qR
qC + L ̃qC

qC .

The proof of Lemma F.3 is based on simple calculations and can be left to the reader.
We are now ready to prove the converse direction ‘⇐’ of Theorem 5.2.6. To this

end we remark that the property ‘x ∈ S ’ is equivalent to the Oettli–Prager inequality|Ǎx − b̌| ≤ rad([A])|x| + rad([b]) according to Theorem 5.2.2.

Proof ‘⇐’ of Theorem 5.2.6. Assume that a given vector x is an element of S and the
inequalities (5.2.16) hold for 0 ̸= p ≺lex q with pTq = 0 (which implies q ̸= e). Then
these inequalities are valid for all vectors p, q ∈ {0, 1}n as we saw in the first part of
the proof.

Without loss of generality we assume x ≥ 0. Otherwise replace [A], [b], x by[B] = Dx[A]Dx = [B]T , [c] = Dx [b], z = Dx x = |x| ≥ 0 with Dx = diag(σ1, . . . , σn) ∈ℝn×n , where σi = 1 if sign(xi) = 0, and σi = sign(xi) otherwise. Then rad([B]) =
rad([A]), rad([c]) = rad([b]), | ̌c − B̌z| = |Dx(b̌ − Ǎx)| = |Dxr| = |r|, zT(Dp − Dq)( ̌c − B̌z) =
xTDx(Dp − Dq)Dxr = xT(Dp − Dq)r . Therefore, the inequalities (5.2.14), (5.2.16) hold for[B], [c], z if they hold for [A], [b], x, and vice versa.

With piqi = 0, i = 1, . . . , n, we get |Dp − Dq| = Dp + Dq in (5.2.16). Using (5.2.22)
and the Definitions F.1 and F.2 a simple calculation shows that (5.2.16) is equivalent to

Lqp ≤ Lpq , Lpq ≤ Lqp (F.2)

if 0 ̸= p ≺lex q with pTq = 0. If pTq ̸= 0, then (5.2.16) still implies (F.2) because of|Dp − Dq| ≤ Dp + Dq and (5.2.22).
Wenowpresent the ideas for the remainingpart of our proof: Successively for each

index pair (i, j) with i < j and xixj > 0 we will replace the entries [a]ij and [a]ji = [a]ij
in [A] simultaneously by somepoint intervals [aij , aij], [aji , aji]with aij = aji ∈ [a]ij so
that the inequalities (5.2.14), (5.2.16) still hold. At the end of the complete replacement
process we will apply Theorem 5.2.3 (a), (d) (= Oettli–Prager criterion) to the resulting
final matrix [A]new = ([A]new)T ⊆ [A] and to [b] in order to obtain a (possibly unsym-
metric) matrix Ã ∈ [A]new and a vector b̃ ∈ [b] with Ãx = b̃ . From Ã we can construct
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at once a symmetric matrix Ãsym ∈ [A] which satisfies
Ãsymx = Ãx = b̃ (F.3)

and thus implies x ∈ Ssym.
For ease of notation we show how

a12, a21, a12, a21 (F.4)

and [a]12 = [a]21 can be replaced assuming x1x2 > 0. (If x1x2 = 0, then [a]12 = [a]21
remains unchanged for the moment, and another entry is considered.) By virtue of
Lemma F.3 (b), we can replace the first two Oettli–Prager inequalities equivalently by
those in (F.1) for i = 1 and i = 2. Therefore, we will enlarge the choice of p and q in
Theorem 5.2.6 by the cases p = 0, q = e(1) and p = 0, q = e(2) without mentioning
it further. This extension avoids the study of special subcases. Now we consider only
those inequalities (5.2.16) which contain at least one entry of (F.4) explicitly. Taking
into account (5.2.15) there are only three cases for this:
Case 1: q = (1, 0, ∗)T , p = (0, 0, ∗)T
Case 2: q = (0, 1, ∗)T , p = (0, 0, ∗)T
Case 3: q = (1, 1, ∗)T , p = (0, 0, ∗)T
Here ‘∗’ replaces the remaining components of p and q . Notice that for q = (1, 0,∗)T ,
p = (0, 1, ∗)T the inequalities (F.2) do not contain one of the entries in (F.4) explicitly.
Furthermore, the entries a12 = a21 and a12 = a21 cannot appear in one and the same
of the two inequalities (F.2) because of pTq = 0.

Our first step consists of isolating the entries (F.4) in (F.2). With the notation of
Definition F.1 and a12 = a21 , a12 = a21 we get

a12x1x2 ≤ Le
(2)+p
e(1) + Lpq − Lqp Case 1 (F.5)

a12x1x2 ≤ Le
(1)+p
e(2) + Lpq − Lqp Case 2 (F.6)

a12x1x2 ≤ (Le(2)+pe(1) + Le(1)+pe(2) + Lpq − Lqp)/2 Case 3 (F.7)

and

Le
(2)+p
e(1) + Lpq − Lqp ≤ a12x1x2 Case 1 (F.8)

Le
(1)+p
e(2) + Lpq − Lqp ≤ a12x1x2 Case 2 (F.9)(Le(2)+pe(1) + Le(1)+pe(2) + Lpq − Lqp)/2 ≤ a12x1x2 Case 3 (F.10)

If we can show (which we will do at the end of the proof) that each left-hand side of
(F.8)–(F.10) is less than or equal to each right-hand side of (F.5)–(F.7) (with another ad-
missible choice of p, q), then the sameholds for themaximumMℓ of all such left-hand
sides as comparedwith theminimum mr of all such right-hand sides. If mr > a12x1x2 ,
we redefine it by a12x1x2 , knowing by (F.8)–(F.10) that Mℓ ≤ a12x1x2 . Similarly, if

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



466 | F The symmetric solution set

Mℓ < a12x1x2 , we redefine it by a12x1x2 . Now we choose any number from [Mℓ,mr].
Obviously, it is representable as a12x1x2 with some number a12 ∈ [a]12 . The inequali-
ties (F.5)–(F.10) holdwith a12 in place of a12, a12 , and so do the inequalities (F.2) if we
define a21 = a12 and replace the entries (F.4) correspondingly. Replacing the entries[a]12 , [a]21 in [A] by a12 = a21 results in a matrix [A] for which the assumptions
of Theorem 5.2.6 are also satisfied. It forms the starting point of our next replacement.
Repeating this process for all entries [a]ij , i < j, with xixj > 0 wefinally endupwith the
matrix [A]new which we already mentioned at the beginning. It has degenerate sym-
metric entries aij = aji ∈ [a]ij whenever xixj > 0 is true, and it satisfies the inequalities
(5.2.14), (5.2.16). Therefore, a matrix Ã = (ãij) ∈ [A]new and a vector b̃ ∈ [b] exist with
Ãx = b̃ . Trivially, ãij = ãji = aij if xixj > 0. If xi = 0 the value of ãji does notmatter in the
product Ãx . Therefore, we may replace it by ãij , a step towards symmetry. Similarly,
if xj = 0, we replace ãij by ãji , ending up with a symmetric matrix Ãsym ∈ [A] which
satisfies (F.3) and finishes the proof.

It remains to show that each left-hand side of (F.8)–(F.10) is less than or equal to
each right-hand side of (F.5)–(F.7). To this endwehave to combine each right-hand side
of (F.5)–(F.7)with each left-hand side of (F.8)–(F.10)which leads to nine combinations.

(1) Case 1 vs. Case 1: Let p̃, ̃q and p, q be chosen according to Case 1, independently
of each other. We have to show that

Le
(2)+ ̃p
e(1) + L ̃p

̃q − L ̃q
̃p ≤ Le

(2)+p
e(1) + Lpq − Lqp (F.11)

holds. With the notation of Definition F.1 and with Lemma F.3 we get

Le
(2)+ ̃p
e(1) + L ̃p

̃q + Lqp = Le
(2)+ ̃p
e(1) + L ̃p

̃q + Lqpc + Le(1)+qpr= Le
(2)+ ̃p+pr
e(1) + L ̃p

̃q + Lqpc + Lqpr= Le
(2)+ ̃p+pr
e(1) + L ̃p

̃qc
+ (L ̃p

̃qr
+ Lqpc ) + Lqpr= Le

(2)+ ̃p+pr
e(1) + L ̃p

̃qc
+ (L ̃pr

̃qr
+ Lq+ ̃qr

pc ) + Lqpr= Le
(2)+ ̃p+pr
e(1) + L ̃p+pr

̃qc
+ L ̃pr

̃qr
+ Lq+ ̃qr

pc + Lqrpr .
Similarly we obtain

Le
(2)+p
e(1) + Lpq + L ̃q

̃p = Le
(2)+p+ ̃pr
e(1) + Lp+ ̃pr

qc
+ Lprqr + L ̃q+qr

̃pc + L ̃qr
̃pr= Le

(2)+ ̃p+pr
e(1) + L ̃p+pr

̃qc
+ L ̃qr

̃pr + Lq+ ̃qr
pc + Lprqr .

For the last formula we used the equality q
r = qr , ̃q

r = ̃qr , which holds by virtue of the
particular form of q and ̃q in Case 1.

Comparing both final expressions and using (F.2) (with (p, q) = (p̃r , ̃q
r), and(p, q) = (pr , q

r), respectively) and Lemma F.3 (d) proves (F.11).

(2) Case 2 vs. Case 2: is proved similarly.
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(3) Case 1 vs. Case 2: Let p̃, ̃q be chosen according to Case 1, and let p, q be chosen
according to Case 2. We have to show that

Le
(2)+ ̃p
e(1) + L ̃p

̃q − L ̃q
̃p ≤ Le

(1)+p
e(2) + Lpq − Lqp (F.12)

holds. With qR = e(2) + q
R , ̃qR = e(1) + ̃q

R and pC = ̃qC = ̃q
C we obtain

Le
(2)+ ̃p
e(1) + L ̃p

̃q + Lqp = Le
(2)+ ̃p
e(1) + L ̃p

̃qC
+ L ̃p

̃qR
+ LqpC + LqpR= (Le(2)+ ̃p+qR

e(1) + L̇qRe(1) ) + (L ̃p
pC + LqpC ) + (L ̃p+qR

̃qR
+ L̇qR

̃qR
) + (Lq+ ̃pR

pR + L̇ ̃pR
pR )= Le

(2)+ ̃p+qR
e(1) + (L ̃pC

pC + Lq+ ̃pR
pC ) + (Le(2)+ ̃p+qR

̃qR
+ L̇ ̃qR

e(2) + Lq+ ̃pR
pR )+ L̇qRe(1) + L̇qR̃qR + L̇ ̃pR

pR= Lq+ ̃pR
̃q+pR + L ̃pC

pC + L̇qRe(1) + L̇ ̃qR
e(2) + L̇qR̃qR + L̇ ̃pR

pR .

Similarly we obtain

Le
(1)+p
e(2) + Lpq + L ̃q

̃p = L ̃q+pR
q+ ̃pR + LpC̃pC + L̇ ̃qR

e(2) + L̇qRe(1) + L̇ ̃qR
qR
+ L̇pR̃pR= L ̃q+pR

q+ ̃pR + LpC̃pC + L̇qRe(1) + L̇ ̃qR
e(2) + L̇qR̃qR + L̇ ̃pR

pR ,

which proves (F.12) as above.

(4) Case 3 vs. Case 3: Let p̃, ̃q and p, q be chosen according to Case 3. We have to
show that

Le
(2)+ ̃p
e(1) + Le(1)+ ̃p

e(2) + L ̃p
̃q − L ̃q

̃p ≤ Le
(2)+p
e(1) + Le(1)+pe(2) + Lpq − Lqp (F.13)

holds. With ̃qC = ̃q
C = pC we obtain

Le
(2)+ ̃p
e(1) + Le(1)+ ̃p

e(2) + L ̃p
̃q + Lqp= (Lq+ ̃pR

e(1) + L̇e(1)+qRe(1) ) + (Lq+ ̃pR
e(2) + L̇e(2)+qRe(2) ) + (L ̃p

̃qC
+ L ̃p

̃qR
) + (LqpC + LqpR )= Lq+ ̃pR

e(1)+e(2) + (Lq+ ̃pR
pC + L ̃pC

pC ) + (L ̃p+qR
̃qR

+ L̇qR
̃qR
) + (Lq+ ̃pR

pR + L̇ ̃pR
pR ) + L̇e(1)+qRe(1) + L̇e(2)+qRe(2)= Lq+ ̃pR

̃q+pR + L ̃pC
pC + L̇e(1)+qRe(1) + L̇e(2)+qRe(2) + L̇qR

̃qR
+ L̇ ̃pR

pR= Lq+ ̃pR
̃q+pR + L ̃pC

pC + (L̇e(1)e(1) + L̇e(2)e(2) + L̇e(1)+e(2)qR
) + (L̇e(1)+e(2)

̃qR
+ L̇qR

̃qR
) + L̇ ̃pR

pR .

Similarly we obtain

Le
(2)+p
e(1) + Le(1)+pe(2) + Lpq + L ̃q

̃p= L ̃q+pR
q+ ̃pR + LpC̃pC + (L̇e(1)e(1) + L̇e(2)e(2) + L̇e(1)+e(2)̃qR

) + (L̇e(1)+e(2)qR
+ L̇ ̃qR

qR
) + L̇pR̃pR ,

which proves (F.13) as above.
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(5) Case 1 vs. Case 3: Let p̃, ̃q be chosen according to Case 1, and let p, q be chosen
according to Case 3. We have to show that

2Le
(2)+ ̃p
e(1) + 2L ̃p

̃q − 2L ̃q
̃p ≤ Le

(2)+p
e(1) + Le(1)+pe(2) + Lpq − Lqp (F.14)

holds. With ̃qr = ̃q
r , q = e(1) + (e(2) + q) we obtain

2Le
(2)+ ̃p
e(1) + 2L ̃p

̃q + Lqp = (Le(2)+ ̃p
e(1) + L ̃p

̃q + Lqp) + (Le(2)+ ̃p
e(1) + L ̃p

̃q )= (Le(2)+ ̃p+pr
e(1) + L ̃p

̃qc
+ L ̃p

̃qr
+ Lqpc + Le(2)+qpr ) + (Le(2)+ ̃p

e(1) + L ̃p
̃q )= (Le(2)+ ̃p+pr

e(1) + L ̃p
̃qc
+ L ̃pr

̃qr
+ Lq+ ̃qr

pc + Le(2)+qpr ) + (Le(2)+ ̃p
e(1) + L ̃p

̃q )= (Le(2)+ ̃p+pr
e(1) + L ̃p+pr

̃qc
+ Lq+ ̃qr

pc + L ̃pr
̃qr
) + (Le(2)+ ̃p

e(1) + L ̃p
̃q + Le(2)+qrpr ).

Similarly, with qr = e(2) + q
r , we get

Le
(2)+p
e(1) + Le(1)+pe(2) + Lpq + 2L ̃q

̃p= (Le(2)+pe(1) + Lpq + L ̃q
̃p) + (Le(1)+pe(2) + L ̃q

̃p)= (Le(2)+p+ ̃pr
e(1) + Lpqc + Lpqr + L ̃q

̃pc + L ̃q
̃pr ) + (Le(1)+pe(2) + L ̃q

̃p)= (Le(2)+p+ ̃pr
e(1) + Lpqc + Lprqr + L ̃q+qr

pc + L ̃q
̃pr ) + (Le(1)+pe(2) + L ̃q

̃p)= (Le(2)+p+ ̃pr
e(1) + Lpqc + Lq+ ̃qr

pc + L̇e(2)pc + L ̃q
̃pr ) + (Le(1)+pe(2) + Lprqr + L ̃q

̃p)= (Le(2)+p+ ̃pr
e(1) + Lp+ ̃pr

qc
+ Lq+ ̃qr

pc + L ̃qr
̃pr ) + (Le(1)+pre(2) + Lprqr + L ̃q

̃p)= (Le(2)+ ̃p+pr
e(1) + L ̃p+pr

̃qc
+ Lq+ ̃qr

pc + L ̃qr
̃pr ) + (Le(1)+pre(2) + Lprqr + L ̃q

̃p).
Comparing the final expressions one sees that (F.14) certainly holds if

Le
(2)+ ̃p
e(1) + L ̃p

̃q + Le(2)+qrpr ≤ Le
(1)+pr
e(2) + Lprqr + L ̃q

̃p (F.15)

is true. But this is just Case 1 vs. Case 2 with p̃, ̃q as above and with p, q there being
replaced by the present pr , e(2) + q

r . Therefore, (F.15) holds, and (F.14) is proved.
Case 2 vs. Case 1, Case 3 vs. Case 1, Case 2 vs. Case 3, and Case 3 vs. Case 2 are

proved using the same ideas.
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G A short introduction to INTLAB

INTLAB (‘Interval laboratory’) is a toolbox for MATLAB written completely in MAT-
LAB code by S.M. Rump [320]. It is easy to handle and allows computing with real
and complex intervals provided that the computer arithmetic satisfies the IEEE 754
arithmetic standard [151], Bohlender, Ullrich [70]. Basic Linear Algebra Subroutines
BLAS 1–3 as described in Lawson et al. [187], Dongarra et al. [86], Dongarra et al. [87]
are involved whenever possible in order to speed up the computation. The implemen-
tation is based on switching between different rounding modes which is invisible to
the user (setround(-1) for rounding downwards, setround(1) for rounding up-
wards, setround(0) for rounding to nearest). Details on INTLAB and further links
can be found at the website http://www.ti3.tuhh.de/rump/ and in Hargreaves [135].

Storage of intervals

The storage of an interval [a] depends on it being real or complex. Real intervals are
stored by their endpoints a, a, complex intervals by their midpoint ǎ and their radius
rad([a]) = ra . To this end, the datatypeintval is introducedwhich is a structurewith
five components (cf. Rump [320]): The component a.complex is Boolean and true
if [a] is complex. So it is the switch for the correct representation. The components
a.inf, a.sup are used for a, a if [a] is real; they are empty for [a] being complex.
The components a.mid, a.rad are used for ǎ, ra if [a] is complex; they are empty
for real intervals [a]. This recommends the way to enter an interval. Since a complex
interval [a] = ⟨ǎ, ra⟩ with real midpoint is interpreted as real interval ǎ + ra[−1, 1],
the function cintval(midpoint,radius) should be used in order to get the right
disc in the complex plane. If a complex interval is entered as a rectangle [a, a], it is
stored as the smallest disc enclosing this rectangle using the midpoint ǎ = (a + a)/2.
An infsup-output of such a disc ⟨a⟩ delivers a rectangle [a] which encloses this disc
best possible.

Arithmetic

Independently of the storage of an interval [a], INTLAB provides two interval arith-
metics: a fast one working with the midpoint ǎ and the radius ra of [a], and a slower
sharp one using the lower bound a and the upper bound a . The user can change the
arithmetic by the commands

DOI 10.1515/9783110499469-018

 EBSCOhost - printed on 2/10/2023 4:44 PM via . All use subject to https://www.ebsco.com/terms-of-use



470 | G INTLAB

intvalinit(’FastIVMult’)

and

intvalinit(’SharpIVMult’)

which can be done in the initialization file startintlab.m, at the beginning of a
program, or during an INTLAB session.

With a = ⟨ǎ, ra⟩, b = ⟨b̌, rb⟩ the elementary operations ⊕, ⊖, ⊗, ⊘ of the fast
arithmetic are defined by

a ⊕ b = ⟨ǎ + b̌, ra + rb⟩
a ⊖ b = ⟨ǎ − b̌, ra + rb⟩
a ⊙ b = ⟨ǎ ⋅ b̌, | ̌a|rb + ra|b̌| + rarb⟩
1 ⊘ b = ⟨b̌/D, rb/D⟩, D = b̌2 − r2b , 0 ∉ b
a ⊘ b = a ⊙ (1 ⊘ b), 0 ∉ b.

The operations of the second arithmetic are the same as in Section 2.2. The results
coincide in both arithmetics for addition, subtraction and inversion (when computing
exactly). They may differ for multiplication as the subsequent example shows.⟨−1, 1⟩ ⊙ ⟨1, 1⟩ = ⟨−1, 3⟩ = [−4, 2] ⊃ [−4, 0] = [−2, 0] ⋅ [0, 2].
Therefore, in contrast to the second arithmetic the first one is not always optimal con-
cerning inclusion. Nevertheless, the width of the multiplication is overestimated at
most by a factor of 1.5 as was proved in Rump [319]; see also Theorem 9.2.4. This uni-
form factor is best possible as our example shows. Extensive numerical experiments
in Rump [319] indicate, however, that the factor is much smaller in practice, and it
does not perpetuate.Moreover, whenmachine arithmetic is used, themidpoint-radius
representation allows tighter intervals than the standard arithmetic – see ⟨1, 10−30⟩
for example when using double precision. Even the multiplication can be better in
machine arithmetic, as is illustrated by Rump’s example [1.2, 1.4] ⋅ [9.1, 9.3] which
gives [10, 14] in rounded 2-digit decimal arithmetic while the corresponding opera-
tion a ⊙ b = ⟨1.3, 0.1⟩ ⊙ ⟨9.2, 0.1⟩ yields the better result c = ⟨12, 1.7⟩ = [10.3, 13.7].
Here we used the formulaěc = ◻(ǎ ⋅ b̌),

rc = △(η + ε| ̌c| + |ǎ|rb + ra|b̌| + rarb),
in which all numbers are interpreted to be machine numbers, ◻(⋅) means rounding
to the nearest, △(⋅) means rounding upwards, η is the smallest representable denor-
malized positivemachine number and ε is themachine precisionwhich is 0.05 in the
example. (In IEEE 754 double precision we have η = 2−1074 and ε = 2−53 .)
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By virtue of the advantages of themidpoint-radius arithmetic it is not astonishing
that this fast arithmetic is recommended whenever there is nothing serious to prevent
it. Nevertheless, we frequently will use the sharp arithmetic just for demonstration
purposes.

Initialization

The INTLAB package comes with the m-file startintlab.mwhich must be invoked
from the INTLAB directory during a MATLAB session by typing in startintlab

or, shorter, startup. This file initializes some basic features for INTLAB – among
them the INTLAB path, the arithmetic and the input/output format mostly to be
used. It can be changed by the user. For this book we changed the output for-
mat intvalinit(’Display_’) into intvalinit(’DisplayInfSup’) in
order to see the interval bounds, and we replaced the fast arithmetic initialized by
intvalinit(’FastIVMult’) by the slow but exact one using intvalinit

(’SharpIVmult’). We refer to INTLAB Version 9, which was the current one
when writing this appendix. The basic features are listed in the file contents.m,
which is part of the INTLAB subdirectory intval. The following copy is an extract of
this file.

%INTLAB interval toolbox

%

%Interval constructors

% intval - Intval constructor

% cintval - Complex intval

% infsup - Infimum/supremum to interval

% midrad - Midpoint/radius to interval

% gradient - Gradient to interval

% hessian - Hessian to interval

% slope - Slope to interval

% spones - Sparse interval of ones

% horzcat - Horizontal concatenation [ , ]

% vertcat - Vertical concatenation [ ; ]

% cat - Concatenation of arrays

% subsasgn - Subscripted assignment A(i,:) = 1

% subsref - Subscripted reference r = A(3,4)

% tocmplx - Interval to complex

%

%Display of intervals (rigorous) - shortened

% display - Command window display of interval

% (use user defined default)

% displaywidth - Set width of display

% disp_ - Display with uncertainty
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% infsup - Display infimum and supremum

% midrad - Display midpoint and radius

% realimag - Real and Imaginary part separately

% plotintval - Plots real or complex intervals

%

%Interval arithmetic operations - shortened

% mtimes - Matrix multiply *
% times - Elementwise multiply .*
% mldivide - Backslash, linear system solving \

% mrdivide - Slash or right division /

% rdivide - Elementwise right division ./

% mpower - Matrix power ^

% power - Elementwise power .^

% intersect - Intersection

% hull - Hull or convex union

%

%Other interval operations - shortened

% setround - Set rounding mode

% getround - Get rounding mode

% ctranspose - Complex conjugate transpose ’

% transpose - Transpose .’

% conj - Conjugate

% abs - Interval absolute value, result real interval

% mag - Magnitude = absolute value, result double

% mig - Mignitude, result double

% inf - Infimum

% inf_ - Infimum (for problems with inf)

% sup - Supremum

% mid - Midpoint

% rad - Radius

% diam - Diameter

% real - Real part

% imag - Imaginary part

% qdist - Metric distance

%

%Utility routines - shortened

% pred - Predecessor

% succ - Successor

% isnan - True for Not a Number

% isreal - Interval is real

% isempty - Interval is empty in Matlab sense, i.e. []

% emptyintersect - Check for empty intersection

% in mathematical sense

% iszero - Interval is zero (componentwise)

%
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%Structural operations - shortened

% length - Length

% size - Size

% dim - Dimension of square matrix

% reshape - Reshape

%

%Interval exponential functions - shortened

% exp - Exponential

% log - Natural logarithm

% log10 - Logarithm to base 10

% sqr - Square

% sqrt - Square root

%

%Interval Comparison

% eq - Equal ==

% ne - Not equal ~=

% gt - Greater than >

% ge - Greater than or equal >=

% lt - Less than <

% le - Less than or equal <=

% in - Contained in

% in0 - Contained in interior

%

%Verification routines and auxiliary - shortened

% verifylss - Verified linear system solver including

% rectangular and sparse systems

% lssresidual - Improved approximation and inclusion

% of residual

% plotlinsol - Solution of 2x2 and 3x3 interval

% linear systems

% verifyeig - Verified eigenvalue clusters

% and invariant subspaces

% verifyquad - Verified quadrature

% verifynlss - Verified nonlinear system solver

% verifynlss2 - Verified nonlinear system solver

% for double roots

% test - Sample nonlinear test functions

% inv - Verified inverse of square matrix

% typeadj - Type adjustment

% typeof - Type for type adjustment

%

%

% Copyright (c) Siegfried M. Rump,

% Head of the Institute for Reliable Computing,

% Hamburg University of Technology
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We recommend that the user prints out the complete file contents.m in order to see
what is possible in INTLAB.

Nowwewant to illustrate some of the preceding commands. But we do not intend
to present an exhaustive description of the toolbox nor to go into too much detail. We
assume that the reader has some elementary knowledge ofMATLAB. For briefness, we
will often suppress the MATLAB output although our commands are not terminated
by a semicolon, the correct way to work in the background in MATLAB.

Assignment of intervals

(a) Real intervals

a = intval(5) % assignment of the point interval [5,5]

a = intval(’3.14_’) % assignment of the interval [3.13,3.15]

a = infsup(-3,7) % assignment of [-3,7]

% in infsup representation

a = midrad(2,5) % assignment of <2,5> = [-3,7]

% in midpoint-radius representation

The underscore in input and output produces an interval whose lower bound is one
unit less than the last digit being shown. Correspondingly, the upper bound is one
unit more than the last displayed digit. This results in the interval [3.13, 3.15] above.
(b) Complex intervals

a = intval(5 + 2i) % assignment of the complex

% point interval <5+2i,0>

a = midrad(5+0i,1) % assignment of the real (!)

% interval <5,1> = [4,6]

a = cintval(5,1) % assignment of the complex (!)

% interval <5,1>

a = infsup(1+2i,7+10i)% assignment of [a] = [1+2i,7+10i]

% in infsup representation stored

% as enclosure <4+6i,5>

a = midrad(1+i,2) % assignment of the complex (!)

% interval a = <1+i,2>

% in midpoint-radius representation
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Bounds, midpoint, radius of an interval

(a) Real intervals ([a] = [−3, 7])

a.inf % access to the lower bound -3 of [a]

a.sup % access to the upper bound 7 of [a]

inf(a) % access to the lower bound -3 of [a]

sup(a) % access to the upper bound 7 of [a]

a.mid % access to the midpoint 2 of [a]

a.rad % access to the radius 5 of [a]

mid(a) % access to the midpoint 2 of [a]

rad(a) % access to the radius 5 of [a]

(b) Complex intervals[a] = [ −3 + i, 5 + 7i ] stored as ⟨1 + 4i, 5⟩
rectangular output: [ (1 − 5) + (4 − 5)i, (1 + 5) + (4 + 5)i ] = [ −4 − i, 6 + 9i ]
a.inf % access to the lower bound -4-i

% of the rectangular output

a.sup % access to the upper bound 6+9i

% of the rectangular output

inf(a) % access to the lower bound -4-i

% of the rectangular output

sup(a) % access to the upper bound 6+9i

% of the rectangular output

a.mid % access to the midpoint 1+4i of [a]

a.rad % access to the radius 5 of

% the enclosure <1+4i,5> of [a]

mid(a) % access to the midpoint 1+4i of [a]

rad(a) % access to the radius 5 of

% the enclosure <1+4i,5> of [a]

Auxiliary quantities for [a] = [−3, 7], [b] = [5, 9]

s = abs(a) % assignment of the interval [0,7]

% = { |x| | x in [a] = [-3,7] }

t = mag(a) % assignment of |[-3,7]| = 7

u = mig(a) % assignment of <[-3,7]> = 0

d = diam(a) % assignment of the diameter 10 of [a]

q = qdist(a,b) % assignment of the Hausdorff distance q = 8
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Conversion

In all our examples we assumed that the data are machine numbers. If not, the
following phenomena are important to know. To this end recall that the decimal
number 0.1 is equal to the periodic dual fraction 0.00011, hence it is not repre-
sentable as a floating point number. In double precision, the binary approximation(1.10011 . . . 0011001 + 2−52) ⋅ 2−4 is used with 52 digits after the dual point. This
rounded to nearest approximation is apparently greater than the original decimal
number 0.1. For internal storage its exponent −4 is transformed to the binary equiv-
alence of −4 + 1023, where 1023 is the bias in IEEE double precision.

a = intval(0.1) % 0.1 is not contained in [a]

% output: [0.1000,0.1001]

b = intval(’0.1’) % 0.1 is contained in [b]

% output: [0.0999,0.1001]

In the first case INTLAB first converts 0.1 to the nearest machine number and then
assigns this number to the lower and upper bound of [a], i.e., [a] is a point interval
as expected. The output is rounded outward. This pretends that [a] is nondegenerate
and an enclosing interval for 0.1, which is not the case.

In the second case, ’0.1’ is a string which is converted using INTLAB’s con-
version routine str2intval described in Rump [320]. This results in the nearest
nondegenerate machine interval that contains 0.1. So, [b] is nondegenerate in con-
trast to the usual meaning of intval( ). For the diameter of [a] and [b] and the
corresponding radii we get the following values:

diam(a) % [a] is a point interval

ans =

0

rad(a)

ans =

0

diam(b) % [b] is a nondegenerate interval

ans =

1.3878e-17

rad(b)

ans =

1.3878e-17
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For the nondegenerate interval [b], radius and diameter coincide. This unexpected re-
sult is due to the philosophy of INTLAB to guarantee that themachine interval [ã − ̃ra ,
ã + ̃ra] contains the exact interval [a] = [a, a]. Since in our example the bounds of [b]
differ only in the last bit, themachine number of themidpointmust necessarily be one
of these bounds. In fact, it is the upper one as can be seen by the following commands:

format hex % hexadecimal format

0.1 % round to nearest: 3fb999999999999a

% exponent: 3fb = 1023 - 4

% mantissa: 999999999999a

inf(b) % lower bound 3fb9999999999999

sup(b) % upper bound 3fb999999999999a

mid(b) % midpoint 3fb999999999999a

format short % default format

In order to follow the philosophy, one must obtain the same result for diam(b) and
rad(b). For thicker intervals this pathology disappears, of course.

Calling up the functions inf and sup for the intervals [a] and [b] effects another
surprise. In all four cases one obtains the answer ans = 0.1, although one might
expect inf(b) = 0.0999 and sup(b) = 0.1001 . Nevertheless, the INTLAB answer 0.1 is
correct since the bounds are binary numberswhich are rounded to thenearest decimal
number for the output, i.e., to 0.1000 in format short. Changing the format to
format long e before typing in inf(b) etc. reveals the difference in [a] and [b]:
format long e % floating point format with 15 digits

inf(a)

ans =

1.000000000000000e-001

sup(a)

ans =

1.000000000000000e-001

inf(b)

ans =

9.999999999999999e-002

sup(b)

ans =

1.000000000000000e-001
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Notice that independently of the format, INTLAB internally computes with MATLAB
precision, i.e., with IEEE 754 double precision.

Output format

INTLAB provides several output formats which can be seen by typing in help

format. Some of them can be established by the following commands.

format short % scaled fixed point format with 5 digits

format short e % floating point format with 5 digits

format long % scaled fixed point format with 15 digits

format long e % floating point format with 15 digits

The current format can be changed interactively.
Apart from the format, there are another three ways to influence the output. They

are set by the commands

intvalinit{’display_’} % display with uncertainty

% (e.g., 3.14_)

intvalinit{’displayInfSup’} % display infimum/supremum

intvalinit{’displayMidRad’} % display midpoint/radius

The effect of the first one can also be obtained for an interval by the command
disp_(interval).

Operations and functions

(6.0 + 5 e-1 - 3.5) / (5 * 2.4) % rational expression

ans =

0.2500

exp(1) - ( sqr(sin(3.0)) + sqr(cos(3.0)) ) / ...

sqrt( cosh(1)^2 - sinh(1)^2 ) + 1 + log(1)

% arithmetic expression

% ellipsis ... extends the line

ans =

2.7183
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Vectors, matrices

u = [1,2,3] % row vector

v = u’ % ’ = conjugate transpose vector

% = transpose for real vectors

% = column vector

w = [1;2;3] % column vector

A = [[1,2,3];[4,5,6]] % 2 x 3 matrix

% [ , ] : separator in a row

% [ ; ] : separator in a column

B = A’ % ’ = conjugate transposed matrix

% = transposed for real matrices

A.’ % .’ = transposed matrix ( = B )

A*B % matrix-matrix multiply

C = 7*A % scalar * matrix

D = infsup(A,C) % interval matrix [D] = [A,C]

in(A,D) % tests whether A is contained in D

% true if result is a 2 x 3 matrix of

% ones only

% false if this matrix contains at

% least one zero

in0(A,D) % tests whether A is contained in the

% interior of D

% true if result is a 2 x 3 matrix of

% ones only

% false if this matrix contains at

% least one zero

isemtpy(intersect(A,D))% tests whether the intersection

% of A and D is empty

% true if result is a 2 x 3 matrix of

% ones only

% false if this matrix contains at

% least one zero

Gradient

INTLAB provides automatic differentiation in forward mode. It is initialized by the
commandgx = gradientinit(x), wherex is either a value or a variable towhich
a value has been assigned. The name gx is arbitrary. This creates a structure with the
components gx.x and gx.dx . The first component contains the value x, the second
contains the value 1 which is the derivative of x . When plugging gx into some func-
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tion f, say y = f(gx), then the result y also has two components, where y.x con-
tains the value f(x) andy.dx contains the value f (x) of the corresponding derivative.
x = 2 % assignment of the value 2

gx = gradientinit(x) % initialization of automatic

% differentiation

y = sin(pi*gx) % y.x = sin(2*pi) = 0

% y.dx = pi*cos(2*pi) = pi

% (in exact arithmetic)

gradient value y.x =

-2.4493e-016

gradient derivative(s) y.dx =

3.1416

x = intval(2) % point interval [2,2]

gx = gradientinit(x) % initialization of automatic

% differentiation

y = sin(pi*gx) % y.x = sin(2*pi) = 0

% y.dx = pi*cos(2*pi) = pi

% (in exact arithmetic)

intval gradient value y.x = %

1.0e-015 * %

[ -0.2450, -0.2449] %

intval gradient derivative(s) y.dx = %

[ 3.1415, 3.1416] %

The commands AccSum and AccDot

The INTLAB command AccSum abbreviates ‘accurate sum’, is applied to a real vector,
and computes the sum of its components with an error of at most 1 ulp.

The INTLAB command AccDot abbreviates ‘accurate dot product’ and is ap-
plied – among others – to two real vectors x, y of the same length. It is called up by
AccDot(x’,y) and computes the dot product s = xTy with an error of at most 1 ulp.
Apart from x, y, it also allows a third parameter K which regulates the precision of s .
This parameter can be a nonnegative integer, the option inf, or the symbol [ ].
If K = 0, the dot product s is rounded to nearest; if K = 1, the result is faithfully
rounded; if K > 1, the dot product s is computed with K -fold precision and stored
in a cell array of length K as a nonoverlapping sequence. In this case, s can be inter-
preted as being stored in staggered correction format in the sense of Stetter [346]. It
is obvious that AccDot(x’,e,K) (e = ones(length(x),1), K > 1) computes
the sumof the entries of x with K -fold precision. If K = inf, the result s is stored in a
cell array of a sufficiently large length such that s is represented exactly. If K = [ ],
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the dot product s is enclosed in an interval where the inclusion is best possible if no
underflow occurs.

The command AccDotworks similarly if the vectors x, y are replaced by real ma-
trices A ∈ ℝm×r , B ∈ ℝr×n . This time each cell s{i} contains an m × n matrix. One of
the matrices A, B is even allowed to be a cell array; interval matrices are forbidden
in INTLAB Version 9. Further interesting information on AccDot can be obtained by
means of INTLAB’s help on this command. In particular, a simple way to get a tight
interval enclosure of s if s is computed with K -fold precision is presented there.

Exercises

Ex. G.1. Compute the expressions of Exercise 2.2.2 using INTLAB.

Ex. G.2. Run the following little INTLAB code and explain its output.

a = infsup(-3+i,5+7i)

infsup(a.inf,a.sup)

Ex. G.3. In Rump [321] the following INTLAB code was presented to invert ill-condi-
tioned matrices:

C = inv(A);

for k = 2 : kmax

CA = AccDot(C,A);

C = AccDot(inv(CA),C, k);

end

Here the MATLAB command inv(A) computes an approximation of the inverse of
A ∈ ℝn×n and the integer kmax bounds the precision.
(a) Read the MATLAB help on cells and the INTLAB help on AccDot.
(b) Test this algorithm for the preconditioned Hilbert matrix Hprec

n = (hij) ∈ ℝn×n with
the entries hij = cn/(i + j − 1), i, j = 1, . . . , n, where cn is the least common mul-
tiple of the denominators 1, . . . , 2n − 1. This factor cn can be computed, for
instance, by a simple loop in MATLAB using the MATLAB command lcm(⋅,⋅).
It guarantees that the matrix Hprec

n has integer entries and is therefore exactly
representable on a computer – at least if n is not so large; cf. also Example 7.3.3.
According to Gregory, Karney [122] its inverse has the entries((Hprec

n )−1)ij = (−1)i+j ⋅ i + j − 1cn
⋅ (n + i − 1

n − j ) × (n + j − 1
n − i ) ⋅ (i + j − 2

i − 1 )2 .
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For each pair (n, kmax) of parameters compute the spectral condition number
cond(A) = ‖A‖2 ⋅ ‖A−1‖2 with an appropriate command in MATLAB and the error‖I − C ⋅ A‖∞ using INTLAB.
Try 5 ≤ n ≤ 20 and kmax = 2, . . . , 6.

(c) Repeat (b)withBoothroyd–Dekkermatrices Bn whose entries are integers defined
by (Bn)ij = n

i + j − 1 ⋅ (n + i − 1i − 1 ) ⋅ (n − 1
j − 1) , i, j = 1, . . . , n.

Boothroyd–Dekker matrices are extremely ill-conditioned. Their inverse has the
entries (B−1

n )ij = (−1)i+j(Bn)ij , i.e., B−1
n is the original matrix Bn modified by a

checkerboard-like distribution of plus and minus signs.
(d) Experiment as in (b) with various other ill-conditioned matrices as described, for

instance, in Gregory, Karney [122], Rump [314], or Zielke [367].

Ex. G.4. Write an INTLAB function iAccDot(⋅,⋅) which computes an interval dot
product [z] of two interval vectors [x], [y] such that the exact interval result [x]T[y] is
contained in [z] but [z] encloses it possibly tighter than by means of the algorithm

[z] = 0;

for i = 1:length([x])

[z] = [z] + [x](i)*[y](i);

end

Hint: Use the tight interval enclosure of INTLAB’s accurate dot product AccDot.
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conv S convex hull of a set S of real vectors 181
0 empty set 3
S interval hull of a bounded set S 76
∂S boundary of a set S in a metric space 3
(S, ‖ ⋅ ‖) normed linear space with linear space S and norm ‖ ⋅ ‖ 7
(S,m) metric space with set S and metric m(⋅, ⋅) 2
B(x, r) open ball in a metric space with center x and radius r 3
B(x, r) closed ball in a metric space with center x and radius r 3
S closure of a set S in a metric space 3
S solution set of an interval linear system [A]x = [b] 160
Scontrol control solution set 163
Sper persymmetric solution set 175
Sskew skew-symmetric solution set 175
Ssym symmetric solution set 164
Stol tolerance solution set 162
inf S infimum of an (ordered) set S 76
sup S supremum of an (ordered) set S 76
:= definition 2
=: definition 2
◻∘ one of the binary machine interval operations +, −, ⋅, /

with outward rounding 105
| ⋅ | absolute value of a number, vector, matrix, interval, interval vector,

or interval matrix 9
∘ one of the binary interval operations +, −, ⋅, / 77
δij Kronecker symbol 2
÷ integral division 99
.∗ Hadamard product or, equivalently, entrywise product of two matrices 110
‖ ⋅ ‖ norm 7
‖ ⋅ ‖1 l1 norm of a vector or column sum norm of a matrix 8
‖ ⋅ ‖2 Euclidean norm of a vector or spectral norm of a matrix 8
‖ ⋅ ‖F Frobenius norm 10
‖ ⋅ ‖S maximum norm scaled with the matrix S−1 or corresponding

operator norm 10
‖ ⋅ ‖∞ maximum norm of a vector or row sum norm of a matrix 8
‖ ⋅ ‖p lp norm 8
‖ ⋅ ‖z scaled maximum norm ‖ ⋅ ‖Dz of a vector or corresponding

operator norm of a matrix 10
∪ convex union 76
o(⋅), O(⋅) Landau symbols 2
ℂ set of complex numbers 1
𝔼 set of programmable scalar mathematical expressions 125
𝔽 set of particular elementary functions 97
𝔽b set of binary operations + − ⋅, / 125
𝔽u set of unary operations +, − 125
𝕀(S) set of all compact intervals, resp. interval vectors,

resp. interval matrices, contained in the set S 75
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𝕀ℂC set of circular complex intervals ⟨ ̌z, rz⟩ 423
𝕀ℂR set of rectangular complex intervals [a] + i[b] 418
𝕀ℂn

R set of rectangular complex interval vectors 420
𝕀ℂm×m

R set of rectangular complex m × m matrices 420
𝕀ℝ set of all compact intervals [a] contained in the set ℝ 75
𝕀ℝm×n set of interval matrices with m rows and n columns 109
𝕀ℝn set of interval vectors with n components 109
𝕀ℝB set of all intervals [a] with a, a ∈ ℝB 104
𝕀ℝM set of all machine intervals 104
𝕂 set ℝ of reals or set ℂ of complex numbers 1
ℕ set of positive integers 1
ℕ0 set of nonnegative integers 1
ℕM particular finite subset of ℕ0 100
ℝ set of real numbers 1
ℝ+ set of positive reals 1
ℝ+
0 set of nonnegative reals 1

ℝB particular subset of ℝ containing all normalized floating point numbers 101
ℝM set of floating point numbers 100
ℝm×n set of real m × n matrices 1
ℝn set of vectors with n real components 1
ℤ set of integers 1
ℤM set of machine integers 99
β([a], [b]) Neumaier’s β -function of two intervals [a], [b] 97
χ([a]) Ratschek’s χ -function of an interval [a] 82
d([a]) diameter or, equivalently, width of the interval [a] 75
q([a], [b]) distance of two intervals [a], [b] 93
ra short form of the radius of the interval [a] 75
r+a real number max{ | ̌a|, ra } 89
r−a real number min{ | ̌a|, ra } 89
[a] < [b] comparison between two intervals [a], [b] 76
[a] > [b] comparison between two intervals [a], [b] 76
[a] ≥ [b] comparison between two intervals [a], [b] 76
[a] ≤ [b] comparison between two intervals [a], [b] 76
[a] compact interval [a, a] 75
[a]2 square of the interval [a] 230
[a]−1 interval division 1/[a] 77
[a]1/2 square root of the interval [a] 230
|[a]| magnitude or, equivalently, absolute value of the interval [a] 88
̌a short form of the midpoint of the interval [a] 75

int([a]) interior of the interval [a] 75
⟨[a]⟩ mignitude of the interval [a] 88
mid([a]) midpoint of the interval [a] 75
rad([a]) radius of the interval [a] 75
a, a lower, resp. upper bound of the interval [a] = [a, a] 75
aul with a finite decimal number a and l, u ∈ ℕ0 ; interval [a] = [a, a]

with a = al , a = au 75
[x] interval vector with components [x]i 109
[x]C interval vector resulting from the interval Cholesky method 231
[x]G interval vector resulting from the interval Gaussian algorithm 193
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[x]H interval hull of the solution set S 181
q([A], [B]) distance of two interval matrices [A], [B] 109
rA short form of the radius of the interval matrix [A] 109
r+A matrix (r+aij ) 110
r−A matrix (r−aij ) 110
[A] ≤ [B] comparison of two interval matrices [A], [B] 110
[A] interval matrix with bounds A, A and entries [a]ij = [aij , aij] 109
[A]T transposed of the interval matrix [A] 110
[A]k k -th power of the n × n interval matrix [A] with [A]k = [A]k−1 ⋅ [A] 115
[A](k) interval matrices occurring in the Gaussian algorithm 193
[A]−1 interval hull of the set of all inverses Ã−1 with Ã ∈ [A] 112
|[A]C | particular nonnegative matrix associated with

the interval Cholesky method applied to the interval matrix [A] 231
Ǎ short form of the midpoint of the interval matrix [A] 109
⟨[A]⟩ comparison matrix or, equivalently, Ostrowski matrix

of an n × n interval matrix [A] 110
mid([A]) midpoint of the interval matrix [A] 109
rad([A]) radius of the interval matrix [A] 109
|[A]| absolute value of the interval matrix [A] 109
|[A]G | particular real matrix associated with the interval Gaussian

algorithm applied to the interval matrix [A] 194
k[A] k -th power of the n × n interval matrix [A]

with [A]k = [A] ⋅ [A]k−1 115
([M], [N]) splitting of the interval matrix [A]; [A] = [M] − [N] 243
(f)k k -th Taylor coefficient of the function f 407
(xk) sequence of vectors 2
(xk) sequence (of numbers, e.g.) 2
[b](k) interval vectors occurring in the Gaussian algorithm 193
[b]iC centered Borsuk intervals 337
[b]iF face-centered Borsuk intervals 337
[b]iM midpoint based Borsuk intervals 337
[b]iN naive Borsuk intervals 337
[b]iS scalar product based Borsuk intervals 336
[f] interval function 125
[f]M([x]) mean value form 129
[m]

i,±
C centered Miranda intervals 327

[m]
i,±
F face-centered Miranda intervals 327

[m]
i,±
N naive Miranda intervals 327

deg(f, D, y) mapping degree of a function f at y with respect to the set D 21
deg(i) = degG([A])(i) degree of the node i

in the undirected graph G([A]) 211
det A determinant of a square matrix A 1
diag(z1, . . . , zn) diagonal matrix with diagonal entries z1, . . . , zn 1
ICh([A], [b]) interval vector resulting from the interval Cholesky method;

same as [x]C 231
IGA([A]) particular interval matrix associated with

the interval Gaussian algorithm 194
IGA([A], [b]) interval vector resulting from the interval Gaussian elimination process

applied to [A] and [b]; same as [x]G 193
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ind(A) index of inertia of a symmetric matrix A 39
⟨ ̌z, rz⟩ circular complex interval with midpoint ̌z and radius rz 423
⟨A⟩ comparison matrix of a matrix A ; Ostrowski matrix 69
I any interval iterative method 243
G(A) = (N, E) undirected graph of a matrix A with the set N of nodes

and the set E of edges 211
ρ(A) spectral radius of a square matrix A 10
supp(f) support of a function f 20
Zn×n set of n × n matrices with non-positive off-diagonal entries 65
A = (aij) matrix with entries aij 1
A([x], ̃x, ̃C) Alefeld operator 309
A0 zeroth power of a square matrix A ; identity matrix 1
AH conjugate transpose of a matrix A 1
Ak k -th power of a square matrix A 1
AT transpose of a matrix A 1
A1/2 square root of a symmetric positive definite matrix A 44
Ak k -th leading principal submatrix of the matrix A 198
A∗,j j -th column of a matrix A 1
Ai,∗ i -th row of a matrix A 1
bnk k -th Bernstein polynomial of degree n 14
C(I, [x]∗) set of all output sequences of the interval iterative method I

which converge to [x]∗ 243
C(D) set of all continuous functions f defined on D 2
C(D, Y) set of all continuous functions f : D → Y 2
C0(D) set of all continuous functions f defined on D 2
C0(D, Y) set of all continuous functions f : D → Y 2
Ck(D) set of all continuous functions f defined on D with continuous

partial derivatives up to the order k 2
Ck(D, Y) set of all continuous functions f : D → Y with continuous

partial derivatives up to the order k 2
Dz diagonal matrix diag(z1, . . . , zn) associated with a vector z 1
e vector whose components all are one 1
e(i) i -th column of the identity matrix I ; i -th coordinate unit vector 1
f([x]) interval arithmetic evaluation of f at an interval vector [x] 125
f −1(T) subset of the domain D of f with f(x) ∈ T 2
fl(r) floating point number associated with r ∈ ℝB 101
flc(r) rounding of r by chopping 102
fln(r) rounding of r to nearest 102
fl⬦([a]) particular outward rounding of the interval [a] ∈ 𝕀ℝB 104
fl↓ downward directed rounding 101
fl(r) particular downward directed rounding of r 102
fl△(r) particular upward directed rounding of r 102
fl↑ upward directed rounding 101
G(A) = (N, E) directed graph of a matrix A with the set N of nodes

and the set E of edges 34
Gk = (Nk , Ek) k -th elimination graph 211
H([x], ̃x, C) Hansen–Sengupta operator 320
Hmod([x], ̃x, C) modified Hansen–Sengupta operator 324
Hn Hilbert matrix 369
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Hprec
n preconditioned Hilbert matrix 369

I identity matrix 1
In n × n identity matrix 1
J(x, y) matrix of the multidimensional mean value theorem 28
Jpq Jacobi (or Givens) rotation matrix 363
K([x], ̃x, C) Krawczyk operator 304
Ks([x], ̃x, [Y], C) slope based Krawczyk operator 314
L([x]0) set of all functions which are Lipschitz continuous in 𝕀([x]0) 131
LC lower triangular matrix of the Cholesky decomposition 45
lf Lipschitz constant 131
M([x], ̃x, C) Moore–Qi operator 310
mi i -th moment of a symmetric matrix A and a vector x 46
N([x], ̃x) multidimensional interval Newton operator 298
O zero matrix or orthant in the cartesian coordinate system of ℝn 1
OR(I) R -order of the method I 244
q(⋅, ⋅) Hausdorff metric, Hausdorff distance 7
Rf (D) range of a function f with domain D 2
Rp([x]k) Rp -factor of the sequence ([x]k) 243
Rp(I) Rp -factor of the method I 243
Rx Rayleigh quotient of a matrix A with respect to a vector x 46
s(x, z) slope between x and z 128
Tx(α) Temple quotient of a matrix A with respect to a vector x

and a real number α 46
W+

2n+1 Wilkinson matrix 370
x = (xi) vector with components xi 1
x+ nonnegative vector (max{xi , 0}) 179
x− nonnegative vector (max{−xi , 0}) 179
xD particular vector 180
z two’s complement of a machine integer z 99
z one’s complement of a machine integer z 99
trace(A) trace of the matrix A 37
bvp boundary value problem 318
NaN not a number 100
ulp unit of the last place 104
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Birkhoff interpolation 19
bisection 384
bisection method 342
Bogolyubov 46
Bolzano’s theorem 26
Boothroyd–Dekker matrix 482
Borsuk test 338
Borsuk’s theorem ix, 21, 26, 72
boundary 3
boundary value problem 318
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bounded set 3
Brouwer’s fixed point theorem ix, 22, 72, 439
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cell array 105
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centro-symmetric 177
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Cholesky decomposition 45
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cluster of eigenvalues 345, 346, 367, 369, 392
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column cyclic Jacobi method 456
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comparison matrix 69, 110
comparison theorem 59
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condition number 482
congruence transformation 40
connected graph 211
continuity
– eigenvalues 37
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– function 2
– interval function 93
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cyclic matrix 62
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–norm 7
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degree integral 21
denormalized floating point number 100
dependency of variables 128
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differential equation 433
differentiation
–automatic 407
–backward mode 413
–numerical 407
– symbolic 407
dimension 109
direct method 191
direct splitting 247
directed graph of a matrix 34
discrete metric 3
distance 93, 109
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– rectangular complex interval 419
distributivity 84
divergence 293, 302
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double 100
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double eigenvalues 371
downward directed rounding 101
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edge 34
eigenpair 30, 345
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–non-algebraic 346
eigenvector 30
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face 443
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fixed point iteration
–general 315
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–denormalized 100
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format double 100
forward mode 407
forward substitution 193
Fourier–Motzkin elimination 164
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Frobenius norm 10, 12, 455

Gauss 239
Gaussian algorithm 191
Gauss–Seidel method 240, 241
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Gauss–Seidel-like Krawczyk method 310
general fixed point iteration 315
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generalized eigenvalue problem ix, 49, 346,

379, 382, 405
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graph of a matrix 34

Hadamard product 110, 463
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Hermite interpolation 18, 136
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IEEE standard 754–1985 100
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infimum 76
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–non-degenerate 75
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interval eigenvalue problem 345, 405
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–pivoting 228
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– singular 112
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interval Newton method ix
–multidimensional case 298
–one-dimensional case 290
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INTLAB x, 105, 283, 319, 359, 363, 366–368,

370, 388, 392, 401, 427, 469
inverse eigenvalue problem ix, 398, 405
inverse function theorem 440
inverse positive matrix 71, 121, 187
inverse stable matrix viii, 122, 186
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irreducible matrix 35
irreducibly diagonally dominant 67, 200
iteration
– residual 280
iterative method
– convergent 243
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Jacobi method ix, 240, 241, 364, 451
– column cyclic 456
– row cyclic x, 451

Jacobi method for eigenpairs 363, 371
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– row cyclic variant 364
– threshhold variant 365
Jacobi rotation 363, 367
Jordan block 29, 31
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Jordan normal form ix, 29, 37

Kepler conjecture viii
Krawczyk iteration
– slope based 315, 320
Krawczyk method ix, 240, 303, 304
–Gauss–Seidel-like 310
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Krawczyk operator 304
– slope based 314
Krawczyk residual iteration 308
Krawczyk test 304
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Lehmann’s theorem 50, 73
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Leray–Schauder’s fixed point theorem 22, 26
lexicographic ordering 166
linear complementary problem 179
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machine integer 99
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machine interval arithmetic viii, 99
machine number
– integer 99
–maximal integer 99
machine precision 102, 317
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–properties 89
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MAPLE 106, 407
mapping degree ix, 20
–properties 21
mapping degree test 333
MATLAB x, 105, 106, 283, 338, 359, 363, 366,

368, 385, 392, 401, 427, 469
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– absolute value 56
–Boothroyd–Dekker 482
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– signature 1
– skew-symmetric 1
– strongly regular 112
– symmetric 1, 345
– totally nonnegative 213
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mean value theorem 28
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Bunch/Kaufman/Parlett 382, 385
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modified relative width 359, 361
moments 46
monotone matrix norm 109
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monotone rounding 101
Moore test 306, 315
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Moore–Qi operator 310
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multiple eigenvalues 38, 345, 369, 382
multiple precision 105

nearly double eigenvalues 371
Neumann series 31
neutral element 81, 111
Newton method ix
–modified 294, 296
–multidimensional case 297
–one-dimensional case 289
–quadratic divergence 293, 302
– simplified 303
Newton operator 297
Newton test 299
Newton-like method 303
Newton–Kantorovich test 329
Newton–Kantorovich theorem 26, 72
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non-algebraic eigenvalue problem 346
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nonlinear equation ix
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– Frobenius 455
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normal form of matrices 29
normalized eigenpair 345
normalized floating point number 100
normed linear space 7
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numerical differentiation 407

Oettli–Prager inequality 161, 464
Oettli–Prager theorem 161
–generalized 287
one’s complement 99
open ball 3
open set 3
operator equation 433
operator norm 10
optimal outward rounding 105
optimization 433
order of approximation 130
orthogonal matrix 12
orthogonalization 366
orthonormal basis 39
oscillatory matrix 213
Ostrowski matrix 69, 110
outer enclosure 281
outward rounding 105
–optimal 105
overflow 101

partial differential equation 433
partial ordering 76
partial ordering of a matrix 56
Pascal matrix 286
PASCAL-XSC x, 366
path 34, 211
– length 211
permutation matrix 34
Perron vector 58
perskew-symmetric 177
perskew-symmetric solution set 177
persymmetric 175
persymmetric solution set 175, 177
pivot element 193
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point interval 75
point matrix 110
polynomial 12
positive definite 44, 382

positive matrix 56
power of a matrix 1
precision
–multiple 105
preconditioned Hilbert matrix 369, 481
prime counting function π(x) 362
primitive matrix 62
principal minor 1
principal submatrix 1
principal vector 30

quadratic divergence 293, 302
quadratic system ix, 346
quotient theorem 59

radius 3, 75, 109
– inequalities 91
–particular cases 92
–properties 90
– rectangular complex interval 419
range 2, 97
Rayleigh quotient 46
rectangular arithmetic 418
rectangular complex interval 418
rectangular complex interval matrix 420
rectangular complex interval vector 420
reducible interval matrix 115
reducible matrix 35
reducible normal form 36
reduction rule 81
regular
– strongly 112, 199
regular interval matrix 112
– strongly 112
regular splitting 71, 243
Reichmann example 219
reorthogonalization 366
residual iteration 280
residual Krawczyk iteration 278
Richardson iteration 241, 261
Riemann hypothesis 361
Riemann’s zeta function 362
right singular vector 33, 393
root convergence factor 243
rotated entries 451
rounding 101
– antisymmmetric 101
–by chopping 102, 103
–downward 102
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Schur complement 195
Schur decomposition 32
Schur normal form 32, 37, 55
semi-convergent matrix 31, 115
sequentially compact 5
shift-and-add strategy 457
sign accord algorithm 180
–modification 188, 264
signature matrix 1
signed exponent 100
similarity transformation 40
simple eigenvalue 30, 38, 345, 391
simplex 441
–dimension 441
–nondegenerate 441
simplified Newton method 303
singular M -matrix 69
singular interval matrix 112
singular linear systems 193
singular value ix, 33, 393
–generalized 405
singular value decomposition 33, 393
singular vector 33
– left 393
– right 393
skew-symmetric 175
skew-symmetric solution set ix, 175, 177
slope 129
slope based Krawczyk iteration 315, 320
slope based Krawczyk operator 314
slope matrix 315
Smale’s 14th problem viii
small of second order 282
solution set ix, 160
– characterizations 160
spectral condition number 482
spectral norm 12
spectral radius 10, 39
Sperner lemma 442
Sperner mapping 442

Sperner value 442
splitting 243
– M - 243
–direct 247
– regular 243
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square root of a matrix 44
stability
– initial value problem 114
stable 115
– asymptotically 115
stack 295
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Stieltjes matrix 65, 67
strict Miranda test 340
strictly diagonally dominant 67, 200
strong Alefeld test 309
strong Hansen–Sengupta test 321
strong Krawczyk test 304
strong Moore test 315
strong Moore–Qi test 311
strongly regular 112, 199
subdistributivity 81, 82, 111
– complex rectangular arithmetic 419
submultiplicativity 10
subtraction 103
support of a function 20
supremum 76
Sylvester’s law of inertia 39, 385
symbolic differentiation 407
symmetric Gauss–Seidel method 256
symmetric interval matrix 110
symmetric matrix 345
symmetric solution set ix, x, 164
symmetry
–matrix 1
–metric 2

Taylor coefficient ix
Temple 46
Temple quotient 46
test
–Alefeld 309
–Borsuk 338
–Gershgorin 388
–Hansen–Sengupta 321
–Krawczyk 304
–mapping degree 333
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theorem
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– properties 82
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