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INTRODUCTION

Michael L. Platt

In the beginning was the Word.
—Genesis 1:1

Or perhaps it was the grunt. The origins of human language, 
arguments from religion notwithstanding, remain hotly de-
bated. From a scientific standpoint, human language must 
have evolved. As the great biologist Theodosius Dobzhansky 
said: “nothing in biology makes sense except in the light of 
evolution” (Dobzhansky 1973). Yet, so far, evolutionary ac-
counts have largely failed to provide a comprehensive expla-
nation for why and how human language could have emerged 
from the communication systems found in our closest pri-
mate cousins. This dilemma reflects the fact that communica-
tion in human language arises from the union of semantics—
words have referents—and syntax—words can be combined 
according to a set of rules into phrases and sentences capable 
of generating countless possible messages. Put simply, there 
is no single nonhuman animal—primate or otherwise—
whose natural communication system possesses both seman-
tics and syntax.

This apparent discontinuity has led some (Berwick and 
Chomsky 2011; Bolhuis et al. 2014) to propose that human 
language appeared fully formed within the brain of a single 
human ancestor, like Venus springing from the head of Zeus, 
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2 MICHAEL L. PLATT

solely to support self- directed thought. Only later, according 
to this view, after language was passed down to the offspring 
of this Promethean protohuman, did language become a tool 
for communication. This solipsistic account, however, ig-
nores emerging evidence for continuity in cognitive func-
tions, like episodic memory (Templer and Hampton 2013), 
decision- making (Santos and Platt 2014; Pearson, Watson, 
and Platt 2014; Santos and Rosati 2015), empathy (Chang, 
Gariépy, and Platt 2013; Brent et al. 2013), theory of mind 
(Klein, Shepherd, and Platt 2009; Drayton and Santos 2016), 
creativity and exploration (Hayden, Pearson, and Platt 2011; 
Pearson, Watson, and Platt 2014), counterfactual thinking 
(Hayden, Pearson, and Platt 2009), intuitive mathematics 
(Brannon and Park 2015), self- awareness (Toda and Platt 
2015), and conceptual thinking (MacLean, Merritt, and 
Brannon 2008), and the neural circuits that mediate these 
functions (Platt and Ghazanfar 2010)—though, to be sure, 
other discontinuities remain, in particular the ability to refer 
to the contents of representations (so- called ostensive com-
munication or metarepresentations: Sperber and Wilson 
1986; Sperber 2000). Despite growing appreciation for cog-
nitive and neural continuity between humans and other ani-
mals, an evolutionary account of human language—in its 
full- blown, modern form—remains as elusive as ever.

This book attempts to provide a new perspective on this 
quandary and chart a novel pathway toward its resolution. 
We contend that any biologically and humanistically plau-
sible answer to the question of the origins of language must 
reflect the combined wisdom of multiple disciplines, each 
providing a unique but related perspective. In this brief vol-
ume, we provide an open dialogue among experts in animal 
communication, neurobiology, philosophy, psychology, and 
linguistics that began with a two- day symposium convened 
by the Duke Institute for Brain Sciences in 2014, at Duke 
University in Durham, North Carolina. The symposium and 
accompanying book orbit a keynote lecture by Robert Sey-
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INTRODUCTION 3

farth and a provocative target article coauthored by Seyfarth 
and his long- time collaborator Dorothy Cheney.

Seyfarth and Cheney are well known for their long- term 
studies of the behavior of monkeys and baboons in the wild, 
in which they use audio playback of communication calls to 
probe how primates think about their worlds. In their much- 
heralded and popular book How Monkeys See the World 
(1990), Seyfarth and Cheney provided strong evidence that 
vervet monkeys in Amboseli National Park, Kenya, use com-
munication calls that seem to function much like human 
words, effectively labeling important objects and events in 
the environment such as predatory eagles and snakes. Taking 
a fresh look at their own work on social communication 
among baboons in the Okavango Delta of Botswana, which 
was originally described in their book Baboon Metaphysics 
(2007), Seyfarth and Cheney argue that the grunts given by 
baboons in advance of friendly interactions, and the shrieks 
given in response to aggression, demonstrate not only a rich-
ness and complexity in how these animals think about others 
in their groups but, more surprisingly, that baboons seem 
capable of combining a small number of communication 
calls with the large number of individual relationships within 
the group to produce a vast number of possible messages 
about social interactions. Seyfarth and Cheney provocatively 
suggest that these findings provide evidence that the interac-
tion of primate communication systems with cognitive sys-
tems representing social knowledge effectively translate into 
a rudimentary “language” capable of both semantics and 
generative grammar. For Seyfarth and Cheney, the key ele-
ments of human language emerge from the need to decipher 
and encode complex social interactions in a large, multilay-
ered group.

This bold hypothesis serves as the jumping- off point for a 
targeted series of responses by symposium participants from 
several distinct disciplines. These rejoinders situate Seyfarth 
and Cheney’s hypothesis, and the evidence upon which it is 
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4 MICHAEL L. PLATT

based, within the relevant contexts of linguistics, sociology, 
philosophy, psychology, and neuroscience. The authors find 
sometimes surprising consilience in the comparison, and 
sometimes equally surprising contrasts as well.

For example, John McWhorter, a linguist with broad in-
terests in creole languages, finds great resonance with Sey-
farth and Cheney’s arguments. McWhorter finds commonal-
ity in the pragmatics of language—the ways in which context 
and emphasis markers add new layers of meaning to an ut-
terance—and the complex layering of structured communi-
cation in baboon social communication. He argues against a 
naively Chomskyan “syntactocentrism” and favors theories 
of language evolution in which pragmatics and semantics 
precede formal grammar, a view aligned with Seyfarth and 
Cheney’s. In his view, focusing on the complexity of modern 
languages with a long history of development may be a red 
herring. After all, pidgin languages possess minimal gram-
matical machinery yet efficiently convey precise information 
via pragmatic markers, consistent with a socially based ori-
gin for full- blown language.

By contrast, Ljiljana Progovac, a linguist who specializes 
in Slavic syntax, flips Seyfarth and Cheney’s approach on its 
head by arguing that rather than look for the antecedents of 
human language in animal communication, we ought instead 
to look for elements of animal communication systems in 
human language. Such “living fossils” as it were, for exam-
ple, two- word combinations that function as a protosyntax, 
invite the possibility of continuity in the evolution of human 
language from primate communication.

Jennifer Arnold, a psychologist who focuses on prosody—
the timing, pitch, rhythm, and acoustic properties of speech—
sympathizes with this perspective as well. Her research em-
phasizes the impact of subconscious processing routines that 
somewhat automatically shade spoken language by altering 
speech timing, pitch, and rhythm. Such markers can betray 
informational redundancies or statistical regularities that 
may be exploited by listeners in conversation. It’s easy to 
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imagine that the baboons studied by Cheney and Seyfarth 
use contextual information attending grunts and shrieks to 
develop a savvy understanding of their social worlds.

Notably, the two more biologically oriented commentar-
ies—one by Peter Godfrey-  Smith, a philosopher of biology, 
and the other by Benjamin Wilson and Christopher Petkov, 
both neuroscientists—find some agreement with Seyfarth 
and Cheney but identify significant challenges to their pro-
posal as well. Both chapters make the clear distinction be-
tween sender and receiver, and that what is unique about 
human language is that syntax allows for generative creation 
of an infinite number of messages by the sender and their 
interpretation by the receiver. The generative nature of ba-
boon social communication appears to reside entirely within 
the receiver. Wilson and Petkov compare the impressive sen-
sitivity of baboons to social order as expressed through se-
quences of calls with Artificial Grammar studies showing 
monkeys and other animals are sensitive to ordered se-
quences of arbitrary stimuli, and suggest that in fact social 
communication may be the prerequisite for the evolution of 
human language. They also sketch an outline of the neural 
circuits involved in sequence learning and production, and 
speculate that these circuits may interact with brain regions 
involved in social information processing when baboons or 
other animals make inferences about the interactions of oth-
ers based on sequences of calls they hear.

Godfrey- Smith provides the most provocative challenge to 
Seyfarth and Cheney’s hypothesis by way of comparing the 
social communication system of baboons with the social com-
munication systems of cephalopods—squid, octopuses, and 
cuttlefish. In his view, all the sophistication in baboon com-
munication lies within the receiver. When a baboon emits  
a call, she surely intends to signal something about the en-
vironment—response to a threat, approach to a dominant 
baboon—yet the possible sets of messages are limited. Nev-
ertheless, baboons listening to sequences of calls made by 
others can draw far more sophisticated conclusions about 
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6 MICHAEL L. PLATT

their social worlds, which Godfrey- Smith describes as a for-
tuitous consequence of baboon social ecology and the statis-
tical regularities of vocalizations within the group. By con-
trast, certain species of cephalopods have evolved elaborate, 
combinatorial patterns of sequential coloration changes on 
their skin that, apparently, have very little effect on receivers 
and, instead, appear to be fortuitous byproducts of internal 
processes. The comparison of baboons and cephalopods 
highlights the importance of both sender and receiver in 
communication, and the fact that all elements of human lan-
guage—semantics, syntax, pragmatics—must be considered 
in any account of its evolution.

In the final chapter, Seyfarth and Cheney provide a synthe-
sis of the chapters written by the other authors in response to 
their own target article. Seyfarth and Cheney find common 
ground with the other authors in the importance of pragmat-
ics, in addition to semantics and syntax, for shaping the 
meaning of communication signals. Indeed, all authors seem 
to agree that primate communication systems provide a rich 
pragmatic system for representing information about the so-
cial world. Ultimately, Seyfarth and Cheney contend, the 
need for our primate ancestors to represent and convey in-
formation about social context was the biological founda-
tion upon which much more complex aspects of human lan-
guage were scaffolded by evolution.

The foregoing overview makes plain that we have much 
to learn about how we came to be the only animal on earth 
with true language. The chapters included here provide a 
thought- provoking set of interrelated lenses through which 
we might catch a glimpse of how human language evolved. 
The ideas summoned in this brief, yet powerful, book en-
dorse the hypothesis that we will answer this, and other chal-
lenging questions, only through interdisciplinary dialogue 
and investigation.
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THE SOCIAL ORIGINS  
OF LANGUAGE

Robert M. Seyfarth and  
Dorothy L. Cheney

Human language poses a problem for evolutionary theory 
because of the striking discontinuities between language and 
the communication of our closest animal relatives, the non-
human primates. How could language have evolved from 
the common ancestor of these two very different systems?

The qualitative differences between language and nonhuman 
primate communication are now well known (see Fitch 2010 
for review). All human languages are built up from a large rep-
ertoire of learned, modifiable sounds. These sounds are com-
bined into phonemes, which are combined into words, which in 
turn are combined according to grammatical rules into sen-
tences. In sentences, the meaning of each word derives both 
from its own, stand- alone meaning and from its function role as 
a noun, verb, or modifier. Grammatical rules allow a finite num-
ber of elements to convey an infinite number of meanings: the 
meaning of a sentence is more than just the summed meanings 
of its constituent words. Languages derive their communicative 
power from being discrete, combinatorial, rule- governed, and 
open- ended computational systems, like the number system or 
the use of 1s and 0s in a digital computer (Jackendoff 1994; 
Pinker 1994).

By contrast, nonhuman primates (prosimians, monkeys, 
and apes)—and indeed most mammals—have a relatively 
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10 ROBERT M. SEYFARTH AND DOROTHY L. CHENEY 

small number of calls in their vocal repertoire. These calls 
exhibit only slight modification during development; that is, 
their acoustic structure appears to be largely under genetic 
control (see Hammerschmidt and Fischer 2008 for review). 
Furthermore, while animals can give or withhold calls volun-
tarily and modify the timing of vocal production (reviewed 
in Seyfarth and Cheney 2010), different call types are rarely 
given in rule- governed combinations (but see Ouattara, Le-
masson, and Zuberbuhler 2009; Zuberbuhler 2014). When 
call combinations do occur, there is little evidence that indi-
vidual calls play functional roles as agents, actions, or pa-
tients. As a result, primate vocalizations, when compared to 
language, appear to convey only limited information (Bick-
erton 1990; Hurford 2007; Fitch 2010).

Differences between human language and nonhuman pri-
mate communication are most apparent in the domain of call 
production. Continuities are more apparent, however, when 
one considers the neural and cognitive mechanisms that 
 underlie call perception, and the social function of language 
and communication in the daily lives of individuals. Here we 
begin by briefly reviewing the evidence that homolo gous 
brain mechanisms in human and nonhuman primates under-
lie the recognition of individual faces and voices; the multi-
modal processing of visual and auditory signals; the recogni-
tion of objects; and the recognition of call meaning. These 
results are relevant to any theory of language evolution be-
cause they suggest that, for much of their shared evolution-
ary history, human and nonhuman primates faced similar 
communicative problems and responded by evolving similar 
neural mechanisms.

What were these similar communicative problems? In the 
second part of this essay we compare how language func-
tions in human social interactions with the function of vocal-
izations in the daily lives of animals, particularly baboons. 
We argue that, while the two systems of communication are 
structurally very different, they share many functions. These 
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SOCIAL ORIGINS OF LANGUAGE  11

shared functions help explain the evolution of homologous 
neural mechanisms.

To understand the function of primate vocalizations, one 
must understand what primates know about each other. In 
baboons, for example, this includes knowledge of individual 
identity, dominance rank, matrilineal kin membership, and 
the use of different vocalizations in different social circum-
stances. In chimpanzees, it includes knowledge of other ani-
mals’ alliance partners. In the third part of this essay we show 
that selection has favored in baboons—and, by extension, 
other primates—a system of communication that is discrete, 
combinatorial, rule- governed, and open- ended. We argue 
that this system was common to our prelinguistic primate 
ancestors and that when language later evolved from this 
common foundation, many of its distinctive features were 
already in place.

SHARED BRAIN MECHANISMS

An area in the human temporal cortex, the fusiform face 
area, responds especially strongly to the presentation of faces 
and appears to be specialized for face recognition (Kan-
wisher, McDermott, and Chun 1997). A similar area, consist-
ing entirely of face- selective cells, exists in the macaque tem-
poral cortex (Tsao et al. 2003, 2006; Freiwald, Tsao, and 
Livingston 2009). Humans also have a region in the superior 
temporal sulcus that is particularly responsive to human 
voices and appears to play an important role in voice recog-
nition (Van Lancker et al. 1988; Belin et al. 2000; Belin and 
Zattore 2003). Petkov et al. (2008) document the existence 
of a similar area in the macaque brain.

When communicating with one another, humans exhibit 
multisensory integration: bimodal stimuli (voices and con-
current facial expressions) consistently elicit stronger neural 
activity than would be elicited by either voices or faces alone 
(e.g., Wright et al. 2003). Human infants are sensitive to the 
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12 ROBERT M. SEYFARTH AND DOROTHY L. CHENEY 

“match” between speech sounds and their corresponding fa-
cial expressions, responding more strongly to incongruent 
than to congruent vocal and visual stimuli (Kuhl and Melt-
zoff 1984; Patterson and Werker 2003). A variety of studies 
document similar multisensory integration in monkeys (Gha-
zanfar and Logothetis 2003; Ghazanfar et al. 2005; Ghazan-
far, Chandrasekaran, and Logothetis 2008; Sliwa et al. 2011; 
Adachi and Hampton 2012).

In both humans and macaques, neurons in the ventral pre-
motor cortex exhibit neural activity both when performing  
a specific action and when observing another perform the 
same action (see Ferrari, Bonini, and Fogassi 2009 for review). 
These “mirror neurons” seem likely to be involved in the 
development of novel behaviors and may constitute a shared, 
homologous neural substrate for imitative behavior (Ferrari, 
Bonini, and Fogassi 2009; de Waal and Ferrari 2010).

We take it for granted that humans can classify words 
according to either their meaning or their acoustic proper-
ties. Judged according to their meaning, treachery and deceit 
are alike whereas treachery and lechery are different; judged 
according to their acoustic properties, these assessments 
would be reversed. The “ape language” projects were the 
first to suggest that, like humans, nonhuman primates can 
classify communicative signals according to either their 
physical properties or their meaning (Premack 1976; Savage- 
Rumbaugh et al. 1980); field experiments using vocalizations 
are consistent with this view (Cheney and Seyfarth 1990; Zu-
berbuhler, Cheney, and Seyfarth 1999). In a study of the un-
derlying neural mechanisms, Gifford et al. (2005) found that, 
as in humans, the ventrolateral prefrontal cortex plays an 
important role in the classification of conspecific calls with 
different acoustic properties that either are or are not associ-
ated with the same events in the animals’ daily lives.

From fMRI studies of human cognition, there is increasing 
evidence that we respond to object words and to the sight of 
objects using a distributed perceptual representation based 
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on an object’s physical features, the motor movements used 
to interact with it, and a “semantic representation” based on 
previously acquired information (Martin 1998:72; Barsalou 
et al. 2003; Yee, Drucker, and Thompson- Schill 2010). Pre-
liminary evidence supports the view that there exists, in mon-
keys, “a homologous system . . . for representing object in-
formation” (Gil da Costa et al. 2004:17518; see also Cheney 
and Seyfarth 2007:241–243).

To summarize, human and nonhuman primates share 
many neurological mechanisms for perceiving, processing, 
and responding to communicative signals. These shared 
mechanisms are unlikely to have arisen by accident. Instead, 
it seems likely that during their long, common evolutionary 
history (roughly 35–25 million years ago: Steiper, Young, and 
Sukarna 2004), Old World monkeys, apes, and humans faced 
similar problems in communication and evolved homolo-
gous mechanisms to deal with them. The unique, more recent 
evolution of language in the human lineage (during the past 
5–6 million years: Enard et al. 2002) built upon these shared 
mechanisms. What were the common communicative prob-
lems that gave rise to them? How is language used in human 
social interactions, and how does its use compare with the 
function of vocalizations in the social interactions of mon-
keys and apes?

THE SOCIAL FUNCTION OF LANGUAGE

In his review and analysis of language use, Herbert Clark 
proposes that language is a form of joint action, used by 
people to facilitate and coordinate their activities. The indi-
viduals involved, moreover, are not “generic speakers and 
addressees, but real people, with identities, genders, histories, 
personalities, and names” (1996:xi). As will become clear, the 
parallels with monkeys could hardly be more striking.

Clark (1996:23–24) offers six propositions that character-
ize how language functions in the daily lives of humans. We 
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repeat these propositions here because they provide an ideal 
background against which to compare the social function of 
language with the social function of vocalizations in the lives 
of primates.

• Language is used for social purposes. People don’t 
just use language, they use it for doing things: gossip-
ing, manipulating, planning, and so on. “Languages 
as we know them wouldn’t exist if it weren’t for the 
social activities” in which they play an instrumental 
role.

• Language use is a type of joint action that requires a 
minimum of two agents and the coordination of 
activities.

• Language use always involves speaker’s meaning and 
addressee’s understanding. “We are not inclined to 
label actions as language use unless they involve one 
person meaning something for another person who 
is in a position to understand what the first person 
means.”

• The basic setting for language use is face- to- face con-
versation. “For most people conversation is the com-
monest setting of language use, . . . and if conversa-
tion is basic, then other settings are derivative in one 
respect or another.”

• Language use often has more than one layer of activ-
ity. While “conversation, at its simplest, has only one 
layer of action . . . any participant can introduce fur-
ther layers by telling stories or play- acting at being 
other people.”

• The study of language use is both a cognitive and a 
social science. While “cognitive scientists have tended 
to study speakers and listeners as [isolated] individ-
uals, . . . social scientists have tended to study lan-
guage use primarily as a joint activity. [But] if lan-
guage use truly is a species of joint activity, it cannot 
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be understood from either perspective alone.” It must 
be both a cognitive and a social science.

Here we use Clark’s propositions as a starting point from 
which to compare the social function of language and the 
social function of nonhuman primate vocalizations.

THE SOCIAL FUNCTION OF  
ANIMAL VOCALIZATIONS

Theoretical Background

Animals often compete: over food, a mate, a territory, or 
some other resource. But rather than escalate immediately to 
physical fighting, individuals typically engage in nonaggres-
sive communicative displays, like the roaring of red deer 
(Clutton- Brock et al. 1979), the “jousting” displays of stalk- 
eyed flies (Wilkinson and Dodson 1997), the croaking of Eu-
ropean toads (Davies and Halliday 1978), or the loud 
“wahoo” calls of male baboons (Kitchen, Cheney, and Sey-
farth 2003). Ethologists now have a good understanding of 
how these displays have evolved—that is, why they are evo-
lutionarily stable. In red deer, for example, roaring is energeti-
cally costly, so only males in good physical condition can roar 
repeatedly, for long durations (Clutton- Brock and Albon 
1979). Moreover, the acoustic features of a male’s roar are 
constrained by his body size, so only large males can produce 
deep- pitched roars (Reby et al. 2005). And larger males are 
more successful fighters (Clutton- Brock et al. 1979). As a con-
sequence, a male’s roaring cannot be faked—because small 
males and males in poor condition cannot produce low- 
pitched roars at a high rate—and roaring serves as an honest 
indicator of size, condition, and competitive ability.

Natural selection has therefore favored listeners who de-
cide whether to escalate or retreat based on their opponent’s 
roars. As a result, both giving roars to competitors and judg-
ing an opponent on the basis of his roars have become evo-
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lutionarily stable. From the signaler’s perspective, it’s always 
better to roar than to remain silent: if you’re a large male, 
you can win the dispute without risking a fight; if you’re a 
small male, you will avoid costly aggression and the risk of 
injury and you may, occasionally, deceive your opponent into 
thinking you are larger or more powerful than you actually 
are. From the listener’s perspective, judging a male’s relative 
competitive ability according to the quality of his roars pro-
vides an accurate measure of his fighting ability without in-
curring the potential costs of physical confrontation. Because 
selection favors recipients who attend only to those features 
of displays that are correlated with the signaler’s competitive 
ability, signals that are not honest indicators will disappear 
and the displays that persist will be generally truthful, or 
“honest on average” (see Grafen 1990a, b for theoretical de-
tails; Searcy and Nowicki 2005 for a full review; Laidre and 
Johnstone 2013 for a recent useful treatment).

The honest signaling hypothesis assumes that signals func-
tion as they do because one individual’s display provides an-
other with information, defined as a reduction in the recipi-
ent’s uncertainty about the signaler or what the signaler will 
do next (Beecher 1989; Seyfarth et al. 2010). Signals are in-
formative whenever there is a predictable relation between 
the signal and current or future events, thereby reducing the 
recipient’s uncertainty about what is likely to happen next. 
No special cognition is required. Simple Pavlovian condition-
ing could suffice: a tone predicts shock, not food; an alarm 
call predicts an eagle, not a leopard; an individually distinc-
tive scream predicts that animal X, and not animal Y, is in-
volved in a dispute (Seyfarth and Cheney 2003; Seyfarth et 
al. 2010).

Communication during Cooperative Interactions

Does the honest signaling hypothesis—developed originally 
to explain the ubiquity of competitive displays—also apply 
to the many other signals that animals use in more coopera-
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tive circumstances? As Searcy and Nowicki (2005) point 
out, whenever two animals come together there is uncer-
tainty about the outcome, because the best strategy for one 
depends upon what the other does, and vice versa. Commu-
nicative signals have evolved, at least in part, to resolve this 
uncertainty.

Consider, for example, the grunts given by female baboons 
when they attempt to interact with another female’s newborn 
infant (Silk et al. 2003). All females are attracted to young 
infants, but mothers are sometimes reluctant to allow their 
infants to be handled and avoid other females’ approaches, 
particularly those of higher- ranking females (Cheney, Sey-
farth, and Silk 1995a). The interaction has an uncertain out-
come because neither female knows what the other’s response 
will be. Field observations (Cheney, Seyfarth, and Silk 1995b) 
suggest that grunting by the approaching female reduces this 
uncertainty, because friendly interactions are much more 
likely to occur when she grunts than when she does not.

Silk, Kaldor, and Boyd (2000) tested this hypothesis in a 
study of rhesus macaque (Macaca mulatta) females, who 
often give grunts or “girney” vocalizations as they approach 
mothers with infants. They found that these vocalizations 
did, indeed, predict an approaching female’s subsequent be-
havior. If she gave a vocalization, she was significantly less 
likely to be aggressive, less likely to elicit submissive behavior 
from the mother, and more likely to groom the mother than 
if she remained silent.

There was, in other words, a contingent, predictable rela-
tion between the approaching female’s vocalizations and 
what she did next. Anxious mothers had learned to recognize 
this relation; they acquired information from the approaching 
females’ vocalizations because the vocalizations reduced their 
uncertainty about what was likely to happen next. The calls 
had acquired meaning. The grunts and girneys of baboons 
and macaques provide one of many examples in the animal 
kingdom where “under favorable conditions, unsophisticated 
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learning dynamics can spontaneously generate meaningful 
signaling” (Skyrms 2010:19).

Silk, Kaldor, and Boyd (2000) then generalized this result 
using a model that showed that honest, low- cost signaling 
can evolve even when there is some degree of conflict be-
tween the animals involved. They argued further that such 
signaling is particularly likely to become evolutionarily sta-
ble when coordination between partners is valued and ani-
mals interact repeatedly over time. This conclusion is impor-
tant because these are just the conditions that exist in most 
primate groups, and indeed in many other groups of birds 
and mammals.

The Social Function of Nonhuman Primate Vocalizations

Given that animal signals are generally honest predictors of 
the signaler’s subsequent behavior, that they reduce uncer-
tainty in listeners, and that they acquire meaning and thereby 
facilitate social interaction, we are now in a position to evalu-
ate the function of vocal communication among nonhuman 
primates in light of Clark’s (1996) propositions describing the 
function of human language. Our analysis focuses on a long- 
term study of wild baboons (Papio cynocephalus ursinus) liv-
ing in the Okavango Delta of Botswana. Like Clark (1996:4), 
we begin with a tour through the settings of communicative 
use, the individuals who play a role in these settings, and the 
way joint actions emerge from individual actions.

Baboons live throughout the savannah woodlands of Af-
rica in groups of 50 to 150 individuals. Although most males 
emigrate to other groups as young adults, females remain in 
their natal groups throughout their lives, maintaining close 
social bonds with their matrilineal kin. Females can be 
ranked in a stable, linear dominance hierarchy that deter-
mines priority of access to resources. Daughters acquire 
ranks similar to those of their mothers. The stable core of a 
baboon group is therefore a hierarchy of matrilines, in which 
all members of one matriline (for example, matriline B) out-
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rank or are outranked by all members of another (for ex-
ample, matrilines C and A, respectively). Ranks are extremely 
stable, often remaining unchanged for decades (Silk, Alt-
mann, and Alberts 2006a, b; Cheney and Seyfarth 2007).

When rank reversals occur within a matriline, they affect 
only the two individuals involved. However, when rank re-
versals occur between individuals in different matrilines, 
most members of the lower- ranking matriline rise in rank 
together above the members of the previously higher- ranking 
matriline (Cheney and Seyfarth 2007). Figure 1 illustrates the 
hierarchical, matrilineal society of baboons.

Baboon vocalizations are individually distinctive (e.g., 
Owren, Seyfarth, and Cheney 1997), and playback experi-
ments have shown that listeners recognize the voices of oth-
ers as the calls of specific individuals (reviewed in Cheney 
and Seyfarth 2007). The baboon vocal repertoire contains a 
number of acoustically graded signals, each of which is given 
in predictable contexts (e.g., Fischer et al. 2001). For ex-
ample, grunts—the baboons’ most common vocalization—
may be given to either a higher- ranking or a lower- ranking 
individual. By contrast, screams and fear- barks are given 
almost exclusively by lower- ranking to higher- ranking ani-
mals, whereas threat- grunts are given only by higher- ranking 
to lower- ranking individuals. Because calls are individually 
distinctive and each call type is predictably linked to a par-

1 2 3 4 5 6

Family A

Decreasing dominance rank

Family B Family C Family D E Family F

7 8 9 10 11 12 13 14 15 16 17

Figure 1
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ticular social context, baboon listeners can potentially ac-
quire quite specific information from the calls that they hear.

A Listener Recognizes the Caller’s  
Intention to Communicate to Her

Baboon groups are noisy, tumultuous societies, and an indi-
vidual would not be able to feed, rest, or engage in social 
interactions if she responded to every call as if it were di-
rected at her. In fact, baboons seem to use a variety of behav-
ioral cues, including gaze direction, learned contingencies, 
and the memory of recent interactions with specific individu-
als to make inferences about the target of another individu-
al’s vocalization. For example, when a female hears a recent 
opponent’s threat- grunts soon after fighting with her, she 
avoids the signaler—that is, she acts as if she assumes that 
the threat- grunt is directed at her. However, when she hears 
the same female’s threat- grunts soon after grooming with 
her, she shows no such response, acting as if she assumes that 
the calls are directed at someone else (Engh et al. 2006).

The attribution of motives is perhaps most evident in the 
case of “reconciliatory” vocalizations. Like many other group- 
living animals, baboons incur both costs and benefits from 
group life. In an apparent attempt to minimize the disruptive 
effects of within- group competition, many primates “recon-
cile” with one another after aggression, by coming together, 
touching, hugging, or grooming (Cheney, Seyfarth, and Silk 
1995a). Among female baboons, reconciliation takes place 
after roughly 10 percent of all fights, and typically occurs 
when the dominant animal grunts to the subordinate within 
a short time after aggression. Playback experiments have 
shown that, even in the absence of other behavior, such rec-
onciliatory grunts increase the likelihood that the subordi-
nate will approach her former opponent or tolerate the op-
ponent’s approach. By contrast, playback of a grunt from 
another dominant, previously uninvolved individual has no 
such effect (Cheney and Seyfarth 2007). Baboons in these 
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experiments behaved as if hearing a reconciliatory grunt 
from their former opponent affected their assessment of the 
opponent’s intentions toward them.

Call Meaning Depends on  
Multiple Sources of Information

Baboons’ responses to reconciliatory grunts appear to de-
pend on the listener’s integration of information from the 
call type, the caller’s identity, and the listener’s memory of 
previous interactions with the caller. Further experiments 
suggest even greater complexity. For example, Wittig, Crock-
ford, Ekberg, et al. (2007) found that baboons will accept 
the reconciliatory grunt by a close relative of a recent op-
ponent as a proxy for direct reconciliation by the opponent 
herself. When a female, say, D1 (where letters are used to 
denote matrilines and numbers the individuals within each 
matriline), received a threat from female A1 and then heard 
a grunt from female A2, she was subsequently more likely to 
approach, and more likely to tolerate the approaches of A1 
and A2 than if she had heard no grunt or a grunt from an-
other high- ranking individual unrelated to the A matriline. 
Intriguingly, D1’s behavior toward other members of the A 
matriline did not change.

Similarly, in a test of vocal alliances among baboons, a 
subject who had recently been threatened by a more domi-
nant female heard either the aggressive threat- grunt of a close 
relative of her opponent or the threat- grunt of a female be-
longing to a different matriline. Subjects responded more 
strongly in the first condition, avoiding both the signaler, the 
original antagonist, and other members of their family for a 
significantly longer time than in the control condition (Wit-
tig, Crockford, Seyfarth, et al. 2007). In both of these experi-
ments, subjects responded as if the meaning and intended 
target of a call, and hence their response to it, depended not 
only on the caller’s identity and the type of call given but also 
on the caller’s kinship relationships with any individuals with 
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whom the subject had recently interacted. Subjects acted as 
if they attributed some kind of shared intention—to recon-
cile, or to form an alliance—to closely bonded individuals, a 
shared intention that they did not attribute to individuals 
who belonged to different matrilines.

Communication Reveals What Baboons  
Know about Each Other

Baboons are born into a social world that is filled with sta-
tistical regularities: animals are recognized as individuals 
and interact in highly predictable ways. Not surprisingly, 
baboons recognize these regularities, particularly those as-
sociated with dominance rank and the strong bonds among 
matrilineal kin. In playback experiments, for example, listen-
ers respond with apparent surprise to sequences of calls that 
appear to violate the existing dominance hierarchy (Cheney, 
Seyfarth, and Silk 1995a). In other experiments, they dem-
onstrate knowledge of other animals’ matrilineal kin rela-
tions by, for instance, looking toward the mother when they 
hear an offspring’s scream (Cheney and Seyfarth 1999), or 
by accepting as reconciliation a grunt from a close relative 
of a recent opponent as a proxy for reconciliation with the 
opponent herself (Wittig, Crockford, Ekberg, et al. 2007).

To test whether baboons integrate their knowledge of 
other individuals’ kinship and rank, Bergman et al. (2003) 
played sequences of calls mimicking rank reversals to sub-
jects in matched trials. In one set of trials, subjects heard an 
apparent rank reversal involving two members of the same 
matriline: for example, B3 threat- grunts and B2 screams. In 
another set, the same subjects heard an apparent rank rever-
sal involving the members of two different matrilines: for 
example, C1 threat- grunts and B3 screams (recall that in ba-
boon society a within- family rank reversal affects only the 
two individuals involved, whereas a between-  family reversal 
is a more momentous social event that affects all of the mem-
bers of both matrilines). Between- family reversals elicited a 
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consistently stronger response than did within- family rank 
reversals (Bergman et al. 2003). Subjects acted as if they clas-
sified individuals simultaneously according to both kinship 
and rank. The classification of individuals simultaneously ac-
cording to two different criteria has also been documented in 
Japanese macaques (Schino, Ventura, and Troisi 2005).

Continuities in Social Function

From these data it should be clear that, despite their consid-
erable differences in structure and communicative power, 
human language and nonhuman primate vocalizations share 
many similar functions.

• Both are used for social purposes. Like humans, mon-
keys and apes use communication to facilitate social 
interactions, maintain group cohesion, and alert oth-
ers to food and predators.

• Both constitute a form of joint action in which two 
or more individuals, in socially defined roles, carry 
out and coordinate their activities (Clark 1996). 
These include, for nonhuman primates, aggression, 
competition, cooperation, reconciliation, and the 
formation of alliances.

• Both are used primarily in face- to- face interaction. 
Although discussions of the evolution of language 
have paid considerable, often exclusive attention to 
the predator alarm calls given by monkeys (e.g., Bick-
erton 1990), these constitute a relatively rare and 
perhaps highly specialized form of communication 
in animals with few parallels in human language. 
Alarm calls are useful in studies of the “meaning” of 
animal signals (e.g., Zuberbuhler, Cheney, and Sey-
farth 1999), but they may be of limited use when 
thinking about the evolution of language. By con-
trast, the most common vocalizations used by non-
human primates are the grunts, girneys, chutters, 
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threat- grunts, and screams used during close- range, 
face- to- face interactions, and these calls have many 
functional parallels with human conversation.

• Both involve speaker’s meaning and addressee’s un-
derstanding. In both language and nonhuman pri-
mate communication, we can deconstruct any com-
municative act between two individuals and examine 
separately what a signaler intends and what infor-
mation a recipient acquires (Seyfarth and Cheney 
2003). In both systems, signalers are motivated to 
affect the behavior of recipients, while recipients ac-
quire information about the signaler’s likely behav-
ior. For recipients in both systems, the meaning of a 
call derives from a variety of sources (what linguists 
call pragmatics), including the call type, the caller’s 
identity including her rank and family membership, 
and the recipient’s memory of past events.

This said, there are also striking differences between lan-
guage and nonhuman primate communication in the mean-
ing of calls to signaler and recipient. Among nonhuman pri-
mates, these two sorts of meaning are sometimes the same, 
for example, in cases where a female baboon’s grunt signals 
her motivation to act in a friendly manner and the listener, 
recognizing the predictive relation between grunting and 
friendly behavior, relaxes. In other cases, however, meaning 
to signaler and recipient are strikingly different: for example, 
in cases where a female baboon gives a “contact bark” when 
she is separated from the rest of her group. Although the bark 
provides listeners with information about her location, play-
back experiments suggest that the caller’s behavior is moti-
vated primarily by her current state of separation rather than 
her intention to inform others (Cheney, Palombit, and Sey-
farth 1996). This highlights a crucial difference between lan-
guage and nonhuman primate communication: a difference 
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that derives from the signaler’s and listener’s ability (or in-
ability) to represent the mental state of the other. As Fitch 
(2010) points out, human language involves a cognitive par-
ity between speakers and listeners, where both know the 
meaning of a word, and know that the other knows this. 
Nonhuman primates may exhibit a rudimentary theory of 
mind—they may know, for example, that another’s call is 
directed at them (see above), or that another individual does 
not know about a nearby snake or newly discovered food 
(Crockford et al. 2012; Schel, Machanda, et al. 2013; Schel, 
Townsend, et al. 2013)—but there is no evidence that partici-
pants in these interactions have the kind of cognitive parity 
routinely found in language.

Of course, similar functions do not mean that language 
and nonhuman primate vocalizations are identical modes of 
communication. Obviously, enormous changes in brain size, 
communication, and cognition have taken place since the 
divergence of the human and nonhuman primate lineages 
roughly six million years ago. The differences between lan-
guage and nonhuman primate communication are well 
known, widely discussed (Hurford 2007; Fitch 2010), and 
need not be repeated here.

By contrast, far less attention has been paid to the many 
parallels between the function of language in our daily lives 
and the function of vocalizations in the daily lives of non-
human primates. These functional similarities are impor-
tant because they remind us that, for all their structural 
differences, human and nonhuman primate communication 
are overwhelmingly social phenomena, designed to facili-
tate interactions between individuals, many of whom have 
known each other and interacted socially for years. More 
important, these common social functions help explain why 
human and nonhuman primates share so many homologous 
neural mechanisms that control the perception, integration, 
and comprehension of visual and vocal signals. We turn now 
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to the homologous cognitive mechanisms that underlie the 
two systems—that is, to Clark’s (1996) final proposition, 
that the study of language use is both a cognitive and a social 
science.

Continuities in Cognition

It is now well accepted that when natural selection acts to 
favor a particular behavior, it simultaneously acts to favor 
whatever brain mechanisms and cognitive abilities are re-
quired to make that behavior possible. For example, in the 
black- capped chickadee (Poecile atricapillus), a bird that 
stores seeds in the fall and retrieves them in winter, increas-
ingly severe winters from Kansas to Alaska have led to an 
increase not only in caching and retrieval behavior but also 
in hippocampal neuron number, neurogenesis, and spatial 
memory (Pravosudov and Clayton 2002; Roth and Pravo-
sudov 2009; Roth et al. 2011). If this principle holds in the 
case of nonhuman primate communication and human lan-
guage, we might expect that similar social pressures have led 
not only to homologous brain structures but also to at least 
some similar cognitive skills. The prediction deserves atten-
tion because the cognitive skills that underlie language—a 
discrete, combinatorial, rule- governed, and open- ended com-
putational system—seem so utterly different from the cogni-
tive skills that underlie nonhuman primate communication.

To examine the cognitive mechanisms underlying the per-
ception of nonhuman primate vocalizations, recall the ex-
periment in which Bergman et al. (2003) played to baboon 
subjects a sequence of threat- grunts and screams from two 
adult females. As already noted, this experiment was de-
signed to test the hypothesis that individuals classify others 
simultaneously according to both rank and kinship, and 
would therefore respond more strongly to call sequences that 
mimicked a between- family rank reversal than to those that 
mimicked a within- family rank reversal.
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Subjects’ responses indicated not only that they recognized 
when a rank reversal had occurred but also that they recog-
nized that some rank reversals were potentially more signifi-
cant than others. Upon hearing a scream- threat- grunt se-
quence, baboons appeared to form a mental representation 
of a specific social interaction involving specific individuals. 
This representation developed instantly (within seconds) and 
was built up from several discrete pieces of information: the 
type of call, the caller’s identity, and the caller’s rank and kin-
ship affiliation. In the experiments just described, the threat- 
grunt is recognized as an aggressive call produced by a par-
ticular individual (say, Hannah), who is further identified as 
belonging to a middle- ranking matriline. The scream is rec-
ognized as a distress signal (and not some other call) coming 
from, say, Sylvia, a member of the highest- ranking matriline. 
We know that each acoustic element in the call sequence car-
ries its own independent meaning because if we change the 
identity of either caller or the type of call given, listeners re-
spond differently. Figure 2 represents a typical playback se-
quence of threat- grunts and screams.

Threat grunts

Screams

0 4 8
Time (seconds)

kH
z

5

Figure 2
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These discrete elements, moreover, are combined accord-
ing to the “rules” of call delivery to create a message whose 
meaning is more than just the sum of the meanings of its 
constituent elements. Listeners interpret the sequence of calls 
as a narrative in which Hannah’s threat- grunts are directed 
at Sylvia and cause Sylvia’s screams. Without this element of 
causality—if the calls were perceived as juxtaposed simply by 
chance—there would be no violation of expectation and no 
strong response to the apparent rank reversal.

Of course, in many respects, the call sequence could hardly 
be more different from language: it is produced by two indi-
viduals, one of whom is threatening and the other is scream-
ing. But in the mind of the receiver, the string of elements is 
organized in what one might call a narrative account, with 
an actor, an action, and an acted upon. And it is a narrative 
account that would have a different meaning—and elicit a 
different response—if we changed any one of its elements. It 
is also a narrative account that can be judged by the listener 
as either true or false—that is, either consistent or not con-
sistent with what the listener knows about her social group.

The baboons’ assessment of call meaning thus constitutes 
a discrete, combinatorial, and rule- governed system of com-
munication (Cheney and Seyfarth 1998; Worden 1998) in 
which a finite number of signals can yield a nearly infinite 
number of meanings. If a listener recognizes the difference 
between [A threatens B and B screams] and [B threatens A 
and A screams], and can make this distinction for every dyad 
in a group of 70–80 individuals, a simple system of signals 
can generate a huge number of meanings. Indeed, the com-
municative system is effectively open- ended, because ba-
boons learn to recognize the calls of new infants born into 
their group, or of new male immigrants, and assign meaning 
to these calls depending on the individuals’ ranks and kinship 
affiliations. Because the rules of assignment can be applied to 
any new individual, the potential number of different mean-
ings is completely open- ended.
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We make these points not to argue that vocal communica-
tion in baboons constitutes a language, or even to claim that 
baboon communication has many of language’s formal, 
structural properties. Instead, we suggest that several of the 
cognitive mechanisms that have long been thought to mark 
a clear separation between language and nonhuman primate 
communication can, in fact, be found—in admittedly simpler 
form—in the communication and social cognition of nonhu-
man primates. As a result, the earliest steps toward the evolu-
tion of language may not be as difficult to imagine as Pinker 
(1994) first proposed. Instead, just as we find in the anatomy 
of quadrupedal chimpanzees morphological features that 
very likely served, in the common ancestor of chimpanzees 
and humans, as precursors to human bipedalism, so we can 
find in the communication of nonlinguistic baboons cogni-
tive operations that very likely served, in our mutual com-
mon ancestors, as precursors to the cognitive operations that 
underlie language.

Why should such a system have evolved? Long- term field 
studies demonstrate that the best predictor of a baboon’s or 
chimpanzee’s reproductive success is an individual’s ability to 
form close, long- term bonds and to recognize the relations 
that exist among others. Among female baboons, for exam-
ple, Silk, Alberts, and Altmann (2003) and Silk et al. (2009, 
2010) found that the best predictor of an individual’s off-
spring survival and longevity was the strength of her social 
bonds with other females—usually, but not always, close 
matrilineal kin. Among male chimpanzees, the best predictor 
of a male’s lifetime reproductive success was his ability to 
form coalitions with other males, and the greatest beneficia-
ries of coalitionary aggression were those individuals “who 
tended to have coalition partners who themselves did not 
form coalitions with each other” (Gilbey et al. 2012:373). 
Selection has thus favored, in both species, individuals who 
are skilled not only in the use of communication to form and 
maintain bonds but also in the ability to derive, remember, 
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and make use of information about other animals’ relations. 
Discrete, combinatorial communication and cognition has 
thus been favored by natural selection.

SOCIAL KNOWLEDGE AS A COGNITIVE  
PRECURSOR OF LANGUAGE

In many respects our proposal is not new. In 1990, for ex-
ample, Pinker and Bloom suggested that during the course 
of human evolution, “grammar exploited mechanisms orig-
inally used for . . . conceptualization” (1990:713), while 
New meyer (1991:10) argued that “the conditions for the 
subsequent development of language . . . were set by the evo-
lution of . . . conceptual structure. A first step toward the 
evolution of this system . . . was undoubtedly the linking up 
of individual bits of conceptual structure to individual vocal-
izations” (for similar views, see Jackendoff 1987, 2002; 
Kirby 1998; Newmeyer 2003; Hurford 1998, 2003). Our 
proposal is new, however, in its emphasis on social cognition 
and in our ability to link social cognition with reproductive 
success.

Three sorts of cognition, all well documented in animals, 
have been offered as possible cognitive precursors of lan-
guage (Hauser, Chomsky, and Fitch 2002): systems of orien-
tation and navigation (e.g., Menzel 2011; Jacobs and Schenk 
2003); number (Feigenson, Dehaene, and Spelke 2004; Cant-
lon and Brannon 2007; Jordan, MacLean, and Brannon 
2008); and social cognition (Worden 1998). All involve dis-
crete elements and rule- governed computations. All help ex-
plain how the discrete, combinatorial structure found in lan-
guage might have evolved from some prelinguistic cognitive 
precursor. In at least three respects, however, social cognition 
seems the most likely candidate as a precursor of language.

First, only in social cognition do the discrete elements in-
clude both living creatures, to which listeners can reasonably 
attribute motives and goals, and context- specific vocaliza-
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tions, each associated with a caller’s motivation to interact 
with another in specific ways. As a result, a crucial part of 
primate social cognition involves the attribution of intent to 
others, therefore constituting a rudimentary form of propo-
sitional thinking in which there is a subject and a predicate 
(“Sylvia is mad at Hannah”). This distinguishes social cogni-
tion from orientation, navigation, and number, where there 
are no agents, actions, and patients. In his discussion of the 
possible evolutionary origins of language, Hurford (1990, 
2007) asks whether propositional structures are unique to 
language, or whether they “somehow existed before lan-
guage” in another domain. Social cognition provides an an-
swer. The propositions that are expressed in language did not 
originate with language—they arose, instead, because to suc-
ceed in a social group of primates one must engage in an el-
ementary form of propositional thinking.

Second, only in social cognition are the discrete elements 
explicitly linked to vocalizations, so that the system of com-
munication and the system of cognition on which it is based 
are tightly coupled. This merging of cognition with commu-
nication does not occur in orientation, navigation, or number 
comprehension.

Third, only in social cognition are the discrete elements 
linked—as in language—to the organization of knowledge 
into concepts. When baboons hear a sequence of vocaliza-
tions that violates the dominance hierarchy, they respond 
within seconds. When a male macaque involved in a fight 
tries to recruit an ally, he seems instantly to know which in-
dividuals would be the most effective partners (Silk 1999). 
The speed of these reactions suggests that animals are not 
searching through a massive, unstructured database of as-
sociations but have instead organized their knowledge of 
other individuals into concepts: what we call dominance 
hier archies and matrilineal (family) groups. These social cat-
egories qualify as concepts for at least two reasons. First,  
they cannot be reduced to any one, or even a few, sensory 
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attributes. Family members do not always look alike, sound 
alike, behave alike, or share any other physical or personality 
features that make them easy to tell apart (Seyfarth and 
Cheney 2013, 2014). Second, social categories persist despite 
changes in their composition. Among females and juveniles, 
the recognition of families is unaffected by births and deaths; 
among adult males, the recognition of a linear, transitive hi-
erarchy persists despite frequent changes in the individuals 
who occupy each position (Kitchen, Cheney, and Seyfarth 
2003). In the mind of a baboon, therefore, social categories 
exist independent of their members. And because the mean-
ing of a vocalization cannot be divorced from the caller’s 
identity, and the caller’s identity cannot be separated from 
her placement in a conceptual structure based on kinship and 
rank, communication and conceptual structure are inextri-
cably bound together, just as we might expect in a system of 
communication that served as a precursor to human lan-
guage and thought.

Human language and nonhuman primate vocal communica-
tion share many social functions. Both constitute a form of 
joint action and are used for social purposes in face- to- face 
interactions. Both help to reduce uncertainty, regulate social 
interactions, and establish and maintain social relationships. 
Given these common functions, it is not surprising to find 
that homologous neural mechanisms underlie both systems: 
mechanisms for the recognition of individual faces and 
voices, for cross- modal integration, and for the recognition 
of objects and the assessment of call meaning.

Finally, despite their many well- established differences, 
language and nonhuman primate communication share a 
suite of common cognitive operations. Both are discrete, 
combinatorial systems in which a finite number of signals 
can generate an infinite number of meanings. In both sys-
tems, it is possible to distinguish the speaker’s meaning from 
the addressee’s understanding. And in both systems the mean-
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ing of a signal is deeply embedded in the social context: mean-
ing depends not only on the signal itself but also on the call-
er’s and listener’s identities, and their history of interaction 
with each other and related individuals.

The simplest way to explain these shared traits is to pro-
pose that during their long, common evolutionary history, 
the ancestors of modern monkeys, apes, and humans faced 
similar social problems and evolved similar systems of com-
munication to deal with them. Although human language 
subsequently evolved to become markedly different from 
nonhuman primate communication, their shared evolution-
ary history is apparent in homologous neurophysiology, so-
cial function, and cognition. The earliest stages of language 
evolution—long thought to be a mystery—are easier to imag-
ine if we focus on the social function of communication in a 
complex society where individuals use communication and 
cognition to manage their social relations and represent the 
relations of others. Long before it became language, primate 
communication and cognition were social devices, designed 
by natural selection to achieve certain goals. Long after it 
evolved, language still is.
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LINGUISTICS AND PRAGMATICS

John McWhorter

The very proposition that human language emerged via the 
imperatives of “social cognition” can elicit a rather diagonal 
kind of response from many linguists. One is primed, in 
terms of the sociological conventions of the field and of 
modern humanities study, to accept that certainly language 
is a “social” tool. Moreover, probably most professional lin-
guists are skeptical of the Chomskyan proposition that lan-
guage can be studied as an abstract denotational system 
completely divorced from the social contexts in which it is 
used.

Yet, the fact remains that to be a linguist is usually to grap-
ple with what is traditionally considered “grammar”—that 
is, phonology, morphology, and syntax and, more to the 
point, the details therein: morphophonemics, aspect, long- 
distance dependencies, lexicalization, cliticization, and so on. 
Amid these concerns, that which is “social” can seem of mar-
ginal interest and, therefore, so too the idea that all of this 
emerged for “social” reasons.

The linguist is familiar, to be sure, with the pragmatic 
realm of language, via which the speaker indicates what she 
means to emphasize, what she means to encode as old versus 
new information, and what her attitude toward what she is 
saying is. In the utterance “Well, I saw a horse,” well implies 
a gentle contradiction of what was said before, and therefore 
a kind of new information. In “He just didn’t know,” just 
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implies that one is put off to some degree by the person’s 
having not known. Via the pragmatic wing of language, one 
is less stating something than indicating why one is stating it 
at all.

Of course, just as all linguists readily acknowledge that 
language is “social” even if they indicate little interest in that 
issue in their actual work (and this is true of my own aca-
demic work beyond that which examines the sociohistorical 
contexts in which creole languages emerged), most linguists 
readily acknowledge that pragmatics, too, is “grammar.” 
However, in practice this can be hard to perceive outside of 
circles with a special commitment to pragmatics.

The typical grammar of a language, even a rich one, rarely 
gives much attention to pragmatic machinery. A student in 
an introductory linguistics class may easily come away with 
little sense of what pragmatics is; the students are unlikely to 
have wrapped their heads around a problem set dedicated 
explicitly to pragmatics as opposed to phonology or syntax. 
Pragmatic items are often described in passing as having 
“elusive” definitions (e.g., how would one say what well . . . 
“means”?), these apparently less enticing as problems to be 
solved than the “elusive” operations of, for example, an af-
fixation process or the conditioning of a certain array of al-
lophones. Hence the public confusion over the “meanings” 
of items such as lol in texting language—a pragmatic marker 
that registers empathy—and the proliferation of like, another 
pragmatic usage conveying, among other things, inobtrusive-
ness and acknowledgment of others’ state of mind (D’Arcy 
2007).

In the study of language change, historical pragmatics is 
still a new discipline. Scholars of grammaticalization (Trau-
gott and Dasher 2005; Brinton 1996) have demonstrated 
that words often traverse a life cycle in which an initially 
objective meaning becomes a subjective one. For example, 
despite the admonitions of prescriptivists, hopefully can be 
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used not only to mean “bearing hope”—“He operated hope-
fully”; an objective, descriptive usage—but also to indicate 
that the speaker has a hopeful attitude toward a proposition. 
“Hopefully, he will be here” is a subjective, pragmatic usage, 
now more common than the supposedly “proper” one. 
Rather began with the objective meaning “earlier” and only 
eventually evolved to mean “preferably” as a metaphorical 
extension of “earlier” (that which is done earlier is likely that 
which one finds more compelling). The “preferably” meaning 
is attitudinal, and therefore pragmatic.

Yet, research on grammaticalization remains engaged 
most on the basis of the documentation of the emergence of 
things more traditionally considered to be “grammar,” such 
as the emergence of the gonna future in English from what 
began as a literal usage of going to. The pragmatic work gets 
less attention.

I suspect that even linguists are subtly discouraged from 
dwelling at length on such work for broad societal reasons. 
The fact that pragmatic usages in language are often dis-
trusted by prescriptive attitudes as “vague” or incorrect, com-
bined with the fact that pragmatics is not taught in schools 
and rarely in linguistics classes, cannot help but encourage a 
sense of this work on historical pragmatics as somehow sub-
sidiary. Real grammar, one may suppose in the depths of 
one’s linguistic soul, is preterites and coronals and agents and 
patients—not sociality, attitudes, and cooperation.

LANGUAGES AND PRAGMATICS

Rather, the view from the linguist’s desk makes it seem plau-
sible to assume that the birth of language was a matter of 
developing the ability to construct propositions—statements 
about things. That human language is distinct in its rich 
combinatorial possibilities seems, naturally, to deserve the 
most focus. Take the utterance “Betty is here”: conveying 
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that something of note about Betty is that she is here requires 
this combinatorial substrate, without which it could only 
convey Betty and here in unassociated sequence. Hence the 
focus in Chomskyan research on the fundamental operations 
of Move and Merge, and the associated interest in recursion 
as supposedly unique to human language (Hauser, Chomsky, 
and Fitch 2002). Related is Bickerton’s work on protolan-
guage (1990, 2009), in which a level of expression equiva-
lent to that in primitive pidgins is transformed, via the emer-
gence of operations of the Move and Merge variety, into a 
full syntax.

After several tens of millennia of existence, much of what 
languages constitute would indeed seem to be syntax plus 
phonology and morphology: “grammar” in the classic sense. 
One thinks of a Russian sentence such as:

Ja uvid- el i po- kup- il krasn- uju knig- u.

I see- PAST and PERF- buy- PAST red- ACC book- ACC

“I saw and bought the red book.”

It is hardly unreasonable to suppose that unraveling the 
emergence of a capacity that can produce and process sen-
tences such as these, with its rich morphology riddled with 
complexities and irregularities to be mastered, has all to  
do with grammar and little of interest to do with getting 
along. Certainly, one thinks, this machinery would not have 
emerged in a species that was not a social one: a sentence 
like the one above is used between people, not internally by 
one person. Yet, the mechanical distractions of such a sen-
tence may make work proposing social origins of language 
such as Dunbar’s (1998) on gossip, Mithen’s (2005) on song, 
and Falk’s (2009) on motherese seem, at best, previous to 
when “the real stuff” happened, as if one traced a hurricane 
not to an emergent weather pattern but to the very emer-
gence of H2O and wind currents amid the formation of the 
planet earth.
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MODERN DEVELOPMENTS AND PRAGMATICS

Seyfarth and Cheney’s argument corresponds to growing 
evidence that a serious theory of linguistic evolution must 
put the “social” first. I do not mean this in the sense often 
leveled by sociolinguists—that a theory of language that 
does not take social context into mind is logically incom-
plete. This claim, when leveled at work on phonology, syn-
tax, and semantics, is often a rather airy one. However, prom-
ising newer theories of grammar (Jackendoff 2002; Culi cover 
and Jackendoff 2005) insist that evolutionary plausibility 
requires that Chomskyan “syntactocentrism” be upended  
in favor of a model in which semantics came first and still 
precedes syntax in the mental mechanism that generates lan-
guage. It seems increasingly advisable that pragmatics pre-
cedes even semantics in such models, both in the sense of syn-
chronic language as well as how language emerged, despite 
the temptations of seeing pragmatics as something added on 
after the “real” work has happened.

Scott- Phillips (2015) argues, for example, that what distin-
guishes human communication is not simply referentiality 
and combinatoriality, both of which are seen in animal com-
munication systems and which, if evolutionarily advanta-
geous in expanded form, would surely have exploded in crea-
tures other than us long before now. Rather, he posits that 
human language is distinct in being founded on a capacity to 
generate and process the very intention to communicate (his 
term is ostensive communication) beyond the rudimentary 
level of a few symbolic totems such as warnings or directions 
to food.

Scott- Phillips bases his ideas on principles familiar to phi-
losophers of language such as establishing relevance as well 
as distinguishing that which is urgent from that which is not, 
essentially making an argument that pragmatics—what he 
titles pragmatic competence—established a substrate upon 
which what we think of as grammar developed. Moreover, 
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Scott- Phillips argues that this “grammar” can only have de-
veloped on the basis of the ostensive substrate, without 
which there would be no communicative imperative to en-
courage such a baroque machinery to evolve and be evolu-
tionarily selected for.

Linguists researching the almost counterintuitively ex-
treme complexity of most human languages have been con-
verging on evidence that confirms the premise of work such 
as Scott- Phillips and Seyfarth and Cheney. A sentence such as 
the Russian one above evidences a great deal of elaboration. 
It is becoming increasingly clear, however, that this quality 
emerges in language not because of any correspondence to 
cultural imperatives or functional necessity (contra Lupyan 
and Dale 2010) but because languages passed down genera-
tions learned only by children rather than adults amass 
complexity simply by chance. Languages function equally 
well without such machinery, as becomes clear from creole 
languages, which emerge when a rudimentary pidgin (or 
pidgin- like) variety is expanded into a full language. Such a 
language, having recently been a pidgin with minimal gram-
matical machinery and not having existed long enough to 
“rust up” with unnecessary but processable complexities, is 
inevitably more streamlined in the grammatical sense than a 
language like Russian. Yet there is no evidence that such lan-
guages, nor other languages in the world less radically 
streamlined than creoles but close to them in the scalar sense 
of the matter, prevent nuanced communication.

More to the point, in the rare cases when language emerges 
anew from what was not language, such as creoles and sign 
languages, the new language is never riddled with complexity 
like Russian. New language is, in its way, sensible language. 
Time mucks things up. The lesson is that “grammar” as tra-
ditionally known is, to a considerable degree, an accidental 
development despite its complexity. As such, a theory of lan-
guage evolution that assumes the origin of a structure like 
Russian is what we must explain is misguided: the “lan-
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guage” that emerged at first was surely much more like a 
creole than like Russian.

Under such a perspective, a space opens up within which 
morphophonemics and future tense paradigms occupy less 
central a space in what we consider “language” to be. This is 
already plain in languages that do not happen to have the 
rich affixal machinery familiar from Indo- European lan-
guages on which modern linguistics was founded. A linguis-
tics that proceeded from, for example, East and Southeast 
Asian languages would take pragmatics as much more 
fundamental.

Here, for example, is a sentence of Cantonese, where the 
final four words are pragmatic particles that are key in con-
veying the meaning of the sentence. “She got first place” as a 
faceless utterance is not, in truth, the meaning of such a sen-
tence; central to its meaning is why the utterance is being 
made, and in Cantonese, the pragmatic machinery getting 
that across is fundamental, with each particle conveying a 
unit of attitudinal meaning:

Kéuih ló- jó daih yāt mìhng tìm gela wo .

she take- PERF number one place too PRT PRT PRT

“And she got first place too, you know.” (Matthews 
and Yip 1994:345) (tìm is evaluative, ge is assertive, la 
denotes currency, wo newsworthiness)

There are dozens of such particles in Cantonese, which is 
typical of languages of that part of the world. Using them is 
basic to speaking the language as a person rather than as a 
learner or automaton. A fair observation is that this prolif-
eration of pragmatic particles is typical of languages low on 
affixal morphology; it would seem that languages like Indo- 
European ones are much less likely to have this many overt 
and regularized pragmatic items. Possibly, factors of econ-
omy dictate that a language leave more of these nuances to 
context or intonation as affixal morphology clutters up the 
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typical utterance string. However, languages such as Canton-
ese make clear that there are no grounds for supposing that 
“grammar” in the Indo- European sense is somehow default, 
and possibly even support pragmatics as more fundamental 
than what most linguists consider syntax to consist of.

A similar conclusion may be gleaned from my own work 
on the emergence and development of the creole language 
Saramaccan since the late seventeenth century. Pragmatics 
has been as central to the emergence of the language’s central 
expressive machinery as morphology and syntax. In fact, 
Saramaccan seems to be in no special hurry to develop affixal 
morphology; however, it has developed pragmatic machinery 
with what seems almost urgency.

Nɔ́ɔ a bái wã́ hási seéi.

? he buy a horse ?

“So, he even bought a horse.”

In this sentence, the first and final words are of a kind often 
marked as just “emphatic” or roughly translated as meaning 
vague things like “then.” However, they are pragmatic mark-
ers, with precise functions: nɔ́ ɔ indicates that a sentence im-
parts new information rather than old, assumed informa-
tion, while seéi conveys that something is counterexpectational 
in various ways; “even” is the best translation here. These 
words in the language have attracted little study (an excep-
tion is McWhorter 2009) in favor of examinations of 
Saramaccan’s “real” grammar. However, the sense that its 
ways of conveying past tense and marking definiteness are 
somehow “realer” than this battery of pragmatic markers, of 
which I have exemplified but two, is artificial. Saramaccan 
demonstrates that the emergence of a true language from a 
pidgin entails, quite preliminarily, the establishment of these 
socially oriented mechanisms. In turn, this helps make a so-
cially based origin scenario for language seem much more 
plausible.
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In short, a linguist can see examinations of language ori-
gins based on social interactions as falling outside of what 
makes language interesting. However, increasing evidence 
can be interpreted as showing that mediation between the 
competing desires and attitudes of persons is as basic to con-
structing real sentences as marking verbs for tense or nouns 
for plural. As such, work such as Seyfarth and Cheney’s has 
more to do with what we do than may always be truly 
appreciated.
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WHERE IS CONTINUITY  
LIKELY TO BE FOUND?

Ljiljana Progovac

In part 1 of this volume, Seyfarth and Cheney report on 
some important results regarding the cognition of baboons 
by focusing on specific and falsifiable hypotheses, to the ef-
fect that, very generally speaking, baboons are able to com-
pute the appropriateness of submission and threat calls. The 
authors extrapolate from this finding and draw conclusions 
about the evolution of human language. They are right to 
point out that the differences between human language and 
nonhuman primate communication are widely discussed and 
well known, while much less attention has been devoted to 
the potential points of contact, or continuity, between the 
two kinds of systems. Here I offer my own observations re-
garding their findings concerning the cognition of baboons 
and address how these and comparable findings about ani-
mal communication can be relevant to understanding the 
evolution of human language. Linguists need to meet biolo-
gists, anthropologists, and other researchers of language 
evolution (at least) halfway with specific theories of language 
evolution. To that end, I present a specific, linguistically 
based proposal about the evolution of syntax/grammar, in 
an attempt to reveal where continuity between human lan-
guage and the abilities of the other primates can be sought.

My conclusion is that continuity should be sought in the 
most basic constructions of human language rather than in 

WHERE IS CONTINUITY  
TO BE FOUND?
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the most elaborated. In order to identify what these are, one 
needs an explicit theory of language evolution. I also main-
tain that continuity should be sought not only in the aspects 
of human language that can be found (or not) in animal com-
munication systems but also in the opposite direction, in  
the aspects of animal communication systems that can be 
found in human language. With an elaborated theory of lan-
guage evolution, one has a much more grounded platform 
from which to formulate specific and falsifiable hypotheses 
about continuity in both directions. While there is a great 
deal of good research, including Seyfarth and Cheney’s, on 
animal communication systems, there is relatively little spe-
cific and focused research by linguists on the topic of lan-
guage evolution.

BABOONS’ COGNITIVE ABILITIES AND  
LANGUAGE EVOLUTION

Seyfarth and Cheney report on experiments with female ba-
boons in Botswana, who seem to be able to mentally com-
pute the appropriateness of submission and threat calls. The 
individuals of higher rank typically issue threat calls toward 
those of lower rank, but not vice versa. Likewise, the indi-
viduals of lower rank typically issue submission calls toward 
those of higher rank, but not vice versa. The experiments 
consisted of recording and playing back both the expected 
and the reversed calls, and established that the baboons 
react by paying more attention to the call reversals than to 
the expected calls. In addition, Seyfarth and Cheney report 
that baboons’ responses to reconciliatory grunts show great 
complexity, as they take into account not only the caller’s 
identity and the call type but also the listener’s memory of 
previous interactions with the caller. Their book Baboon 
Meta physics (2007) provides thorough and lucid back-
ground, including how ranking is established among females 
(the group studied in this experiment), how the baboons 
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know who has a higher or lower status than them, and how 
the researchers determine this. The book also elucidates how 
and why rank reversals sometimes occur.

These are significant findings, as they show that quite com-
plex reasoning can take place without (human) language. 
The question is, then, what human language brings about 
that improves on this ability, or some other abilities that are 
relevant for selection, as well as what the concrete steps that 
brought about human language were.

As I see it, the reported results seem to disconfirm one 
particular stance regarding language evolution, in which a 
similar issue is raised: that of a relationship between lan-
guage and thought. Chomsky (2010) and some other salta-
tionists (e.g., Berwick and Chomsky 2011, 2016; Bolhuis et 
al. 2014) basically equate language with thought, proposing 
that language evolved separately from its externalization. Ac-
cording to this view, language emerged (in full) to facilitate 
thought (inner speech), rather than communication; once this 
thought system was externalized (i.e., pronounced), then it 
could have proved useful for communication as well. More 
precisely, according to Berwick and Chomsky (2011:40–41), 
“in the very recent past, maybe about 75,000 years ago, 
. . . an individual . . . underwent a minor mutation that pro-
vided the operation Merge,” which brought about recursive 
structured thought. It was at some later stage that the lan-
guage of thought was connected to the external speech, 
“quite possibly a task that involves no evolution at all.”1 It 
strikes me that their idea of recursive structured thought is 
directly relevant for Seyfarth and Cheney’s proposal of “dis-
crete, combinatorial, rule- governed, and open- ended” rea-
soning capabilities of baboons.

Now, if Seyfarth and Cheney’s interpretation of the results 
from baboons is correct, then it suggests that one can have 
“structured thought,” if you will, without having language.2 
Language cannot just be equated with thought. Because with 
humans it is more difficult to separate the two, studies like 
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Seyfarth and Cheney’s on animal cognition are especially rel-
evant as they show quite clearly that thinking and even com-
plex reasoning can take place without (human) language. 
While this speaks against the claims made in Berwick and 
Chomsky (2011, 2016), one has yet to shed light on how 
language actually evolved. What was it about being able to 
utter and understand a host of specific words and sentences 
that proved advantageous for the human species? And how 
could such a progression from no language to a highly com-
plex language take place?

In “The Social Origins of Language,” Seyfarth and Cheney 
say, “selection has favored in baboons—and, by extension, 
other primates—a system of communication that is discrete, 
combinatorial, rule- governed, and open- ended. We argue 
that this system was common to our prelinguistic primate 
ancestors and that, when language later evolved from this 
common foundation, many of its distinctive features were 
already in place.” However, in my view, Seyfarth and Cheney’s 
results show that baboons have a cognitive system that is 
quite sophisticated, and capable of figuring out dominance 
ranks based on multiple criteria. But that kind of ability 
should be separated from the nature of their communication 
system, which seems to consist of a limited number of (non-
combinatorial) calls. These calls themselves still seem to just 
mean: “I hereby threaten you” or “I hereby submit to you.” 
That these kinds of simple noncombinatorial calls can inter-
act in complex ways with the cognitive processes and 
thoughts of baboons is a separate issue. The vocalizations of 
baboons, even though accompanied by impressive cognitive 
abilities, do not themselves show combinations of these calls, 
or some other audible/visible structures that can be seg-
mented into pieces and then recombined to express different 
meanings, which is what characterizes human language and 
warrants explanation. Human language has words, thou-
sands of words, which are organized into a system, and into 
layers of concreteness versus abstractness, corresponding to 
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the levels/degrees of grammaticalization. These layers of ab-
stractness are also relevant for the layers of syntactic hierar-
chical structure.

Talking about “language” as a whole, as well as social fac-
tors in general, without focusing on specific aspects of each, 
makes it hard to formulate falsifiable hypotheses regarding 
language evolution. For that reason, in my own work, I ex-
plore smaller questions and hypotheses about very specific 
properties of language, such as how human language reached 
a combinatorial stage, in which two (or more) words are 
combined into meaningful units; or how human language 
evolved means for expressing transitivity. Furthermore, I ad-
dress how and why such specific features of language would 
have incurred communicative benefits during human evolu-
tion. This reconstruction of protosyntactic stages is, more-
over, based on a syntactic theory.

SMALL AND SPECIFIC HYPOTHESES

I believe that any continuity with the communication sys-
tems of other primates is more likely to be found in the most 
rudimentary of syntactic structures, rather than in the most 
elaborated features of human syntax, the latter illustrated 
below with recursive embedded clauses (1) and recursive 
possessive determiner phrases (2).

(1)  [Mario believes [that Marilyn understands [that 
Marjorie maintains [that . . .]]]]

(2)  [[[[[Mario’s] brother’s] wife’s] uncle’s] bicycle] 
disappeared.

Reasons why recursive structures such as (1) and (2) should 
be considered highly complex, and late to emerge, are given 
in Progovac (2015). But how do we know what most rudi-
mentary structures are like? This question is certainly not 
trivial, and one should avoid impressionistic answers.
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My view is that the simpler stages of language can be ar-
rived at only through a precise reconstruction method based 
on a linguistic theory. I share this view with Heine and Kuteva 
(2007), whose reconstruction of protolexicon is based on the 
linguistic framework of grammaticalization. Since grammati-
calization typically proceeds in the direction of developing a 
functional (grammatical) category out of a lexical (content) 
category (or a more abstract category out of a more concrete 
category), but not the other way around, Heine and Kuteva 
reconstruct a stage in the evolution of human language that 
had content categories (initially only verbs and nouns) but 
not grammatical categories (e.g., auxiliary verbs, tense mark-
ers, articles, subordinators). To illustrate with one example, 
it is common across languages to grammaticalize verbs mean-
ing “come” into past tense markers, and verbs meaning “go” 
into future tense markers. The latter is illustrated with En-
glish “I am going to do this soon,” where the verb go is used 
as a future marker, losing its original meaning of physical 
motion (see Heine and Kuteva 2007 for many crosslinguistic 
examples and generalizations).

In my own work, I rely on a different linguistic theory to 
arrive at protostages of grammar. It is encouraging that the 
two reconstructions (Heine and Kuteva’s, and mine) lead to 
convergent/compatible results, even if they consider different 
aspects of language and look at them from different angles. 
What they share is that they both formulate specific and fo-
cused research questions, and address them by following a 
linguistic theory and linguistic data.

The reconstruction that I offer (in Progovac 2015, 2016a, 
and previous work, e.g., 2009a, b; 2014) leans on the theory 
of layered syntactic structure associated with Minimalism 
(e.g., Chomsky 1995) and its predecessors. The simplified 
hierarchy of functional projections/layers characterizing 
modern clauses/sentences in this approach is given in (3).

(3)  CP > TP > vP > VP/SC
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Very roughly speaking, the inner VP/SC (verb phrase/small 
clause) layer accommodates the verb/predicate and one argu-
ment, while vP (light/little verb phrase) accommodates tran-
sitivity with one additional argument, such as agent. TP 
(tense phrase) accommodates the expression of tense/finite-
ness, while CP (complementizer phrase) accommodates sub-
ordination/embedding, for example.3 This hierarchy is a 
theoretical construct that offers a natural and precise method 
of reconstructing previous syntactic stages in language evo-
lution, as given in (4):

(4)  Structure X is considered to be primary relative to 
Structure Y if X can be composed independently of 
Y, but Y can only be built upon the foundation of 
X.

While small clauses (SCs)/VPs can be composed without the 
TP layer, TPs can only be constructed upon the foundation 
of a SC/VP. Similarly, while SCs/VPs can be composed with-
out a vP layer, the vP can only build its shell upon the foun-
dation of a SC/VP. One can thus reconstruct a TP- less and 
vP- less (tenseless, intransitive) stage in the evolution of syn-
tax, reduced to only a single layer (SC/VP).

More specifically, my proposal is that the earliest proto-
syntactic compositions were two- word small clauses, basi-
cally flat (not hierarchical, not headed) combinations of a 
verb- like and a noun- like element, in which the noun, the 
only argument of the verb, was specified as neither subject 
nor object. But what might such a grammar look like, and 
what might be the utility of such a rudimentary grammar? I 
hypothesized that the grammar behind certain compounds 
found across languages is an approximation (“living fossil,” 
in the sense of Jackendoff 1999, 2002) of the earliest syntax 
(see, e.g., Progovac and Locke 2009; Progovac 2009a).4 The 
following are some examples of such verb- noun compounds 
from English (5, 6) and Serbian (7, 8). It is important to em-
phasize here that I am not claiming that these specific com-
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pounds were used in the protosyntactic stage but rather that 
this kind of two- slot mold, into which comparable creations 
could be poured, was used in that stage.

(5)  pick- pocket, scare- crow, turn- coat, dare- devil, 
hunch- back, wag- tail, tattle- tale, kill- joy, cut- 
purse, spoil- sport, saw- bones, burn- house, drynk- 
pany (drink- penny, miser), pinch- penny (miser)

(6)  rattle- snake, cry- baby, stink- bug, worry- wart, 
copy- cat, tumble- weed, scape- goat, turn- table

(7)  cepi- dlaka [split- hair = hairsplitter]
 deri- koža [rip- skin = person who rips you off]
 ispi- čutura [empty- flask = drunkard]
 kosi- noga [skew- leg = person who limps]
 muti- voda  [muddy- water = one who muddies 

waters]
 vrti- guz [spin- butt = fidget]

(8)  duri- baba [sulk- old.woman = who sulks]
 kaži- prst [show- finger = index finger]
 smrdi- buba  [stink- bug = bug species that 

smells; one who smells]
 tresi- baba  [shake- old.woman = who shakes/

scares easily]
 visi- baba  [hang- old.woman = flower: 

snowdrop]
 plači- baba [cry- old.woman = crybaby]
 tuži- baba  [complain- old.woman = tattletale]

Interestingly, while the nouns in the compounds in (5, 7) 
are object- like (e.g., a killjoy is somebody who kills joy), the 
nouns in (6, 8) are subject- like (e.g., a crybaby is a baby who 
cries). This is thus a good approximation of the type of gram-
mar that is incapable of distinguishing subjects/agents from 
objects/patients grammatically, but instead leaves the inter-
pretation to pragmatics, or to convention. If grammar indeed 
started in this modest way, then notions such as subject and 
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object would have been irrelevant in this initial stage. The 
incremental, gradualist approach to the evolution of syntax 
thus reveals clear and specific communicative advantages of 
the subsequent stages of syntax, which can, as just one ex-
ample, provide the means for expressing transitivity and for 
distinguishing subjects from objects—that is, the participants 
in an event.

The indeterminacy/underspecification of this kind of 
grammar is especially obvious in pairs such as turn- table and 
turn- coat, which use the same verb turn. In the former, table 
is subject- like (table that turns), while in the latter, coat is 
object- like (lit., somebody who turns his coat; traitor), sug-
gesting that the noun position in these compounds is not 
grammatically specified or predestined to be either a subject 
or an object. This is also brought to light by the possibility, 
in principle, to use turn- coat to mean “a coat that turns,” 
perhaps a reversible coat, which would be analogous to the 
interpretation of turn- table. For the sake of comparison, more 
elaborate syntactic structures, such as the compound head- 
turn- er, do not show such indeterminacy, as this compound 
can only mean somebody who turns heads, not “a head that 
turns,” not even in principle.

Besides the grammatical simplicity of verb- noun com-
pounds, the reader will notice that the majority of these 
compounds are pejorative, especially the ones that refer to 
humans, in both English and Serbian. This is true across 
other languages as well. For a much bigger sample of these 
compounds, including obscene examples, the reader is re-
ferred to Progovac (2015, 2016a) and references therein. 
Selecting for the ability to quickly produce (and interpret) 
such (often humorous and vivid) compounds on the spot 
would have gone a long way toward solidifying not only the 
capacity to use such simple grammars, the foundation for 
more complex grammars, but also the capacity for building 
(abstract) vocabulary. As can be seen in the examples above, 
these compounds combine basic, concrete words, often de-
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noting body parts and functions, in order to create vivid and 
memorable abstract concepts (e.g., split- hair, rip- skin, spin- 
butt, scatter- brain).

According to Progovac and Locke (2009), formation and 
use of creations comparable to verb- noun compounds may 
have been an adaptive way to compete for status and sex in 
ancient times. Their successful use would have enhanced rela-
tive status first by derogating existing rivals and placing pro-
spective rivals on notice; and second by demonstrating verbal 
skills and quick- wittedness. Just imagine the possibilities that 
would open up for baboons, in their search for status, if they 
were to acquire this kind of ability. Darwin (1874) identified 
two distinct kinds of sexual selection: aggressive rivalry and 
mate choice (see also Miller 2000), both of which seem rel-
evant for the proposed use of this type of compound. Darwin 
(1872) also pointed out that strong emotions expressed in 
animals are those of lust and hostility, and that these may 
have been the first verbal threats and intimidations uttered 
by humans (Code 2005:322). If so, then we can see some 
continuity there as well. Discussion of the utility of simple 
two- word syntax for insult purposes offers but one example 
of how this would have worked in the context of sexual se-
lection.5 Whether proven right or wrong, this is a concrete 
proposal, and it is concrete regarding not only syntactic 
structure and syntactic data but also the social (communica-
tive) utility of such a structure. As such, it can be subject to 
testing and falsification.

What is promising about this proposal is that it reveals 
continuity at two different levels. First, there is continuity of 
grammar, as these two- slot grammars seem to be within 
reach to other primates. Second, the pejorative, often obscene 
nature of these compounds may also reveal continuity with 
animal communication systems in this respect. Patterson and 
Gordon (1993) report that the gorilla Koko is capable of 
producing not only novel compounds but also insult, play-
fulness, and humor. In fact, it may be instructive in a future 
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experiment with primates to try to teach them some dirty 
words/signs, and their combinations, to see how motivated 
they would be to use them. As observed in Darwin (1874), 
the males of almost all the mammal species use their voices 
much more during the breeding season, and some are abso-
lutely mute except at this season. If human language was 
used for display and competitive purposes from the very 
start, then there is some continuity there, too. Darwin’s view 
in fact was that language evolved gradually through sexual 
selection, as an instinct to acquire a particular method of 
verbal display similar to music (see, e.g., Fitch 2010 for reviv-
ing these arguments for musical protolanguage).

It is of note that the protosyntactic compounds discussed 
above often feature swearwords. Code (2005, and references 
there) provides neurological evidence that swearwords are 
separately stored from other words, using both the part of 
the brain where digital language is processed and the part 
that processes laughing and crying. In that sense, swearwords 
straddle the boundary between (animal) calls, which share 
many properties with laughing and crying, on the one hand, 
and digital language, on the other (see, e.g., Burling 2005). 
Going back to the point made above, human language does 
have vocalizations that in some respects resemble animal 
calls; swearwords are one example. According to Code, such 
uses of language might represent fossilized clues to the evo-
lutionary origins of human communication, given that their 
processing involves more ancient patterns, including more 
involvement of the basal ganglia, thalamus, limbic structures, 
and right hemisphere.

While we often ask whether we can find characteristics of 
human language in animal communication systems, we 
hardly ever pose the opposite question. Given what we know 
about primate communication systems in their own right, we 
should be asking if there are constructions in human lan-
guages that share characteristics with such systems in some 
relevant respect. In order to emphasize discontinuity, it is 
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often pointed out that animal communication systems are 
unlike human language, as they are limited to the here- and- 
now, and possibly to manipulative acts. The question then 
arises as to whether human languages have structures that 
can also be characterized that way. There is no doubt that 
human languages possess an array of constructions that are 
used only in the here- and- now and that are manipulative. 
Besides swearwords, imperatives and exclamatives (such as 
Duck! Run! Watch out! Oh, no!) are of this nature. This, 
then, is yet another fertile field for exploring the question of 
continuity in a specific and tangible way.

CONTINUITY OF GRAMMAR

In seeking continuity with animal communication systems, 
it is important to look for abilities that can provide a foun-
dation, or a precursor, for certain specific aspects of human 
language. Given that human language and primate commu-
nication systems are not identical, we may not be able to 
learn much about language evolution by comparing them 
directly, or by comparing them in toto. My argument is that 
we instead need to formulate specific and theoretically driven 
hypotheses about the stages of language evolution and then 
seek points of continuity involving the simplest stages, while 
at the same time envisioning how these most basic structures 
would have provided a platform for introducing more and 
more innovative structures.

There have been numerous reports that primates are ca-
pable of combining two signs into a meaningful unit, even 
though interpretations of these findings have been controver-
sial. The problem seems to be that primates frequently pro-
duce a stream of signs without much evidence for cohesion 
(e.g., Kanzi, a bonobo, as reported in Savage- Rumbaugh and 
Lewin 1994). At the same time, it has been reported that 
Washoe, a chimpanzee who learned how to use signs of 
American Sign Language, combined the signs for water and 
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bird to describe a duck (Gardner, Gardner, and Van Cantfort 
1989). Kanzi does seem capable of combining a lexigram and 
a gesture into a meaningful unit (Greenfield and Savage- 
Rumbaugh 1990).6

Interestingly, Kanzi has been reported to have mastered a 
two- word grammar in his use of lexigrams and gestures, 
based on the description in Greenfield and Savage- Rumbaugh 
(1990); see also Heine and Kuteva (2007:145–147). First of 
all, Kanzi uses two- sign combinations, including creations 
with one verb and just one argument, in a way that does not 
distinguish agents/subjects from patients/objects, with both 
following the verb. While Kanzi’s initial combinations (dur-
ing the first month) show free word order (hide peanut, pea-
nut hide), the later combinations seem to converge on the 
productive verb- noun order (hide peanut), even when the 
noun is the agent, in the sense that the verb is followed by an 
agent gesture (e.g., hide Kanzi). If this characterization of 
Kanzi’s abilities is on the right track, then it is worth pointing 
out that Kanzi’s two- word (verb- noun) grammar is not un-
like the grammar behind the verb- noun compounds dis-
cussed above.7 I think this is a good example of how a very 
specific theory or hypothesis can lead to a clearer revelation 
of continuity.

However, Washoe’s and Kanzi’s ability to combine two ele-
ments into a meaningful unit should not be taken to mean 
that they have used compounds or sentences in the same pro-
ductive and streamlined way that humans do today. The use 
of such combinations by nonhumans is typically rare and 
sporadic. The relevant question here is not whether Washoe 
or Kanzi reached a two- word stage of language but rather 
whether our common ancestors were in principle capable of 
(sporadically) combining or interpreting two combined signs. 
This kind of basic ability, if it was there in our common an-
cestor, would have greatly facilitated the transition from the 
postulated one- word (nonsyntactic) stage to the two- word 
(protosyntactic) stage.
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In order for the selection processes to get off the ground, 
at least some of our ancestors needed to be capable of pro-
ducing and understanding such combinations. Those who 
were just a bit better at it would have been the ones whose 
genes were passed on in the line of descent leading to hu-
mans, generation after generation. The speed of the spread 
depends on how high the fitness of these individuals was rela-
tive to the competitors. According to Stone and Lurquin 
(2007), if relative fitness is high, the increase of the variant in 
the population can take just a few dozen generations for the 
variant frequency to increase tenfold.8

Based on the proposal outlined above, we can expect to 
find the ability to combine two signs into a meaningful unit 
in at least some primates. This is now a testable hypothesis, 
which stems from a specific proposal about what the initial 
stage of grammar was like. Moreover, the prediction is that 
this ability in other primates should be variable, in the sense 
that some individuals should have a better ability than oth-
ers, based on their genetic make- up. If that kind of variability 
was not present in the common ancestor, then there would 
have been no genetic material for natural/sexual selection to 
target. In other words, three testable hypotheses can be iden-
tified: (i) other primates should in principle be capable of 
some rudimentary two- sign combinations; (ii) this ability in 
other primates should be quite variable; and (iii) this ability 
in other primates is not expected to be identical to the ability 
in humans.

In this respect, consider Yang’s (2013) study, which com-
pares children’s combinations of articles (a and the) and nouns, 
with the sign combinations by nonhuman primates, of the 
kind give X, or more X. He uses a statistical method to dem-
onstrate that children’s combinations are consistent with 
their using a productive rule of grammar, while Nim Chimp-
sky’s combinations do “not show the expected productivity 
of a rule- based grammar” (1). This is an important study, as 
it shows that quantitative methods of this kind can be used 
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to probe questions about the origins of human language. 
However, if my reasoning here is on the right track, then Nim 
Chimpsky’s combinations are not expected to show human- 
like fluency but a precursor to it, which is what this study 
seems to have found.9

In summary, continuity can be expected only with the 
most rudimentary of syntactic structures, and what counts as 
such a structure should be reconstructed based on a linguistic 
theory, rather than impressionistically. But even there, conti-
nuity does not imply that the other primates should show 
human- like fluency with two- word combinations—not at all. 
After all, humans had millions of years to undergo selection 
for language abilities since the common ancestor with, for 
example, chimpanzees. All one expects or predicts to find in 
this respect is a clumsy precursor to the ability to combine 
signs.

There are some amazing findings about the cognition of pri-
mates, many of which rely on ingenious experiments, includ-
ing Seyfarth and Cheney’s findings about baboon cognitive 
abilities. What is needed at this point is for linguists to meet 
these researchers (at least) halfway by hypothesizing the 
stages of language evolution, and by arriving at hypotheses 
that are just as specific and testable as those explored by 
Seyfarth and Cheney. Without specific hypotheses about lan-
guage evolution, one cannot draw definitive conclusions 
about continuity with other primates. Perhaps one can draw 
a very broad conclusion that these abilities in baboons and 
other primates constituted a preadaptation for human syn-
tax, in some vague way. But all these abilities are distinct 
from what we consider to be human language. The essence 
of language is that it can express or externalize, with some 
precision, and with combinable and recombinable pieces, 
various kinds of wishes and thoughts.

My argument here has been that potential points of conti-
nuity will best be revealed if one considers the simplest stages 
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in the evolution of human language, rather than the more 
innovative stages. In order to arrive at such simplest stages, 
one needs to rely on a linguistic theory for reconstruction. 
Specific theories reveal specific points of contact/continuity 
between human language and communication systems of 
other primates, making it possible to advance specific and 
testable hypotheses. In addition to looking for language- like 
abilities in nonhuman primates, continuity should be sought 
by looking for primate- like abilities in human language.
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FLUENCY EFFECTS IN  
HUMAN LANGUAGE

Jennifer E. Arnold

Seyfarth and Cheney argue in “The Social Origins of Lan-
guage” that the hallmark of human language is the use of a 
discrete, rule- governed system to achieve social communica-
tive goals. People generally believe that when they talk, they 
do so intentionally. That is, people say things because they 
mean them, and other people use those words and sentences 
to infer the speaker’s meaning. Seyfarth and Cheney go on 
to argue that nonhuman communicative systems share some 
of these properties, supporting the view that both communi-
cative systems evolved out of similar social systems. In a 
nutshell, they contend that baboon communication is an in-
tentional and socially functional system. This challenges the 
perception that animal communication differs categorically 
from human language, and points toward evolutionary con-
tinuity. This argument also bridges the contrast between 
highly flexible and productive human language systems and 
relatively inflexible and innate animal communication sys-
tems (Cheney and Seyfarth 1997).

I propose here that the comparison between human and 
nonhuman communicative systems also requires a closer 
look at human language. In particular, we need to consider 
the ways in which the intentional aspects of language are 
rooted in less intentional, automatic aspects of cognition and 
behavior. I show that unintentional behavior plays a system-
atic role in the types of human signals that are used commu-

FLUENCY EFFECTS IN 
HUMAN LANGUAGE
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nicatively and intentionally. Here I examine this pattern with 
respect to the ways in which speech variation reflects the in-
formation status of the utterance.

When people speak, they exhibit striking variability in the 
pronunciation of their words. For example, the same speaker 
might produce the sentence “This food is great” by emphasiz-
ing “food” on one occasion—“This food is great”—but em-
phasizing the determiner on another—“This food is great.” 
This illustrates one of the most ubiquitous domains of lin-
guistic variation, which is the degree of intelligibility, or 
acoustic prominence, of a word. This kind of variation con-
tributes to a dimension of language known as prosody, which 
refers to the timing, pitch, rhythm, and acoustic properties of 
speech. Words vary in acoustic properties such as duration 
(longer vs. shorter), pitch (e.g., high vs. low, or rising vs. fall-
ing), and intensity (loud vs. quiet). Speakers also vary in how 
clearly they pronounce their words, sometimes attenuating 
or dropping certain phonemes (Imuna vs. I’m going to), and 
varying the degree to which their vowels are distinguishable 
(Bradlow, Torretta, and Pisoni 1996). In all these dimensions, 
pronunciations can vary from more reduced expressions 
(short, quiet, unintelligible, low pitch or little pitch move-
ment) to more prominent expressions (long, loud, intelligible, 
higher pitch or more pitch movement).

This variation is interesting because it relates in systematic 
ways to the message that the speaker is trying to communi-
cate. In particular, it tends to reflect the speaker’s assump-
tions about what the addressee knows or is attending to, or 
the recent conversational context. This is known as informa-
tion status.

INFORMATION- STATUS EFFECTS ON ACOUSTIC 
PROMINENCE VERSUS ACOUSTIC REDUCTION

Imagine that Elise says to Jason, “The new lab computer 
isn’t working.” At this point, she can assume that by men-
tioning the new computer, she and Jason can both assume 
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that they share knowledge of the computer, and additionally 
are currently attending to it. Previously evoked information 
like this is termed given (or old) information, and contrasts 
with new information. Given that Elise introduced the com-
puter into the conversation, they can probably also assume 
that it will be important in the upcoming conversation, mak-
ing further mention of the computer relatively predictable. 
Both givenness and predictability are components of the 
computer’s information status in the discourse (e.g., Chafe 
1976; Prince 1981).

There is substantial evidence that information status 
guides both the way we formulate our ideas in words and the 
way we understand what other people mean. For example, it 
sounds more natural to say, “That’s my dog. My dog chased 
the cat” than “That’s my dog. The cat was chased by my 
dog.” This demonstrates that speakers are more likely to start 
their sentence with given information than with new infor-
mation (Arnold et al. 2000; Bock and Irwin 1980). Listeners 
also assume that words that come later in the utterance refer 
to something that is discourse- new (Arnold and Lao 2008).

Information status also guides acoustic prominence versus 
acoustic reduction. For example, if Elise says, “Where is 
Sandy?” Jason is likely to then pronounce “Sandy” with an 
unaccented, acoustically reduced expression, which reflects 
her status as given and attended. This reflects one of the most 
reliable effects in acoustic prominence: repeated mention. If 
the same person or object is mentioned twice in a conversa-
tion, the second mention tends to be shorter in duration, lower 
in pitch, with less pitch movement, and quieter (Fow ler and 
Hou sum 1987). However, simple remention is not enough. 
For example, Terken and Hirschberg (1994) asked speakers 
to describe object movements like “The ball touches the 
cone, the cone touches the ball.” The words cone and ball in 
the second sentence were not reduced, unless they appeared 
in the same roles as they did in the first sentence (as for the 
second ball in “The ball touches the cone, the ball touches the 
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square”). This effect of parallelism may be related to the fact 
that parallel mention is more expected than nonparallel men-
tion of given information (Arnold 1998), suggesting that re-
duction is related to the continuity of the discourse. Relat-
edly, Fowler (1988) has claimed that reduction does not occur 
unless the word refers to the same referent.

Speakers also tend to use acoustic reduction for infor-
mation that is predictable from the context. In a classic ex-
periment, Lieberman (1963) demonstrated that speakers 
pronounced the word nine with greater emphasis in an un-
constraining context (“The next number you will hear is 
nine”) compared to a context that made the word predict-
able (“A stitch in time saves nine”). More recent work has 
shown that in running speech, words tend to be shorter and 
more unintelligible if they are statistically likely to co- occur 
with other words in their context (Bell et al. 2009; Jurafsky 
et al. 2001), or if they are in a syntactically probable con-
struction (Gahl and Garnsey 2004).

While reduced forms are used for given and predictable 
information, speakers use fuller, accented forms for informa-
tion that is new or less predictable. Likewise, prominent (e.g., 
emphatic- sounding) pronunciations are used when the 
speaker wishes to communicate contrast. For example, Jason 
might say, “SANDY is in the lab, but I don’t know where 
KATHRYN is” (Ito and Speer 2008).

IS ACOUSTIC PROMINENCE  
PRODUCED INTENTIONALLY?

Information- status effects on acoustic prominence are ubiq-
uitous and well established. Yet there is less consensus about 
why these effects occur. Understanding why is relevant to 
questions about the continuity of language evolution and, 
more broadly, the functional nature of communication sys-
tems. Seyfarth and Cheney (citing Clark 1996) point out that 
human language serves specific functions, for example, in 
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that it is typically used for specific social purposes, and al-
ways involves both speaker’s meaning and addressee’s un-
derstanding. This view fits well with the traditional view on 
information- status effects. For example, Grice (1975) pro-
posed that successful human communication depends on 
speakers and listeners following certain maxims, and assum-
ing that they can interpret others’ communications in light 
of these maxims. One such maxim considers quantity, and 
suggests that speakers should say just as much as is needed 
for communication, but not too much. In keeping with this, 
speakers tend to provide an explicit bottom- up signal in the 
form of greater acoustic prominence (which confers greater 
intelligibility) when information is not recoverable from the 
context—that is, when it is new or unpredictable.

This view represents a functional (or grammatical) expla-
nation of information- status effects. This type of mechanism 
serves to meet the social/communicative function of lan-
guage, and it assumes that the acoustic form is chosen be-
cause it corresponds to the speaker’s intended meaning. In 
this sense, it is a part of the intentional purposes of speaking, 
even though speakers do not need to be aware of the mecha-
nisms by which linguistic forms are selected.

The functional explanation predicts that listeners should 
be able to use acoustic variation to help them identify the 
right referent, and indeed evidence suggests that they can 
(Arnold 2008; Dahan, Tanenhaus, and Chambers 2002). For 
example, Arnold (2008) tracked eye gaze of both adults and 
children as they followed instructions to move pictures on a 
computer screen. Subjects viewed a set of four pictures, in-
cluding two with similar- sounding names (e.g., bagel, bacon). 
They heard an instruction mentioning one of them: “Put the 
bacon on the square.” The second sentence was the critical 
one, mentioning the target with either an accented or unac-
cented expression: “Now put the BACON on the triangle.” 
Critically, at the onset of the target expression “Ba-  . . . ,” the 
input was ambiguous, as it could potentially be the start of 
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either bacon or bagel. When the word was unaccented, listen-
ers had a tendency to look at the unmentioned (discourse- 
given) object, but when it was accented, this bias disap-
peared. Thus, prosody helped direct the listener to the more 
contextually likely referent.

The functional explanation also accords with the fact that 
people have strong intuitions about the “right” way to say 
something. For example, it just sounds “wrong” to repeat-
edly emphasize a referent in a story: “ALEX went to the mu-
seum, and ALEX bought a ticket, and ALEX saw the show.”

However, the fact that acoustic prominence plays a useful 
role in communication does not mean that it was produced 
intentionally. Seyfarth and Cheney (1992) discuss the ques-
tion of how we (as scientists) can know whether an animal’s 
call is produced intentionally or not. They tell the story of the 
tennis player Jimmy Connors, who was in the habit of grunt-
ing loudly as he hit the tennis ball. When officials complained, 
he claimed that the grunt was unintentional, just a side effect 
of physical effort. Without any way to assess this claim, they 
could not fault him for it.

Similarly, it is possible that the cognitive mechanism that 
leads speakers to produce variation in acoustic prominence 
is not directly influenced by the social goal of communica-
tion. An alternate possibility is that acoustic variation results 
from relatively automatic mechanisms, but in such a way 
that it correlates systematically with information status. If so, 
perhaps listeners simply learn to make use of acoustic varia-
tion as a correlational cue.

Indeed, we know that humans (and other animals) are ex-
traordinarily good at picking up on patterns in their environ-
ment, and can use them to draw inferences and make predic-
tions. One example of this comes from evidence that listeners 
can even use speech disfluency to help them anticipate the 
speaker’s meaning. It turns out that speakers are more likely 
to be disfluent when they are referring to something new 
than something given, consistent with the idea that new ref-
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erences require more planning and are cognitively more dif-
ficult (Arnold and Tanenhaus 2011). It is implausible that 
disfluency is produced intentionally as a signal about an up-
coming reference to something new.1 Yet comprehenders can 
still make use of the systematic relationship between disflu-
ency and discourse newness. In one study (Arnold, Tanen-
haus, et al. 2004), we demonstrated that disfluency led to a 
bias toward discourse- new objects. For example, following 
“Put the grapes below the candle” (which made the candle 
“given”), listeners expected the next sentence to include a 
reference to the candle if the speech was fluent. However, if 
speech was disfluent, they expected reference to an unmen-
tioned object. Other work has suggested that disfluency leads 
to a general bias toward things that are difficult to name 
(Arnold et al. 2007; Heller et al. 2014).

Thus, we must consider the possibility that acoustic prom-
inence may result from other, more automatic constraints on 
the language production process, and its communicative 
function derives from the listener’s ability to make use of any 
cues that are available. Indeed, there is extensive evidence 
that acoustic variation is related to the ease and fluency with 
which speakers can produce their utterances.

ACOUSTIC PROMINENCE IS RELATED TO  
SPEECH PRODUCTION FLUENCY

Human language is a complex system, and scholars agree 
that turning thoughts into words requires manipulating in-
formation at numerous levels. For example, speakers need to 
generate the conceptual structure, think of the words and 
syntactic structures they need, generate the phonological 
form for the utterance, and program the motor movements 
needed to articulate it (e.g., Levelt 1989). Critically, each of 
these processes takes time and cognitive resources. Thus, 
anything that changes the ease of planning an utterance 
might change the speed and fluency with which speakers can 
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produce it. The critical question for our current purposes is 
whether this changes the prosodic form of a word.

Evidence suggests that planning does indeed affect refer-
ence form. Support for this idea comes primarily from evi-
dence that the duration of a word is related to various mea-
sures of word planning difficulty (Arnold and Watson 2015; 
Gillespie 2011; Kahn and Arnold 2012; Zerkle, Rosa, and 
Arnold 2017). This makes sense, in that planning difficulty 
likely changes the timing of both planning and articulation—
thus, timing variation affects the timing component of pros-
ody, duration.

One effect of planning emerges from the observation that 
speech planning needs to precede actual articulation. How-
ever, speakers have a choice: they can either completely pre-
plan an utterance before saying it or plan as they go along. 
The on- the- fly option still requires preplanning, but it means 
that the speaker plans word x while uttering words x- 1 and 
earlier. As a result, difficult words tend to result in slowing on 
the previous word.

Christodoulou (2012) asked participants to name pairs of 
pictures, for example, “Skunk hand” or “Skunk deer.” The 
critical manipulation was the frequency of the second word, 
which was either high (hand) or relatively low (deer). Fre-
quency is well known to influence the speed with which 
speakers retrieve words, and thus represents a manipulation 
of relative planning difficulty. Subjects consistently produced 
a slower “Skunk” preceding a low- frequency word than pre-
ceding a high- frequency word. In a series of experiments 
using eyetracking, Christodoulou critically provided support 
for the role of utterance planning in this finding. He found 
that the timing with which participants fixated the second 
picture (hand or deer) mattered, such that earlier fixations 
led to shorter first- word durations. The first fixation on the 
second picture was taken to be a measure of when they began 
planning the second word (including conceptual processing), 
suggesting that the duration of word 1 is sensitive to the 
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speaker’s degree of readiness to produce word 2. In experi-
ments 3 and 4, results critically demonstrated that the timing 
of planning word 2 modulated the effect of its duration on 
word 1. If speakers looked at object 2 before they began ut-
tering word 1, there was a strong effect of word 2 frequency, 
such that word 1 was shorter if word 2 was frequent. How-
ever, if speakers began uttering word 1 before fixating on 2, 
they used a uniformly long duration, regardless of word 2 
frequency.

Christodoulou’s work illustrates how speech planning can 
influence the timing of the speech regions that precede the 
planned unit. Other work shows that ease of planning a 
speech unit affects the pronunciation of that unit itself. One 
well- established effect is that words tend to be shorter if they 
are more probable. A simple measure of probability is fre-
quency, which is a kind of context- free probability—that is, 
the likelihood of a word in the language overall. Zipf (1929) 
established a classic effect by which frequent words (e.g., car) 
tend to be shorter than infrequent words (e.g., automobile; 
see also Piantadosi, Tily, and Gibson 2011). This finding ex-
tends to the pronunciation of a particular token. For exam-
ple, homophones like time and thyme tend to differ in their 
duration, such that the less frequent member tends to be pro-
nounced with longer durations (Gahl 2008).

Similarly, word duration is sensitive to the probability of 
a word, contingent on both the preceding and following 
words. That is, the duration of word n depends on how pre-
dictable it is based on knowing word n+1, and also on how 
predictable it is based on knowing word n- 1. A good example 
of this comes from names (Christodoulou 2012): the word 
Ford is relatively probable following Harrison (forward pre-
dictability), while the word Burt is relatively probable when 
it precedes Reynolds (backward predictability). Bell et al. 
(2009) found that both preceding and following context 
matter, such that higher probability words tend to be pro-
nounced more quickly, and with less clarity.
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While researchers disagree about the origin of these prob-
ability effects, a plausible explanation is that word proba-
bility facilitates production: easy- to- produce words are re-
trieved more quickly, allowing the speaker to plan the 
following word and produce the two as a unit (Arnold and 
Watson 2015). This results in fluent, connected speech.

Reduction effects extend beyond just the predictability of 
words, and also include the predictability of actions. Watson, 
Arnold, and Tanenhaus (2008) demonstrated this by having 
pairs of participants play a verbal game of Tic Tac Toe. They 
informed each other of their moves, saying things like “My 
marker goes on nine,” where the number denoted the grid 
location. If the move was a winning move, the location was 
completely predictable to both players, owing to the fact that 
the goal of the game encourages players to put their marker 
in a space next to two other markers, if possible. Likewise, a 
block move was highly predictable. We found that speakers 
pronounced the number word (e.g., nine) more quickly when 
the move was predictable (i.e., when it was a win/block) than 
when it was not. In this task, the goal of winning made a 
move predictable, possibly enabling subjects to begin plan-
ning their utterance earlier, pre- preparing the sounds in order 
to meet fluency. It may also have decreased uncertainty about 
the move, such that they did not need to slow down to moni-
tor its correctness.

Further evidence that speech difficulty affects prosody 
comes from analyses of the conditions that lead to disfluency. 
Speakers often fail to achieve the goal of fluent speech deliv-
ery: they hesitate, repeat their words, restart their sentence, 
or produce filler words like uh or um. Bell et al. (2003) did a 
large- scale analysis of the pronunciation of function words 
like and, the, and of in a speech corpus, and found that words 
immediately preceding and following disfluent elements 
tended to have fuller pronunciations. This emerged both in 
the duration of the pronunciation and in the speaker’s choice 
of the full vowel form (e.g., “thiy” [rhyming with tree] vs. 
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“thuh” for the). This suggests that speech difficulty is associ-
ated with nonreduced pronunciations.

One proposal for why fluency affects prosody focuses on 
the sound representations for each word. Watson, Buxó- 
Lugo, and Simmons (2015) propose that there is a relation-
ship between the ease of retrieving the phonological code for 
a word and the time it takes to pronounce it. Most models 
propose that word production involves separate stages for 
the selection of the word and the selection of the phonologi-
cal code (e.g., Dell 1986). Watson, Buxó- Lugo, and Simmons 
argue that speakers may begin to articulate a word before 
they have finished selecting the phonological code for the end 
of the word. If so, lengthening the pronunciation would pro-
vide the time needed to encode the sound structure. They 
present data from both human participants and a computa-
tional model to support this proposal.

Watson, Buxó- Lugo, and Simmons’s proposal is also con-
sistent with evidence that predictable words are shortened. 
When a word is predictable, the speaker can begin planning 
it earlier. This would result in the earlier selection of all as-
pects of the word, including its phonological code.

A related proposal is that acoustic reduction occurs when 
the word is pre-activated (Kahn and Arnold 2012). Under 
this view, reduction is more likely when the speaker is already 
thinking about both the concept and the linguistic word it-
self, compared with just the concept. Kahn and Arnold dem-
onstrated exactly this pattern, using a task where speakers 
described moving objects (e.g., “The accordion rotates”). 
When the accordion was predictable (based on a pre-speech 
cue), speakers produced the word more quickly. When speak-
ers also heard the actual word accordion before their re-
sponse, the duration was even shorter.

Another possibility is that highly frequent words are easier 
to produce because the articulatory processes are routinized 
(Bybee and Hopper 2001). This means that highly practiced 
sequences are produced more quickly, so it accounts for ef-
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fects that are learned over time, like frequency or co- 
occurrence probabilities. However, a variation on this would 
be needed to account for facilitation effects that arise from 
the current situation, such as repeated- mention effects.

Another possibility is that planning difficulty of one word 
can impact the timecourse of planning subsequent words. 
Consider the sentence “The Venetian vase goes next to the 
window.” If the speaker has momentary difficulty retrieving 
the word Venetian the planning system will require the sup-
port of all cognitive resources to successfully retrieve it. This 
leaves few resources available to concurrently plan the fol-
lowing word, vase. This requires the speaker to slow down 
on Venetian while planning the next word. This account pre-
dicts that facilitation effects are most likely to occur in the 
context of multiword utterances, and in a task that encour-
ages on- the- fly planning, as opposed to preplanned speech.

Critically, the fluency effects reported here are somewhat 
independent of the social/communicative function of lan-
guage. In one sense they are not completely dissociated, be-
cause speech difficulty only occurs when the speaker is at-
tempting to generate an utterance, and this activity is directed 
by the need to satisfy a social goal. However, fluency effects 
themselves are not driven by communicative goals. The 
speaker might intend to introduce a new concept “Look at 
the Venetian vase,” but this creates difficulty, which is the 
direct cause of duration variation, and perhaps disfluency 
(“Look at theee uh Venetian vase”).

Consistent with this, several studies have found evidence 
that the intelligibility and duration of spoken words is unaf-
fected by what the listener knows. These findings contradict 
a hypothesis that acoustic variation is driven by audience 
design—that is, speakers produce reduced forms precisely 
when comprehension is facilitated, for example, because the 
word is repeated or predictable (Lindblom 1990). Instead, 
many studies have found that variation in the listener’s 
knowledge—for example, whether the listener heard the first 
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mention of the word—has little to no impact on the speaker’s 
tendency to reduce a second mention of the word (Bard and 
Aylett 2004; Bard et al. 2000; Kahn and Arnold 2015). How-
ever, feedback from the listener can affect fluency of utter-
ance planning and production (Arnold, Kahn, and Pancani 
2012).

In sum, extensive evidence suggests that the variation in 
speech pronunciation is systematically related to the process 
of production. When a word or phrase is difficult to plan, 
speakers slow down, and become less fluent. They also use 
phonologically more explicit forms, like full vowels, and re-
sist simplifying consonant clusters. This suggests that the 
psychological mechanisms of speech production have a di-
rect impact on linguistic form.

WHY FLUENCY EFFECTS MATTER:  
FLUENCY AND INFORMATION STATUS

The premise here is that it is worthwhile considering the 
degree to which human language involves relatively auto-
matic mechanisms that are not directly managed by the 
speaker’s social/communicative goals. Above, I demonstrated 
that the ease of planning an utterance has consequences for 
linguistic form. These planning effects are most naturally 
viewed as a side effect of constructing an utterance, suggest-
ing that processing difficulty itself modulates linguistic form.

Yet such effects are not surprising by themselves. What is 
more interesting is that processing difficulty and speech flu-
ency are systematically related to the kinds of information- 
status categories that have been proposed to underlie linguis-
tic form for functional reasons.

For example, consider the contrast between “given” (pre-
viously mentioned or otherwise evoked) and “new” informa-
tion. New information is likely to be more difficult to talk 
about than given information, because it requires more cog-
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nitive resources to build a mental representation of the con-
cept, and the words should be harder to retrieve.

Speakers may also allocate more cognitive resources to 
monitoring words that represent new information, perhaps 
to check the correctness of the word or message. Moreover, 
speakers may need more time to construct the phonological 
representation for new words. This predicts that speakers 
should slow down for new words, both before and during the 
word. Indeed, this pattern of reduction for repeated words 
has been widely reported (Bell et al. 2009; Brown 1983; 
Fowler and Housum 1987; Halliday 1967).

Yet the processing- based explanation contrasts with the 
traditional explanation for acoustic variation in spoken lan-
guage. It is widely accepted that some languages (like En-
glish) mark information status via representations in the do-
main of prosody (e.g., Pierrehumbert and Hirschberg 1990). 
One aspect of prosody is the placement of a pitch accent, 
which corresponds to greater acoustic prominence of the 
word. This grammatical approach can be classified as a part 
of the functional approach described above, in that it sug-
gests that particular prosodic forms are licensed by gram-
matical or pragmatic rules, and in particular that prosody is 
used to mark information status. That is, prosody is a tool 
for achieving a communicative goal.

For example, Schwarzschild (1999) argues that the gram-
mar includes the constraint that speakers should avoid ac-
centing given information. Thus, a listener can infer that an 
unaccented word is given, while an accented word is proba-
bly new (for other grammatical approaches, see Gussenhoven 
1983; Selkirk 1996). While these theories do not specify the 
mechanisms by which grammar shapes linguistic form, it 
seems plausible that they should do so directly, such that a 
particular intended message leads to the selection of the ap-
propriate linguistic form (Arnold 2016; Arnold and Watson 
2015; Kahn and Arnold 2012).
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Thus, it is notable that information status can have two 
different types of influences on reference form. The func-
tional (aka “intentional”) influence is through the grammar: 
reduced forms are appropriate in some contexts, such as 
when the referent is given. The processing (aka “automatic”) 
influence results from the relative ease of production process-
ing that occurs from given or salient information, which 
leads to shorter and more attenuated pronunciations. Criti-
cally, both types of mechanisms have similar effects.

While the correlation between functional and processing 
accounts is a challenge for researchers, there is reason to be-
lieve that processing effects are intertwined with the func-
tional use of prosody. First, timing variation is part and par-
cel of the accenting categories that are relevant to grammatical 
theories of prosody. When a word is accented, it affects sev-
eral acoustic properties, including pitch, pitch movement, 
intensity, and the relative duration of the word with respect 
to other words in the utterance (Ladd 1996). For example, 
Breen et al. (2010) examined the pronunciation of sentences 
like “Damon fried an omelet” and manipulated the location 
of focus between Damon, fried, and omelet. They found that 
focus led speakers to produce words with longer durations, 
larger f0 excursions, greater intensity, and longer subsequent 
pauses, compared to when it was not focused. Thus, duration 
contributes to the expression of information status. Since du-
ration is the dimension of prosody that is most likely to be 
affected by processing difficulty, this opens the door for 
speech difficulty itself to affect acoustic prominence.

Moreover, there is evidence that duration variation can 
influence speech comprehension as well. Using the same ex-
perimental paradigm as Arnold (2008), Arnold, Pancani, and 
Rosa (2015) tracked listeners’ eye movements as they fol-
lowed instructions like “Put the bagel on the square. Now 
put the bacon on the circle,” and compared acoustically 
prominent words “Now put the BACON . . .” with reduced 
ones “Now put the bacon . . .” Critically, we also manipu-
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lated the overall fluency and speech rate. Half the subjects 
were told that the speaker was distracted while speaking, and 
all of the sentences were spoken in a slow and halting man-
ner. This had the effect of slowing all the words in the sen-
tence, including the target word. The question we asked was 
whether the overall slowing would change the perception of 
the target word. If only relative prominence matters (as the 
grammatical approach would suggest), then it should not. By 
contrast, we found that in the distracted condition, listeners 
had a stronger bias toward the discourse- new referent than 
in the undistracted condition. This occurred despite the fact 
that the slowing was clearly attributable to the speaker’s dis-
tracted, disfluent delivery, and not the information status it-
self. On the other hand, listeners were still able to use pitch 
variation to distinguish the reduced and unreduced condi-
tions, even in the distracted condition. This suggests that 
acoustic prominence effects cannot be explained entirely in 
terms of duration variation. Rather, the listener’s perception 
of acoustic prominence stems from all sources of informa-
tion, including slowing that stems from speaker difficulty.

The research reviewed here focuses on the fact that human 
speech involves variation in pronunciation. Sometimes speak-
ers use acoustically prominent pronunciations, which are 
longer, louder, and display greater pitch movement. Some-
times speakers use acoustically reduced pronunciations, 
which are quieter, softer, and often phonologically simpler.

The classic explanation for this variation focuses on the 
communicative goal of language: speakers use particular 
forms to signal the information status of their intended mes-
sage. Reduced forms generally reflect given or unfocused in-
formation, while prominent forms are used for new or un-
predictable information. This explanation matches the view 
that human language (unlike animal communication sys-
tems) is characterized as a complex, rule- governed system of 
communication.
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There is no question that languages include grammatical 
constraints on prosody. Yet in contrast with the traditional 
view, I have argued for a more complex system. Acoustic 
variation is not just the result of prosodic marking; it can 
also result as a side effect of the cognitive processes necessary 
to produce an utterance. Thus, a reduced pronunciation may 
not be selected entirely on the basis of the speaker’s commu-
nicative intention. Nevertheless, processing- based variation 
impacts the listener’s interpretation. Thus, fluency and pro-
cessing effects are an integral part of prosody.

This view raises new possibilities for identifying continu-
ities between human and animal language communication 
systems. Seyfarth and Cheney argue that nonhuman primate 
communication serves many of the same social goals as 
human language. On the flip side, I argue that human lan-
guage incorporates some relatively automatic processes—a 
type of mechanism that is often attributed to animal systems. 
Fluency effects may not be designed specifically for a social 
purpose, but they correlate with more purposeful grammati-
cal effects. Thus, fluency contributes to successful communi-
cation, the ultimate goal of language use.

*  *  *

This work was partly supported by NSF grant 0745627 to 
J. Arnold.
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RELATIONAL KNOWLEDGE AND  
THE ORIGINS OF LANGUAGE

Benjamin Wilson and  
Christopher I. Petkov

The question of how human language evolved is a mesmer-
izing and perplexing puzzle with many of the pieces missing. 
The fossil record provides limited insights into the neurolin-
guistic capacities of our recent ancestors. Often we must 
infer how the language system is likely to have evolved from 
the evidence that can be obtained in nature or in the labora-
tory from studying the behavior and neurobiology of extant 
animals.

Some approaches to understanding how language evolved 
focus on the differences between humans and nonhuman 
primates. For instance, in terms of vocal production, nonhu-
man primates do not appear to combine their vocalizations 
into structured sequences, which humans, and by convergent 
evolution, songbirds and a select few other species readily do 
(Egnor and Hauser 2004; Berwick et al. 2012; Bickerton and 
Szathmary 2009; Hurford 2012). The relatively rudimentary 
vocal production abilities of many mammals, nonhuman 
primates included, appear to coincide with differences in the 
pathways for vocal motor control in relation to those in 
humans and songbirds (Simonyan and Horwitz 2011; Jur-
gens 2002; Petkov and Jarvis 2012; Chakraborty et al. 
2015). Other perspectives have emphasized the similarities 
between humans and other animals (Seyfarth and Cheney 

RELATIONAL 
KNOWLEDGE
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1999; Seyfarth, Cheney, and Marler 1980; Jarvis 2004; Hur-
ford 2007), such as the ability to form complex social net-
works (Cheney, Seyfarth, and Smuts 1986; Bergman et al. 
2003; Dunbar and Shultz 2007). A third vantage point is to 
understand whether more closely evolutionarily related spe-
cies show gradations in certain abilities relative to more dis-
tantly related species. This could help to clarify the path to-
ward vocal production learning and ultimately human 
language by deconstructing the core behavioral phenotypes 
and neurobiological substrates that changed in form or ca-
pacity during language evolution (Chakraborty et al. 2015; 
Feenders et al. 2008; Petkov and Wilson 2012). We expect the 
origins of language to be informed by all three approaches: 
similarity, differences, and gradations in capacities.

It has also been useful to distinguish between vocal pro-
duction learning and auditory receptive learning (Jarvis 
2004; Petkov and Jarvis 2012). This distinction is based on 
the notion that vocal production and receptive learning abili-
ties engage distinctly different brain processes and pathways. 
Such a perspective allows us to look beyond the vocal pro-
duction abilities of many mammals and to consider species 
that might otherwise be easily dismissed because of their 
seemingly relatively simple vocal production capacities. We 
might also predict and test for gradations in abilities and 
neurobiological substrates that support them, which would 
not be as accurately informed by a categorical behavioral 
distinction: a presence or absence of a given ability (Petkov 
and Jarvis 2012; Arriaga and Jarvis 2013; Feenders et al. 
2008). To explore the receptive learning capacities of differ-
ent animals requires assessing animal learning using para-
digms that allow manipulating different levels of complexity 
in perceptual learning alongside measures of behavioral re-
sponses that allow investigators to decode what the animals 
can learn and the learning strategies that they adopt (Wilson, 
Marslen- Wilson, and Petkov 2017).

A key feature of human language syntax is the ability to 
evaluate the grammatical relationships between words in a 
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sentence (Bickerton and Szathmary 2009; Fitch 2010). How 
did such an impressive combinatorial capacity evolve? One 
candidate precursor to language is the general capacity to 
learn relationships between sensory elements in a sequence 
(Fitch and Friederici 2012). As we will consider, convergent 
evidence from a range of scientific fields suggests that a num-
ber of nonhuman animals are able to process certain rela-
tionships between items or elements in sequences of auditory 
or visual stimuli. This is being studied across a range of tasks 
and paradigms in a number of nonhuman primate species. 
We briefly overview these tasks here and consider them in 
greater detail below.

Sequence processing tasks and Artificial Grammar Learn-
ing (AGL) paradigms have been used to emulate aspects of 
language syntax, such as certain relationships between words 
in a sentence (Reber 1967). Such tasks have been used to in-
vestigate preverbal infants’ language- related learning abilities 
(Marcus et al. 1999; Saffran et al. 2008). Such nonlinguistic 
paradigms are also well suited for studying nonhuman ani-
mals. AGL tasks have been used to show that a number of 
animals have impressive capacities to learn certain relation-
ships between sounds or pictures in a sequence (Fitch and 
Hauser 2004; Hauser and Glynn 2009; Gentner et al. 2006; 
van Heijningen et al. 2009; Stobbe et al. 2012; Sonnweber, 
Ravignani, and Fitch 2015; Ravignani et al. 2013; Newport 
et al. 2004; Wilson, Smith, and Petkov 2015; Wilson et al. 
2013; Murphy, Mondragon, and Murphy 2008).

Generally in AGL experiments, the AG will be based on 
one or more rules regulating how the elements in a sequence 
are organized, establishing the ordering relationships be-
tween the constituent elements. Participants are exposed to a 
subset of the legal sequences that the AG can generate, from 
which they can extract regularities in the ordering relation-
ships between the sequence elements. Then the participants 
are tested with novel legal sequences that follow the AG or-
dering relationships and sequences that violate the rules or 
relationships in specific ways. AGs can also implement order-
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ing relationships of different levels of complexity. Sequences 
may only have dependencies between adjacent elements, 
which infants seem to learn at an early age (Gervain et al. 
2008; Marcus et al. 1999), and/or nonadjacent dependencies 
between temporally more distantly separated elements in the 
sequences, which human infants appear to learn in the first 
year of life (Saffran et al. 2007; Gómez 2002; Friederici 
2011). Some AGs incorporate complex hierarchical relation-
ships, which might be difficult for nonhuman animals and 
even humans to learn (van Heijningen et al. 2009; Berwick et 
al. 2011). Although humans can also combine meaningful 
words in structured sentences, AGs allow scientists to directly 
study sequencing structure without semantics. Thus, in AG 
sequences none of the elements are meaningful by them-
selves; it is the ordering relationships that matter.

A range of rodents, birds, monkeys, apes, and humans show 
signs of being able to learn relationships at least between ele-
ments that are adjacent in a sequence (Reber 1967; Fitch and 
Hauser 2004; Hauser and Glynn 2009; Gentner et al. 2006; 
van Heijningen et al. 2009; Stobbe et al. 2012; Sonnweber, 
Ravignani, and Fitch 2015; Ravignani et al. 2013; Newport 
et al. 2004; Wilson, Smith, and Petkov 2015; Wilson et al. 
2013; Murphy, Mondragon, and Murphy 2008). Further-
more, many species, including nonhuman primates, are able 
to learn sequencing relationships that appear to be consider-
ably more complex than the sequences of vocalizations that 
they naturally produce (Arnold and Zuberbuhler 2008).

However, the growing evidence from animal AGL para-
digms raises interesting questions. For instance, if monkeys 
and apes do not use these capabilities in their vocal commu-
nication, what function might these sequencing abilities have 
evolved to support? One interesting possibility is that AGL 
paradigms are tapping into a generic system that allows the 
animals to learn the relationship between co- occurring 
events, including those more distantly separated in time, such 
as in sequences containing nonadjacent dependencies. This 
represents a form of Hebbian learning (Hebb 1949), where 
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activity in a set of neurons A co- occurs with depolarization 
of neurons B, which leads to the strengthening of synaptic 
connections between the neural substrates that represent the 
two events and to an association forming between the events 
separated in time. This can coincide with neurons changing 
their responses to A and B to be more similar (Messinger et 
al. 2001), after the association between the two events is es-
tablished. For a behavioral example, vervet monkeys learn 
that a particular alarm call produced by a conspecific is pre-
dictive of the presence of a certain predator in the vicinity 
(Seyfarth, Cheney, and Marler 1980). Another example from 
the same research group is based on insights into the social 
knowledge capabilities of baboons in field studies in the 
Okavango Delta in Botswana (Bergman et al. 2003). The 
investigators showed that when a baboon listened to the se-
quence of vocalizations produced during an aggressive inter-
action between two other individuals, the baboon was able 
to interpret the sequence of vocalizations based on the rank 
of these two animals in the social dominance hierarchy.

In this chapter, we will consider this interesting example of 
baboon classification by rank and kinship in greater detail 
and discuss the potential links that could be made with the 
insights that have been obtained using AGL paradigms. We 
propose that a common thread, between the field studies of 
baboon social knowledge during the perception of vocal ex-
changes and the forms of sequence processing studied in AGL 
paradigms, is that they tap into a more general relational 
knowledge system. This system depends on the capacity to 
learn combinatorial relationships between important envi-
ronmental events in different scenarios and as such may pro-
vide clues about the origins of language.

We consider the following guiding questions: What are the 
links between relational knowledge in social cognition and 
sequence processing in AGL paradigms? What key neurobio-
logical substrates are likely to be involved? Where are the 
remaining epistemic gaps that could be better bridged with 
future study?
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WHAT ARE THE LINKS BETWEEN RELATIONAL 
KNOWLEDGE IN SOCIAL EXCHANGES AND 

SEQUENCE PROCESSING?

Baboon Social Rank and Relational Social Knowledge

The baboons in the Botswana natural reserve that Seyfarth 
and Cheney have been studying live in large social groups 
with complex social hierarchies. While the males’ social po-
sitions are variable (male baboons join and leave groups 
relatively frequently), female dominance hierarchies are in-
herited and stable. The dominance hierarchy is organized 
both by matrilines, where all related females share a broadly 
comparable rank, and by individuals, where each female 

Matriline A

A1

A

Matriline C 

Matriline B 
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dominant 
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Figure 3 (A). An individual’s dominance is determined by their fam-
ily group, whereby any member of the highest ranking family (Ma-
triline A) will be dominant to all monkeys in lower ranking fami-
lies. An additional level exists in the dominance hierarchy within 
each family.
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within a matriline will possess her own rank (see fig. 3A and 
Bergman et al. 2003).

Being social primates, baboons produce specific vocaliza-
tions in different social contexts. For example, a “threat- 
grunt” is a baboon vocalization produced when an animal is 
being aggressive, while a “scream,” along with the associated 
facial and postural cues, denotes submission (Bergman et al. 
2003). Critically, these interactions typically only occur in 
line with the troop’s dominance hierarchy. Specifically, domi-

B
Threat
Grunt Scream

Illegal
interactions 

Legal
interactions 

ü

û

ü

û

C

A3 B1

A3

A3 B1

B1

B1

B1

B2
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Figure 3. (B) A legal interaction in which a dominant animal threat-
ens a subordinate, who produces an appropriate submissive re-
sponse. (Artwork by J. Locke.) (C) Such an interaction played back 
through a hidden audio speaker elicits little response in the listen-
ing individual. However, when an illegal interaction is played back 
instead, it elicits longer orienting responses. The listening animal 
notices a violation in the expected social interaction, which can 
only occur if she knows the social rank of the animals interacting 
in the vocal exchange.
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nant animals will take the role of the aggressor while subor-
dinate animals will respond submissively, resulting in an ex-
change that often avoids physical conflict and injury. The 
vocal exchanges are predictable if one knows the animals’ 
social rank in the dominance hierarchy. Rarely, a subordinate 
animal might challenge a dominant animal for social rank 
and thus produce aggressive calls. A successful challenge will 
result in a role reversal with social consequences for the ani-
mals whose rank changes. However, if a rank reversal occurs, 
it tends to occur within a family group. A rank reversal be-
tween family groups is much more severe because it means 
that the social position of the two families would switch and 
all of the animals within a family would change their rank 
relationships with all of those in the other family. This would 
happen, for instance, when a female from a subordinate fam-
ily successfully challenges a member of a dominant family: 
the subordinate family thereby becomes the dominant family, 
destabilizing the social rank of many baboons. Most of the 
time, the baboons know that it is unlikely that a subordinate 
baboon would produce a threatening vocalization toward a 
dominant animal, and that the dominant monkey would re-
spond submissively.

Bergman and colleagues conducted playback experiments 
manipulating the social conditions as follows. An individual 
baboon (depicted as the baboon listening to the social ex-
change in fig. 3B) was presented with a prerecorded sequence 
of vocalizations from a hidden audio speaker (Bergman et 
al. 2003). The sequence of vocalizations heard would repre-
sent either legal or illegal social interactions between two 
other animals to see if the animal noticed the difference (e.g., 
fig. 3B- C). A legal vocal sequence would involve an aggres-
sive vocalization produced by a dominant animal followed 
by a submissive call from a subordinate. Conversely, an il-
legal, unexpected interaction would involve a subordinate 
animal vocalizing aggressively, followed by a submissive call 
from a dominant animal, contrary to the established domi-
nance hierarchy. The listening animals responded notably 
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more strongly (looking longer toward the direction of the 
hidden speaker) to call sequences associated with illegal so-
cial interactions than to legal call sequences. Furthermore, 
stronger responses were seen when illegal interactions oc-
curred across, rather than within, family groups, in line with 
the relative severity such a family- wide reversal of social rank 
within the dominance hierarchy would produce.

Seyfarth and Cheney note in part 1 of this book that ex-
periments such as these show that the animals are able to 
learn social relationships across different levels (within and 
between families) and can apply this social knowledge to a 
vocal exchange reflecting either legal or illegal social interac-
tions. They argue that this form of social knowledge is simi-
lar to human social interactions and of notable interest for 
understanding the origins of human language (Seyfarth and 
Cheney 2014). We also find these observations from field-
work interesting, along with the potential links that may 
exist between how animals evaluate vocal sequences in the 
wild and how they perform on AGL paradigms in the labora-
tory. In AGL studies, a number of nonhuman primates show 
sequence processing capacities that, to some extent, resemble 
the ability to assess the exchange between the vocalizations 
produced by different baboons in the wild.

Artificial Grammar Learning Paradigms and Animal Behavior

A number of research groups have taken a different ap-
proach toward exploring questions about the evolution of 
language. These studies focus on the animals’ abilities to learn 
the regularities between elements in a sequence. Such para-
digms also often evaluate the level of complexity of sequenc-
ing relationships that different animals are able to learn.

In such experiments, a human or nonhuman participant is 
exposed to a representative set of sequences that follow a 
certain set of rules. This occurs through implicit exposure 
where the animal needs only to, in the case of sequences of 
sounds, listen to the sequences for some length of time. Sub-
sequently, the participant is tested with sequences that ei-
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ther are consistent with the AG rule(s) or violate them in 
certain ways. Different response measures have been used, 
including natural orienting responses in field or lab settings 
and go/no- go or explicit button press responses (for an over-
view, see Fitch and Friederici 2012). Some AGL studies with 
nonhuman animals have been conducted via operant training 
where the animal is rewarded for producing a response (e.g., 
pressing a button or lever) following legal, but not illegal, 
sequences (e.g., Gentner et al. 2006; Murphy, Mondragon, 
and Murphy 2008). In all of these studies, different behav-
ioral responses to the legal and illegal sequences suggest that 
the participant noticed the violations and something about 
the regularities instantiated by the AG.

A wide range of AGs has been used to explore animal se-
quence processing abilities. The AGs used vary in a number 
of different ways and are not always easy to relate in terms 
of their complexity. Here, we summarize some of the key 
features of different AG paradigms and refer the reader to the 
literature for a more comprehensive treatment of sequencing 
complexity and quantitative comparisons of different AGs 
(Wilson et al. 2013; Honda and Okanoya 1999; Hurford 
2012; Wilson, Marslen- Wilson, and Petkov 2017).

Some AGs generate patterns consisting of adjacent rela-
tionships between stimuli, for example, sequences of three 
tones of the form AAB or ABA, where A and B represent high 
and low pitch tones respectively (Murphy, Mondragon, and 
Murphy 2008). Other studies use AGs to produce more vari-
able (nondeterministic) sequences consisting of both optional 
and obligatory elements (Reber 1967; Petersson, Folia, and 
Hagoort 2012; Saffran et al. 2008; Abe and Watanabe 2011; 
Wilson, Smith, and Petkov 2015; Wilson et al. 2013), which 
can occur in a wide range of legal orders (see fig. 4 for an 
example).

Some AGL paradigms have assessed the abilities of non-
human animals to learn relationships between different 
classes of stimuli, based on specific perceptual features (Fitch 
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and Hauser 2004; Hauser and Glynn 2009; Gentner et al. 
2006; van Heijningen et al. 2009; Stobbe et al. 2012; Comins 
and Gentner 2013; Toro and Trobalón 2005). For example, 
Fitch and Hauser (2004) presented cotton- top tamarins with 
sequences of nonsense words spoken by either a male or a 
female speaker. They found that the monkeys were sensitive 
to violations of a simple, alternating pattern of the form 
ABABAB (where A and B represent syllables produced by a 
female and a male speaker respectively), but not to more 
complex sequences of the form AAABBB. These AGs have 
been used to test several avian species—starlings (Gentner et 
al. 2006; Comins and Gentner 2013), Bengalese finches (van 
Heijningen et al. 2009), pigeons and kea (Stobbe et al. 2012). 
All of these species have been reported to notice certain vio-
lations of both the ABABAB and AAABBB sequences. How-
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Figure 4. (A) The state transitions of a right branching, non-deter-
ministic Artificial Grammar with several elements (A, C, D, F, G; 
nonsense words, see Wilson et al., 2013; 2015). The AG can gener-
ate sequences of variable length and composition. Following the 
arrows generates a legal sequence of transitions (check marks over 
legal transitions in B). Not following the arrows generates an illegal 
transition (x’s over the transitions in the illegal sequences in B). 
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ever, in many cases violations of the AAABBBB sequences 
appear to be identified using relatively simple learning strate-
gies, such as the animals noticing the perceptual features that 
identify a certain number of As followed by a certain number 
of Bs (Beckers et al. 2012; Berwick et al. 2011; van Heijnin-
gen et al. 2009).

Some studies have also seen differences in the level of AG 
sequencing complexity that different species are able to pro-
cess, which provides some evidence for a gradation in se-
quence processing abilities. As mentioned above, tamarin 
monkeys (New World monkeys) and humans can both notice 
violations to adjacent, alternating AB relationships, while 
humans seem to be better at detecting more complex rela-
tionships in sequences of the form AAABBB (Fitch and 
Hauser 2004), including when there are explicit ordering re-
lationships between particular A and B elements, as in A1 A2 
B2 B1 (Bahlmann, Schubotz, and Friederici 2008; Udden et al. 
2012). In other behavioral experiments, both rhesus ma-
caques (Old World monkeys) and common marmosets (New 
World monkeys) notice certain violations of ordering rela-
tionships in sound sequences (Wilson et al. 2013). The mar-
mosets appear to primarily notice violations in just the initial 
positions in the AG sequences (Wilson et al. 2013). However, 
the macaques and human participants also notice violations 
of adjacent relationships throughout these sequences of five 
to six elements (Wilson, Smith, and Petkov 2015). The AG 
that was used also contained nonadjacent relationships, 
which the macaques did not appear to notice and which only 
some of the humans were sensitive to, revealing both cross- 
species and within- species differences in sequence processing 
capabilities. Work with birds has also noted within species 
(van Heijningen et al. 2009) and across species (Spierings and 
ten Cate 2016; Stobbe et al. 2012) differences in avian AGL 
capabilities. Other gradations in animal abilities are being 
assessed in rodents and birds (e.g., Arriaga and Jarvis 2013; 
Petkov and Jarvis 2012; Feenders et al. 2008). For example, 
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the impressive vocal imitation abilities of parrots in relation 
to songbirds appear to be supported by changes in neurobio-
logical substrates. The parrot forebrain song nuclei have a 
core and shell organization, whereas songbirds appear to 
have only a core forebrain song nucleus (Chakraborty et al. 
2015).

Other AGs have been designed to assess the learning of 
nonadjacent dependencies. For example, Newport and col-
leagues (2004) presented cotton- top tamarin monkeys (New 
World monkeys) with sequences of three syllables in which 
the first syllable predicted the final syllable, separated by an 
uninformative middle syllable. In a series of experiments, 
they showed that under a number of conditions the monkeys 
were sensitive to these nonadjacent relationships. Also, spi-
der monkeys have been tested with sequences of high and 
low tones, matched to the animals’ naturally vocal frequen-
cies (Ravignani et al. 2013). In this paradigm, legal sequences 
were required to begin and end with the same tone, separated 
by a number of tones at a different center frequency (e.g., 
ABBBA, where A and B represent high and low frequency 
tones, respectively). The authors found that the monkeys no-
ticed when the final A tone was absent (e.g., ABBBB). Finally, 
operant conditioning with reward has been used to train 
chimpanzees to recognize certain nonadjacent relationships. 
Here, a sequence of visual images were presented simultane-
ously, with the leftmost image predicting the rightmost image, 
while the central image(s) provided no useful information 
(Sonnweber, Ravignani, and Fitch 2015). These studies pro-
vide evidence that monkeys and apes are sensitive to relation-
ships between temporally and spatially separated stimuli, in 
both the auditory and visual modalities, suggesting that the 
ability to learn these relationships may not be limited to any 
particular sensory domain. However, it is notable that if ad-
jacent cues are sufficiently informative, then nonadjacent re-
lationships are sometimes not recognized by humans (Gómez 
2002) or monkeys (Wilson, Smith, and Petkov 2015).
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These AGL studies show that a wide range of species, in-
cluding New and Old World monkeys, can appreciate the 
relationships between otherwise arbitrary auditory or visual 
stimuli and recognize when ordering relationships are illegal, 
following either exposure or training with exemplary se-
quences generated by AGs. This capacity includes the pro-
cessing of adjacent relationships, and some species also show 
a sensitivity to nonadjacent relationships or sequences with 
greater levels of variability in their length and composition 
(Wilson et al. 2013; Fitch and Hauser 2004; Murphy, Mon-
dragon, and Murphy 2008; Gentner et al. 2006; Hauser and 
Glynn 2009; Friederici et al. 2006; Ravignani et al. 2013; 
Stobbe et al. 2012; Wilson, Smith, and Petkov 2015).

Similarities and Differences between Field Studies on  
Social Knowledge and Sequence Processing

How might the abilities required by AGL experiments relate 
to or differ from those involved in processing vocal social 
interactions in the baboons? First, we consider the cognitive 
processes that the Okavango Delta baboons likely need to 
employ in order to differentiate between a legal and an ille-
gal social interaction. They must have an understanding of 
the dominance hierarchy of the troop, including the indi-
vidual relationships between every possible dyad. This is no 
small task in a social group of up to eighty individuals, but 
the animals are well motivated to stay vigilant to social rank 
between and within families. Furthermore, they must under-
stand that certain vocalizations occur only within a specific 
social context; in an interaction between any two individu-
als, only the dominant animal instigates the aggressive inter-
action, and the subordinate produces a submissive response 
to avoid physical aggression.

On the surface these abilities bear little resemblance to 
those assessed by AGL paradigms, although on closer inspec-
tion there are interesting similarities. All AG tasks test par-
ticipants on their ability to learn the legal ordering relation-
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ships between different stimulus elements or stimulus classes. 
The processing of sequencing relationships in AGs is thus 
similar to the baboons evaluating the relationship between 
the vocalizations produced in sequence between two indi-
viduals with known social rank. Of course, the example with 
the Botswana baboons requires that the sequence of specific, 
meaningful vocalizations is integrated with social knowledge 
of the baboon troop’s dominance hierarchy, which is learned 
by interacting with or observing other group members. The 
AGL paradigms, on the other hand, depend on the acquisi-
tion of arbitrary relationships between auditory or visual 
stimuli, often by implicit learning, but there is no require-
ment of attaching particular meaning to the elements in the 
sequence, only that the animal is able to perceive the ele-
ments as distinct perceptual objects. Also, AGs can be used to 
generate much longer sequences often containing adjacent, 
nonadjacent, and other relationships, whereas in the baboon 
social knowledge experiments the sequence of vocalizations 
was short and of considerable potential importance for the 
animal listening.

These differences notwithstanding, the similarities be-
tween the field and laboratory paradigms that we have been 
considering are intriguing. The social knowledge studies of 
Bergman and colleagues appear to be similar to AGL studies 
in some way. First, in these interactions the aggressive threat 
call always precedes the submissive response. This is a rela-
tively trivial ordering relationship, but nonetheless resembles 
the adjacent relationship between two elements in a sequence 
(A predicts B). More interestingly, the dominance rank of the 
first, aggressive caller (A) predicts the rank of the baboon 
who produces the submissive response (B). The submissive 
response is expected only from a subordinate, lower- ranking 
individual (so ADOM BSUB represents a legal interaction, while 
ASUB BDOM is highly unexpected and would elicit a much 
stronger response). Although the baboon vocal exchange is 
based on the social ranks of the individuals involved, whereas 
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AG relationships are arbitrary and implicitly learned, both 
present cases of animals listening to and appreciating the 
relationships between sounds that occur in expected, “legal” 
relationships, or in unexpected, “illegal” ones (figs. 3 and 4). 
Therefore, while different on the surface, both sets of para-
digms seem to tap into a relational learning system that has 
the capacity to apply knowledge of particular forms of rela-
tionships and to assess incoming information for consistency 
or inconsistency with the animal’s knowledge.

This is important because in terms of baboon or macaque 
vocal production abilities it is unclear whether these Old 
World monkeys combine their vocalizations in sequences,  
as has been shown for certain species, which produce combi-
nations of two or more vocalizations (e.g., Arnold and Zu-
berbuhler 2006). Even if future evidence is obtained that 
baboons and macaques also combine vocalizations, it is in-
teresting nonetheless that the receptive learning capacities of 
certain nonhuman animals appear to outstrip their vocal 
production capabilities. Altogether, if the common ground 
between the two paradigms revolves around relational learn-
ing, we might consider that a generic sequence order process-
ing system in the brains of the animals (Frost et al. 2015) 
interacts with regions that carry social or other information, 
providing the flexibility to apply relational knowledge under 
different scenarios, even when events are separated in time.

WHAT NEUROBIOLOGICAL SUBSTRATES  
MIGHT BE INVOLVED?

We still do not understand the full behavioral receptive learn-
ing capacities of any animal species, let alone the abilities of 
enough species to draw strong evolutionary or phylogenetic 
conclusions. Yet, as our understanding of behavioral abilities 
and their neurobiological substrates grows, it is important to 
reassess our understanding in order to generate new empiri-
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cal predictions. Work is already underway to understand the 
neurobiological substrates of adjacent and nonadjacent se-
quencing processes in songbirds (Lu and Vicario 2014; Abe 
and Watanabe 2011) and monkeys (Attaheri et al. 2015; 
Meyer and Olson 2011; Wilson et al. 2015; Milne et al. 
2016; Wang et al. 2015; Uhrig, Dehaene, and Jarraya 2014; 
Wilson, Marslen- Wilson, and Petkov 2017; Dehaene et al. 
2015). There is a much larger literature of studies in humans 
using AGL paradigms of different levels of complexity, which 
have been used to advance neuroevolutionary hypotheses 
that can be tested in nonhuman animals (e.g., Friederici 
2011; Petersson, Folia, and Hagoort 2012). Independently, 
our understanding of the neurobiology of social knowledge 
is also growing and should inform this discussion (Sallet et 
al. 2011; Platt, Seyfarth, and Cheney 2016). We consider how 
sequencing processes and social knowledge are likely to en-
gage certain neurobiological substrates in humans and other 
animals.

Human functional Magnetic Resonance Imaging (fMRI) 
studies have provided insights into the processing of AG se-
quences and how this relates to the processing of natural 
language material. Brain areas involved in natural language 
processing involve “perisylvian” frontal, temporal, and pari-
etal areas, parts of which can also be activated by AGL para-
digms (Petersson, Folia, and Hagoort 2012; Hickok and 
Poep pel 2007; Friederici 2011). A wide range of natural lan-
guage tasks engage Broca’s territory in the left inferior frontal 
gyrus, and damage to this region produces language impair-
ments (for a review, see Friederici 2011). More complex AGL 
paradigms, such as those that involve hierarchical nonadja-
cent relationships of the forms present in language, can also 
engage this area (Bahlmann et al. 2009; Bahlmann, Schubotz, 
and Friederici 2008; Friederici et al. 2006; Petersson, Folia, 
and Hagoort 2012; Petersson, Forkstam, and Ingvar 2004). 
Electrical stimulation of this region, during either the learn-
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ing or testing phase, can enhance participants’ ability to iden-
tify AG violation sequences (Udden et al. 2008; de Vries et al. 
2010).

Beyond the involvement of Broca’s territory in certain 
language- specific processes and AGL paradigms, other fron-
tal areas seem to be involved in more general sequence pro-
cessing functions, some of which appear to be evolutionarily 
conserved in function in nonhuman primates (Friederici et al. 
2006; Friederici 2004; Wilson et al. 2015). For instance, the 
initial stages of human syntactic processing involve evaluat-
ing the grammatical relationships within or between adjacent 
phrases. This engages the frontal operculum and anterior in-
sula in particular, adjacent to Broca’s territory (Friederici and 
Kotz 2003; Ni et al. 2000; Friederici, Opitz, and von Cramon 
2000; Friederici 2011). When human participants are tested 
with AGL paradigms, involving adjacent relationships be-
tween alternating elements in sequences of the form ABAB, 
this area is strongly engaged (Bahlmann et al. 2009; Bahl-
mann, Schubotz, and Friederici 2008; Friederici et al. 2006). 
Furthermore, although the human frontal operculum and 
Broca’s territory are adjacent to each other in the frontal 
cortex, they appear to be interconnected with different parts 
of the temporal lobe by way of distinct white matter tracts. 
Namely, Broca’s territory is connected to auditory areas in 
the temporal lobe by way of a dorsal tract (the arcuate fas-
ciculus) that may have specialized in humans, although how 
exactly remains controversial (Romanski et al. 1999; 
Bornkessel- Schlesewsky et al. 2015; Friederici 2011; Raus-
checker 1998; Neubert et al. 2014; Frey, Mackey, and Pe-
trides 2014; Rilling et al. 2008). The frontal operculum is 
part of a ventral pathway that interconnects more anterior 
temporal lobe auditory areas with the frontal cortex (Ro-
manski et al. 1999; Bornkessel- Schlesewsky et al. 2015; Frie-
derici 2011; Rauschecker 1998; Petkov et al. 2015).

Therefore, human AGL paradigms have identified at least 
two sequence processing pathways that depend on a network 
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of regions interconnecting sensory cortex to various frontal 
regions, depending on the complexity of the sequence pro-
cessing demands. The extent to which these regions or path-
ways are evolutionarily conserved in function is currently 
under active investigation (Wilson, Marslen- Wilson, and Pet-
kov 2017). Auditory neuronal recordings in songbirds have 
provided insights into how neurons in auditory and visual 
cortex respond to adjacent and nonadjacent sequencing rela-
tionships (Lu and Vicario 2014) and neuronal recordings in 
macaques show how inferior temporal cortex neurons re-
spond to visual sequencing relationships (Meyer and Olson 
2011). Two recent studies used deviance detection (oddball) 
paradigms to assess how the brains of humans and monkeys 
respond when an unexpected stimulus is heard during a se-
quence of sounds, or when an expected sound is omitted 
(Uhrig, Dehaene, and Jarraya 2014; Wang et al. 2015). When 
the sequence of sounds is predictable (e.g., the same tone is 
repeated several times), the presentation of an unexpected 
sound (a tone of a different pitch) produces activation in au-
ditory cortex. However, when more complex sequences are 
presented (e.g., a sequence of tones following the pattern 
AAAB, where A and B represent tones of two different 
pitches), then the absence of the final B element (i.e., in the 
sequence AAAA) engages a broader set of regions, including 
bilateral insula and ventrolateral prefrontal cortex in both 
species (Uhrig, Dehaene, and Jarraya 2014; Wang et al. 2015).

An AGL task, involving more variable sequence ordering 
relationships, has been used to assess human and monkey 
sequence processing (Wilson, Smith, and Petkov 2015; Wil-
son et al. 2013; Saffran et al. 2008). The same paradigm has 
also recently been used with comparative fMRI in humans 
and monkeys (Wilson et al. 2015). Following exposure to 
structured sequences of auditory nonsense words, unex-
pected “violation” sequences produced highly comparable 
patterns of activation in the frontal operculum and anterior 
insula in both humans and monkeys (Wilson et al. 2015), 
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areas known to be involved in processing adjacent relation-
ships in humans (Friederici 2011). These results suggest that 
the capacity to process adjacent relationships between ele-
ments in a sequence, and the brain areas that are involved  
in human adjacent sequence processing and grammatical op-
erations, share mechanisms with evolutionarily conserved 
functions in the corresponding frontal operculum regions in 
extant nonhuman primates (Wilson, Marslen- Wilson, and 
Petkov 2017).

Concurrently, there is considerable interest in understand-
ing how the brains of humans and nonhuman primates sup-
port social cognition (Platt, Seyfarth, and Cheney 2016; 
Rushworth, Mars, and Sallet 2013). Social network size is 
known to correlate with the size of various brain areas in 
humans, including the amygdala (Bickart et al. 2011), STS/
STG regions (Kanai et al. 2011), orbitofrontal cortex (Powell 
et al. 2012), and ventromedial prefrontal cortex (Lewis et al. 
2011). These areas are implicated in social tasks, such as rec-
ognizing conspecifics or inferring mental states (Adolphs 
2009; Frith 2007) or the value of social information (Beh-
rens, Hunt, and Rushworth 2009). In monkeys, social group 
size predicts gray matter thickness in areas that correspond 
to those associated with social cognition in humans, such as 
the STS, inferior temporal regions, rostral prefrontal cortex, 
temporal pole, and amygdala (Sallet et al. 2011). Moreover, 
the thickness of prefrontal cortex also scales with rank as 
well as social group size (Sallet et al. 2011). Many of these 
areas are implicated in social perception and cognition in 
both humans and monkeys (Rushworth, Mars, and Sallet 
2013; Rudebeck et al. 2006). These studies demonstrate that 
brain structure and function covary with social network size 
in both species (Rushworth, Mars, and Sallet 2013), and so-
cial information appears to be processed by homologous re-
gions in humans and nonhuman primates (Platt, Seyfarth, 
and Cheney 2016).
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The regions that are sensitive to social content and those 
that are involved in sequence processing do not tend to over-
lap. Therefore, it is not clear how the regions involved in se-
quence processing and social cognition may interact. As we 
have considered, the baboons’ responses to sequences of vo-
calizations from different individuals requires the processing 
of social information, likely including engaging voice- 
sensitive areas in the temporal lobe (Petkov et al. 2008; Belin 
et al. 2000). Applying knowledge of the functional meaning 
of the vocalizations as well as the position of the baboon 
callers within the dominance hierarchy may well engage a 
number of other brain regions in the temporal and frontal 
cortex (Sallet et al. 2011). Assessing the order in which the 
vocalizations occur, we speculate, may involve ventral frontal 
regions sensitive to sequence ordering relationships. Decon-
structing the behavioral phenotypes involved and developing 
paradigms that allow manipulating social cognition and se-
quencing relationships is undoubtedly going to be critical for 
interpreting neurobiological data on joint operations sub-
serving these interesting natural behaviors.

EPISTEMIC GAPS: PATHWAYS FOR FUTURE 
BEHAVIORAL AND NEUROBIOLOGICAL STUDY

We conclude by summarizing some of the implications of 
this discussion, which might be of interest for future scien-
tific study. What does a general relational learning and knowl-
edge system predict that might give us new insights into the 
origins of human language? How could we strengthen the 
links between observations in the field and laboratory stud-
ies on social learning and sequence processing?

We began by suggesting that understanding gradations in 
abilities could be just as informative as understanding cross- 
species similarities and differences. The idea that a relational 
learning system provides the substrate for human combina-
torial capacities in language predicts phylogenetic differences 
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in relational learning capacities. For instance, some animals 
might be able to process longer sequences of sensory events, 
better manage with informative and noninformative transi-
tional regularities, or process greater levels of complexity in 
nonadjacent relationships separated by multiple intervening 
elements. A similar set of predictions might be made of spe-
cies with exceptional vocal production learning or imitation 
abilities, such as songbirds, cetaceans, and other animals ca-
pable of complex vocal production learning, in relation to 
species closely evolutionarily related to these animals.

One might also predict and comparatively test for a gra-
dation in social knowledge abilities in different nonhuman 
primates. Brain size is one feature known to correlate with 
social group size in primates, and indeed the maintenance of 
social relationships in increasingly large groups has been 
hypothesized to be one of the key evolutionary pressures that 
led to the rapid expansion of the primate brain (Dunbar and 
Shultz 2007). This does not require focusing solely on species 
that already have elaborate social hierarchies in the wild  
and is something that can be studied in laboratory primates 
that share those capacities for social knowledge (Shepherd 
and Platt 2010; Sallet et al. 2011; Platt, Seyfarth, and Cheney 
2016). We considered initial behavioral evidence from AGL 
studies in primates that have provided evidence in support of 
a gradation in sequence processing capabilities in species 
closely evolutionarily related to humans.

There are also opportunities for AG studies to implement 
social stimuli (pictures of monkey faces or the use of vocal-
izations) within sequences to evaluate how the social content 
influences AG learning. In some scenarios, the AG relation-
ships might be better learned using ethologically meaningful 
stimuli. Alternatively, social knowledge could be manipu-
lated to disrupt the learning of certain sequencing relation-
ships, such as when the sequencing relationships conflict with 
social knowledge. Likewise, one could ask questions about 
whether baboons (or other animals) in the wild could evalu-
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ate multiple social interactions in a sequence, whether the 
sequence ordering relationships matter to the animals, or 
what the limits of such abilities are during exchanges be-
tween multiple individuals.

In closing, we may lack all of the pieces to the language 
evolution puzzle. However, this problem is as enticing as it is 
challenging, precisely because with many of the pieces miss-
ing, we need to base the evolutionary picture on those pieces 
that we have access to. Assessing links that can be made be-
tween seemingly disparate observations and combining be-
havioral paradigms with neuroscientific tools in the labora-
tory will help us continue to unravel the puzzle of what may 
have happened during language evolution.
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PRIMATES, CEPHALOPODS, AND THE 
EVOLUTION OF COMMUNICATION

Peter Godfrey- Smith

Recent decades have seen dramatic progress in work on ani-
mal communication and its evolution, on both empirical and 
theoretical fronts. Dorothy Cheney and Robert Seyfarth 
have long been leaders in this research, especially on the em-
pirical side, with their extraordinarily rich studies of com-
munication and social life in vervet monkeys (1990) and 
baboons (2007). Various theoretical models of communica-
tion, developed in different fields, have also begun to cohere 
in recent years. These models illuminate different facets of 
the central phenomenon: the coevolution of two kinds of 
behavior seen in sign use. On one side are behaviors of sign 
production; on the other side are behaviors of sign interpre-
tation. Communication comprises the ways these behaviors 
fit (or fail to fit) together. When a communication system has 
become established, the sounds, scents, or other marks that 
an animal makes have been conditioned, through selection, 
by the patterns of reception and interpretation waiting 
downstream. The converse is also true: the evolution of pat-
terns of interpretation is an ongoing response to features of 
sign production. Production and interpretation coevolve.

My term coevolve above is understood in a broad way, 
referring to the shaping of sender and receiver behaviors 
within a species as well as between them, often within the 
same agents. Evolution by natural selection, also, is one of a 

EVOLUTION OF 
COMMUNICATION
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family of processes that can shape and stabilize sign- using 
behaviors. Other members of this family include reinforce-
ment learning, imitation of successful individuals in a popu-
lation, and deliberate reflection and choice (Skyrms 2010). 
These selection processes may operate on their own or in 
tandem, modulating behavior on different timescales. In the 
first part of this chapter I’ll describe what I take to be an 
implicit consensus on the theoretical side, though one that 
leaves many questions unresolved. Recent work in this area 
has explored the role played by common and conflicting in-
terests, signal cost, iteration of interactions, and the network 
structures linking communicators (one- on- one interaction 
versus broadcast to many receivers).1 Another theme of re-
cent work is the role of combinatorial or syntactic structure 
in communication systems. Clearly this is an important fea-
ture of human language. How widespread is combinatorial 
structure in animal sign systems, and what sort of transition 
is involved in achieving it? I’ll discuss this topic with particu-
lar reference to Seyfarth and Cheney’s “The Social Origins of 
Language.” They argue there for significant continuities be-
tween human and nonhuman cases, especially in primates. 
Human and nonhuman primate communication certainly 
have substantial differences, especially on the production 
side, but on some central issues, as Seyfarth and Cheney see 
things, the main transitions come early and the human/non-
human similarities are deep. This applies to the social func-
tion of communication and also to combinatorial structure: 
“In baboons—and very likely many other primates—vocal-
izations and social knowledge combine to form a system of 
communication that is discrete, combinatorial, rule- governed, 
and open- ended.”

After framing the issue of combinatorial structure, I’ll 
argue against some parts of Seyfarth and Cheney’s treatment 
of their own central case, baboons. I’ll also make a compari-
son between baboon communication and a very different sig-
naling system, skin patterning in cephalopods. With respect 
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to some debates about combinatorial structure and complex-
ity in sign use, the two cases are complementary: baboons 
have simple production and complex interpretation. Cepha-
lopods have complex production and, most likely, simple 
interpretation. The two cases are flip sides of each other, and 
in the evolution of combinatorial communication systems, 
they are both incomplete cases. This comparison casts light 
on the special features of genuinely combinatorial systems, 
those in which combinatorial structure is integrated into 
both the sender and receiver roles.

SENDER- RECEIVER COEVOLUTION

This section sketches a general framework for understanding 
communication that I take to be supported by a range of 
models that have been developed, mostly independently, in 
several different fields.2 The starting point is the distinction 
between two roles, which I’ll call sometimes producer and 
interpreter, and sometimes, more simply, sender and receiver. 
These pairs of terms will be used more or less interchange-
ably. Individuals in an interaction may play one of these 
roles, or both. The earliest model of the family I have in mind 
was developed in philosophy, by David Lewis (1969).3 In the 
Lewis model, a sender has access to a fact, some information 
about the world, which might be a feature of the sender itself 
(such as sex or underlying quality). The sender has access to 
this fact and sends a message of some kind to a receiver. The 
receiver acts on the message, in a way that has consequences 
for both agents. Lewis assumed common interest and com-
mon knowledge between sender and receiver, and his model 
gave a simple account of how rational choice could stabilize 
the rules of behavior on “each side” of the sign, the rule of 
production (mapping states of the world to messages) and 
the rule of interpretation (mapping messages to acts).

Terminologies in this area are diverse. I’m going to use sign 
as a very general term, covering anything that is produced 
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and interpreted in the way covered by the models I’m de-
scribing, whether the sign is produced vocally, through ges-
ture, inscription, or in some other way. I’ll return to some 
terminological issues below, but for now please read sign 
very broadly.

Not all communication fits the Lewis pattern, and this is 
true even before we consider relaxing assumptions of com-
mon interest and adding other complexities. An essential fea-
ture of the Lewis model is an informational asymmetry be-
tween sender and receiver—the “private information,” as 
economists call it, available to the sender—along with an 
asymmetry involving action. The sender can see the world 
but not act on it; the receiver can act but can only see the 
sign. The aim of signaling is then to coordinate the receiver’s 
action with the state of the world: act- to- state coordination. 
Not all communication is like this; sometimes the function of 
communication is to coordinate one agent’s acts with an-
other—act- to- act coordination—where the difference be-
tween “states” and “acts” is the fact that acts are chosen by 
one of the agents, while states are determined independently 
of the strategic choices possible in the game. Much commu-
nication in actual settings plays both these roles; actions are 
coordinated, but in a way conditioned by information about 
variables whose values are externally determined.

In these mixed cases, in cases where acts are only coordi-
nated with acts, and also in the original cases modeled by 
Lewis, the heart of the matter is the mutual shaping of send-
ers’ and receivers’ behaviors, the rules or policies of sign pro-
duction and sign interpretation.

The simplest models assume common interest between 
sender and receiver. This is especially clear in the case of the 
Lewis model, where the sender’s messages guide the receiver 
by reducing uncertainty about the state of the world (carry-
ing information, in Shannon’s 1948 sense). It would seem 
that if the sender and receiver want different acts performed 
in any given state of the world, then if the sender makes in-
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formation about this state available to the receiver, the infor-
mation will be used to produce actions that the sender does 
not want performed. In such a situation, the sender would 
have no incentive to signal informatively and hence the re-
ceiver no reason to listen. At equilibrium, silence should 
reign. If this line of argument is accepted, the next question 
to ask is what happens when there is partial common interest 
between the two agents. That question is the topic of a classic 
model in economics, due to Crawford and Sobel (1982). 
They modeled a situation where, roughly speaking, the 
sender wants to somewhat exaggerate their quality (or an-
other relevantly similar state of the world), and the receiver 
wants not to be taken in by the exaggeration. Overlap of 
interests was measured by quantifying the somewhat in my 
previous sentence—the sender might want to exaggerate 
hardly at all (more common interest), or a lot (less common 
interest). If the sender is of quality level X, he or she wants 
the receiver to act as if the sender were X+d, while the re-
ceiver prefers to act as if the sender is of quality X; so d then 
measures the sender’s desired exaggeration. Signals that carry 
some information about the sender’s quality can be used in 
this situation, but Crawford and Sobel showed that as inter-
ests diverge, fewer and fewer distinct messages will be used 
at equilibrium. When interests diverge enough, signaling col-
lapses altogether.

Recent work by Manolo Martínez and me has filled out 
this picture and added some surprises.4 These surprises sig-
nificantly qualify the intuitive verbal argument about the role 
of common interest given above. We devised a measure of 
common interest between sender and receiver, called C, that 
requires weaker assumptions than Crawford and Sobel’s and 
other models. Our measure compares the preference order-
ings that each agent has over actions that might be produced 
in each state of the world. There is complete common interest 
(C=1) when sender and receiver agree entirely about their 
rankings of actions for every state; there is complete conflict 
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of interest when they have reversed orderings in every state 
(C=0). That is, there is complete conflict when in every state 
of the world, the best action for one agent is the worst for the 
other. We assumed “cheap talk” (no signal costs) and no it-
eration of play between agents. Across a large sample of 
three- state games and using two different methodologies (a 
static “Nash equilibrium” search and a dynamic model), we 
found that our measure C is strongly predictive of whether 
communication can be maintained at all, and of how infor-
mative the messages in the system will be. (The “informative-
ness” of communication is measured as the mutual informa-
tion between states of the world and the receiver’s acts.) We 
also found surprises; there are cases where informative com-
munication is possible despite complete reversal of prefer-
ences in every state of the world (C=0).5 These results show 
that some commonly made assumptions about the difficulty 
of maintaining communication in situations of low common 
interest (with no iteration, no assortment in the population, 
and no signal costs) are not reliable. However, common inter-
est does make informative communication much easier to 
maintain.

These results, which use such a simple setting, establish a 
baseline. Further factors can then help or hinder communica-
tion. In biology, since the work of Amotz Zahavi (1975), there 
has been much exploration of differential cost as an enforcer 
of honesty in signaling. For example, an advertisement of 
quality can be relied on by a receiver if it is too costly for a 
low- quality sender to produce. This effect may not be as gen-
eral an explainer of signal honesty as was once thought (Hut-
tegger, Bruner, and Zollman 2015), but it is one piece of the 
picture. The role of signal cost had been modeled in econom-
ics by Michael Spence (1973), with a very similar message, a 
few years before Zahavi (1975) sketched his hypothesis.

The sender- receiver models also make more precise a dis-
tinction that had been important in the literature for some 
time, the distinction between signals and cues. Maynard Smith 
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and Harper, whose 2003 book is an important part of the 
multidisciplinary literature I’m describing here, define a sig-
nal as “any act or structure which alters the behavior of other 
organisms, which evolved because of that effect, and which 
is effective because the receiver’s response has also evolved” 
(3). A cue, in contrast, is something organisms can use to 
guide their action, but which did not evolve as a guide of this 
kind; it is a byproduct of other processes, or a consequence 
of fixed physical constraints. Maynard Smith and Harper use 
the example of a mosquito finding a mammal to bite by 
tracking CO2. Carbon dioxide can be used by the mosquito 
as a cue of the location of a nearby mammal, but it is not a 
signal sent by the mammal. In the terms used here, the pro-
duction of CO2 by mammals is not part of a sender’s rule that 
coevolved with the mosquito’s use of CO2 as a “receiver” or 
“interpreter.” The mammal would prefer not to give the mos-
quito any information about its location, but—as we might 
say—it can’t help doing so. CO2 is an unsent sign. It is pro-
duced, but not because of a coevolved sending rule.6

The vagueness of my phrase above, “can’t help doing so,” 
shows another feature of the situation. If avoiding mosqui-
toes was sufficiently important to mammals, and some sort 
of sequestering of CO2 would keep mosquitoes away, we 
might imagine a situation in which mammals did evolve such 
sequestering. In a simple sketch of the mosquito case we as-
sume that producing a trackable plume of CO2 is a fixed 
constraint, but it is subject to evolution. There are many 
cases where the “sending” done by an animal is evolving, but 
in a more constrained and slower way than the “receiving” 
side is evolving. The other relationship is possible too; 
Owren, Rendall, and Ryan have recently argued, in effect, 
that this is seen in some important actual cases of animal 
communication: a sender can successfully exploit a receiver 
by making use of biases in the receiver’s perceptual and neu-
ral mechanisms. The situation is not one in which the receiver 
cannot evolve these mechanisms to counteract the sender’s 
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efforts, but, they argue, evolution of these mechanisms on the 
receiver’s side is subject to more constraints.7

The cue/signal distinction concerns the role of the sender. 
In other literatures, signal is used to refer to simple signs in 
which the timing of production is important. The making 
and use of this book (or its chapters) fits a sender- receiver 
model, for example, but a book is not usually a signal. In yet 
another literature, in microbiology, signal transduction in-
cludes the use of cues as well as signals in the sense above 
(Lyon 2015). I don’t want terminology to be a distraction 
here, so I’ll keep using sign in a broad way and sometimes use 
other terms that should be clear in the immediate context.

ORGANIZED SIGN SYSTEMS AND  
COMBINATORIAL STRUCTURE

We might start by asking: what distinguishes the simplest 
cases, sign systems with no combinatorial structure, from 
those that do have some? I’ll approach this question with a 
distinction I take to be even more basic, between what I’ll 
call nominal and organized sign systems.8 Nominal signs are 
unstructured in a very strong sense. Not only are they not 
made up of significant parts—words or similar units—but 
they are part of a sign system where no natural relations 
between one sign and another play a communicative role. 
This term natural relation is problematic, but it’s the best I 
have for now.9 The idea can be illustrated with an example. 
Consider the classic tale of Paul Revere and the sexton of the 
Old North Church in Boston in the American Revolution.

The sexton used a lantern code—one if by land, two if by 
sea—to inform Revere of the route of the British attack. This 
code features a mapping between signs and states of the 
world, but the difference in magnitude between one and two 
lanterns does not play any role. One lantern and two lanterns 
are just distinguishable signals. Compare that case to an-
other. Rather than signaling land versus sea, suppose the sex-
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ton used only one lantern, but the brighter the lantern was, 
the bigger the army he’d seen. Here there is a natural relation 
between different signs—the brighter than relation—that 
maps to a natural relation between armies—the larger than 
relation. The sexton might instead have used a dimmer lan-
tern for a larger army; that system would work just as well, 
provided the receiver’s rule of interpretation was coordinated 
with it.

In the case where lantern brightness maps to army size, the 
sign system is an organized one. The actual one- if- by- land . . . 
rule, in contrast, yielded a purely nominal sign system. But in 
both those cases there is no internal structure in the signs 
themselves; there is nothing like a syntax. The signs have no 
internal parts that can be rearranged. An animal alarm call 
system in which calls are louder (or quieter) when predators 
are nearer is also a case like this; the sign system is organized 
even though it has no syntax. Often, though, the way an or-
ganized sign system is achieved is by means of syntax and 
internal structure. The signs in the system are related to each 
other by the sharing of constituents, which can be recom-
bined and rearranged. Bob arrived and Bob left are related 
by their shared constituent Bob. This shared constituent is a 
feature of the signs that matters to their interpretation. Both 
say something about a particular individual, Bob.

Sharing a constituent is a natural relation between signs, 
and it maps to a sharing of constituents between the states of 
affairs described. Combinatorial structure is one kind of or-
ganization in a sign system, one way that signs can be related 
to each other by communicatively significant transforma-
tions. Having parts is a means to organization in my sense. 
There are other means that don’t involve internal structure, 
as in the case where a louder call maps to a closer threat. The 
important distinction in this area is not whether or not a sign 
has parts. All physical things have parts (at least at this scale). 
The question is whether the signs’ parts have some role in the 
sender- receiver system, whether the rules of production and 
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interpretation are sensitive to a particular kind of internal 
structure in the signs.10

Suppose the sexton’s rule is: show one lantern per British 
brigade. That is a feature of the sender’s rule, and it may or 
may not be coordinated with the receiver’s rule. Revere might 
have a receiver’s rule that takes this into account, or he might 
not. He might not realize that each lantern says something 
definite. Similarly, suppose closer predators lead to an animal 
alarm caller becoming more excited and making a louder 
call. This is—so far—a sort of inadvertent or de facto orga-
nization on the sender’s side. It may or may not be picked up 
in the rule of interpretation used on the receiver’s side. We 
might expect this organization to be quickly made use of by 
receivers, but it’s an open question whether this happens in 
any particular case. There might be a role for inadvertent or 
de facto organization on the receiver side, too. A louder call 
might make the receiver more agitated, just as a result of 
general features of their perceptual psychology, and this agi-
tation might be a good—or a bad—thing with respect to their 
response to the call.

Initially these features might be inadvertent, but they may 
then come to figure in the coevolution of senders’ and receiv-
ers’ behaviors. They might be amplified, suppressed, or trans-
formed. In principle, there can be useable structure in signs 
that is unused by the receivers. There can also be a situation 
where structure is present in signs, not because of an evolved 
sender’s rule, but by happenstance. This structure, too, might 
be used or not used by receivers. Suppose the sexton intends 
to signal in exactly the same way for any sea invasion, but he 
does not. His alarm call is inadvertently affected by the de-
tails, and Revere may or may not pick up on this.

Now I’ll combine this with a point made at the end of the 
previous section. There is another situation where a kind of 
sign structure arises not by a coevolved sender’s rule—not by 
“design” —but by happenstance. Suppose you hear a lion’s 
roar followed by the bellow of an antelope. You might use 
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this to build a scenario about what’s going on.11 The two 
pieces, roar and bellow, each play a role. Two roars will be 
different from one, also (there are two lions to deal with if I 
go to the waterhole). In cases like this, a structured combina-
tion of sounds or other signs makes possible a certain sort of 
interpretation, but the interpretation is directed at an object 
whose combinatorial structure is not due to an evolved send-
er’s rule. Instead, there are simpler behaviors of sign produc-
tion. When they are put together, they yield a structured and 
interpretable object, but no agent on the sender’s side is fol-
lowing a rule of combinatorial sign production. In the lion- 
antelope case, there is just a useful happenstance combina-
tion of simple signs.

These distinctions have gray areas at their boundaries. For 
example, how do we distinguish a single combinatorially 
structured sign from a sequence of unstructured, nominal 
signs from the same sender? Sometimes this is easy, because 
the parts of the structured sign could not occur on their own. 
In other cases, the parts might be able to occur on their own, 
but an argument might be made that their role in a sequence 
is one that involves genuine combinatorial structure. There’s 
a connection here to a distinction made by Thom Scott- 
Phillips in two recent articles.12 He says that there are various 
cases where two or more animal signals are produced along-
side one another, and this need not be a “properly combina-
torial” system, because in many cases the effect of the se-
quence is just the sum of the effects of the parts. That is, 
suppose A1 is the evolved response to M1, A2 is the evolved 
response to M2, and if M1 and M2 are both sent, the receiver 
does both A1 and A2. This shows, he says, that the system is 
not a genuine combinatorial one. I agree that there’s an im-
portant distinction here, without being so sure about some 
of his judgments about cases. Scott- Phillips says that the hon-
eybee waggle dance is a case where the effect is the sum of the 
parts, so it’s not a genuinely combinatorial system. But if this 
“sum” talk is to be literally applicable, the parts have to be 
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signs that can be produced, and reacted to, in isolation. In the 
bee dance, the angle of the dance maps direction and the 
duration of the runs maps distance. For this to be a sum- of- 
parts case, it would have to be possible for a bee to dance 
with a definite direction but no definite duration, and with a 
definite duration but no direction. At least the latter does 
make sense, but the former might be doubted. If this separa-
tion is not possible, then the angle and duration are more 
akin to syntactic features of a structured sign. The sentence 
Bob arrived is not the “sum” of Bob and arrived, in the rel-
evant sense. The word arrived cannot achieve anything in 
isolation, such that we might ask whether this effect is 
“summed” with the effect of Bob when someone interprets 
Bob arrived.

BABOONS AND CEPHALOPODS

With this framework in hand, let’s now look at some of the 
primate behaviors described in Seyfarth and Cheney’s “The 
Social Origins of Language” and elsewhere. The baboons 
they study live in complex social structures with an impor-
tant role for ranks. They also make calls. On the production 
side, there is not a lot of flexibility in what a baboon can do. 
The repertoire is simple, with about four different calls, and 
the production rules are stereotypical. But the individuals in 
a troop can recognize who has made a particular call. That 
means, as Seyfarth and Cheney say, that combinations of 
signs can carry a lot of information—they carry information 
in Shannon’s sense, as they reduce uncertainty about the 
state of the world. If you hear a threat- grunt from A fol-
lowed closely by a scream from B, that is indicative of a 
particular interaction, one between A and B, and with par-
ticular roles. With Seyfarth and Cheney, consider then this 
sequence: a threat- grunt from a low- ranking individual and 
a scream of submission from a higher- ranking one. That is a 
notable combination, a surprising one. It is very different in 
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what it indicates about social affairs than a threat from a 
high- ranker and submission from a low one. The sequence 
of a threat from a low- ranking individual and submission 
from a higher- ranking one indicates that a social reversal or 
shift has taken place. The combination is informative in that 
sense, to a hearer. But no agent has the ability to produce a 
sign with those features, any more than a lion, which can 
only roar, can tell you what it has attacked. The combination 
of baboon calls is informative to a sophisticated interpreter, 
even though there is no coevolved rule of production whose 
function is producing such signs and making such informa-
tion available.

I disagree with Seyfarth and Cheney’s own description of 
these cases in their chapter. They say: “In baboons—and very 
likely many other primates—vocalizations and social knowl-
edge combine to form a system of communication that is 
discrete, combinatorial, rule- governed, and open- ended.” 
Their basis for saying this in the case of baboons is the so-
phistication on the receiver side. I think this is not enough, 
and baboon behavior does not comprise a “system of com-
munication” with combinatorial features, any more than the 
lion- prey case does.

This case is interesting in the light of the distinction be-
tween signals and cues, discussed above. The baboons who 
call are both signaling; the calls are not mere cues. But the 
combinatorial structure (such as it is) in what the receiver 
hears is cue- like. It is a fortuitous consequence of the social 
ecology and the rules of nominal sign production being fol-
lowed by individuals. When I say it is “fortuitous,” I don’t 
mean it’s an accident. The evolution of call production was 
shaped by the social ecology of baboon life, and this social 
ecology includes the fact that pairs of calls, as well as indi-
vidual calls, can be heard. That fact might have been impor-
tant. But there is no sender anywhere in this system whose 
behaviors of sign production have been shaped by selection 
for making calls with combinatorial structure. The structure 
in the calls is fortuitous in that sense.
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There’s a contrast between the way Seyfarth and Cheney 
present their ideas in “The Social Origins of Language” and 
in their book Baboon Metaphysics (2007). In the book, they 
use data of this kind to make a case for internal sophistica-
tion in baboons. They argue for a system of internal repre-
sentation in these animals, for something like a “language 
of thought” (2007:251). The hypothesis of a language of 
thought might be too strong given the data, as Elisabeth 
Camp has argued (2009). But the data do support claims of 
cognitive sophistication and a kind of internal symbolic 
structure on the interpreter side. In their new work, though, 
these results are described as showing the presence of a sys-
tem of communication rather than just a system of internal 
interpretation. In response, Seyfarth and Cheney might say 
that the first result does indeed establish the second. Once 
we’ve shown that the baboons’ way of assessing calls has a 
certain kind of complexity, this shows that the communica-
tion system itself has that sort of complexity. Their chapter 
contains passages that suggest this interpretation.13 I am ar-
guing, however, that with respect to combinatorial structure, 
it takes two to tango.

Am I merely insisting on one particular way of dividing 
things up? Suppose they reply: “It’s a combinatorial system 
if the receiver treats it that way.” What is wrong with that? I 
agree there will be many reasonable ways to categorize the 
cases. But much progress has resulted from focusing on 
sender- receiver coevolution, and in the light of that frame-
work, a combinatorial system is one with complementary 
features on each side. There has to be a combinatorial nature 
to the making of signs, and to their interpretation. The sender 
constructs a sign with internal structure and the receiver is 
sensitive to that structure. Cases with complexity on just one 
side are important in their own right, but they’re important 
as a different sort of phenomenon.

If we look at things this way, we can identify a comple-
mentary case, a flip side, to the baboons’ combination of 
features. This is skin patterning in the coleoid cephalopods 
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(octopuses, cuttlefish, and squid). These animals have the 
ability to change their skin color and pattern in dramatic 
ways in less than a second. Larger cuttlefish, such as the Aus-
tralian giant cuttlefish (Sepia apama), are probably the most 
spectacular, especially with respect to colorfulness, but each 
group has its specialties (Hanlon and Messenger 1996; Dar-
maillacq, Dickel, and Mather 2014). Octopuses can achieve 
astonishing camouflage, and squid, as discussed below, are 
perhaps the most communicative. In all these animals, the 
color and pattern changes are controlled to a considerable 
extent by the brain. Their skin contains several color- affecting 
components. Most importantly, chromatophores are sacs of 
pigment that can be expanded and contracted in precise ways 
with muscles. Other cells, below the chromatophore layer, 
reflect ambient light. I’ll focus on chromatophores, the most 
precisely controlled elements in the skin.

The skin of one of these animals contains large numbers 
of chromatophore units. They can be used to make both 
static and dynamic patterns, with a huge variety possible. A 
cuttlefish, for example, has three chromatophore colors, and 
of the order of a million chromatophores across its skin. 
Control does not seem to be chromatophore by chromato-
phore; they tend to work in clumps. But there is still a large 
number of independently controllable units, and as a result a 
vast number of patterns possible at a time. Color and pattern 
can also change rapidly over time.

So, on the production side, there is enormous complexity. 
What is it for? It is believed that the original function was 
probably camouflage, and in some species the system has 
been pressed into a signaling function as well, both intraspe-
cific and interspecific. Some species of cuttlefish have elabo-
rate contests between males, which include displays, and 
male- female signaling is also common. Octopuses appear to 
use signaling less than other coleoids (though see Huffard, 
Caldwell, and Boneka 2010 and Scheel, Godfrey- Smith, and 
Lawrence 2106). In all these cases, though, it is likely that the 
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interpretation side is vastly simpler than the production side. 
I’ll discuss a possible partial exception below, and in some 
species there is more complex signaling than in others. But a 
great deal of combinatorial capacity is probably going un-
used here, especially on the interpretation side.

The species for which the strongest claims about signal 
complexity have been made is a reef squid, Sepioteuthis sepi-
oidea, in the Caribbean. Martin Moynihan and Arcadio Ro-
daniche (1982), in a very readable monograph that is an un-
derwater analogue of Baboon Metaphysics, argued that these 
squid employ a “language” on their skin. Reef squid are so-
cial, forming shifting groups of six to twelve or more. They 
have fairly complex courting behaviors, some low- key terri-
toriality, and they also display at predatory fish. Moynihan 
and Rodaniche charted the combinations of patterns pro-
duced and how they were combined with arm positions, and 
found quite a rich structure. They then argued that squid 
have a visual language with a syntax. This claim was based 
mainly on the structure seen in sequences of basic displays, 
though they also discussed combinations of patterns present 
at a time.

Among cephalopod biologists these claims of language 
and syntax have generally been thought too rich. Moynihan 
and Rodaniche saw too much structure. But what is meant 
by too much here? What determines the “real” amount? In 
part this is a matter of which patterns are systematically pro-
duced, but the other crucial factor is how the patterns are 
interpreted by individuals who see them. Moynihan and Ro-
daniche were able to chart in some detail the structure of 
signs produced, but were not able to work out very well their 
effects on receivers. This is entirely understandable; behav-
ioral observations are difficult with animals of this kind. 
Squid are skittish and fast- moving, and even a good snor-
keler lumbers in comparison.

Moynihan and Rodaniche counted about thirty- one ritu-
alized patterns. They believed that systematic patterns in the 
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sequence with which these displays were produced must have 
some meaning:

We cannot, ourselves, in the present state of our knowl-
edge, always and in every case tell the difference in 
message or meaning between every observed arrange-
ment of particular patterns. We feel, nevertheless, that 
we must assume that there is a real functional differ-
ence of some sort between any two sequences or com-
binations that can be distinguished from one another. 
(1982:125)

But the options, by their own lights, seemed limited by the 
slim range of behaviors seen in intraspecific interactions. 
They saw occasional territorial defense between groups, 
many displays directed at predators of other species, and a 
variety of courtship and sexual behaviors. The variety of 
displays seems to outrun the variety of responses, and Moy-
nihan and Rodaniche themselves wondered about the pos-
sibility of simple explanations for much of what they saw.

The most detailed attempt to follow up Moynihan and 
Rodaniche’s study I know of was done by Jennifer Mather 
with some collaborators. Mather (2004) discusses a small set 
of basic communicative displays in Sepioteuthis, though 
some of the displays are graded, the ones discussed aren’t 
claimed to be exhaustive, and the 2004 paper does not con-
sider posture in conjunction with pattern (see also Mather, 
Griebel, and Byrne 2010).14 The more complicated exchanges 
of signals described are preludes to mating. Mather also dis-
cusses the difficulty of tracking receivers’ interpretations of 
displays.

It may be that in reef squid there is a hidden role for some 
of the rich combinatorial structure in displays discussed by 
Moynihan and Rodaniche. This would probably involve 
subtle and graded modulation of the basic behaviors associ-
ated with aggression and sex. It’s possible. We could then ask, 
as Scott- Phillips does, questions about whether a receiver’s 
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responses to combinations of signals have an additive rela-
tion to their parts, and so on. In other cephalopods this sort 
of complex signaling is even more unlikely. Reef squid are 
more social than other coleiod cephalopods. Octopuses, in 
particular, are not very social at all, though they produce rich 
combinations of patterns and color changes, many of which 
do not, apparently, involve camouflage.

How then should we think about complex pattern produc-
tion in cephalopods? A partial explanation comes just from 
noting its origins in camouflage. Camouflage, especially in 
reef environments, involves producing spatially structured 
patterns, and that is the likely origin of the pattern- producing 
machinery. Once pressed into service for communication, in 
a situation where displays are meant to be seen and under-
stood, rather than not seen, the result is a lot of combinato-
rial capacity on the production side. Some displays made by 
cephalopods to other species are probably designed to startle 
the other animal, and these “deimatic” displays are very spa-
tially complex, but intended to have simple results. At least 
in squid, and perhaps in some other cases, there is probably 
some genuine combinatorial structure to communicative dis-
plays between individuals, but there is probably also a great 
deal of unused capacity and unattended complexity. The in-
terpretation rules in play are probably not tracking much of 
the combinatorial detail that is inherent to the production 
mechanisms. In the squid case, Moynihan and Rodaniche 
probably did enough to show that the production of combi-
nations is not merely random. This is not so clear in other 
cases. Offering a speculative hypothesis, I suspect (based on 
informal observations) that some complex cephalopod dis-
plays are nonrandom but also functionless; they are fortu-
itous reflections of internal processes, byproducts of the close 
connections between brain and chromatophores, that do not 
have a comparably complex coevolved interpretation. The 
complex displays indicate something about the animal, but 
what is indicated is not being used (much) by normal receiv-

 EBSCOhost - printed on 2/13/2023 11:57 AM via . All use subject to https://www.ebsco.com/terms-of-use



120 PETER GODFREY- SMITH

ers. Perhaps this is not true, but even if false in all cases, its 
possibility illustrates how the complexity of sign production 
can outrun the complexity of interpretation in a system of 
animal communication.

The cephalopod case is a complement to the baboons, the 
flip side. In the baboons there is much complexity on the re-
ceiver side, but it is aimed at sign structure that is not put in 
place by any sender. A communication system that is genu-
inely complex and combinatorial is one in which rich combi-
natorial structure figures into the rules on both sides of the 
signs, rather than a system in which simple nominal signs are 
produced but complex interpretations are possible given the 
social context, and rather than a system with very complex 
production but where most of the complexity is insignificant 
to interpreters. Especially in philosophy, but also in scientific 
discussions, there is a tendency to “choose sides” when giving 
a theoretical description of communication.

Some people treat communication as a fundamentally ex-
pressive phenomenon, and emphasize the sender side (in phi-
losophy, see Grice); other views see communication as a fun-
damentally interpretive phenomenon, and emphasize the 
receiver side (in philosophy, see Davidson).15 The coevolution-
ary framework shows us that sides should not be chosen.

*  *  *

I am grateful to Manolo Martínez and Ron Planer for exten-
sive discussion of these issues.
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CONCLUSION

Robert M. Seyfarth and  
Dorothy L. Cheney

Evolutionary biologists often draw a distinction between the 
selective forces that cause the early emergence of a trait and 
those that shape its later elaboration once it has appeared. 
The evolution of the vertebrate eye from a primitive light 
receptor provides a classic example (Dawkins 1982). We 
hope it is clear that our essay focuses exclusively on the ear-
liest stages of language evolution when, we speculate, a com-
municative system that would eventually become language 
first began to emerge. We have little to say about the later 
evolution of language’s more complex properties, like case, 
tense, subject- verb agreement, or the subjunctive, that are 
certain to have evolved through their own distinct evolu-
tionary process.

The goal of our essay, then, has been to contribute to 
research on language evolution by asking how evolution 
has shaped the communication and cognition of animals 
that live in large social groups. If we can find general rules 
that specify how social complexity affects communication 
and communication affects reproductive success—particu-
larly among nonhuman primates—these rules might give us 
a better idea of the precursors to language and the founda-
tions on which language was built (Cheney and Seyfarth 
2007).

CONCLUSION
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THE IMPORTANCE OF PRAGMATICS

Animal communication is embedded in a rich social environ-
ment where signalers and recipients interact repeatedly for 
years at a time, and in which success depends on individuals’ 
ability to recognize each others’ relationships and form en-
during social bonds (Cheney and Seyfarth 2007; Silk, Al-
berts, and Altmann 2003; Silk et al. 2009, 2010a, b). In these 
circumstances, the meaning of a signal depends on both the 
signal itself and the context in which it is given—and context 
can include the recognition of another individual’s identity, 
rank, family membership, as well as the recipient’s memory 
of past interactions, not only with the signaler but also with 
its kin (Cheney and Seyfarth 2007; Marler 1983).

Pragmatics is the subfield of linguistics that examines how 
context contributes to meaning. By this definition, it seems 
clear that communication in animals—particularly long- 
lived, social species like monkeys and apes—constitutes a 
rich pragmatic system. The ubiquity of pragmatics in ani-
mals, combined with the relative scarcity of semantics and 
syntax, is important for those interested in the evolution of 
language because it suggests that, as language evolved from 
prelinguistic systems of communication, semantics and syn-
tax were built upon a foundation of sophisticated pragmatic 
inference (Seyfarth and Cheney 2016a, b). We have tried, in 
our original essay, to provide some examples of what prag-
matic inference might involve in baboons, with the hope that 
this work will spur similar studies on other species and 
prompt ethologists, linguists, neuroscientists, and philoso-
phers to consider what Schlenker et al. (2016) call the “divi-
sion of labor” between pragmatics, semantics, and syntax, 
both in animal communication and in the evolution of lan-
guage. The contributions by Arnold, McWhorter, and Wilson 
and Petkov in this volume provide good evidence that such 
research is well underway.
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Any system of communication that relies on pragmatics 
poses a challenging cognitive problem for its participants. To 
cite a familiar example, when human infants first hear a 
word that has no meaning for them, they confront a “set of 
possible meanings that . . . is enormous and technically infi-
nite” (Stevens et al. 2017; see also Fisher and Gleitman 2002; 
Spelke and Kinzler 2007). How do infants decide which fea-
ture of the environment is the best guide to word meaning? 
To borrow a term from cognitive science, infants confront 
the framing problem. The way they frame an ambiguous ut-
terance—place it in its appropriate context—will determine 
whether they get the meaning right or wrong (Fisher and 
Gleitman 2002).

In animals like baboons, the framing problem is especially 
acute because—unlike human words—the baboons’ vocal-
izations by themselves are imprecise in the information they 
convey. Baboon grunts, for example, are very general, non-
specific signals that occur in a variety of contexts with many 
different consequences. How do listeners disambiguate these 
vague signals?

A partial solution arises because, in most cases, communi-
cation among animals occurs in stereotypical situations 
where the variety of possible meanings is sharply reduced 
(Marler 1983). When a female baboon grunts as she ap-
proaches a mother with a new infant, the grunt is unlikely to 
refer to group movement, the discovery of food, or the ap-
proach of a predator; instead, past experience predicts that it 
almost certainly reflects the approaching female’s motivation 
to touch the infant and interact with the mother.

But even for baboons the framing problem is not always 
easily solved. Let’s assume, for example, that a baboon has 
recently exchanged aggression with individual A1 (a member 
of the A family), and a few minutes later hears a grunt from 
animal X. In order to respond appropriately, the listener 
must recognize the identity of animal X, determine whether 
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X is a member of the A family or some other matriline, and 
remember whether she has recently interacted in either a 
friendly or an aggressive manner with any member of A’s or 
X’s family. In other words, to determine the grunt’s meaning 
and hence the appropriate response, the listener must draw 
on all of her knowledge of individual identities and the matri-
lineal structure of her group, otherwise she’s liable to make 
an inappropriate and maladaptive response. And the listener 
must do so instantly, many times throughout the day. Doing 
so, we argue, requires a system of rapid pragmatic infer-
ence—one that cannot be based on the slow, deliberate search-
ing among information stored in a large unstructured data-
base. Instead, it requires a set of social concepts (Seyfarth and 
Cheney 2014b) and hierarchically structured knowledge of 
the other animals’ social relations (Seyfarth and Cheney 
2014a, 2016a).

Even among baboons, therefore, the cognitive challenges 
posed by pragmatic inference are not trivial, and we may as-
sume that challenges increase with social complexity. Nor is 
there any reason to assume that pragmatic inference is lim-
ited to nonhuman primates: we should expect to find it in 
any species where the information derived from communica-
tive signals depends on a complex interaction between the 
signal itself and the context in which it occurs (Marler 1983). 
If we are correct in concluding that pragmatics is widespread 
in animal communication whereas semantics and syntax are 
not, it follows that during our evolutionary history the cogni-
tive operations required by pragmatic inference came first, 
setting the stage for the later evolution of language’s more 
complex formal properties.

SEMANTIC PARITY

Godfrey- Smith (this volume) is right to focus on a funda-
mental difference between human language and most animal 
communication. In language, there exists what Fitch (2010) 
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has called “semantic parity” between signaler and recipient, 
who share a common representational framework for inter-
preting meaning. Not exactly common, of course, because 
recipients do not always understand precisely what a sig-
naler means to say—but common enough to get by. By con-
trast, communicative interactions among animals seem 
oddly asymmetric: listeners may extract subtle, complex in-
formation from a signal but there is little evidence that sig-
nalers intend for them to do so (Cheney and Seyfarth 1998). 
Semantic parity may be largely or entirely absent.

This conclusion, of course, may be premature. Recent ex-
periments on snake alarms by wild chimpanzees (Crockford 
et al. 2012; Schel et al. 2013) raise the distinct possibility that 
signalers may modify their calling depending on their percep-
tion of whether or not a nearby companion knows about the 
immediate danger. This, in turn, would require some kind of 
semantic parity, because it would suggest that signalers both 
recognize a mismatch between their own and a listener’s 
knowledge and take steps to change this imbalance.

Expanding on the issue of semantic parity, Godfrey- Smith 
proposes that combinatorial structure provides “one kind of 
organization in a sign system,” one in which signs are “re-
lated to each other by communicatively significant transfor-
mations.” This point is explored in slightly different ways by 
Schlenker et al. (2016), who note that in many forest mon-
keys some calls are more informative than others. Diana 
monkeys (Cercopithecus diana), for example, give “alert” 
calls to a wide variety of stimuli, including mammalian and 
avian predators, large nonpredatory animals, falling trees, 
and social disturbances within the group (Gautier and 
Gautier 1977; Zuberbuhler, Noe, and Seyfarth 1997) but 
give their “avian alarm” call only to crowned eagles (Stepha-
noaetus coronatus). The avian alarm is, therefore, more pre-
cisely informative. Schlenker et al. (2016) posit that “when 
one call is strictly more informative than another, the most 
informative one is used whenever possible.” If true, this 
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would be interesting in and of itself, but it would also suggest 
that when a listener assesses the meaning of a particular vo-
calization, she does so in light of the meaning of other vocal-
izations in the caller’s repertoire. Schlenker et al.’s (2016) 
detailed analysis of call combinations in forest monkeys pro-
vides an interesting complement to Progovac’s discussion 
(this volume) of call combinations.

Godfrey- Smith disagrees with our conclusion that baboon 
vocal communication constitutes a combinatorial “system of 
communication” (our italics). He accepts evidence that lis-
teners infer the meaning of a sequence of calls between indi-
viduals A and B by combining information about the caller’s 
identities, ranks, and kinship, and by inferring a causal link 
between A’s initial vocalization and B’s vocal response. But 
he notes—as we have ourselves—that this “sequence” arises 
inadvertently, as an incidental consequence of one animal’s 
signal and another’s response. In baboons, the listener is 
doing all the work. And a true combinatorial system must be 
one “with complementary features on each side.”

Point taken. But one- sided combinatorial thinking shouldn’t 
be dismissed entirely, for at least two reasons. First, as Arnold 
(this volume) points out, “unintentional behavior plays a sys-
tematic role in the types of human signals that are used com-
municatively and intentionally.” Second, for those interested 
in the evolution of language, the one- sided system of com-
munication among baboons is nonetheless important be-
cause, as an evolutionary step along the way to language, it 
gets us halfway to where we’d like to be. When a baboon 
listener parses the sequence “A threatens B and B screams” as 
“A threatens B and this causes B to scream,” she recognizes 
an actor (A), an action (threatening), and an acted- upon (B). 
So while, from the producers’ perspective, it’s just two indi-
viduals interacting, from the listener’s perspective it’s a sen-
tence. The data support Wilson and Petkov’s evidence (this 
volume) that animals can “process certain relationships be-
tween items or elements in sequences of auditory or visual 
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stimuli,” and their proposal that these sequences are directly 
related to nascent grammatical relations.

We conclude, then, that long before our ancestors spoke in 
sentences, they had a language of thought in which they rep-
resented the world—and the meaning of call sequences—in 
terms of agents, actions, and patients. Long before they could 
engage in the computations that underlie modern grammar, 
they performed computations needed to understand the so-
cial relations of those around them (for further discussion, 
see Cheney and Seyfarth 2007, chapter 11).

It’s just a guess, but we suspect that the contributions to 
this volume will not be the last to be written on animal com-
munication and the evolution of language. We hope that our 
work will draw attention to the rich social context in which 
nonhuman primate communication occurs; the subtle shades 
of meaning that context provides; the common ground be-
tween pragmatics in language and animal communication; 
and the ways in which pragmatic inference among animals 
can be tested through field experiments.
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WHERE IS CONTINUITY LIKELY TO BE  
FOUND?, LJILJANA PROGOVAC

1 One reason for Berwick and Chomsky’s (2011) proposal that syn-
tax and Merge were initially useful only for thought, but not for 
communication, has to do with that one person in their evolution-
ary scenario who got the language mutation. Their argument is 
that this one person would not have had anybody to communi-
cate with, and that communication could start only much later, 
after this mutation was passed down through generations. This 
kind of conundrum arises if you insist, as Berwick and Chomsky 
do, that language/syntax arose as a single and sudden event/muta-
tion, in its entirety, but not if you envision an incremental, gradu-
alist approach, with precursors (see, e.g., Jackendoff 1999, 2002; 
Gil 2005, 2012; Progovac 2009a, b, 2015; Hurford 2012; and many 
others).

2 Even more radically, Berwick and Chomsky’s (2011) vague pro-
posal is consistent with claiming that baboons have language com-
parable to human language, but that their language has not been 
externalized (yet). For more discussion on this topic, see the review 
of Berwick and Chomsky (2016) in Progovac (2016b).

3 The idea that a sentence (TP) is built upon the foundation of a 
small clause is one of the most stable postulates in this syntactic 
framework, having withstood the test of time and empirical scru-
tiny. This kind of analysis was originally proposed in Stowell 
(1981); Burzio (1981); Kitagawa (1985); and further solidified in 
the work of Koopman and Sportiche (1991); Chomsky (1995); and 
many others.

4 In addition to these compounds, Progovac (2015, and previous 
work) identified a host of other “fossil” structures, as well as spe-
cific communicative benefits of progressing first from no syntax to 
the flat two- word stage, and then from this flat stage to the more 
elaborated hierarchical syntax. In this view, the flat small clause 
stage provided the necessary stepping stone into hierarchical syn-
tax. In theoretical syntax, the small clause continues to serve as 
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foundation for building higher layers of structure, as illustrated in 
(3) in the text.

5 The compounds discussed here are just one representative exam-
ple and should not be taken as the only example of protosyntax, 
nor should the reader conclude that insult was the only or pri-
mary reason for evolving syntax. Among the verb- noun com-
pounds (6, 8) one also finds those that name plants and animals, 
which would also have had a survival value. For a detailed dis-
cussion of these issues, focusing on both the syntactic and bio-
logical side of things, the reader is referred to the relevant chap-
ters in Progovac (2015; see also 2016a for some thoughts on the 
relevance of cooperation versus competition for the evolution of 
language).

6 Zuberbuhler (2002) reports that forest monkey communication 
may include meaningful call combinations even in the wild. Based 
on the results of experiments conducted in Taï Forest, the author 
concludes that male Campbell monkeys emit boom calls before 
their alarm calls in less dangerous situations, such as when there are 
falling tree branches or distant predators, and that these boom calls 
may be equivalent to qualifiers such as maybe. This would be be-
cause the other monkeys do not react to regular alarm calls when 
they are preceded by such boom calls.

7 According to Tallerman (2012:453–454), “at most we can agree 
that Kanzi has learned a productive proto- grammar . . . certain 
properties that we might call proto- syntactic are attested in animal 
language research. Words can be meaningfully combined, especially 
in novel ways.”

8 As one example, the fitness of lactose tolerance is 2–3 percent 
higher in dairy areas. It took about 5,000–10,000 years to reach the 
current rates of lactose tolerance among northern Europeans, which 
is close to 100 percent with some populations.

9 Yang’s focus here was of a different nature, meant to show that 
there is no ontogeny/phylogeny connection when it comes to lan-
guage evolution. However, one problem that I see with this study in 
this respect is that the structures being tested are not comparable, 
given that articles (a, the) are highly abstract functional categories 
(associated with determiner phrases), late to emerge in children 
(e.g., Radford 1990), as well as in the grammaticalization processes 
(e.g., Heine and Kuteva 2007). Articles are not even available in all 
human languages. That means that children’s use of articles already 
signals a relatively advanced stage of syntactic elaboration, where 
continuity is not expected to be found.
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FLUENCY EFFECTS IN HUMAN  
LANGUAGE, JENNIFER ARNOLD

1 While some scholars argue that disfluency is produced intentionally 
as a signal that the speaker is having trouble (Clark and Fox Tree 
2002), there is no theory in which disfluency is a signal of informa-
tion status per se.

PRIMATES, CEPHALOPODS, AND THE EVOLUTION  
OF COMMUNICATION, PETER GODFREY- SMITH

1 For discussions of signal cost, iteration of interactions, and network 
structures linking communicators—all topics I don’t discuss here—
see Maynard Smith and Harper (2003), Silk, Kaldor, and Boyd 
(2000), and Sterelny (2012) respectively.

2 Relevant works in this tradition, besides those discussed in detail in 
this section, include Millikan (1984), Skyrms (2010), Farrell and 
Rabin (1996), Zollman, Bergstrom, and Huttegger (2013), Searcy 
and Nowicki (2005), Godfrey- Smith (2013).

3 Lewis’s terminology distinguished communicator and audience.  
C. S. Peirce is sometimes seen as the father of this family of ideas, 
but within my framework here, his is a receiver- focused view. See 
Godfrey- Smith (2014) for discussion of the Peirce framework and 
its influence on some recent scientific work.

4 See Godfrey- Smith and Martínez (2013), Martínez and Godfrey- 
Smith (2016).

5 The C=0 criterion for complete conflict of interest is not as strong 
as the requirement of a “zero sum” relation between sender and 
receiver payoffs. See Wagner (2012) for a related model in a zero- 
sum context.

6 As Maynard Smith and Harper put it, “the crucial point is that the 
signal must be able to evolve independently of any quality of the 
signaler [or other variable] about which it conveys information” 
(2003:4).

7 I discuss Owren, Rendall, and Ryan’s (2010) views about exploita-
tion in more detail in Godfrey- Smith (2013). The description of 
their view given here is what I take to be the most plausible inter-
pretation; sometimes they, like Dawkins and Krebs before them 
(1978), appear to hold that senders have the upper hand in princi-
ple in such interactions. I think there’s no reason why this should be 
the case, and the best way to present their sender- focused view is to 
do so in the way I have here in the text.
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8 This terminology modifies one used by Gallistel and King (2010).
9 Formally, a relation is often identified with a set of ordered pairs (or 

n- tuples). The term natural is supposed to strengthen this. This sec-
tion owes much to discussions with Ron Planer, though he should 
not be seen as endorsing the analysis.

10 Millikan (1984) may hold that all sign systems are organized in my 
sense, as can be seen by looking closely at (for example) the role of 
time and place of sign production. I think this is probably not true 
for all cases, but if this view is right, a category of minimal organi-
zation might be distinguished from richer forms.

11 I don’t know whether a lion would actually roar when trying to 
attack an antelope—my African experience is considerably slimmer 
than Seyfarth and Cheney’s. The point could also be made with 
other examples of interspecific interactions in which calls are made.

12 See Scott- Phillips and Blythe (2013) and Scott- Phillips et al. (2014).
13 “[D]espite their many well- established differences, language and non-

human primate communication share a suite of common cognitive 
operations. Both are discrete, combinatorial systems in which a finite 
number of signals can generate an infinite number of meanings.”

14 I am not sure how to compare the numbers. Mather (2004) dis-
cusses four basic communicative body patterns and two conceal-
ment ones, but these are not presented as exhaustive. In other work, 
Mather along with her collaborators distinguishes more displays 
(Mather, Griebel, and Byrne 2010; Byrne et al. 2003), some of 
which include body posture as well as skin patterning. I don’t know 
of later studies that recognize the full variety discussed in Moyni-
han and Rodaniche.

15 Relevant references are Grice (1969) and Davidson (1984).
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