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Preface

בס''ד
The physics of floating and capillary waves was addressed long ago by Archime-
des and Plinius, the Elder, who knew that vegetable oils poured on the surface of a 
rough sea have a calming effect on waves. The interest in wetting phenomena shown 
by Leonardo da Vinci and Galileo Galilei (who made the first recorded observation 
of capillary rise) was shared by Robert Boyle, Robert Hooke, Benjamin Franklin, 
Isaac Newton, James Clerk Maxwell and Josiah Willard Gibbs. In the era of modern 
physics, Einstein, Shrödinger, Bohr, Landau and de Gennes enthusiastically studied 
capillarity-inspired effects. Why has the wetting phenomena remained “evergreen” 
for physicists throughout the ages? The attraction is due to the exceptional richness 
of the physical effects inspired by capillarity, on the one hand, and its fundamental 
and practical importance, on the other hand. Indeed, wetting governs a multitude of 
processes, ranging from the function of living cells to the interplay of capillarity and 
osmosis, which responsible for the transport of water in plants. Wetting accounts for 
the attraction of water molecules to soil particles, and it also plays a decisive role in 
painting, printing, gluing, manufacturing of composite materials and colloid suspen-
sions, and a host of essential steps in food processing and pharmaceuticals.

With so many wetting phenomena in daily line, it is hard to fathom how extre-
mely complex they are. Even the physics of soap bubbles remains obscure to a great 
extent, unless one is acquainted with soluto-capillary Marangoni flow and disjoining 
pressure. A profound understanding of capillarity is built on insights gleaned from 
thermodynamics, hydrodynamics and intermolecular forces. Although this book 
generally maintains a macroscopic approach, the notions related to intermolecular 
interactions are involved, whenever they are required for a solid grasp of the phe-
nomena. Readers desiring to focus on problems related to intermolecular forces are 
invited to peruse the excellent monograph by J. N. Israelachvili, Intermolecular and 
Surface Forces, Third Edition (Elsevier, Amsterdam, 2011). The problems related to 
the thermodynamics of capillarity are elucidated by us in another book, Wetting of 
Real Surfaces (de Gruyter, Berlin, 2013), which complements this book with detailed 
treatment of wetting of rough and heterogeneous solid surfaces. Wherever possible, 
we review the history of investigations of wetting, paying tribute to those brilliant sci-
entific predecessors who contributed to our modern surface science. In that context, 
we also strongly recommend to the readers the following landmark works: Capilla-
rity and Wetting Phenomena, by P. G. de Gennes, F. Brochard-Wyart and D. Quéré, 
and Surface Chemistry of Solid and Liquid Interfaces, by H. Y. Erbil. This will serve to 
extend the intellectual horizons of those who are intensely interested in the fields of 
capillarity and surface science.

The study of wetting phenomena also presupposes an acquaintance with funda-
mental notions and theorems of modern physics, such as Voronoi entropy, the Wulff 
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VIII   Preface

construction, the relation between group and phase velocities of the wave propaga-
tion, disjoining pressure and more. All relevant concepts are addressed and treated 
here in detail, illustrated by the numerous qualitative and quantitative exercises, 
which make the book suitable for teaching both graduate and PhD students studying 
physics, biophysics, chemistry and chemical engineering. In certain cases, important 
problems are treated in these exercises, so the reader is strongly advised to complete 
them.

Special focus is placed on the qualitative, heuristic treatment of perplexing pro-
blems through the broad use of dimensionless relations, which are inherent for spe-
cific effects. Simple but instructive models are used to illustrate basic physical ideas, 
showing, for example, how capillary interactions give rise to “bubbles-built” two-
dimensional crystals. These models supply insights useful in understanding concepts 
in solid and soft matter physics, appropriate to MSc and PhD levels of exact sciences 
and engineering. The explanation is often accompanied by light-hearted drawings, 
showing inquisitive Monkey Judie studying capillarity.

The 1997 discovery of the “lotus effect” (or superhydrophobicity) by Barthlott and 
Neinhuis revived the widespread interest in capillarity. From that point onward, the 
field of wetting phenomena became a rapidly developing field in physics, chemistry 
and chemical engineering, full of exciting insights. This book explains state-of-
the-art achievements in the fields of superhydrophobicity and superoleophobicity. 
The recently discovered quasi-elastic properties of liquid surfaces covered by col-
loidal particles (among them, those of liquid marbles) are treated extensively here.  
Special attention is also paid to the dynamics of wetting, including bouncing and self-
propulsion of droplets.

In short, the book is intended for MSc and PhD students in physics, chemical 
engineering and materials and interface sciences as well as for researchers in the field 
of interface phenomena. The author is thankful to Ariel University for their support in 
preparing this book. I am in particular indebted to Dr. A. Kazachkov, Mr. P. Bistrik and  
Dr. G. Whyman for their longstanding fruitful cooperation and inspiring discussions 
in the study of wetting phenomena. Their instructive critiques and remarks have 
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definitely improved the text. I am thankful to my daughter Rachel Jager for her witty  
drawings. I also want to thank my numerous MSc and PhD students for their research 
and their dedication to the spirit of scientific research, especially Mrs. K. Shapira,  
Mr. V. Multanen and Mr. E. Shulzinger. I am grateful to Mrs. Al. Musin for her kind help 
in editing the book. I am especially indebted to my wife Yelena Bormashenko for her 
immeasurable help in preparing this book. I am greatly thankful to Mrs. Hanna Weiss 
for her valuable help in the English editing.
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a – contact radius of a droplet (Section 10.7) or liquid marble (Section 12.3.9)
A – Hamaker constant
   ̃A  – work
Aint – area of the interface (Section 9, Appendix A)
a, b, c, h, l – geometrical parameters of rough surfaces (Chapter 11)
   ̃B  – dimensionless constant to be found from the initial conditions appearing in the 
problem of spreading of bouncing droplets (Section 10.1)
 h m  – limiting height (scale) (Section 2.9)
   ̃h  – thickness of the liquid film in the “drag-out” problem (Section 10.10)
c – velocity of sound in the liquid (Section 10.5)
C – capacitance
   ̃C  – dimensionless constant to be found from the initial conditions appearing in the 
problem of spreading of bouncing droplets (Section 10.1)
    ̂C – curvature
     ̂C  mean – mean curvature of the surface (Section 13.2)
   ̃d  – characteristic thickness in the drag-out problem (Section 10.10)
 d m  – molecular diameter, atomic scale
D – coefficient of diffusion
 D max  – maximal diameter of a bouncing liquid marble (Section 12.3.10)
 D 0  – initial diameter of a droplet (Sections 10.1 and 10.2)
e – thickness of the insulating vapor layer, thickness of the liquid layer (Section 12.1)
  ̂  e  – eccentricity of the spheroidal droplet (Section 2.9)
E – electric field
 E  int  – internal energy
 E P  – potential energy (Section 3.8)
 E Young   – Young modulus
   ̃E  Young  – effective Young modulus of liquid marbles (Section 12.3.5)
f – frequency of the impacts of droplets colliding a substrate (Section 10.2)
 f cap 

 
 – capillary force (Sections 3.4–3.6)

 f cap   max   – maximal capillary force (Sections 3.4–3.6)
 f grav  – gravitational force (Sections 3.4–3.6)
 f i  – fraction in the substrate surface
 f s  – fraction in the wetted substrate surface
F – Helmholtz free energy
 F S  – free surface Helmholtz energy (Appendix 1C, Chapter 1)
 F c  – critical force for wetting transitions (Section 7.7)
 F in  – inertia force
g – gravity acceleration
    ̃g  – geometrical factor
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G – free energy
    ̂G  – specific free energy
 G S  – surface free energy
     ̂G  S  – specific surface free energy (Section 1.10)
∆G max  hom  – height of the energy barrier for the homogeneous nucleation (Sections 9.2 and 13.5)
∆G max  het    – height of the energy barrier for the heterogeneous nucleation (Section 9.3)
 h lr  – thickness of the lamella (Section 10.1)
   ̃h  – thickness of the film in the drag-out problem (Section 10.10)
H – capillary rise (Section 2.6)
∆H mol  – specific molar enthalpy of vaporization (Chapter 1)
∆H mass  – specific molar enthalpy of vaporization (Chapter 1)
I – ionization potential
 I mass  – velocity of mass transfer (kg/s) (Section 8.1)
 I vol  – velocity of volume transfer ( m  3 /s) (Sections 8.4 and 9.6)
   ̃ I  – rate of formation of nuclei (Section 9.2)
J – moment of inertia
k – wavenumber
  ̂  k  = 2.1 ×1 0  −7  J/mo l  ⅔  K – Eötvös constant
 k B  = 1.38 ×1 0  −23  J/K – Boltzmann constant
 k 0 (x) – zero-order modified Bessel function
 k 1 (x) – first-order modified Bessel function
l – length of the column of liquid in the capillary (Section 4.9)
 l stop  – stopping distance of “liquid marbles” (Section 9.3.6)
    ̃l  – wavelength of a potential comb (Section 4.6), period of a rough relief (Section 7.4.1)
L – interparticle separation
 L cutoff  – cutoff scale (Section 10.10)
    ̃L  – latent mass heat of vaporization (J/kg) (Section 8.2)
   ̃ m  – mass of the unit length of a two-dimensional drop (Appendix A to Section 3)
n – number density (concentration) of molecules
  
___

 › n   – unit vector, normal to the surface
N – number of molecules
 N a  – Avogadro number
 N c  – number of molecules in the nucleus (Section 9.2)
p – pressure
 p c   – critical pressure of wetting transition (Section 11.13)
 p dyn  – dynamic (Bernoulli) pressure
 p L   – Laplace pressure
 p vap  – pressure of vapor
 P vap  s    – pressure of the saturated vapor
 P vap, curved  s    – pressure of the vapor above the curved surface (Section 8.3)
 p liq   – pressure in liquid
 p  0  = pressure 1 bar, atmospheric pressure at sea level
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   ̃ p  – dipole moment
 p wH  – water hammer pressure (Section 10.5)
 __ p  – perimeter (Section 11.13)
 P h  – hydrostatic pressure
 P MA  – pressure arising from the soluto-capillary Marangoni effect (Section 13.3)
 P n  – fraction of Voronoi polygons having the coordination number n (Appendix B to 
Chapter 9)
   ̃ q  – specific heat necessary for isothermal stretching of the unit area of the liquid film 
(Expression 1.6)
Q – heat
   ̃ Q  – capillary charge (Section 4.1)
r – radius of the capillary tube, pore, etc.
 r c  – radius of the nucleus (Section 9.2)
 r 0  – characteristic size of the defect (Section 3.10.1)
   ̃ r  – roughness of a surface
R – radius of a droplet
 R eq  – radius of the equivalent spherical drop
 R in  – characteristic spatial scale of the inertial coalescence of droplets (Section 9.4)
 R m  – radius of the bridge connecting coalescing droplets (Section 9.4)
 R r  – radius of the center-of-mass of the rim of a bouncing droplet (Section 10.1); radius 
of the ring (Section 12.3.9)
 R 0  – initial radii of coalescing droplets (Section 9.4)
    ̃ R  r  – dimensionless radius of the ring (Section 12.3.9)
   ̃ R  = 8.31 J/mol K – gas constant
S – entropy
 S vor  – Voronoi entropy (Section 9.6 and Appendix B to Chapter 9)
 S int  – area of the interface
SB – bulk entropy (Chapter 1)
SS – surface entropy (Appendix 1C, Chapter 1)
   ̃ S  – entropy change, corresponding to increasing the surface by the unit area  
(Expression 1.6)
t – time
   ̃ t  – reduced time
 t st  – “stick” time (Section 3.4)
T – temperature
 
__
 T  – mean temperature

 T c  – critical temperature
T    ̂  z  – vertical force exerted by a floating body on the liquid/vapor interface (Section 3.8)
U – potential energy
 U int  

total  – total energy of interaction of one particular molecule with all the other molecules
ν – velocity
νca  – capillary velocity (Section 9.4)
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 ν gr  – group velocity
 ν lr  – velocity of the liquid passing from the lamella to the rim under bouncing of 
droplets (Section 10.1)
νp – pulling speed (Section 10.10)
 ν   p  *   – critical pulling speed (Section 10.10)
 ν ph  – phase velocity
ν̃  – quarter of the mean absolute velocity of the vapor molecules (Section 8.3)
 ν cm  – velocity of center mass
 ν cm0  – initial velocity of center mass (Section 12.3.7)
 ν min  – minimal velocity (Section 3.7)
νp – pulling speed in the drag-out problem (Section 10.10)
 ν p  *   – critical pulling speed in the drag-out problem (Section 10.10)
νr – radial velocity of the rim expansion for the droplet bouncing (Section 10.1)
νsplash – threshold velocity od splashing (Section 10.2)
ν0 – initial velocity
 _ ν  – average (mean) velocity
V – volume, volume of a droplet
VML – molar volume of a liquid
VMS – molar volume of a solid
Vr – volume of the rim of a droplet for the droplet bouncing (Section 10.1)
W – energy, work
Wdiss – energy of dissipation (Section 4.4)
Wline  – energy related to line tension
   ̃ W  – energy per unit length of the triple line
Wtr – energy of wetting transition, energy barrier separating the Cassie and Wenzel 
states
Ws – surface energy (Appendix 1C, Chapter 1)
α – polarizability of the molecule
αA – “anterior” tilt angle (Section 3.7)
 α exp  – coefficient of linear expansion
 α vap  – vaporization coefficient of the liquid (Section 8.3)
    ̃ α  L  – specific volume polarizability of liquid
    ̃ α  S  – specific volume polarizability of solid
 α p  – “posterior” tilt angle (Section 3.7)
Γ – line tension
δ T  – Tolman length (Section 9.1)
δ   ̃ A  – virtual work (Section 1.7)
 δ   ̃ A  B  – virtual work necessary for the bulk change (Section 1.7)
 δ   ̃ A  S  – virtual work necessary for the surface change (Section 1.7)
δS – change in the interface (Section 1.7)
γ – surface tension
 γ  d  – dispersion contribution to the surface tension (Section 1.2)
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 γ C  – critical surface tension (Appendix 2B to Chapter 2)
 γ eff   – effective surface tension
 γ  h  – contribution to the surface tension due to the hydrogen bond (Section 1.2)
 γ  met  – contribution to the surface tension due to the metallic bond (Section 1.2)
 γ SA  – solid/air interfacial tension
 γ SL  – solid/liquid interfacial tension
 γ W  – surface tension of water
 γ gl  – surface tension of glycerol
 γ 12  – interfacial tension between liquids
 γ ∞ – interfacial tension for the coexistence of both phases at a planar interface
ℇ – dielectric constant
 ℇ 0  – dielectric constant of vacuum
ℇ̃ – coefficient of slip (Section 10.9)
ℇ̂ – dimensionless strain (Sections 10.5 and 12.3.5)
ζ (x) – profile of liquid/air interface, shape of the meniscus (Sections 3.8 and 3.9)
η – viscosity
θA   – advancing contact angle
θc  – Cassie Contact angle
θD  – dynamic contact angle
θm  – microscopic contact angle
θR  – receding contact angle
θy  – Young contact angle
θw  – Wenzel contact angle
κ – dimensional parameter (Section 4.5)
κgas  – thermal conductivity of the gas (Section 8.2)
   ̃ κ – thermal diffusivity
     ̂  κ  – inverse Debye screening length (Section 4.3)
 Λ – parameter of macroscopic dissipation (Section 4.5)
 λ – Lagrange multiplier
    ̃ λ – volumetric heat of evaporation
   ̂  λ – specific mass latent heat of evaporation (Section 12.1)
 λ *  – surviving wavelength of the Plateau-Rayleigh instability (Section 7.3)
 μ – chemical potential
           ̂μ   – molecular weight (Section 8.1)
    ̃ μ – dimensionless buoyancy parameter (Section 3.19)
ν – frequency
νp  – Poisson ratio
    ̃ νkin  – kinematic viscosity
 π i  – dimensionless parameters of the Buckingham theorem (Section 7, Appendix A)
 Π – disjoining pressure
 ρ – density
  __ ρ – mean density

 Symbol index   XXI
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   ̃ ρ – dimensionless density ratio (Section 3.2)
    ̃ ρ max   – maximal dimensionless density ratio (Section 3.2)
ρl  – density of liquid
ρp   – density of a colloidal particle (Section 4.5)
ρs   – density of solid
ρ 0   – density of air at sea level
ρ0  – concentrations of vapor at the surface of a droplet (Sections 8.1 and 8.4)
ρ∞ – concentration of vapor at the infinite distance from a droplet (Sections 8.1 and 8.4)
τ – characteristic time
τa  – characteristic time necessary for the acceleration of the marble to the steady state 
(Section 12.3.9)
τbuoy  – characteristic time of buoyancy
τd   – characteristic time of diffusion (Section 12.3.9)
τdis   – characteristic time of the displacement of particles of liquid (Section 3.7)
τ0 – microscopic time for a single molecule jump (Section 4.6)
τ 0   def  – characteristic time of the initial stage of the drop deformation (Section 10.1)
τin   – characteristic time of the inertial coalescence of droplets (Section 9.4)
τMa  – thermo-capillary Marangoni instability characteristic time scale
τs  – typical time of the water strider leg stroke across the water
τth  – characteristic thermal time scale
τvisc  – characteristic time scale of viscous dissipation (Section 3.7)
τx  – characteristic time of lateral spreading under pancake bouncing (Section 10.4)
τy   – characteristic time of downward penetration under pancake bouncing (Section 10.4)
φ – meniscus slope angle (Section 3.2)
ϕ – the solid fraction of the interface (Section 4.5)
χ – inverse characteristic length in the expression for disjoining pressure due to  
electric double layers
  ̃ χ – dimensionless coefficient (Section 3.1)
ω – constant in the expression relating the Hamaker constant A to specific volume 
polarizabilities of liquid and solid
ξ – perimeter of the triple (three-phase) line (Section 3.4)
ξmax   – maximal perimeter of the triple line (Section 3.4)
  ̃ ξ – dimensionless parameter (Section 3.9)
Δ – distance between collisions of molecules (Section 8.3)
Ξ – dimensionless coefficient (Sections 3.4–3.6)
Ψ – spreading parameter

     ̂  Ψ (   R ___  l ca    )  – function of the dimensional size of a bubble, appearing in the potential descri-

bing capillary interactions between bubbles (Section 4.2)

XXII   Symbol index
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1 What is surface tension?

1.1 Surface tension and its definition

Surface tension is one of the most fundamental properties of liquid and solid phases. 
Surface tension governs a diversity of natural or technological effects, including floa-
ting of a steel needle, capillary rise, walking of water striders on the water surface, 
washing and painting. It governs many phenomena in climate formation, plant 
biology and medicine. Surface tension is exactly what it says: the tension in a surface 
and the reality of its existence are demonstrated in Fig. 1.1, which shows a metallic 
needle supported by water surface. The locomotion of water striders to be addressed 
in detail in Section 3.7 is another well-known manifestation of the surface tension-
inspired phenomenon.

Fig. 1.1: Manifestation of surface tension: steel needle floating on the water surface.

Imagine a rectangular metallic frame closed by a mobile piece of wire as depicted in 
Fig. 1.2. If one deposits a soap film within the rectangle, the film will want to diminish 
its surface area. Thus, it acts perpendicularly and uniformly on the mobile wire as 
shown in Fig. 1.2. Surface tension    

___
 › γ could be defined as a force per unit length of the 

wire.
The surface tension defined in this way is a tensor that acts perpendicularly to a line 
in the surface. Surface tension is often identified with the specific surface free energy. 
Indeed, when the mobile rod l in Fig. 1.2 moves by a distance dx, the work 2γldx is 
done (factor 2 reflects the presence of upper and lower interfaces). Thus, the surface 
tension γ could be identified with the energy supplied to increase the surface area by 
one unit. This identification may give rise to misinterpretations: the surface tension 
defined as force per unit length of a line in the surface is a tensor, whereas specific  

DOI 10.1515/9783110444810-001
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2   1 What is surface tension?

surface free energy is a scalar thermodynamic property of an area of the surface 
without directional attributes [1]. However, for liquids at a constant temperature and 
pressure and in equilibrium, the surface tension is numerically equal and physically 
equivalent to the specific surface Helmholtz free energy [1]. Let us start from this sim-
plest situation, i.e. the surface tension of liquids in equilibrium.

Fig. 1.2: Definition of surface tension: force normal to the line (rod).

1.2  Physical origin of the surface tension  
of mono-component liquids

Liquid is a condensed phase in which molecules interact. The origin of surface 
tension is related to the unusual energetic state of the surface molecule, which misses 
half its interactions (see Fig. 1.3). The energy states of molecules in the bulk and at 
the surface of liquid are not the same due to the difference in the nearest surround-
ing of a given molecule. Each molecule in the bulk is surrounded by others on every 
side, whereas for the molecule located at the liquid/vapor interface, there are very few 
molecules outside of the liquid, as shown in Fig. 1.3.

Here, a widespread misinterpretation should be avoided, that the resulting force 
acting on the molecule in the bulk and at the interface does not equal zero (both 
“bulk” and “interface” molecules are in mechanical equilibrium). For example, in the 
statement “the unbalanced force on a molecule is directed inward,” [2] the molecule, 
according to Newton’s second law, has to move towards the bulk and all the liquid 
has to flow instantaneously, in obvious conflict with the energy conservation. This 
common misinterpretation was revealed and analyzed in Reference 3. Fig. 1.4, 

Fig. 1.3: A molecule at the surface misses 
about half of its interactions.
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 1.2 Physical origin of the surface tension of mono-component liquids    3

which depicts an “instantaneous photo” of the potential relief and describes the 
interaction of a molecule of liquid with its surroundings, clarifies the situation. 
If all molecules are supposed to be fixed, the potential energy of a molecule will 
change, as shown schematically in Fig. 1.4. Obviously, the force acting on a mole-
cule in equilibrium is zero.

Fig. 1.4: A potential relief describing the 
interaction of a molecule of liquid with its 
surrounding. 

However, an increase in the liquid/vapor surface causes a rise in the quantity of 
“interface” molecules and a consequent growth in the surface energy. Liquids tend 
to diminish the number of interface molecules to decrease surface energy. Thus, the 
surface free energy of the material is the work that should be supplied to bring the 
molecules from the interior bulk phase to its surface to create a new surface having a 
unit area. Let the potential describing the pair intermolecular interaction in the liquid 
be U(r). The surface tension γ could be estimated as

 𝛾 = fm
1

dm
≅ N

2

U(dm)


dm

1

dm
= N

2

U(dm)


d2m
, (1.1)

where  f m  is the force necessary to bring a molecule to the surface, which could be 
roughly estimated as fm ≅ N

2

|U(dm)|
dm

, where  d m  is the diameter of the molecule, N is 
the number of nearest neighbor molecules (the multiplier 1/2 is due to the absence of 
molecules “outside”, i.e. in the vapor phase) and 1/ d m  is the number of molecules per 
unit length of the liquid surface. It is seen from Equation (1.1) that the surface tension 
in liquids is defined by the pair intermolecular interaction U(r), the diameter of the 
molecule  d m  and the number N. Now let us look at Tab. 1.1, supplying surface tensions 
of a number of liquids. The similar values of surface tensions of liquids that are very 
different in their physical and chemical nature are noteworthy (summarized in Tab. 
1.1). Indeed, the values of surface tension of most of organic liquids are located in the 
narrow range of 20–65 mJ/ m  2 .
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4   1 What is surface tension?

Tab. 1.1: Surface tension, enthalpy of vaporization and dipole moment of some organic molecules.

Liquid Surface tension  
(ambient conditions),
γ, mJ/ m  2 

Molar enthalpy of  
vaporization,
ΔH mol , kJ/mol

Dipole moment,
   ̃ p , D*

Glycerol,  C 3  H 8  O 3 64.7 91.7 2.56 
Formamide, C H 3 ON 55.5 60.0 3.7
 CCl 4 25.7 32.54 0
Chloroform,  CHCl 3 26.2 31.4 1.04
Dichloromethane, C H 2 C l 2 31 28.6 1.60
Toluene,  C 7  H 8 28.5 38.06 0.36
Ethyl alcohol,  C 2  H 6 O 22 38.56 1.7
Acetone,  C 3  H 6 O 24 31.3 2.9 

 *The unit of a dipole moment is Debye, with 1 D = 3.3 ⋅  10  −30  C ⋅ m.

This is in striking contrast to other mechanical properties of liquids, such as viscosity. 
For example, the viscosity of ethyl alcohol at ambient conditions is 1.2 ×· 10  –3  kg/m·s, 
whereas the viscosity of glycerol is 1.5 kg/m·s; at the same time, the surface tensions 
of alcohol and glycerol are of the same order of magnitude. A more striking example is 
honey, the viscosity of which may be very high, but its surface tension is 50–60 mJ/ m  2 . 
The reasonable question is: Why is the range of values of surface tension very narrow? 
This range obviously depends on the intermolecular potential U(r). In general, there 
are three main kinds of intermolecular interactions:

1. The attractive interaction between identical dipolar molecules, given by the 
Keesom formula:

 
UK(r) = −

p̃
4

3(4𝜋𝜀
0
)2kBT

1

r6
,

 (1.2)

 where    ̃ p  is the dipole moment of the molecule,  k B  is the Boltzmann constant,  
T is the temperature,  ε 0  is the vacuum permeability and r is the distance between 
molecules [4,5].

2. The Debye attractive interaction between dipolar molecules and induced dipolar 
molecules is

 UD(r) = −
2p̃

2𝛼
(4𝜋𝜀

0
)2

1

r6
, (1.3)

 where α is the polarizability of the molecule [4,5].
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 1.2 Physical origin of the surface tension of mono-component liquids    5

3. The London dispersion interactions are of a pure quantum mechanical nature. 
The London dispersion force is an attractive force that results when the elect-
rons in two adjacent atoms occupy positions that make the atoms form temporary 
dipoles; its potential is given by

 UL(r) = −
3𝛼2I

4(4𝜋𝜀
0
)2

1

r6
, (1.4)

 where I is the ionization potential of the molecule [4,5]. All attractive intermole-
cular interactions given by Formulae (1.2)–(1.4) decrease as 1/ r  6 . The importance 
of the power law index –6 is discussed in Appendix 1A.

The Keesom, Debye and London interactions are collectively termed van der Waals 
interactions. It should be stressed that the London dispersion forces given by Formula 
(1.4) govern intermolecular van der Waals interactions in most of organic liquids. 
They are several orders of magnitude larger than the dipole-dipole Keesom and Debye 
forces described by Expressions (1.2)–(1.3) [4–6].Taking this into account, we obtain 
with Formulae (1.1) and (1.4), a very simple (and crude) estimation of the surface 
tension of liquids (for details, see Reference 6):

 𝛾 ≅ 3N
210

I

d2m
. (1.5)

Formula (1.5) answers the question: Why do surface tensions of most organic liquids 
demonstrate close values? Indeed, it is seen from Formula (1.5) that the surface 
tension of a broad variety of organic liquids depends on the potential of the ionization 
and the diameter of the molecule only. These parameters vary slightly for all organic 
liquids. Formula (1.5) predicts for simple liquids a surface tension roughly close to 
the values displayed in Tab. 1.1 [6]. Moreover, Formula (1.5) predicts γ ≈ const/ d m  2  ; this 
dependence actually takes place for n-alkanes [7]. 

Moreover, molar enthalpies of vaporization (supplied in Tab. 1.1) and tensile 
strengths of most liquids (which are also governed by intermolecular forces) are of 
the same order of magnitude.

The London dispersion force will dictate the surface tension of a liquid when 
hydrogen or metallic (mercury) bonds acting between molecules could be neglected. 
When hydrogen or metallic bonds are not negligible it was supposed that the surface 
tension of liquids could be presented in an additive way:

 𝛾 = 𝛾d + 𝛾h ; 𝛾 = 𝛾d + 𝛾met
, (1.6)
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6   1 What is surface tension?

where the first term  γ  d  represents the dispersion London force contribution and the 
second term represents the hydrogen [labeled in Equation (1.6) with  γ  h ] or metallic 
(denoted  γ  met ) bonding [8]. However, the concept of additivity of surface tension com-
ponents was criticized by several groups, and it was shown that there exist liquids for 
which Equation (1.6) becomes problematic [9].

1.3 Temperature dependence of the surface tension

When the temperature is increased, the kinetic agitation of the molecules increa-
ses. Thus, the molecular interactions become more and more weak compared to the 
kinetic energy of the molecular motion. Hence, it is quite expectable that the surface 
tension will decrease with the temperature. The temperature dependence of the 
surface tension is well described by the Eötvös equation (Eötvös rule):

 (VML)2/3𝛾 = k̂(Tc − T), (1.7)

where  V ML  is the molar volume of the liquid:  V ML  =  M W / ρ L ,  M W  and  ρ L  are the 
molar  mass  and the liquid density, respectively,  T c  is the critical temperature of a 
liquid and   ̂  k  is a constant valid for all liquids. The Eötvös constant has a value of  
  ̂  k  = 2.1⋅1 0  −7  J/(mo l  2/3  K). An abundance of modifications of the Eötvös formula (1.7) 
have been proposed; however, for practical purposes, the linear dependence of the 
surface tension could be supposed [2,5]. 

1.4  Impact of entropy on the surface tension: the effect  
of surface freezing

Until now, we discussed the surface tension as a pure energetic effect. Actually the 
situation is more complicated and an impact of entropy on the surface tension should 
be considered. The surface tension γ as a direct measure of the surface excess free 
energy is given by

 𝛾 = WS −WB − T(SS − SB), (1.8)

where  W S  and  W B  are the energies and  S S  and  S B  are the entropies for the surface and 
bulk, respectively. The temperature slope of surface tension yields information on the 
surface excess entropy, d�

dT
= −(SS − SB), which is directly related to the ordering and 

disordering of molecules on the surface. For ordinary liquid surfaces, the molecules 
on the surfaces are less constrained than those in bulk; thus,  S S  is slightly larger than  
S B , yielding d�

dT
< 0 as it is predicted by the Eötvös equation [Equation (1.7)]. A negative 

temperature slope has been indeed observed for all the simple liquids. However, for 
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 1.6 A bit of exotics: when the surface tension is negative?   7

normal alkanes and some other medium-sized linear hydrocarbons, a positive tem-
perature slope has been observed in a small temperature region above their melting 
point, indicating a higher ordering of molecules at the surface, comparatively to the 
bulk. This rare effect was called “surface freezing” [10,11].

It is recognized from Equation (1.8) that the surface tension could not be identi-
fied with the energy of the unit area of a liquid. The rigorous thermodynamic defini-
tion of the surface tension involves Helmholtz or Gibbs free energies (see Appendix 1C 
in this chapter and Appendix 9A in Chapter 9).

1.5 Surfactants

The surface tension of liquids could be modified not only physically but also che-
mically by introducing surfactants. A surfactant is a molecule which has two parts 
with different affinities. One of these parts has an affinity to non-polar media and 
the second part has an affinity to polar media such as water. The most energetically 
favorable orientation for these molecules may be attained at surfaces or interfaces 
so that each part of the molecule can reside in an environment for which is has the 
greatest affinity.

In most cases, the hydrophobic part is formed by one (or more) aliphatic chains 
C H 3 (C H 2  ) n . The hydrophilic part can be an ion (either anion or cation), which forms 
a “polar head”. The polar head has an affinity to liquids with high dielectric cons-
tant such as water. Surfactants modifying the spreading of liquids on surfaces are of 
primary importance in various fields of industry, and a lot of literature is devoted to 
them [12]. They also govern a diversity of phenomena related to the wetting of real 
surfaces, such as superspreading which will be discussed further.

1.6 A bit of exotics: when the surface tension is negative?

Consider the situation when a chemical reaction between two immiscible liquids 
creates surfactant molecules at the interface between them. In this case, the interfacial  
tension decreases with increasing amount of the surfactant [13]. The overpopulation of 
the interface by surfactants can give rise to a negative surface tension, when an interfa-
cial reaction is faster than the time scale of system’s equilibration. Other mechanisms 
which can make the interfacial tension to be transiently negative have been discussed 
in the context of micro-emulsions and spontaneous emulsification [14–15].

In contrast to the positive surface tension, the negative γ tends to stretch the inter-
face, giving rise to its roughening and bringing into existence a variety of interfacial 
structures ranging from ripples to micelle-like formations [13]. Remarkably the first 
discussion of the exotic case of the negative surface tension took place one hundred 
years ago [16].
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8   1 What is surface tension?

1.7 Laplace pressure

Surface tension leads to the important and widespread phenomenon of overpressure 
existing in the interior of drops and bubbles [17]. Consider two liquids separated by a 
curved interface. Let us displace the interface infinitesimally. The length of the vector 
of the normal built in the every place of the interface we denote δς. Thus, a volume 
confined between two surfaces will be δς d S int  , where  dS int  is the element of the inter-
face. Let  p 1  and  p 2  be pressures in liquids 1 and 2, respectively, and let δς be positive 
when displacement occurs towards liquid 2 (see Fig. 1.5).

Fig. 1.5: A curved interface characterized by a normal 
vector δ 

__
 › ς  separates Media 1 and 2.

The work δ   ̃A  B  necessary for the volume (bulk) change δς d S int   will be

 𝛿ÃB = �(−p1 + p2)𝛿𝜍 dSint . (1.9)

The total work δ   ̃A  for the displacement of the surface will include the work δ   ̃A  S  = γδS, 
which is necessary for the change of the interface. Hence, the total work δ   ̃A  equals

 𝛿Ã = 𝛿AB + 𝛿AS = −�(p1 − p2)𝛿𝜍 dSint + 𝛾𝛿Sint . (1.10)

The thermodynamic equilibrium is attained when the requirement δ   ̃A  = 0 is satisfied. 
Now let  R 1  and  R 2  be the main radii of curvature of the surface in a certain point ( R 1  
and  R 2  are positive when they are oriented towards the first liquid). The linear ele-
ments d l 1  and d l 2  built in the planes of the main cross-sections obtain under infinite-
simal displacement of the surface the increments given by:    δς 1  __  R 1 

   d l 1  and    δς 2  __  R 2 
   d l 2 . Thus, the 

element of the interface d S int  = d l 1 d l 2  will be equal after the displacement:

 
dl

1
�1 + 𝛿𝜍

R
1

� dl
2
�1 + 𝛿𝜍

R
2

� ≈ dl
1
dl

2
�1 + 𝛿𝜍

R
1

+ 𝛿𝜍
R
2

� .
 (1.11)

The change of the surface element will be given by

 𝛿𝜍 dSint �
1

R
1

+ 1

R
2

� . (1.12)
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 1.7 Laplace pressure   9

This yields for the change of the surface

 𝛿S = � 𝛿𝜍 � 1
R
1

+ 1

R
2

�dSint . (1.13)

Substitution of (1.13) into (1.10) yields:

 �𝛿𝜍 �(p
1
− p

2
) − 𝛾 � 1

R
1

+ 1

R
2

��dSint = 0. (1.14)

Condition (1.14) is valid under arbitrary δς; thus, we eventually obtain

 p
1
− p

2
= pL = 𝛾 �

1

R
1

+ 1

R
2

� . (1.15)

Equation (1.15) is the famous Laplace formula (or Laplace equation) defining the 
surface (Laplace) overpressure  p L . When we have a drop surrounded by vapor, it 
obtains the form pliq − pvap = pL = 𝛾 � 1R1 +

1

R2
�, where  p liq  and  p vap  are the pressures 

of liquid and vapor, respectively. The meaning of the main radii of curvature of the 
surface is illustrated in Fig. 1.6, presenting a dumbbell-like body. We look for  R 1  and  
R 2  in a certain point of the surface enclosing the dumbbell and characterized by a 
normal vector δ 

__
 › ς . To calculate R1 and R2, we have to cut our surface with two mutu-

ally orthogonal planes intersecting each other along δ 
__
 › ς  (see Fig. 1.6). The intersec-

tion of these planes with the interface defines two curves, the radii of curvature 
of which are R1 and R2. The radii of curvature could be positive or negative. R is 
defined as positive if the center of the corresponding circle lies inside the bulk and 
negative if otherwise. The curvature of the surface   ˆ C  = 1/ R 1  + 1/ R 2  is independent on 
the orientation of the planes. For a spherical droplet  R 1  =  R 2  = R and consequently 
for the Laplace pressure jump, we have  p 1  −  p 2  =  p liq  −  p vap  =  p L  = 2γ/R. A derivation 
of this formula based on simple intuitive arguments is supplied in Appendix 1B. At 
first glance, the answer to the question, “What is the precise location of the inter-
face where the Laplace pressure is applied?,” appears trivial. However, in the situ-
ation when the curved surface in contiguous with a vapor, the problem turns out 
to be subtle, owing to the fact that the interface is blurred. The problem is solved 
by introducing the Gibbs dividing surface, as discussed in Chapter 9’s appendix.

Fig. 1.6: Scheme depicting the main radii of the 
curvature of a dumbbell-like surface.
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1.8 Surface tension of solids

Unlike the situation with liquids, the surface tension of solids is not necessarily equal 
to the surface free energy. We can imagine the process of forming a fresh surface of 
condensed phase divided into two steps: first, the material is cleaved, keeping the 
atoms fixed in the same positions that they occupied in the bulk; second the atoms 
in the surface region are allowed to rearrange themselves to their final equilibrium 
positions. In the case of liquid, these two steps typically occur as once, due to the high 
mobility of liquid molecules, but with solids, the second step may occur only slowly 
due to the low mobility of molecules constituting the surface region [2,5]. Thus, it is 
possible to stretch a surface of a solid without changing the number of atoms in it, but 
only their distances from one another.

Thus, the surface stretching tension (or surface stress) τ is defined as the exter-
nal force per unit length that must be applied to retain the atoms or molecules in 
their initial equilibrium positions [equivalent to the work spent in stretching the solid 
surface in a two-dimensional (2D) plane], whereas a specific surface free energy    ̂  G  S  is 
the work spent in forming a unit area of a solid surface. The relation between surface 
free energy and stretching tension could be derived as follows. For an anisotropic solid, 
if the area is increased in two directions by d S 1  and d S 2 , the relation between  τ 1 ,  τ 2  and 
the free energy per unit area    ̂  G  S  is given by

 𝜏
1
= ĜS + S1

dĜS

dS
1

; 𝜏
2
= ĜS + S2

dĜS

dS
2

. (1.16)

If the solid surface is isotropic, Equation (1.16) reduces to

 𝜏 = d(SĜS)
dS
= ĜS + S

dĜS

dS
. (1.17)

For liquids, the last term in Equation (1.16) is zero; hence, τ =    ̂  G  S  = γ.

1.9 Values of surface tensions of solids

De Gennes et al. proposed to divide all solid surfaces into two large groups  
(see Reference 18).

1. High-energy surfaces. These are surfaces possessing the surface energy    ̂  G  S  ≈ 
200−5000 mJ/ m  2 . High-energy surfaces are inherent for materials built with strong 
chemical bonds such as ionic, metallic or covalent. For a covalent bond-built 
diamond, the surface energy could be approximately equaled to the half of the 
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energy required to break the total number of covalent bonds passing through a 
unit of cross-sectional area of the material [5]. The appropriate calculation supplies 
the value of 5670 mJ/ m  2 . For ionic and metallic solids, the calculations are more 
complicated, for the values of surface energies of various solids see Reference 4.

2. Low-energy solid surfaces. These are surfaces possessing the surface energy 
10−50 mJ/ m  2 . Low-energy solid surfaces are inherent for solids based on the rela-
tively weak van der Waals chemical bonds, such as in polymers. As already shown 
in Section 1.2, the London dispersion force dominates in the van der Waals forces. 
Thus, the estimation    ̂  G  S  ≈ const/ d m  2   will be valid for solids built on the van der 
Waals forces. Moreover, a straightforward calculation of the energy of the London 
interaction given by Equation (1.4) supplies the value of  k B T (Reference 4). Hence, 
for a rough estimation of the surface energy of this kind of solids we can take    ̂  G  S  
≈  k B T/ d m  2  . This formula explains the surprising proximity of specific surface ener-
gies of very different solids and liquids, such as plastics and organic solvents. For 
example, the specific surface energy of polystyrene equals 32−33 mJ/ m  2  (compare 
this value with surface tensions of organic solvents supplied in Tab. 1.1) [4].

1.10  Surface tension and the equilibrium shape of droplets and 
crystals (the Wulff construction)

Surface tension governs the equilibrium shape of droplets and crystals, established 
with the so-called Wulff construction [19–20]. J. W. Gibbs suggested that a droplet 
or crystal will arrange itself such that its surface Gibbs free energy  G S  is minimized, 
namely, a droplet adopts a shape of low surface energy, defined as

 ΔGS = �
i

Ĝ
S
i Si, (1.18)

where    ̂  G  i  
S  represents the specific surface energy of i-th crystal face (for simplicity, 

assume that    ̂  G  i  
S  =  γ i , where  γ i  is the surface tension of the i-th face; this is true when 

the face is isotropic; see Section 1.9) and  S i  is the area of said face. Thus, Equation 
(1.18) may be re-shaped as follows:

 ΔGS = �
i

𝛾iSi. (1.19)

ΔG S  represents the difference in energy between a real crystal composed of i mole-
cules with a surface and a similar configuration of i molecules located inside an 
infinitely large crystal. The equilibrium shape of the crystal minimizing ΔG S  is esta-
blished with the Wulff construction (illustrated in Fig. 1.7). The vector   

⇀
 h   i  drawn 
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normal to the i-th crystal face should be proportional to its surface energy (surface 
tension):  |    

___
 

›
 h   i  |  = λγ i . The vector   

⇀
 h   i  is the height of the i-th crystal face, as shown in Fig. 

1.7. The rigorous grounding of the Wulff construction may be found in Reference 19.

Fig. 1.7: Scheme illustrating the Wulff construction.

It is not easy to bring a crystal into equilibrium with surrounding vapor or melt. A trans-
port of matter far along the surface of crystals is involved and as a result relaxation times 
are very long even for tiny crystals. As an exceptional case is that of helium crystals 
that are immersed in superfluid helium and thus the transport is extremely facilitated. 
Equilibrium helium crystals of up to centimeter diameters were studied [19,21]. The 
fascinating phenomenon observed on equilibrium crystals is the roughening transi-
tion; namely the disappearance of a facet of crystal when temperature increases over a 
threshold value [22]. The non-obvious interrelation between the Wulff construction and 
the Young equation (to be introduced in the Section 2.2) was addressed in Reference 23. 
Remarkably, Wulff shapes appear in problems coming from 2D Ising systems [21,24].

1.11  One more minimization problem: soap bubbles  
and the Plateau problem

Now consider another minimization problem, namely the shape of soap bubbles 
governed by their surface tension. The isolated soap bubble (to be addressed in detail 
in Section 13) is beautifully round because it tries to minimize its surface area, and the 
sphere has the least surface area for the fixed volume of air trapped inside. However, 
what will be the shape of the cluster of bubbles (shown in Fig. 1.8)? In mathematics, 
this problem is known a Plateau’s problem, and it is reduced to the demonstration 
of the existence of a minimal surface with a given boundary – a problem raised by 
Joseph-Louis Lagrange in 1760. However, it is named after Joseph Plateau who expe-
rimented with soap films [25,26]. When the given boundary (contour) is plain, the 
problem is trivial, namely the minimal area is supplied by the surface confined by 
the contour. However, for three-dimensional (3D) contours, the problem turns out 
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 Appendix    13

to be complicated and it was addressed successfully in References 26 and 27. It is 
 noteworthy that for given 3D contours, the Plateau problem may be effectively sold 
experimentally by simply coating the contour with the soap bubble.

Fig. 1.8: Double- and triple- bubbles clusters.

Appendix 

1A The short-range nature of intermolecular forces

The Keesom, Debye and London dispersion forces introduced in Section 1.2 all 
decrease with the distance as ≈ 1/ r  6 . All these forces contribute to the so-called 
van der Waals forces acting between molecules. The power law index –6 is of a 
primary importance for constituting bulk and surface properties of condensed 
phases. Due to this power law, the total interaction of the molecule with other 
molecules is defined by neighboring ones and the contribution of the distant 
molecules is negligible. Let us discuss a cubic vessel L containing molecules with 
a diameter  d m  attracting through a potential U(r) = −   ̃ C / r  n , where    ̃ C  is the constant 
and n is an integer. Let us also suppose that the number density of molecules    ̃ ρ  is 
constant. Let us estimate the total energy of interaction of one particular molecule 
with all the other molecules in the vessel  U  int  

total. 

 U
total
int =

L

�
dm

U(r)�̃�4𝜋r2dr = −4𝜋C̃�̃�
L

�
dm

r
2−n

dr = − 4𝜋C̃�̃�
(n − 3)dmn−3�1 − �

dm

L
�
n−3
�. (1.18)

Taking into account  d m /L < 1, we recognize that long-range contributions from distant 
molecules will disappear only for n > 3. When  d m /L << 1, n > 3, we obtain

 
U
total
int = −

4𝜋C̃�̃�
(n − 3)dmn−3 . (1.19)

However, for n < 3, we have ( d m /L )  n−3  greater than unity, and for L >>  d m , the contribution 
from distant molecules will dominate over neighbor ones (for n = 3 Formula (1.18) gives  
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U  int  
total  ≈ log( d m /L), which is usually considered as long-ranged). When n > 3, the size of the 

system should not be taken into account and some of the thermodynamic properties such 
as pressure and temperature turn out to be intensive. Thus, we see that the power index 
n = 6 turns out to be of primary importance, allowing us to neglect distant interactions 
between molecules. However, we will see later that in certain cases the range of intermo-
lecular forces between liquid layers can extend out to 100 nm.

1B The Laplace pressure from simple reasoning

Let us consider a drop of liquid 1 placed in liquid 2 (see Fig. 1.9). The drop is supposed 
to be in equilibrium. The minimal surface energy of a drop corresponds to its sphe-
rical shape of radius R. Assume that the pressure in the drop is  p 1  and the pressure 
outside the drop is  p 2 . If the interface between liquids is displaced by an amount of dR 
(see Fig. 1.9), according to the principle of virtual works, the total work is δ   ̃A  = 0, with 
the total work given by

 𝛿Ã = p
1
dV

1
+ p

2
dV

2
− 𝛾dSint , (1.20)

where γ is the surface tension at the interface between liquids. Considering d V 1  =  
−d V 2  = 4π R  2 dR, d S int   = 8πRdR immediately yields

  p 1  −  p 2  =  p L  =   
2γ
 ___ R  . (1.21)

The well-known simplified Laplace formula is recognized.

1C  Accurate thermodynamic definition of a surface tension

When the surface of a liquid is changed under constant temperature, the work 
necessary for this change is given by d   ̃ A  = −d F S , where  F S  is a free surface Helmholtz 
energy (defined as  F S  =  W S  − T S S , where  W S  and  S S  are the surface energy and entropy,  
respectively; see Section 1.4). Thus, we have for a surface energy

Fig. 1.9: A droplet of liquid 1 of the radius R is in equilibrium with 
the surrounding liquid 2.
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 WS = FS + TSS = �𝛾 − T
d𝛾
dT
� × (surface_area). (1.22)

It is easily seen from Equation (1.22) that the surface tension γ could not be interpreted 
as an energy per unit area of a surface (as is often mistakenly accepted in literature), 
but it is a free Helmholtz energy per unit area of a surface. An accurate definition of the 
surface tension via the Gibbs dividing surface and Gibbs free energy is also possible, 
as shown in Appendix 9A of Chapter 9.

Bullets:
 – Surface tension is a tension in a surface due to the unusual energetic state of the 

surface molecules.
 – For liquids at constant temperature and pressure and in equilibrium, the surface 

tension is physically equivalent to the specific surface Helmholtz free energy.
 – The surface tension of solids is not necessarily equal to the surface free energy.
 – Surface tension is stipulated mainly by the London dispersion forces and metallic 

or hydrogen bonds (when they are present).
 – The surface tension of most organic and non-organic liquids at room temperature 

is within 20−70 mJ/ m  2 .
 – Surface tension is temperature dependent. The temperature slope of the surface 

tension for simple liquids is negative. The temperature slope of the surface 
tension for simple liquids may be positive due to the entropy component of the 
free energy. This occurs when liquid is at the surface is more ordered than in the 
bulk. The effect is called the “surface freezing”.

 – Surface tension leads to the Laplace overpressure existing in the interior of drops 
and bubbles. pL = p1 − p2 = 𝛾� 1R1 +

1

R2
�.

 – The shape of the soap bubbles is connected to given contours and the shape of the 
clusters of bubbles is dictated by the minimization of the surface of bubbles confi-
ned by a given boundary; this challenging task is known as the Plateau problem.

 – The equilibrium shape of a crystal minimizing its surface energy is established 
with the Wulff construction.

Exercises

1.1. Two droplets of mercury with the radius r = 1 mm coalesced in one big droplet. Calculate the heat 
released under the coalescence.

 Solution: The heat Q will be released under coalescence mainly due to the change in the surface 
energy. Neglecting the contributions of other kinds of energy (for example, the possible change 
in the gravitational energy) related to the coalescence of droplets, we have

 Q = 𝛾S1 − 𝛾S2 = 4𝜋𝛾(2r2 − R2),

5
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 where  S 1  and  S 2  are the surface areas of small and big droplets, respectively, R is the radius of a 
big droplet and γ = 486 mJ/ m  2  is the surface tension of mercury. Volume conservation yields

 2
4

3
𝜋r3 = 4

3
𝜋R3 ⇒ R = 3�2r.

 Finally, for the heat released under the coalescence, we have Q = 8π γ r  2 (1 −  2  −1/3 ) ≅ 2.5 μJ.

1.2. A rod with the length of L = 5 cm is free to slip along the rectangular frame, as shown in the picture. 
The opaque field in the picture is filled by thin liquid film with the surface tension γ = 70 mJ/ m  2 .  
h = 5 cm.

Fig. 1.10: Exercise 1.2.

 What mass m will keep the system in equilibrium? What is the energy of the system G related to 
the surface tension?

 Answer: m =   
2Lγ
 ____ g    = 0.07 g; G = 2γLh = 0.35 mJ.

1.3.  Monkey Judie blows a soap bubble. It starts from a diameter ( d 1 ) of 1 cm and finishes ( d 2 ) at  
11 cm. What work should be done by Judie to obtain this? The surface tension of the soap water 
is γ = 50 mJ/ m  2 .

 Solution:
 Work A may be estimated as A = 2πγ ( d 2  2  −  d 1  2 ) ≅ 3.8 mJ.

1.4. Considering the dimensions, estimate the period of oscillation T of a small droplet r possessing 
the density of ρ and surface tension of γ.

 Answer: T ≅ �
𝜌r3
𝛾 .
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1.5. Calculate the curvature of the surfaces supplied in Figs. 1.9A and B (surface A is the cylindrical 
one and surface B is the saddle).

 Answer: (A)   ˆ C   = 1/R; (B)   ˆ C   = 1/ R 1  − 1/ R 2 .

  A B

Fig. 1.11: Exercise 1.5.

1.6. * Consider the Carnot engine, which exploits a liquid film as working medium. Calculate the 
temperature derivative of the surface tension.

 Hints: (1) Suppose the “warmer” and “cooler” temperatures of the Carnot machine are close. (2) 
The heat dQ necessary for the isothermal stretching of the film is dQ =    ̃ q d S int  , where  S int   is an 
area of a liquid film and    ̃ q  is the specific heat necessary for isothermal stretching of the unit area 
of the liquid film.

 Answer: The analysis of the Carnot cycle yields:   
dγ
 __ dT   = − 
  ̃ q 
 _ T  . 

1.7. * Demonstrate that near 0 K, γ becomes independent on the temperature, namely:  lim   
T → 0

         
dγ
 __ dT   = 0 

takes place.
 Hints: Use the equation   

dγ
 __ dT   = −  
  ̃ q 
 _ T   obtained in the previous problem and involve    ̃ q  = TΔ  ̃ S , where  

   ̃ S  is the entropy change, corresponding to increasing the surface by the unit area. Exploit the 
third Law of thermodynamics.

1.8. * Monkey Judie shakes the pellet of mercury in a thermometer with an acceleration of a ≅ 10g. The 
height of the mercury pellet (h) is 5 cm and  γ merc  = 486 mJ/ m  2  and  ρ merc  = 13.6 × 1 0  3  kg/ m  3  are the 
surface tension and density of mercury, respectively. Estimate the radius of the capillary tube r.

 Hint: Assume that the inertia force acting on the mercury pellet is approximately equal to the 
surface tension-related force γ 2π r.

 Answer: r ≅
𝛾merc

5𝜌mercgh
≅ 1.5 × 10−3 cm.
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18   1 What is surface tension?

1.9. What will be the shape of the Wulff construction for the isotropic medium?
 Answer: Sphere.

1.10. Explain the difference in the surface tension of liquids and solids.

1.11. Demonstrate that the surface tension of liquid may be approximately expressed as 
𝛾 ≅ 1

6
𝜌dmΔHmass

, where ΔH mass  is the specific mass enthalpy of vaporization (evaporation 
enthalpy per unit of mass) and  d m  is the diameter of the molecule.
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2 Wetting of surfaces: the contact angle

2.1 What is wetting? The spreading parameter

Wetting is the ability of a liquid to maintain contact with a solid surface, resulting 
from intermolecular interactions when the two are brought together. The idea that the 
wetting of solids depends on the interaction between particles constituting a solid sub-
strate and liquid has been expressed explicitly in the famous essay by Thomas Young 
[1]. When a liquid drop is placed on the solid substrate, two main static scenarios are 
possible: either liquid spreads completely or it sticks to the surface and forms a cap as 
shown in Fig. 2.1A (a solid surface may be flat or rough, homogenous or heterogeneous).

Fig. 2.1: The three wetting scenarios for sessile drops: (A) partial wetting, (B) complete wetting and 
(C) complete dewetting.

The precise definition of the contact angle will be given later; at this stage, we only 
require that the radius of the droplet should be much larger than the characteristic 
scale of the surface roughness. The observed wetting scenario is dictated by the sprea-
ding parameter

 Ψ = Ĝ*

SA − (Ĝ*

SL + ĜLA), (2.1)

where    ̂  G  SA  *    and    ̂  G  SL  *    are the specific surface energies at the rough solid/air and solid/  
liquid interfaces (asterisk indicates that    ̂  G  SA  *    and    ̂  G  SL  *    do not coincide with the  
specific surface energies of smooth surfaces  G SA ,    ̂  G  SL ) and    ̂  G  SA  = γ is the specific 
energy of the liquid/air interface. When Ψ > 0, total wetting is observed, as depicted 
in Fig. 2.1B. The liquid spreads completely in order to lower its surface energy (θ = 0). 
When Ψ < 0, the droplet does not spread but forms a cap resting on a substrate with 
a contact angle θ, as shown in Fig. 2.1A. This case is called partial wetting. When the 
liquid is water, surfaces demonstrating θ < π/2 are called hydrophilic, while surfaces 
characterized by θ > π/2 are referred as hydrophobic. One more extreme situation is 
possible, when cos θ = −1, such as that depicted in Fig. 2.1C. This is the situation of 

DOI 10.1515/9783110444810-002
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 2.2 The Young equation   21

complete dewetting or superhydrophobicity to be discussed in Sections 11.8 and 11.9. 
When the solid surface is atomically flat, chemically homogeneous, isotropic, insolu-
ble, non-reactive and non-stretched (thus, there is no difference between the specific 
surface energy and surface tension, as explained in Section 1.8), the spreading para-
meter obtains its convenient form:

 Ψ = 𝛾SA − (𝛾SL + 𝛾), (2.2)

where  γ SA ,  γ SL  and γ are the surface tensions at the solid/air (vapor), solid/liquid and 
liquid/air interfaces, respectively [2]. When the droplet forms a cap, the line at which 
solid, liquid and gaseous phases meet is called the triple or (three phase) line.

2.2 The Young equation

We will start from wetting of an ideal surface, i.e. an atomically flat, chemically homo-
geneous, isotropic, insoluble, non-reactive and non-deformed solid surface in the 
situation where Ψ < 0. The contact angle of such a surface is given by the famous 
Young equation:

 cos 𝜃Y =
𝛾SA − 𝛾SL
𝛾 . (2.3)

The Young equation may be interpreted as the balance of capillary forces acting on 
the unit length of the triple line, (also called the “contact line”) as shown in Fig. 2.2. 
Indeed, projecting these forces on the horizontal plane immediately yields:

 𝛾cos 𝜃Y = 𝛾SA − 𝛾SL . (2.4)

Comparing Equation (2.4) with Equation (2.2) supplies the useful formula:

 Ψ = γ (cos  θ Y  − 1). 

Fig. 2.2: The Young equation.

It could be recognized that in the situation of complete dewetting or superhydrophobi-
city, shown in Fig. 2.1B, Ψ = −2γ. This result is intuitively clear: indeed, in the situation 
of complete dewetting there is no actual contact of a droplet with a solid surface, and 
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22   2 Wetting of surfaces: the contact angle

the spreading parameter is totally defined by the liquid/air surface specific energy γ. 
Actually this situation on flat surfaces is unachievable, but it exists on rough surfaces, 
as it will be shown in Chapter 11.

Take a close look at Equation (2.3). It asserts that the contact angle θ is unambi-
guously defined by the triad of surface tensions:γ, γ SL , γ SA , as it was stated first by Sir 
Thomas Young: “For each combination of a solid and a fluid, there is an appropriate 
angle of contact between the surfaces of the fluid, exposed to the air, and to the solid” 
[1]. The Young contact angle  θY  is supplied by Equation (2.3). The Young contact angle 
is the equilibrium contact angle that a liquid makes with an ideal solid surface [3].

Remarkably the Young contact angle is independent of the shape of a droplet 
and also on external fields (under very general assumptions about the nature of these 
fields), including gravity, as shown in Refs. 4–8. This counter-intuitive statement may be 
proved by the solution of the variational problem of wetting with free endpoints [4–6].

Note that for droplets or surfaces with very small radii of curvature deposited on 
the ideal surfaces, the equilibrium contact angle may be different due to line tension.

2.3 Line tension

Surface tension is due to the special energy state of the molecules at a solid or liquid 
surface. Molecules located at the triple (three-phase) line where solid, liquid and gaseous 
phases meet are also in an unusual energy state. The notion of line tension has been 
introduced by Gibbs. Gibbs stated: “These (triple) lines might be treated in a manner 
entirely analogous to that in which we have treated surfaces of discontinuity. We might 
recognize linear densities of energy, of entropy, and of several substances which occur 
about the line, also a certain linear tension”[9]. Despite the fact that the concept of line 
tension is intuitively clear, it remains one of the most obscure and disputable notions 
in surface science  [9]. The researchers disagree not only about the value of the line 
tension but even about its sign. Experimental values of a line tension Γ in the range of  
1 0  −5 −1 0  −11  N were reported [9]. Very few methods allowing experimental measurement 
of line tension have been developed  [10,11]. Marmur  [2] estimated a line tension as  
Γ ≅ 4 d m  √ 

____
  γ SA γ  cot  θ Y , where  d m  is the molecular dimension,  γ SA  and γ are surface energies 

of the solid and liquid, respectively, and  θY  is the Young angle. Marmur [2] concluded 
that the magnitude of the line tension is less than 5 ⋅ 1 0  −9  N and that it is positive for 
acute and negative for obtuse Young angles [12]. However, researchers reported negative 
values of the line tension for hydrophilic surfaces [11]. As for the magnitude of the line 
tension, the values in the range 1 0  −9 −1 0  −12  N look realistic. Large values of Γ reported in 
the literature are most likely due to contaminations of the solid surfaces.

Let us estimate the characteristic length scale l at which the effect of line tension 
becomes important by equating surface and “line” energies: l ≅ Γ/γ = 1−100 nm. It is 
clear that the effects related to line tension can be important for nano-scaled droplets 
or for nano-scaled rough surfaces.
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The influence of the line tension on the contact angle of an axisymmetric droplet 
is considered in the so-called Boruvka-Neumann equation:

 cos 𝜃 = 𝛾SA − 𝛾SL𝛾 − Γ𝛾a . (2.5)

where a is the contact radius of the droplet.

2.4 Disjoining pressure

Now we want to study very thin liquid films deposited on ideal solid surfaces. If we 
place a film of thickness e (see Fig. 2.3) on an ideal solid substrate, its specific surface 
energy will be  γ SL  + γ. However, if the thickness e tends to zero, we return to a bare 
solid with a specific surface energy of  γ SA  [2].

Fig. 2.3: The origination of the disjoining pressure.

It is reasonable to present the specific surface energy of the film   ̂  G  = G/S (S is area) as

 Ĝ(e) = 𝛾SL + 𝛾 + Ω(e), (2.6)

where Ω(e) is a function of the film defined in such a way that    lim     
e → ∞
Ω(e) = 0 and 

   lim     
e → ∞
Ω(e) =Ψ =  γ SA  −  γ SL  − γ [2]. It could be shown that when the molecules of solid 

and liquid interact via the van der Waals interaction (see Section 1.2), Ω(e) obtains 
the form

 Ω(e) = A

12𝜋e2 , (2.7)

where A is the so-called Hamaker constant, which is in the range of  
A ≅ 1 0  −19  ÷ 1 0  −20  J [2,13,14]. The Hamaker constant could be expressed as

 A = 𝜋2ϖ�̃�L(�̃�S − �̃�L), (2.8)

where    ̃ α and     ̃ α S  are specific volume polarizabilities of the liquid and solid substrates, 
respectively, ϖis a constant that depends very little on the nature of solid and liquid [2].

It could be seen from Equation (2.8) that the Hamaker constant could be positive 
or negative. It will be positive when the solid has higher polarizability than the liquid 
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(    ̃ α S  >     ̃ α L ). This situation can happen on high-energy surfaces (see Section 1.6); the 
opposite case occurs on low-energy surfaces (    ̃ α S  <     ̃ α L ). It could be seen from Equation 
(2.6) that when Ω(e) < 0, it diminishes the specific surface energy of the solid/thin 
liquid film system; thus, the van der Waals interaction will thin the film trying to 
cover as large a surface of the substrate as possible.

The negative derivative of Ω(e) is called the disjoining pressure,

 Π(e) = −dΩ
de
= A

6𝜋e3 , (2.9)

introduced into surface science by Derjaguin  [15]. The disjoining pressure given by 
Equation (2.9) is mainly due the London dispersion forces introduced in Section 1.2. The 
disjoining pressure plays a primary role in the theory of thin liquid films deposited on 
solid surfaces; however, one of the most amazing examples is discovered when liquid 
helium is deposited on a solid surface. The polarizability of liquid helium is lower than 
that of any solid substrate; thus, the Hamaker constant given by Equation (2.8) will be 
positive (this corresponds to the repulsive van der Waals film force across an adsorbed 
helium film), and the disjoining pressure will thicken the film so as to lower its energy. 
Let us discuss the liquid helium film climbing a smooth vertical wall, depicted in  
Fig. 2.4, and derive the profile of the film e(z). The components of the free energy of the 
unit area of the film depending on its thickness are supplied by [see Equation (2.7)]:

 Ĝ(e) = A

12𝜋e2 + 𝜌ghe. (2.10)

Fig. 2.4: Film of liquid helium climbing upwards due to the disjoining 
pressure.

The equilibrium corresponds to 𝜕Ĝ𝜕e = 0, which yields the thickness profile

 e(h) = � A

6𝜋𝜌gh�
1/3

. (2.11)

Considering the disjoining pressure becomes important for very thin angstrom-scaled 
films; however, when the liquid is water, the range of the effects promoted by the 
disjoining pressure could be as large as 100 Å, due to the Helmholtz-charged double 
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layer [2,13]. The electrical double layers give rise to the disjoining pressure described 
by an expression different from (2.9), i.e.

 ΠEDL(e) = Dexp(−𝜒e), (2.12)

where 1/χ ≈ 100 nm and D is the characteristic parameter of the system, which can be 
either positive or negative [16]. Yet another component of the disjoining pressure  Π S  
is the so-called structural component caused by orientation of water molecules in the 
vicinity of the solid surface or at the aqueous solution/vapor interface [15,16]. Only a 
semi-empirical equation resembling Equation (2.12) exists:

 ΠS = Λexp(−𝜈e), (2.13)

where Λ and ν are constants, 1/ν ≈ 10−15 Å [15,16]. Simple qualitative reasoning explai-
ning the origin of the disjoining pressure is supplied in the appendix to this chapter.

2.5  Wetting of an ideal surface: considering the disjoining pressure

Disjoining pressure may be important in constituting the contact angle. Starov and 
Velarde [16] suggested that the solid substrate is covered by a thin layer of a thick-
ness e of absorbed liquid molecules (see Fig. 2.5). Considering the disjoining pressure 
introduced in the previous section gave rise to the following equation defining the 
contact angle θ:

 cos 𝜃 ≈ 1 + 1𝛾

∞

�
e

Π(e)de, (2.14)

where Π(e) is the disjoining pressure introduced in the previous paragraph. Emer-
gence of Π(e) in Equation (2.14) predicting the contact angle is natural, and the thick-
ness of the adsorbed liquid layer is supposed to be nano-scaled  [16]. It should be 
stressed that the contact angle θ needs redefinition, because the droplet cap does 
not touch the solid substrate, as shown in Fig. 2.5. Starov and Velarde [16] define the 
contact angle in this case as an angle between the horizontal axis and the tangent to 
the droplet cap profile at the point where it touches the absorbed layer of molecules 
(which is also called the precursor film).

Fig. 2.5: Droplet of the radius r surrounded by the 
thin layer of liquid of the thickness e governed by 
the disjoining pressure.
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Let us estimate the disjoining pressure in the absorbed layer according to  
Π(e) = A/6πe  3 . If we will assume A ≈ 1 0  −19  ÷ 1 0  −20  J, e = 1 nm, we obtain giant values  
for the disjoining pressure: Π(e) ≅ 5 ⋅ 1 0  4  ÷ 5 ⋅ 1 0  5  Pa. For e = 10 nm, we obtain much  
more reasonable values of the disjoining pressure: Π(e) ≅ 50 ÷ 5 ⋅ 1 0  2  Pa; however, 
they are still larger or comparable to the Laplace pressure in the drop. For 
r ≈ 1  mm, we have p = 2γ/r ≅ 140 Pa. How is the mechanical equilibrium possi-
ble in this case? Perhaps it is due to the negative curvature of the droplet at the 
area where the cap touches the absorbed layer, as shown in Fig. 2.5. Moreover, if 
we take for the disjoining pressure Equation (2.9), we obtain from Equation (2.14) 

cos 𝜃 ≈ 1 + 1

𝛾

∞
∫
e

Π(e)de = 1 + A

12𝜋𝛾e2 > 1, which corresponds to complete wetting  [16]. 

The latter condition implies that at oversaturation no solution exists for an equi-
librium liquid film thickness e outside the drop. If we take A <0, there is a solu-
tion for an equilibrium liquid film thickness e, but such an equilibrium state is  
unstable [16].

To understand how partial wetting is possible in this case, Starov and Velarde 
discussed more complicated forms of disjoining pressure, comprising the London-
van der Waals, double-layer and structural contributions given by Equations (2.9), 
(2.12) and (2.13). They considered more complicated disjoining pressure isotherms, 
such as those depicted in Fig. 2.6 (curve 2). The development of Equation (2.14) 
yielded

 cos 𝜃 ≈ 1 + 1𝛾

∞

�
e

Π(e)de ≈ 1 − S− − S+𝛾 , (2.15)

where  S − and  S + are the areas depicted in Fig. 2.6. Obviously (see Reference 16), partial 
wetting is possible when  S − >  S +. Thus, when a droplet is surrounded by a thin layer of 
liquid, the possibility of partial wetting depends according to Starov and Velarde on 
the particular form of the Derjaguin isotherm [16].

 

Fig. 2.6: Disjoining pressure (Derjaguin’s isotherms):  
(1) isotherm corresponding to complete wetting, with only the 
London-van der Waals component considered; (2) isotherm 
comprising London, double-layer and structural contributions 
and corresponding to the partial wetting.
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2.6 Capillary rise

In the diversity of wetting events, the interplay between surface phenomena and 
gravity is important. The interrelation between gravity and surface tension is descri-
bed by the dimensionless Bond number (also known as the Eötvös number):

 Bo = 𝜌gL
2

𝛾 , (2.16)

where L is the characteristic length scale, which in the case of the droplet deposited on the 
solid substrate obviously equals the radius of the droplet r; hence, Bo = ρg r  2 /γ. When Bo 
<< 1, the effects due to gravity are negligible, and the shape of the droplet is dictated by the 
surface tension. There exists an alternate way of thinking about the interrelation between 
gravity and surface tension, namely introducing the notion of the so-called capillary length. 
The hydrostatic pressure in a droplet is on the order of magnitude of ρg2r, whereas the 
Laplace pressure is 2γ/r. Equating these pressures supplies a characteristic length scale:

 r = lca = �
𝛾
𝜌g , (2.17)

which is called the capillary length [2]. Comparing (2.16) and (2.17) shows that Equa-
tion (2.17) actually rephrases Equation (2.16). The value of  l ca  is of the order of mag-
nitude of a few millimeters even for mercury, for which both ρ and γ are large. When  
r <<  l ca , the effects due to gravity are negligible.

One of the most important and widespread wetting phenomena, resulting from 
the interplay of surface tension induced effects and gravity, is the rise of liquid in 
capillary tubes, illustrated by Fig. 2.7A–C. When a narrow tube is brought in contact 
with a liquid, some liquids (such as water in a glass tube) will rise and some (mercury 
in a glass tube) will descend in the tube.

   C

Fig. 2.7: (A) Capillary rise: water in the glass tube; (B) capillary descent: mercury in the capillary 
tube; (C) water rise in glass capillary tubes.
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Capillary rise is of a common occurrence in nature and technology. What is the 
physical reason for capillary rise? Let us consider an ideal (smooth, non-deforma-
ble, non-reactive) capillary tube wetted by a liquid. In tubes with an inner radius 
smaller than the capillary length lca, the meniscus within a tube is a portion of 
a sphere. The radius of this sphere is R = r/cos  θ Y , where r is the radius of the 
capillary tube (see Fig. 2.8), θY is the contact angle of the ideal tube/liquid pair. 
The pressure in point A (immediately underneath the meniscus) is given by 
pA = p0 − 2� cos �Y

r
, where  p  0  is the atmospheric pressure. The pressure in point B  

(z = 0) equals  p 0 . On the other hand,  p B  −  p A  = ρgh (see Fig. 2.8). Substituting  p B  
and  p A  yields the well-known Jurin law:

 h = 2𝛾 cos 𝜃Y𝜌gr , (2.18)

Grounding of the Jurin law with energetic reasoning is supplied in Reference 2. It will 
be useful to rewrite Equation (2.18) in the following form:

 h = 2l
2

ca

r
cos 𝜃Y , (2.19)

strengthening the importance of the capillary length in the problems where the 
physics is defined by the interplay of surface tension and gravity.

Fig. 2.8: Capillary rise in a cylindrical tube: 
the Young contact angle is  θY .

When deriving the Jurin law, we neglected the weight of the liquid above the bottom 
of the small meniscus in the capillary tube. It was shown (in Reference 17) that the 
correction of the Jurin law for small capillary tubes is given by

 h = h
0
+ r
3
, (2.20)

where h is the true corrected height of the capillary column,  h 0  is the observed height 
of the column to the bottom of the meniscus and r is the radius of the tube.
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Capillary rise is responsible for a number of natural and technological pheno-
mena; however, it is usually illustrated by an effect to which it is not related. It is 
a widespread myth that capillarity is responsible for the sap rise in tree capillaries. 
Let us estimate the maximal capillary rise according to Equations (2.18) and (2.19) 
if complete wetting of capillary vessels is assumed, i.e. cos  θ Y  = 1. The characteristic 
radius of capillary vessels in trees is close to 10 µm [18]. Substituting  γ w  ≅ 70 mJ/ m  2 ,  
 ρ w  ≅ 1 0  3  kg/ m  3 , r ≅ 1 0  −5  m into Equation (2.18), we obtain for the most optimistic esti-
mation of the maximal water rise in tree capillary vessels h ≅ 1.4 m. At the same, water 
is transported even to redwood trees with a height of 100 m. The mechanism of water 
rise in trees is not understood today to a full extent; however, it is generally accepted 
that water is pulled from the roots to the leaves by a pressure gradient arising from 
evaporation of water from the leaves. Negative pressures as high as –100 atm were 
registered in plants [19].

Capillary rise can be also observed when liquid is confined between two  
vertical planes separated by a distance w, as shown in Fig. 2.9. In the case of ideal 
planes, the Laplace pressure is given by pL = �R =

2�
w
cos 𝜃Y  (the shape of the  

meniscus is supposed to be cylindrical). The Laplace pressure for cylindrical 
surface is given by Equation (1.15), i.e. pL = 𝛾� 1R1 +

1

R2
� = �

R
= 2� cos �Y

w
, due to  R 2  = ∞,  

 R 1  = R = w/2 cos  θ Y . Considerations akin to those leading to Equations (2.18) and (2.19) 
yield

 h = 2𝛾 cos 𝜃Y𝜌gw = 2
l2ca

w
cos 𝜃Y . (2.21)

Fig. 2.9: Capillary rise between two vertical ideal 
plates. The separation between plates is w.

The corrections to Equation (2.21) are supplied in Reference 20. When the separation 
between plates becomes micrometrically scaled, the effect of the disjoining pressure 
on the capillary height should be considered [21,22].

Capillary rise could be used for the experimental establishment of surface 
tension. For a detailed discussion of the advantages and shortcomings of the capil-
lary rise method, and also for the surface tensions established with this method, see 
Reference 14.
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2.7 Wetting of real surfaces. Contact angle hysteresis

The Young equation given by Equation (2.3), i.e. cos 𝜃Y = 𝛾SA − 𝛾SL𝛾 , predicts a sole value 
of the contact angle for a given ideal solid/liquid pair. As it always occurs in reality, 
however, the situation is much more complicated. Let us deposit a droplet onto an 
inclined plane, as described in Fig. 2.10, in the situation of partial wetting (the sprea-
ding parameter Ψ < 0).

Fig. 2.10: Drop on the inclined plane. The 
difference between contact angles θ1 and θ2 
prevents the droplet from sliding. α is the 
inclination angle.

The inclined plane is supposed to be ideal, i.e. atomically flat, chemically homoge-
neous, isotropic, insoluble, non-reactive and non-deformed. We will nevertheless 
recognize different contact angles  θ1  and  θ2  as shown in Fig. 2.11. This experimental 
observation definitely contradicts the predictions of the Young equation. Moreover, a 
droplet on an inclined plane could be in equilibrium only when contact angles  θ1  and  
θ2  are different [2–4]. If we increase the inclination angle α, contact angles  θ1  and  θ2   
will change, and at some critical angle α, the droplet will start to slip. This critical 
contact angle is called the sliding angle. We conclude that a variety of contact angles 
can be observed for the same ideal solid substrate/liquid pair.

Fig. 2.11: Inflation and deflation of a droplet. Advancing  θA  (A) and receding contact angles  θR  (B) are 
shown.
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Let us perform one more simple experiment. When a droplet is inflated with a 
syringe, as shown in Fig. 2.11A, we observe the following picture: the triple (or in 
other words “the contact line”) line is pinned to the substrate up to a certain volume 
of the droplet. When the triple line is pinned, the contact angle increases until a 
certain threshold value  θA  beyond which the triple line does move. The contact 
angle  θA  is called the advancing contact angle  [2–4]. When a droplet is deflated, 
as depicted in Fig. 2.11B, its volume can be decreased to a certain limiting value; 
in parallel, the contact angle decreases until the threshold value  θR , known as the 
receding contact angle [2–4]. When θ =  θR , the triple line suddenly moves. Both  θA  
and  θR  are in equilibrium, although metastable contact angles [2–4]. The difference 
between  θA  and  θR  is called the contact angle hysteresis.

One more manifestation of the contact angle hysteresis is presented in Fig. 2.12. 
Actually, this effect is well-known to most of people: a vertical column of liquid placed 
into a vertical tube does not fall but is retained by molecular interaction between 
molecules of the tube and those of the liquid, giving rise to deformation of the liquid 
surface and resulting in capillary menisci. The difference between the contact angle 
at the lower and upper menisci makes possible the balance of forces:

 
2𝛾
r
(cos 𝜃

1
− cos 𝜃

2
) = 𝜌gH. (2.22)

The maximal high of the liquid column  H  max   which could be retained by the capillary 
tube is given by

 
2𝛾
r
(cos 𝜃R − cos 𝜃A) = 𝜌gHmax

, (2.23)

where  θA  and  θR  are the receding and advancing contact angles, respectively.

Fig. 2.12: Manifestation of the contact angle hysteresis in the capillary 
tube: the column of liquid is retained by the contact angle hysteresis.
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Both measurement and understanding of the phenomenon of the contact angle 
hysteresis remain challenging experimental and theoretical tasks. It is customary 
to attribute the phenomenon of the contact angle hysteresis to physical or chemical 
heterogeneities of the substrate  [2–4]; however, even ideal substrates discussed in 
Section 2.2 demonstrate significant contact angle hysteresis. We will start our discus-
sion from the physical reasons of the contact angle hysteresis on ideal substrates.

2.8 Contact angle hysteresis on smooth homogeneous substrates

Contact angle hysteresis has been registered even for silicon wafers which are regar-
ded as atomically flat rigid substrates and are considered very close to be ideal ones. 
Extrand [23] studied the contact angle hysteresis of various liquids, including water, 
ethylene glycol, methylene iodide, acetophenone and formamide, deposited on silicon 
wafers with a tilted plane method. Contact angle hysteresis (defined as  θ A  −  θ R ) as 
high as 14° was established for the water/silicon wafer and methylene iodide/silicon 
wafer pairs. It should be mentioned that the contact angle hysteresis on the order of 
magnitude of 5°–10° has been reported for other silicon wafer/liquid pairs [23]. High-
contact-angle hysteresis has been observed also for atomically smooth polymer subs-
trates. Lam et al. [24] used polymer-coated silicon wafers for the study of the contact 
angle hysteresis, and reported the values of contact angle hysteresis on the order of 
tens of degrees. The question is: how is such dispersion of contact angles possible, in 
contradiction to the predictions of the Young equation?

The explanation for the contact angle hysteresis observed on smooth surfaces 
becomes possible if we consider the effect of the pinning of the triple line. The inter-
molecular forces acting between molecules of solid and those of liquid, which pin 
the triple line to the substrate, are responsible for the contact angle hysteresis. 
Yaminsky [25] developed an extremely useful analogy between the phenomena occur-
ring at the triple line with the static friction: “for a droplet on a solid surface there is a 
static resistance to shear. It occurs not over the entire solid-liquid interface, but only at 
the three-phase line…This paradox is easily resolved once one realizes that the liquid-
solid interaction is in fact not involved in the process of overflow of liquids above 
solid surfaces. A boundary condition of zero shear velocity typically occurs even for 
liquid-liquid contacts…But even given that the strong binding condition does apply to 
solid-liquid interfaces, this does not prevent the upper layer of the liquid from flowing 
above the ‘stagnant layer’ of a gradient velocity. The movement of the liquid over the 
wetted areas occurs in the absence of static resistance. Interaction in a manner of dry 
friction occurs only at the three-phase line” (pp.65–66).

Thus, the contact angle hysteresis on ideal surfaces is caused by the intermole-
cular interaction between molecules constituting a solid substrate and a liquid; this 
interaction pins the triple line and gives rise to a diversity of experimentally observed 
contact angles. The phenomenon of the pinning of the triple line (i.e. the contact line) is 
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responsible for the diversity of interfacial phenomena to be discussed later, such as the 
formation of “coffee-stain” deposits, observed under the evaporation of sessile droplets 
(see Section 8.5).

2.9 Contact angle hysteresis on real surfaces

Real surfaces are rough and chemically heterogeneous. The macroscopic parameter 
describing wetting of surfaces is the apparent contact angle. The apparent contact 
angle is an equilibrium contact angle measured macroscopically on a solid surface 
that may be rough or chemically heterogeneous  [2–4]. The detailed microscopic 
topography of a rough or chemically heterogeneous surface cannot be viewed with 
regular optical means; therefore, this contact angle is defined as the angle between 
the tangent to the liquid-vapor interface and the apparent solid surface as macro-
scopically observed [2–4]. Actually, a spectrum of apparent contact angles is obser-
ved on real surfaces. A diversity of physical factors contributes to the contact angle 
hysteresis, including the pinning of the triple line, liquid penetration and surface 
swelling, deformation of the substrate, etc  [4]. It should be emphasized that the 
contact angle hysteresis turned out to be a complicated, time-dependent effect. As 
seen from the phenomenological point of view, the contact angle hysteresis is due 
to the multiple minima of the free energy of a droplet deposited on the substrate. 
These minima are separated by potential barriers [25]. Contact angle hysteresis is 
strengthened by the roughness and chemical heterogeneity of a substrate [26]. A 
comprehensive review of the contact angle hysteresis is supplied in References 2–4.

2.10 The dynamic contact angle

Until now, we have discussed only the statics of wetting. Now we will consider a 
much more complicated situation: when the triple line moves. When the triple 
line moves, the dynamic contact angle  θ D  does not equal the Young angle, as 
shown in Figs. 2.13 and 2.14.

Fig. 2.13: Origin of the dynamic contact angle. (A) The dynamic contact angle  θ D  is larger than the Young 
angle  θ Y . (B) The opposite situation: the dynamic contact angle  θ D  is smaller than the Young angle  θ Y .
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It can be larger or smaller than the Young angle (see Fig.s 2.13 and 2.14). The excess 
force pulling the triple line is given by [2]

 F(𝜃D) = 𝛾SA − 𝛾SL − 𝛾 cos 𝜃D . (2.24)

As we already mentioned in the previous section, the effect of contact angle hysteresis 
complicates the study of wetting even in a static situation. The movement of the triple 
line introduces additional difficulties, so reproducing the results of the measurements 
of dynamic contact angles becomes a challenging task [4]. We will start from the the-
oretical analysis of dynamic wetting on ideally smooth, rigid, non-reactive surfaces.

Fig. 2.14: Formation of the dynamic contact angle  θ D  according to 
Voinov [25].

Now we find ourselves in the realm of hydrodynamics. Systematic study of the 
problem of the dynamics of wetting has been undertaken by Voinov [27]. When the 
inertia-related contributions are neglected (and this is the case in the model propo-
sed by Voinov), the only dimensionless number governing the flow is the capillary 
number Ca, defined as

 Ca = 𝜂v𝛾 , (2.25)

where v is the characteristic velocity and η is the viscosity of the liquid. The capillary 
number describes the interplay between the viscosity and surface tension induced 
effects. Voinov also phenomenologically introduced the angle of the free surface 
slope  θ m  at the height of the limiting scale  h m :

 𝜃D = 𝜃m , h = hm . (2.26)

Voinov noted that  θ m  is unknown beforehand and should be determined during the 
solution of the problem [27]. The accurate mathematical solution of the hydrodyna-
mic problem of a dynamic wetting yielded for the dynamic contact angle:

 𝜃D(h) = �𝜃3m + 9
𝜂v
𝛾 ln

h

hm
�
1/3
= �𝜃3m + 9Ca ln

h

hm
�
1/3

. (2.27)

Formula (2.27) is referred as the Cox-Voinov law, and it is valid for �D < 3�
4   [27,28].  

Hoffmann has shown that the experimental dependence  θ D (Ca) is represented by 
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a universal curve (corrected with a shifting factor) for a diversity of liquids  [28].  
A detailed discussion of the validity and applicability of the Cox-Voinov law is sup-
plied in Reference 29. It is seen from Equation (2.27) that the slope varies logarithmi-
cally with the distance from the triple line. Thus, it is impossible to assign a unique 
dynamic contact angle to a triple line moving with a given speed [29]. Hence, Fig. 2.13 
depicts an obvious oversimplification of the actual dynamic wetting situation. It is 
also noteworthy that  θ D  depends slightly on the cut-off length  h m ; however, it depends 
strongly on the microscopic angle  θ m . For a detailed discussion of actual values of  θ m  
and  h m , see Reference 29.

Appendix

2A  Origin of the disjoining pressure from simple qualitative 
considerations

Consider the liquid film with the thickness of  h 1  which is comparable with the cha-
racteristic range of intermolecular forces  R m  (see Appendix 1A to the Chapter 1), as 
depicted in Fig. 2.15. In other words,  R m  is the distance at which intermolecular forces 
become negligible. Consider the molecule labeled A located in the middle of the film, 
as depicted in Fig. 2.15.

Fig. 2.15: Origin of the disjoining pressure.

When  h 1  > 2R takes place, the energy of the molecule A equals the energy of any bulk 
water molecule. When the thickness of the film equals  h 2 , the molecule A will inter-
act with the smaller number of molecules than a bulk molecule. This means that its 
potential energy will be larger than that of a molecule placed within the film placed in 
the film with the thickness  h 1  (recall that the potential energy is negative, as shown in 
Fig. 1.4). When the thickness of the liquid fill is  h 3  (see Fig. 2.15), the potential energy 
of molecules will be even larger, and it will be much larger than the potential energy of 
the molecule located at the surface of the “thick” layer of the same liquid. The energy 
of molecules filling a thin film will be decreased when the thickness of the entire film is 
increased. The tendency to increase the thickness of the film results in the origin of the 
“strut off” pressure, which is called the disjoining pressure [30].
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Bullets:
 – An atomically flat, chemically homogeneous, isotropic, insoluble, non-reactive 

and non-stretched substrate is called an ideal surface.
 – The spreading parameter Ψ =  γ SA  − ( γ SL  + γ) governs the wetting regime; when  
Ψ < 0, wetting is partial, and when Ψ > 0, wetting is complete.

 – The contact angle established on the ideal surface is called the Young contact 
angle  θ Y , and it is given by the Young equation: cos 𝜃Y = 𝛾SA − 𝛾SL𝛾 .

 – Actually, the Young equation is the transversality condition for the variational 
problem of wetting.

 – The Young contact angle is independent of the droplet shape and external  
fields.

 – Line tension Γ arises from the unusual energetic state of molecules located at the 
triple line. There is currently no general agreement concerning either the value of 
line tension or about its sign.

 – The contact angle is modified by the line tension according to the Neumann-
Boruvka equation: cos 𝜃 = 𝛾SA − 𝛾SL𝛾 −

Γ
𝛾a.

 – Wetting of very thin liquid layers is governed to a large extent by disjoining  
pressure. Wetting situations where a droplet sits on a dry substrate should be 
distinguished from those where it finds itself on a layer of absorbed molecules of 
liquid.

 – Droplets with characteristic dimensions much less than lca = � ��g  (the capillary 
length) keep their spherical shape; larger drops are distorted by gravity.

 – A spectrum of contact angles is possible for a certain solid/liquid pair. The 
maximal and minimal contact angles are called advancing and receding contact 
angles. The phenomenon is called the contact angle hysteresis.

 – The contact angle hysteresis is observed even on ideal, atomically flat substrates 
due to the pinning of the contact (triple) line.

 – Contact angle hysteresis is strengthened by the roughness and chemical hetero-
geneity of a substrate.

 – When triple line moves, wetting is characterized by the dynamic contact angle 
which is different from the Young angle. The dynamic contact angle is given by 
the Cox-Voinov law.

 – An interplay between viscosity and surface tension-related effects is described by 
the capillary number Ca = 𝜂ṽ𝛾 .

Exercises

2.1. A droplet of mercury with the mass of 1 g is placed between two glass slides as shown in Fig. 2.16. 
Mercury forms with glass the equilibrium contact angle θ Y  = 130°. The surface tension of mercury 
is γ = 486 mJ/ m  2 . What is the value of the force ⃗F ext ⃗F ext to be applied to the upper slide in order to 
flatten a droplet of mercury into the cake with a radius of L (L >> h takes place, see Fig. 2.16).

5
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Fig. 2.16: Exercise 2.1. A droplet of mercury is 
placed between two glass slides.

 Solution: Assume that the external force    
 
 
__

 
›
 F   ext  develops pressure Pext = |

⃗F ext |
𝜋L2 =

Fext

𝜋L2 . Equating exter-
nal and Laplace equations within the droplet yields Pext = PL = �R (it should be emphasized that 
pL = 𝛾� 1

R1
+ 1

R2
� = 𝛾� 1

R
+ 1

L
� ≅ �

R
, where  R 1  = R and  R 2  = L are the main radii of curvature of the 

surface (see Fig. 2.16.). Considering obvious geometrical relation h
2R
= cos(𝜋 − 𝜃Y ) = −cos 𝜃Y  and 

the estimation of the thickness of the mercury cake according to h ≅ m

��L2  (which is true when  
L >> h takes place) gives rise to Fext ≅ − 2�

2�L4

m
cos 𝜃 ≅ 630N (consider that angle  θY  is obtuse).

2.2. Monkey Judie glued two wetted smooth plates by a water droplet, as shown in Fig. 2.16. The equi-
librium contact angle is  θY  =60°. The radius of the droplet is R =1 cm, and the distance between 
plates is h =2.5 µm. What force    

 
 
__

 
›
 F   ext  should be applied by Judie for the separation of plates?

 Solution: The situation presented in this exercise is opposite to that discussed in the previous 
one, and this is due to the effect that the given contact angle is acute. The plates are hydrophilic. 
The drop forms the shape called the capillary bridge, as shown in Fig. 2.17.

Fig. 2.17: Capillary adhesion. Two ideally smooth plates 
are glued by a water droplet. The equilibrium contact 
angle equals  θY .

 The Laplace pressure within the drop is calculated as: pL = 𝛾� 1

R1
+ 1

R2
� = 𝛾�− 1

R
+ 1

L
� ≅ 

− �
R
= − 2� cos �Y

h
 (see Fig. 2.17 and consider that the Laplace pressure is negative in this case). The 

force to be applied for the separation of plates Fext ≅ 𝜋L2 2�
h
cos 𝜃Y ≅ 10N, which is enough to 

support the weight of the weight of 1 L of water. This is effect is called capillary adhesion.

2.3. Liquid is placed on the ideal solid surface. The triad of the interfacial tensions comprises  
𝛾SA = 200 mJ

m2 ; 𝛾SL = 22 mJ

m2 ; 𝛾 = 71 mJ

m2 . What may be concluded about the wetting regime inherent 
for this system?

 Answer: Complete (total) wetting is expected.
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38   2 Wetting of surfaces: the contact angle

2.4. Liquid is placed on the ideal solid surface. The spreading parameter is negative. 𝛾SA = 22 mJ

m2 ;  
𝛾SL = 30 mJ

m2 . What may be concluded about the wetting regime inherent for this system?
 Answer: Partial wetting will be observed. The contact angle will be obtuse.

2.5. Consider an infinite flat plate which is pulled vertically, with a constant speed  v p  from a bath of 
liquid with a viscosity η and density ϱ which has a horizontal free surface (see Fig. 2.18), and a 
steady state is established. What is the value of the capillary number for this problem? Try to 
guess from the considerations of dimensional analysis, what will be the thickness of the liquid 
film d adhering to the plate. 

Fig. 2.18: Exercise 2.5.

 Answer: d ≈ �
𝜂vp
𝜌g �

1/2

2.6. Explain qualitatively the origin of the disjoining pressure (see the appendix to the chapter).
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3  Surface tension-assisted floating of heavy and 
light objects and walking of water striders

3.1 Surface tension-assisted floating. The Keller theorem

The physics of floating, like many other fundamental physical phenomena, was first 
studied by the great Greek philosopher and physicist Archimedes. Today, the thought 
process of this remarkable person is clearer to us since the discovery of the Archime-
des Palimpsest (recycled parchment), which contains 10th-century Greek versions of 
seven texts by Archimedes, which were copied by an unknown writer using iron gall 
ink. This manuscript, which was later overwritten by a Greek liturgical text, is the 
most ancient source of several treatises by Archimedes. It was deemed lost until 1998, 
when it was sold to a private collector, who then entrusted a museum with its resto-
ration and study. For more details of the detective story surrounding the Archimedes 
Palimpsest, see References 1 and 2.

In his treatise “On Floating Bodies”, one of the most important texts of the Palim-
psest, the famous Archimedes principle is formulated as follows: “Any body wholly or 
partially immersed in a fluid experiences an upward force (buoyancy) equal to, but 
opposite to the weight of the fluid displaced”. It follows from this principle that an 
object can float only if it is less dense than the liquid in which it is placed. However, 
a sure-handed child may place a steel needle on a water surface and it will float, as 
shown in Fig. 3.1.

Fig. 3.1: Galileo’s intuitive reasoning explaining the floating of the 
heavy plate ABCD. When the triple line is pinned to the surface of the 
plate, it may displace the volume which is much larger than the total 
volume of the plate itself.

The first explanation for this effect is credited to Galileo Galilei [3,4]. Consider a heavy 
plate placed on a water surface, as shown in Fig. 3.1. When the three-phase (i.e. triple) 
line, introduced in Sections 2.1 and 2.2, is firmly pinned to the surface of the plate, it 
may displace a volume which is much larger than the total volume of the plate itself, 
as shown in Fig. 3.1. Hence, the buoyancy will be essentially increased. It is seen, 
however, that Galileo related the floating of heavy bodies to the increase of the Archi-
medes force only. This explanation is at least partially true.

The unbelievable scientific intuition of Galileo is admirable, but actually, the floa-
ting of heavy objects arises through the interplay of buoyancy and surface tension. 
The restoring force that counteracts the floating body weight m  

___
 › g   is comprised of 

the surface tension-inspired force and the buoyancy force arising from hydrostatic 

DOI 10.1515/9783110444810-003
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pressure, as shown in Fig. 3.2. Following Galileo idea’s (illustrated in Fig. 3.1), the 
buoyancy equals the total weight of the liquid displaced by the body, as shown by the 
dark gray shading in Fig. 3.2. Hand in hand with the buoyancy, the surface tension 
also supports floating, as shown in Fig. 3.2A.

Fig. 3.2: (A) The buoyancy of the floating heavy object is equal to the total weight of the displaced 
water (shaded, dark gray). The surface tension force which is equal to γ for the unit length of the 
triple line also supports floating. (B) The total restoring force, including the surface tension and 
buoyancy, is equal to the total weight of the displaced liquid (gray-shaded area in B).

The American mathematician Joseph Bishop Keller  [5] demonstrated that the total 
force supporting the floating is equal to the weight of the entire volume of liquid dis-
placed by the body, as depicted in Fig. 3.2B. By a remarkable coincidence, this fasci-
nating theorem was published in 1998, the same year the Archimedes Palimpsest was 
rediscovered [1,2].

A reasonable question is: what is the maximal possible depth of the meniscus 
in the situation depicted in Figs. 3.1 and 3.2? Somewhat surprisingly, the maximal 
possible depth of this meniscus may be unbounded  [4]. Nevertheless, in cases of 
practical interest, the maximum depth of a static meniscus is a multiple of either the 
capillary length or the typical dimension of the object, whichever is smaller. Because 
the horizontal length scale over which a meniscus decays is the capillary length  l ca ,  
the typical weight of the liquid displaced in the meniscus scales as  p l g min{R,l} l ca a, 
where a is the length of a floating body and  ρl  is the density of liquid; in the parti-
cular case when a ≈  l ca , the weight of the liquid displaced in the meniscus is scaled 
according to  ρl g l ca  2    min{R,l}. Thus, it is plausible to suggest that a body with a density 
of  ρ s  and a typical dimension R can float only if  ρ s  R  3  ≤  ̃ χρ l  l ca  2    min{R, l ca }, where    ̃ χ is the 
dimensionless coefficient. This scaling leads to the conclusion that heavy bodies with  
 ρ s  >>  ρ l  will float when the condition R <<  l ca  takes place. However, it should be 
stressed that this conclusion is true only when the length of a floating body is on 
the order of magnitude of the capillary length. It does not hold for elongated bodies, 
where, for example, the floating of steel needles with a radius close the capillary 
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42   3 Surface tension-assisted floating of heavy and light objects

length becomes possible (depicted in Fig. 1.1). The floating of elongated bodies will be 
discussed later in Sections 3.4 to 3.6.

In the case where the length of a floating body is on the order of magnitude of the 
capillary length a ≈  l ca , floating is possible (as shown above) of Equation (3.1) takes place:

 𝜌s
𝜌l
≤ ̃𝜒� R

lca
�
−2
= ̃𝜒Bo−1, (3.1)

where Bo is the Bond number of the floating object, as introduced in Section 2.6.

3.2 Floating of a heavy sphere

For bodies possessing highly symmetrical shapes, an accurate qualitative analysis of 
their floating becomes possible. Consider the floating of a heavy body with a circular 
cross section (e.g. a sphere or a horizontal cylinder), as depicted in Fig. 3.3 and treated 
in detail in References 4 and 6. Geometrically speaking, the floating is characterized 
by the value of the interfacial angle (the meniscus slope angle) at the contact line φ 
(shown in Fig. 3.3). The interfacial angle φ will change with the weight (density) of the 
floating object, whereas the contact angle θ inherent for the triad liquid/solid/vapor 
is assumed to be constant (in other words, the effect of the contact angle hysteresis, 
introduced in Section 2.7, is neglected).

Fig. 3.3: Surface tension-supported floating of a heavy 
body with a circular cross section (e.g. a sphere or a 
horizontal cylinder). The radius of the cross section is R.

The most natural question to be addressed is: what is the maximal density of heavy 
objects for which floating is still possible? It is convenient to treat the problem with 
the notion of the dimensionless density ratio:

 ̃𝜌 = 𝜌s𝜌l
. (3.2)

The dependence of the dimensionless density ratio    ̃ ρon the interfacial angle φ, calcu-
lated in Reference 6, is depicted in Fig. 3.4. It is seen from Fig. 3.4 that as the interfacial 
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inclination φ varies,    ̃ ρachieves a maximum value     ̃ ρmax . This maximum corresponds 
to the highest density of a sphere that can float in equilibrium [4,6]. One more feature 
of Fig. 3.4 is noteworthy: for some values of     ̃ ρ<     ̃ ρmax , there appear two values of φ that 
give the same value of    ̃ ρ; thus, for some values of the density ratio    ̃ ρ,there are two 
possible equilibrium floating positions [4,6].

Fig. 3.4: Plot of the sphere density required to produce a given interfacial inclination φ at the contact 
line for R <<  l ca  and contact angle θ = 2π/3, as calculated in References 4 and 6.

For a qualitative understanding of the floating of a heavy sphere, consider the 
limit of small spheres, where R <<  l ca ; in this case, the buoyancy is small when 
compared to the vertical surface tension force γ sin φ acting around the contact 
line. The circumference of the triple line is 2πRsin(θ − φ). Combining these results, 
we obtain

 ̃𝜌(𝜑) = 3
2
� lca
R
�
2

sin𝜑 sin(𝜃 − 𝜑). (3.3)

The maximal value of the dimensionless density     ̃ ρmax  is calculated as

 ̃𝜌
max
≅ 3
2
� lca
R
�
2

sin
2 𝜃
2
, (3.4)

as shown in References 4 and 6. It is seen from Equation (3.4) that for a sphere of a 
given radius, the maximum floating density may be attained by increasing the contact 
angle θ. This result arises from an interplay between two factors: the change in the 
direction of the surface tension force and the length of the triple (contact) line. On the 
one hand, surface tension provides the largest force per unit length when the interfa-
cial inclination φ = π/2. However, the perimeter of the contact line decreases as φ incre-
ases (provided that θ > π/2). For superhydrophobic spheres, when θ ≅ π takes place,  
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both the maxima in the vertical force per unit length and the contact line length occur 
with φ = π/2. On the other hand, for other values of θ, there is a trade-off that results 
in the optimal total force being observed at φ = θ/2 [4,6].

3.3 Floating of a heavy cylinder

Floating a heavy cylinder is somewhat different from floating a sphere. We still 
restrict ourselves to the situation, where the supporting force is mainly governed by 
the surface tension, namely, R <<  l ca  takes place. As shown in References 4 and 6, 
two equilibrium positions exist for a heavy cylinder, similar to the case of a floating 
sphere. However, the    ̃ ρ(φ) dependence in this case is casted as

 ̃𝜌(𝜑) ≅ 2𝜋 �
lca

R
�
2

sin𝜑. (3.5)

In the case of a cylinder, the maximum supporting surface tension-inspired force is 
always provided by the meniscus being vertical, φ = π/2, and it equals

 ̃𝜌
max
≅ 2𝜋 �

lca

R
�
2

. (3.6)

As demonstrated in References 4 and 6, the meniscus may be vertical (φ = π/2) only 
when a cylinder is hydrophobic, i.e. θ > π/2 takes place.

3.4  Surface tension supported floating of heavy objects:  
why do elongated bodies float better?

Everybody who has tried to place a body heavier than water on its surface knows that 
more success is seen long, thin objects. It is much simpler to do this procedure with a 
steel needle than with a steel sphere of the same mass. Thus, we address the question: 
why do elongated bodies float better? We restrict our treatment to small bodies pos-
sessing a characteristic lateral dimension smaller than the so-called capillary length, 
as was made in the previous sections.

Consider first the floating of a cylindrical body with a radius smaller than the 
capillary length, R <<  l ca . Thus, the effects due to the buoyancy may be neglected. The 
gravity effects  f grav  are obviously given by

 f
grav
= 𝜌sgV =

𝜋
4
g𝜌sd2l, (3.7)
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where ρs, V, l and d are the density, volume, length and diameter of the needle,  
respectively (see Fig. 3.5).

Fig. 3.5: Scheme of a floating cylindrical body supported by the surface tension. ABCD is the cross 
section bounded by the triple (three-phase) line.

The capillary force withstanding gravity is estimated as  f cap  ≅ γ ξ f (θ ), where ξ is the 
perimeter of the triple (three-phase) line and f (θ) is the function depending on the 
apparent contact angle θ. The maximal capillary force  f cap   max   withstanding gravity and 
supporting floating may be very roughly estimated as

 f
max

cap
≅ 𝛾𝜉

max
= 2𝛾(d + l), (3.8)

where  ξ max   is the maximal perimeter of the triple line, corresponding to the cross 
section ABCD (see Fig. 3.5). This capillary force is maximal when it has only a vertical 
component (this is possible for hydrophobic surfaces, when the apparent contact angle 
θ characterizing the triad solid/liquid/vapor is larger than π/2, as shown in the previous 
section) and when a liquid wets a cylindrical needle along a line dividing the floating body 
into equal parts (ABCD is the medial longitudinal cross section of the needle, bounded by 
the triple line), as shown in Fig. 3.5. The interrelation between the maximal capillarity and 
gravity-induced effects will be described by the dimensionless number (see Reference 7):

 Ξ =
fmax

cap

f
grav

. (3.9)

Substituting Equations (3.7) and (3.8) into Equation (3.9) yields

 Ξ =
fmax

cap

f
grav

≅ 𝛼d + l
d2l

, (3.10)
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where 𝛼 = 8�
�g�s

.

It should be mentioned that the dimensionless number Ξ is actually the inverse 
of the Bond number (introduced in Section 2.6). Now consider the floating of various 
cylindrical needles of the same volume. Thus, Equation (3.11) takes place:

 𝜋
4
d
2
l = V = const. (3.11)

Hence, the length of the needle may be expressed as l = 4V/πd  2 . Substituting this 
expression into Equation (3.10) and considering the constancy of volume [namely 
Equation (3.11)] yields for Ξ

 Ξ(d) ≅ 𝜋𝛼
V
�d + 4V

𝜋d2 �. (3.12)

The function Ξ(d) is schematically depicted in Fig. 3.6. It possesses a minimum, 
when d =  d  *  = 2  3 √

____
 V/π . Considering V = (π/4) d  2 l gives rise to  d  *  = 2l. This means that 

the influence of capillary forces supporting floating is minimal for needles posses-
sing close longitudinal and lateral dimensions, whereas this influence is maximal for 
very long ( d  *  << 2l) and very short ( d  *  >> l) needles. Somewhat curiously, very short 
needles can also be treated as elongated objects, and the inequality Ξ >> 1 takes 
place. We conclude that the relative influence of capillary forces is maximal for elon-
gated objects; in turn, the relative influence of gravity on these objects is minimal. 
This consideration qualitatively explains the floating ability of heavy needles [7].

Fig. 3.6: The dimensionless number Ξ depicted schematically as a 
function of the diameter of the needle.

3.5 Floating of rectangular plates

Floating of heavy ( ρ s  >  ρ l ) rectangular plates may be treated in a similar way. Consider 
a floating rectangular plate with the thickness of h and lateral dimensions a × b. The 
gravity in this case is given by

 f
grav
≅ 𝜌sabhg. (3.13)
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The maximal capillary force is estimated as

 f
max

cap
≅ 𝛾𝜉 = 2𝛾(a + b), (3.14)

where ξ is the perimeter of the cross-section ABCD (see Fig. 3.7).

Fig. 3.7: Floating rectangular plate with the dimensions of a ×b ×h.

The capillary force is maximal when it has only a vertical component (the cross sec-
tions for rectangular plates are the same). Now consider rectangular plates of the 
same thickness h and the same volume V =abh, but differently shaped. We have for 
the dimensionless number Ξ

 Ξ =
fmax

cap

f
grav

≅ 2𝛾(a + b)𝜌sgV
= 𝛼�(a + b), (3.15)

where 𝛼� = 2�
�s gV

. Equation (3.15) could be rewritten as

 Ξ(a) = 𝛼� �a + V

ah
�. (3.16)

Function Ξ(a) is qualitatively similar to that depicted in Fig. 3.6. It possesses a 
minimum when a =  a  *  =  √ 

____
 V/h  .

Considering V = abh yields  a  *  = b. Thus, the influence of capillary forces is minimal 
for square plates of a fixed thickness and fixed volume. Again, the influence of capil-
larity supporting floating is maximal for elongated rectangular plates.
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3.6 Floating of ellipsoidal objects

The treatment of ellipsoidal objects is more complicated. Consider a completely 
hydrophobic (θ=180°) heavy ellipsoidal body possessing the semi-principal axes 
of length a, b and c, floating as shown in Fig. 3.8 (in this case the capillary force 
is maximal; it is also assumed to be vertical). The gravitational force acting on the 
ellipsoid is given by

 f
grav
≅ 4
3
𝜋𝜌sabcg, (3.17)

where (4/3)πabc = V is the volume of the ellipsoid.

Fig. 3.8: Floating ellipsoidal object; a, b and c are semi-axes. The cross section circumscribed by the 
triple line is shown in red.

The maximal capillary force is estimated as  f cap   max   ≅ γξ  max  , where  ξ  max   is the maximal 
perimeter of the triple line, corresponding to the circumference of the ellipse (depic-
ted in red in Fig. 3.7). The circumference of the ellipse is the complete elliptic integral 
of the second kind. It may be reasonably evaluated with the approximate Ramanujan 
formula:  ξ max   ≅ π[3(a + b) −  √ 

_______________
  10ab + 3( a  2  +  b  2 )  ]. Thus, the dimensionless number Ξ 

equals [7]:

 Ξ =
fmax

cap

f
grav

≅ 𝛼��[3(a + b) − �10ab + 3(a2 + b2)], (3.18)

where 𝛼�� = ���s gV . Now we fix the values of the volume V and the vertical semi-axis c. 
Thus, we obtain

 b = 3V

4𝜋ac =
𝛽
a
; 𝛽 = 3V

4𝜋c . (3.19)
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Substituting Equation (3.19) into Equation (3.18) yields

 Ξ(a) ≅ 𝛼��[
[
3(a + 𝛽

a
) − √10𝛽 + 3(a2 + 𝛽

2

a2
)]
]
. (3.20)

The differentiation of Equation (3.20) yields the somewhat cumbersome expression 

 dΞ(a)
da
≅ 3𝛼���1 − 𝛽

a2
��1 −

a �1 + �
a2
�

�10𝛽 + 3 �a2 + �2
a2
�
�

. (3.21)

However, it could be easily demonstrated that the expression (3.22),

 1 −
a�1 + �

a2
�

�10𝛽 + 3�a2 + �2
a2
�

 (3.22)

is always positive; hence, dΞ(a)
da
= 0 takes place when a = ± √ 

__
 β . Hence, the function Ξ(a) 

has a physically meaningful minimum, when a =  √ 
__

 β  =  √ 
_______

 3V/4πc   =  √ 
___

 ab  . Finally, this 
results in a = b. We conclude that the role of capillary forces is minimal in the dege-
nerated case, when the horizontal semi-axes of an ellipsoid are the same, namely, the 
cross section bounded by the triple line is a circle. This result is intuitively expected 
from the variational considerations. Indeed, we have fixed the volume V and the ver-
tical semi-axis c of the floating ellipsoid. In this situation, the area of the cross section 
bounded by the triple line S = πab turns out to be fixed (recall that V = (4/3)πabc  
= (4/3)Sc = const). Thus, we are actually seeking the minimal circumference of the 
figure possessing the given area, thereby supplying the minimum to the capillary 
force. It is well-known from the variational analysis that a circle has the minimum 
perimeter possible for a given area. Curiously, the use of the remarkable approxima-
ted Ramanujan formula for the calculation of the ellipse perimeter leads to an accu-
rate solution. We come to the conclusion that the more elongated the ellipsoidal body, 
the better it is supported by capillary forces [7].

3.7 Walking of water striders

The fascinating phenomenon of water striders (see Fig. 3.9), although closely related 
to the floating of heavy objects, is not completely understood. This effect is essentially 
dynamical, whereas in Sections 3.1 to 3.6, we considered only static effects. It is also 
possible that the physical mechanisms of locomotion of various water striders are 
different [8].
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50   3 Surface tension-assisted floating of heavy and light objects

Fig. 3.9: Typical water striders (Aquarius remigis) 
collected from the Jordan River, Israel.

As with other physical problems, it will be useful to start the analysis of the self-
locomotion of water striders from the calculation of the dimensionless numbers, cha-
racterizing the problem  [9]. Here, an incomplete list of the relevant dimensionless 
numbers, which are necessary for the analysis of the dynamic hydrodynamic prob-
lems, includes
1. the Reynold’s number Re = vL

̃𝜈kin
= 𝜌l vL𝜂 , where v, L and     ̃ ν kin  are the characteristic 

velocity, linear dimension and kinematic viscosity, respectively, characterizing 
the interrelation between inertia and viscosity-inspired effects, ̃𝜈kin = ��l , where  
η is the dynamic viscosity and  ρl  is the density of a liquid; consider � ̃𝜈kin� = m2

s
.

2. the Strouhal number St = fL

v
, where f is the frequency of vortex shedding (an 

oscillating flow that takes place when a fluid flows past an obstacle), is important 
for the analysis of oscillating flow mechanisms.

3. the Weber number We = �l v
2L

� , relating the inertia and surface tension-inspired 
effects, is the important when we analyze flows occurring in the vicinity of curved 
surfaces. We will meet this very important number in Chapters 9 and 10 devoted 
to the coalescence and impact of droplets.

4. the Bond number, introduced in Section 2.6 and given by Equation (2.16), descri-
bes the interrelation between gravity and surface tension.

It is noteworthy that animals demonstrating the ability of locomotion on water are 
very different in their dimensions and masses. The largest of them, the basilisk lizard 
(Basiliscus basiliscus), which is found in Central and South American rainforests, can 
grow up to 0.75 m long and has a mass of up to 0.4 kg; they develop a velocity of 3 m/s. 
In contrast, water striders (Gerridae) are insects with a characteristic length of 1 cm 
and mass of 10 mg; the typical velocity of their legs against the water without penetra-
ting the surface is on the order of magnitude of 1 m/s [9]. Thus, as expected, the mecha-
nisms of their locomotion are very different, and this is embodied in the dimensionless 
numbers listed above. For example, the characteristic Reynold’s number typical for 
the basilisk lizard is very high (Re ≈ 1 0  5 ), and the effects due to viscosity are negligible, 
whereas for the spider mites, Re ≈ 1 0  −1  and the viscosity could not be neglected [9].
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Now consider the Weber number We. It originates from the comparison of the 
dynamical (Bernoulli) pressure  p dyn  and the Laplace pressure  p L  (see Section 1.7):  
We = pdyn

pL
= �l v

2L

� , where L is the characteristic radius of the surface, which, in our 
case, is the characteristic radius of the strider’s leg. Maintenance of the menisci on 
their driving legs requires that We < 1, a criterion satisfied by all water-walking insects 
apart from the galloping fisher spider, as shown in Reference 9.

Large water walkers, in turn, such as the basilisk lizard (Bo << 1), are unconcerned 
with the effects of surface tension. The locomotion of water striders is accompanied 
by the generation of non-stationary surface “bow” waves, well-known to people, who 
observed their propulsion. For the analysis of non-stationary motions, the Strouhal 
number should be involved. The Strouhal number St arises from the comparison of 
the characteristic time of the displacement of particles of liquid  τ dis  and the characte-
ristic time of the non-stationary process (i.e. the typical time of the water strider leg 
stroke across the water  τ S ) [10]. Thus, St = �dis�S =

Lf

v
; f = 1

�S
; 𝜏dis = L

v
.

For large Strouhal numbers (~1), viscosity dominates fluid flow, resulting in a 
collective oscillating movement of the fluid. For low Strouhal numbers (on the order 
of  10  −4  and below), the high-speed, quasi-steady-state portion of the movement domi-
nates the oscillation. Oscillation at intermediate Strouhal numbers is characterized 
by the buildup and subsequent rapid shedding of vortices. Bush et al. [11] noted that 
water spiders and striders have the lowest Strouhal numbers (St ∼ 0.1–0.4), while 
other water-walking creatures have the highest values (St ∼ 0.5–1.1).

A detailed analysis of the dimensionless numbers performed for the treatment of 
water-walking creatures is supplied in Reference 9, and it was recognized from this 
analysis that they vary within a very broad range of values. This fact complicates the 
qualitative treatment of the locomotion of water striders.

The feature common to all kinds of water striders is that they propel themselves 
with their feet supported but not wetted by the water surface [9]. For a long time, it 
was supposed that this water repellency was due to a surface-tension effect caused by 
secreted wax [9]; however, it was recently shown that the water resistance of a water 
strider’s legs is mainly due to the special hierarchical structure of the legs, which are 
covered by large numbers of oriented tiny hairs (microsetae) possessing fine nano-
grooves [12], resulting in the superhydrophobicity of the feet surface. This effect will 
be discussed in detail in Sections 11.8 and 11.9.

For legged arthropods moving horizontally on land, their feet produce a friction 
force that transfers momentum from the animal to the substratum, accelerating the 
body. However, the hydrophobicity of water striders legs, supporting them above the 
water surface, makes terrestrial-style locomotion difficult on the water surface  [8]. 
The very small amount of interaction between water molecules and feet essentially 
reduces friction and makes the locomotion difficult. Thus, water striders have to 
“develop” resistance for their legs to enable their locomotion [8].

To explain this, alternate mechanisms of the locomotion were proposed, as depic-
ted in Fig. 3.10 [8,9,13]. The first is based on the generation of surface “bow” waves, as 
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depicted in Fig. 3.10A. It was suggested that when the striders’ middle legs are swept 
backwards, they create surface waves, and the legs, with their accompanying dimples, 
move backwards. It was also suggested that the leg-cum-dimple is “hull-like” in its 
interaction with the fluid medium. The drag of moving against these waves provi-
des the “purchase” needed by the animal to skate across the water [13]. Denny [13] 
demonstrated that no waves will be produced below a minimum hull speed, given by

 v
min
= �2� g𝛾w𝜌w

�
1/4

, (3.23)

where  ρw  is the density of water; for 𝜌w ≅ 103 kg

m3
; 𝛾w ≅ 70 × 10−3 Nm, we obtain 

v
min
≅ 0.23m

s
. At steady leg speeds above 23 cm/s, when waves should theoretically 

appear, we expect the leg’s bow wave to balance the horizontal pressure of the foot 
against the water [8,13].

The second possible mechanism which may enable the walking of water striders is 
the force related to the viscous drag, shown schematically in Fig. 3.10B. It is noteworthy 
that both of the surface waves and viscous drag-inspired forces are scaled as F ≈  v  2 , where 
v is the constant relative velocity of a water strider (see Reference 8 and Exercise 3.11).

The third physical mechanism that may be responsible for the motion of water 
striders is based on the surface tension [8,14]. Surface tension not only supports the 
floating of water striders, as shown in Sections 3.1 to 3.6, but may also supply the 
horizontal force enabling the propulsion. Consider first the locomotion of the water 
strider on the horizontal surface (depicted in Fig. 3.10C). The horizontal components 
of the forces arising from the surface tension are given by

  F AX  = l γ w  cos  α A , (3.24a)

  F PX  = l γ w  cos  α P , (3.24b)

where l is the length of a water strider leg, interacting with the surface,  α A  and  α P  are 
the “anterior” and “posterior” tilt angles, shown in Fig. 3.10C, and given by

 𝛼A = sin−1�
h

ra
�  (3.25a)

and

 𝛼P = sin−1�
h

rp
�, (3.25b)

where  r a  and  r p  are the distances from leg’s surface contact point in the “anterior” and 
“posterior” margins of the leg, respectively [8,14].
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Fig. 3.10: Possible sources enabling the motion of water striders. (A) Bow waves generated by water 
striders’ legs. (B) Viscous drag: the leg experiences resistance due to the drag from the fluid. The 
arrows indicate the direction of flow of the fluid. (C) Surface tension supported walking.

Thus, three possible sources, enabling the self-locomotion of water striders were intro-
duced, as shown in Fig. 3.10. The experiments performed by Suter et al. led to the conclu-
sion that the drag is the primary source of water resistance, promoting the locomotion [8].

However, the later research reported by Bush et al. assumed that the main mecha-
nism providing self-propulsion of water striders relies on momentum transfer by the 
surface waves. Bush et al. treated Denny’s paradox: infant water striders, whose 
legs are too slow to generate waves [see Equation (3.23), supplying the value of the 
minimum hull speed enabling the locomotion], should be incapable of propelling 
themselves along the surface [15]. Visualization of the motion of water striders by par-
ticle tracking revealed that the infant strider transfers momentum to the fluid through 
dipolar vortices shed by its rowing motion [15].

3.8 Water striders climbing a water meniscus

In the previous section, we treated the horizontal motion of water striders. To pass 
from water surface to land, water striders must contend with the slippery slopes of the 
menisci that border the water’s edge. The ability to climb menisci is a skill exploited 
by water-walking insects as they seek land to lay eggs or to avoid predators. The phy-
sical mechanism of this climbing was suggested in Reference 16.

We start our treatment from the analysis of forces acting on a small body (with 
linear dimensions smaller than the capillary length [see Equation (2.17)], placed on 
curved liquid surface, at a horizontal distance  x 0  from the vertical wall, as depicted in 
Fig. 3.11. The liquid surface may be curved by a vertical wall, as shown in Fig. 3.11, or 
by the another floating body, as will be discussed in the next chapter.
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Fig. 3.11: Small body floating on curved liquid surface.

As we displace the body horizontally (along the axis x), the body will experience a 
change in gravitational potential energy (relative to infinite separation) as well as 
changes in energy due to changes in interfacial areas [17]. If the floating body exerts a 
vertical force T  ̂  z  on the surface (the body is assumed to be smaller than the capillary 
length  l ca  and the applied force may be treated as a point force [16,17]), the potential 
energy of the body will be given by

 EP(x) = Tz(x) + const (3.26)

Thus, the lateral force  F x  acting on the body under its horizontal displacement equals

 Fx = −T
𝜕z(x)
𝜕x . (3.27)

The shape of the meniscus ζ (x) for the sufficiently small interfacial slopes ( 𝜕𝜁(x)𝜕x << 1) 
is given by [16,18]:

 𝜁(x) = lca cot 𝜃 exp�−
x

lca
�, (3.28)

where θ is the contact angle (see Fig. 3.11). Differentiation of Equation (3.28) and sub-
stituting it into Equation (3.27) yields for the lateral force

 Fx = −T cot 𝜃 exp�−
x

lca
� (3.29)

Thus, a small buoyant object (T > 0) floating in the presence of a larger meniscus 
is thus drawn up the slope, whereas a negatively buoyant body (T < 0) is driven 
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downwards  [16]. Consider now an insect of a mass m with its center of mass at a  
horizontal distance  x 0  from a vertical wall, as shown in Fig. 3.12.

Fig. 3.12: Meniscus climbing by a water strider –  
the strider pulls up with its wetting front and 
hind claws and pushes down with its middle 
legs. The function ζ (x) describes the shape of 
meniscus.

Each of his front and rear legs pull up at horizontal positions  x 0  −  L 1  and  x 0  +  L 3 ,  
respectively; the middle legs push down at the position  x 0  +  L 2 . According to  
Equation  (3.29), the front and rear legs are attracted to the background meniscus, 
while the middle legs are repelled. The insect may adjust  L i , subject to geometrical 
constraints imposed by its size, and thereby climb the meniscus. The detailed analy-
sis of forces and torques acting on the water strider is supplied in Reference 16.

3.9 Underwater floating of light bodies

Now consider one more paradoxical, counterintuitive floating of “light” objects, 
namely the floating of bodies possessing a density that is lower than that of the liquid, 
i.e. “light” bodies. It is generally agreed and usually observed that the surface of a light 
floating body is only partially covered by liquid (see Fig. 3.13A). Our group revealed a 
somewhat paradoxical regime of floating, in which a light body is completely coated 
by liquid, as schematically depicted in Fig. 3.13B. This may occur when the energy 
gain due to the wetting of the high-energy surface of a light body overcompensates 
for the increase in gravitational energy due to the upward climbing of the liquid film.

Fig. 3.13: (A) Conventional surface-tension supported floating of a light object. (B) Under-liquid 
(submerged) floating of a light object. h is the maximal height of the liquid layer; l is the thickness of 
the liquid layer, coating the polymer. ζ (x) is the profile of the liquid coating the plate.
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Our group studied the floating of LDPE (low-density polyethylene) plates in water 
and glycerol [19]. LDPE, like as other polymers, is a low-surface-energy material (the 
free surface energy of LDPE is on the order of magnitude of 20 mJ /m  2 ) [20,21]. Thus, 
it floats as depicted in Fig. 3.13A. To increase the surface energy of the LDPE plates, 
they were exposed to cold radiofrequency air plasma as described in the Experimen-
tal Section. Cold plasma treatment dramatically increases the surface energy of poly-
mers and consequently influences their wettability [22,23].

After the plasma treatment, the floating regime of the LDPE plates changed drama-
tically. The “underwater” floating of LDPE depicted in Figs. 3.13B and 3.14 was observed, 
in which water completely coated the LDPE plate. To illustrate the submerged floating, 
“Janus” LDPE plates were manufactured, comprised of virgin and plasma-treated 
areas [19]. The floating of such Janus plates in water is depicted in Fig. 3.14. It is seen that 
the plasma-treated section of the plate is submerged and completely coated by water, 
whereas the hydrophobic non-treated section stays partially above the water level.

Fig. 3.14: Floating of a Janus LDPE plate. The 
plasma-treated area is submerged, whereas 
the upper surface of the non-treated (virgin) 
area is not wetted.

This submerged (under-liquid) floating was observed for polyethylene and polypro-
pylene plates submerged in water and glycerol. Intuitively, this paradoxical regime 
of floating could be easily explained: the energy gain achieved by the wetting of the 
high-energy plasma-treated polymer surface prevails over the energy loss due to the 
upward climb of the liquid film, coating the body. It may be mistakenly supposed that 
the cold plasma treatment led to the total wetting of polymer plates (total wetting 
occurs when the spreading parameter Ψ =  γ SA  − ( γ SL  + γ) > 0, where  γ SA ,  γ SL  and γ are 
the triad of interface tensions at the solid/air, solid/liquid and liquid/air interfaces, 
respectively, as introduced in Section 2.1). Actually, we have a partial wetting of the 
plasma-treated polymers by water and glycerol, namely Ψ < 0, and a non-zero contact 
angle is observed [19].

A quantitative theory of the phenomenon has been proposed [19]. We observed 
submerged floating of polymer plates in both water ( ρ w  = 1.0 g/c m  3 ,  γ w  = 72 mJ/ m  2 ) 
and glycerol ( ρ gl  = 1.261 g/c m  3 ,  γ gl  = 63 mJ/ m  2 ). However, quantitative measurements 
of the profile of the liquid surface, curved by polymer plates of various dimensions, 
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were performed with glycerol only. The high viscosity of glycerol  η gl  = 1.5 Pa × s (when 
compared to that of water,  η w  = 9 ⋅ 1 0  −4  Pa × s, both values are supplied for ambient 
conditions) allowed the stable floating of polymer plates and enabled an accurate 
measurement of the curved profile of the liquid ζ (x), coating the plasma-treated 
polymer plate, shown schematically in Fig. 3.13B. The profile of the liquid ζ (x), the 
maximal height of the liquid layer h and the thickness of the liquid layer coating the 
polymer l were established with a laboratory-constructed device described in detail 
in Reference 19.

The capillary length of glycerol is close to  l ca  ≈ 2.25 mm, and in the experimental 
conditions h, l<<l ca  took place. At the same time, the length and width of the plates 
essentially exceed the capillary length; hence, in the lowest-order approximation, one 
can disregard the corner effects and instead estimate the profile of the liquid while consi-
dering the plate as a wall of an infinite length. Therefore, one can assume that the shape 
of the surface outside the plate obeys the exponential decay law [see Equation (3.28)]:

 𝜁(x) ≈ 𝜁(X
0
) exp�X0

− x
lca
�. (3.30)

Then, the vertical component of the force exerted by the lifted surface on the plate 
and the liquid layer above the plate  F s  can be estimated as

 Fs ≈ 2𝛾(a + b)
d𝜁(x)
dx
≈ 2𝛾(a + b)h

lca
. (3.31)

This component, together with the combined weight of the plate and the liquid layer 
above it, is balanced by the Archimedean force acting on the plate. If one neglects the 
edge effects related to the plate corners, this balance can be approximately expressed 
as follows:

 
2𝛾(a + b)h

lca
+ ab𝜌lgl + ab𝜌pgH = ab𝜌lg(H − h + l). (3.32)

Here,  ρ p  is the density of the plate material and H is the height (thickness) of the plate. 
It should be stressed that the Archimedean force acts only on the part of the plate sub-
merged into the original level of the liquid. The pressure exerted by the elevated part 
of the liquid is balanced by the surface tension forces (the Laplace pressure) and thus 
should be omitted when evaluating the Archimedean force. From Equation (3.32), it is 
easy to derive an expression for the general height of the liquid “hump”:

 h ≈ ̃𝜇H
2 ̃𝜉 + 1
; ̃𝜇 = 1 −

𝜌p
𝜌l
; ̃𝜉 = lca(a + b)

ab
. (3. 33)
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Here,    ̃ μ is a buoyancy parameter of the plate material and    ̃ ξ is a dimensionless 
parameter characterizing the relationship between the geometry of the plate and 
the capillary properties of the liquid. The results of the calculations according to  
Equation (3. 33) reasonably correlated with the experimental findings [19]. Thus, the 
paradoxical under-liquid floating of light objects is governed to a large extent by 
interfacial phenomena [19].

Underwater floating of light polymer beads gives rise to the formation of well-
ordered 2D structures  [24], which are formed due the immersion capillary interac-
tions, to be discussed in Section 4.1.

Bullets:
 – Floating of heavy objects arises as a result of the interplay between the buoyancy 

and surface tension.
 – The total force supporting the floating equals the weight of the entire volume of 

liquid displaced by the body (the Keller theorem).
 – The maximal dimensionless density of a heavy floating sphere is given by  
̃𝜌
max
≅ 3

2
� lca

R
�
2

sin
2 �
2
, and for a heavy cylinder, by ̃𝜌max

≅ 2

��
lca
R
�
2

.
 – Elongated heavy bodies float better due to an increase in their perimeter, provi-

ding larger surface tension-inspired supporting forces related to the gravity.
 – A variety of mechanisms may be responsible for the walking of water striders, 

including surface tension, surface waves and viscous drag.
 – If the body floating on a curved liquid surface a vertical force exerts on the surface, 

the lateral, surface tension-inspired force acting on a body appears.
 – A small buoyant object floating in the presence of a larger meniscus is drawn up 

the slope, whereas a negatively buoyant body is driven downwards. This observa-
tion explains the ability of water striders to climb a meniscus.

 – Paradoxical underwater floating of light bodies becomes possible when the energy 
gain achieved by the wetting of the high-energy surface prevails over the energy 
loss due to the upward climb of the liquid film, which is coating the light body.

Exercises

3.1. Try to prove the Keller theorem, which states that the total force supporting the floating equals 
the weight of the entire volume of liquid displaced by the body.

3.2. A steel ball with a radius of 0.1 mm is floating on a water surface. Please estimate roughly the 
maximal depth of its sinking.

 Answer: The maximal depth is approximately 0.1 mm.

3.3. A steel wire with a radius of 3.5 mm is floating on a water surface. Please estimate roughly the 
maximal depth of its sinking.

 Answer: The maximal depth is approximately 2.7 mm (the capillary length).

5
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3.4. A long cylinder needle with a radius of 1 mm is placed on the surface of water. What is the 
maximal density of the cylinder at which floating is still possible?

 Answer: The dimensionless maximal density of the cylinder at which floating is still possible 
is given by ̃𝜌

max
≅ 2

� �
lca

R
�2 ≅ 2

� �
2.7

1
�2 ≅ 4.6. Hence, the dimensional maximal density is appro-

ximately 𝜌
max
≅ 4.6 g

cm3
. Thus, an aluminum needle possessing the density of 𝜌Al ≅ 2.7 g

cm3  will 
float on the water surface, whereas an iron one, possessing the density of 𝜌Fe ≅ 7.87 g

cm3  will 
not.

3.5. A hydrophobic cylinder with a radius of 0.5 mm and a length of 100 mm is placed on the water 
surface. Estimate the maximal supporting force, inspired by the surface tension.

 Answer: fmax

cap
= 2𝛾(d + l) ≅ 1.4 × 10−2N.

3.6. Try to explain qualitatively the difference between the floating of heavy spheres and cylinders.

3.7. Try to explain qualitatively why elongated bodies float better.

3.8. Try to deduce Equation (3.23) from the dimensional arguments.

3.9. The typical velocities of a water strider’s legs were established experimentally as U ≅ 100 cm

s
, 

the length of the leg segment touching the water surface L is L ≅ 0.3 cm. Estimate the Reynold’s 
number Re = UL

̃𝜈kin
 (    ̃ ν kin  is the kinematic viscosity of water) characterizing the strider water 

stroke.
 Answer: Re ≅ 1 0  3 .

3.10. The surface tension of a solution containing 70 wt.% of water and 30 wt% of ethanol equals 
approximately 𝛾 ≅ 40 × 10−3 N

m
.Calculate the minimum hull speed enabling the walking of water 

striders across this solution.

3.11. The resistive force F caused by the bow wave (see Section 3.7 and Fig. 3.10A) that allows the 
walking of water striders was estimated in Reference 8 as F ≅ Sf ( �v

2

2
+ 2�2H�
�2 ), where v is cons-

tant relative velocity of a water strider, H is the height of the wave from the trough of the dimple 
to the peak of the bow wave,  S f  is the surface upon which the propulsive force is applied and 
the λ is the wavelength, which is twice the length of the dimple, assuming that the wave is 
sinusoidal. Try to make a realistic quantitative estimation of the resistive force F.

3.12. The resistive force caused by the surface tension, enabling the propulsion of water striders, 
is given by Equations (3.24) and (3.25). Try to make a realistic quantitative estimation of this 
force.

3.13. A small metallic ball with a mass m of 1 g floats on the meniscus formed by the vertical wall, as 
shown in Fig. 3.11, at the distance of 2.7 cm. The contact angle θ equals 45°.

 1. What will be the direction of the lateral force, acting on the ball, due to the surface tension?
 Answer: The ball will be drawn up the slope.

 2. What is the value of this force?
 Answer: Fx

 ≈ mge
−1 ≈ 4 × 10−3N .

3.14. Explain qualitatively, how a water strider climbs up a meniscus, using Equation (3.29) and 
Fig. 3.12.
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60   3 Surface tension-assisted floating of heavy and light objects

3.15. Try to qualitatively explain the submerged floating of light bodies, presented in Figs. 3.13B and 
3.14.

3.16. Monkey Judie studied from her friend, the basilisk lizard, how to run on water.

 The mass of Judie m is 5 kg and the time of the contact of its foot with water  τ contact  is 0.01 s. 
Estimate the vertical impulse supplied by Judie to the water that enables its running. Is running 
possible?

 Answer:
 py ≅ mg𝜏contact = 0.5N × s. For a detailed analysis of the possibility of running on water, see 

Reference 25.
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4  Capillary interactions between particles. Particles 
placed on liquid surfaces. Elasticity of liquid 
surfaces, covered by colloidal particles

4.1  Capillary interactions between colloidal particles

This chapter is devoted to the wetting phenomena inspired by colloidal particles, 
located on liquid surfaces. A colloid is typically a two phase system consisting of a 
continuous phase (the dispersion medium) and a dispersed phase (the particles or 
emulsion droplets). The particle size of the dispersed phase typically ranges from  
1 nm to 1 µm. Examples of colloidal dispersions include solid/liquid (suspensions), 
liquid/liquid (emulsions) and gas/liquid (foams) [1,2]. We concentrate on the situ-
ation where the dispersed phase is solid and the particles are located on a liquid 
surface. Interest in colloidal systems has been essentially strengthened by inexpen-
sive manufacturing of monodispersed colloidal spheres, leading to a diversity of 
promising applications that became possible  [3]. It was demonstrated that these 
spheres form perfect long-range-ordered structures [4,5]. The long-range order evi-
dences the attraction forces acting between colloidal particles. The nature of these 
forces may be very different, including capillary, electrostatic [6] and electrostatic 
double-layer interactions [7].

In this section, we focus on the capillary interaction between solid, colloidal par-
ticles. We have already demonstrated that when a body is placed on a curved liquid 
surface, it experiences a lateral force stipulated by the shape of the curved surface, 
given by Equation (3.27). However, this curvature may be caused by other particles 
floating on the surface. This is where the force acting between two floating particles 
appears [8–11].

The origin of these capillary forces is illustrated by Fig. 4.1;  φ1  and  φ2  are inter-
facial angles (the meniscus slope angles) at the contact lines separating particles 
and liquid (introduced in Section 3.2). Two different situations should be distin-
guished, as depicted in Fig. 4.1. In the first (shown in Fig. 4.1A, C, E), the particles 
are freely floating. The forces acting in this case were called the flotation forces 
by Kralchevsky et al [1,10,11]. The attraction appears because the liquid meniscus 
changes the gravitational potential energy of the two particles which decreases 
as they approach each other. Hence, the origin of this force is the particle weight 
(including the Archimedes force)  [1,10,11]. Thus, it is well expectable that this 
force is negligible for colloidal particles, which are characterized by dimensions 
much smaller than the capillary length (see Section 2.1). Kralchevsky et al. stated 
that the flotation force disappears for spherical particles with radius smaller than 
10 µm [1,10,11].

DOI 10.1515/9783110444810-004
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Fig. 4.1: Lateral capillary forces acting between solid particles.  φ1  and  φ2  are interfacial angles 
(meniscus slope angle) at the contact lines separating particles and liquid. (A, C, E) Flotation forces. 
(B, D, F) Immersion forces.

A force of capillary attraction also appears when the particles (instead of freely floa-
ting) are partially immersed in a liquid layer on a substrate, as shown in Figs. 4.1B, D, 
F [1,10–12]. The deformation of the liquid surface in this case is related to the wetting 
properties of the particle surface, namely the position of the triple line and the mag-
nitude of the contact angle, rather than to gravity. These forces were called by the 
immersion forces Kralchevsky et al [1,11]. It is noteworthy that these two kinds of forces 
exhibit similar dependence on the interparticle separation but very different depen-
dencies on the particle radius and the surface tension of the liquid γ. This will be 
shown below.

The flotation and immersion forces may be either attractive (Figs. 4.1A and B) or 
repulsive (Figs. 4.1C and D). This is governed by the signs of the meniscus slope angles  
φ1  and  φ 2 . As shown in References 1, 11, and 12, the capillary force is attractive when

 sin�
1
sin�

2
> 0, (4.1a)

and it will be repulsive when

 sin�
1
sin�

2
< 0. (4.2b)
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In the case of flotation forces, φ > 0 for light particles (see Section 3.10) and φ < 0 for 
heavy particles. In the case of immersion forces, φ > 0 for hydrophilic particles (see 
Section 2.1) and φ < 0 for hydrophobic particles [1,11]. When φ = 0 takes place, there 
is no meniscus deformation, therefore no capillary interaction between particles. 
This can happen when the weight of the particles is too small to create significant 
surface deformation, as shown in Fig. 4.1E. The immersion forces appear not only 
when particles are supported by solid substrates, but also in thin fluid films, as 
depicted in Fig. 4.1B. The theory developed by Kralchevsky et al. [1,10–12] predicts 
the following asymptotic expression for the lateral capillary force acting between 
two particles of radii  R 1  and  R 2  separated by a center-to-center distance L:

 F = 2𝜋𝛾Q̃
1
Q̃
2
qK

1
(qL) �1 + O(q2R2

k)� rk << L, (4.3)

where     ̃ Q  k  is the so-called capillary charge introduced by Kralchevsky et al. according to

 Q̃k = rk sin𝜑k (k = 1, 2), (4.4)

where  r k  are the radii of the contact (triple) lines of the particles. The parameter q in 
Equation (4.3) is defined according to

 q
2 = l−2ca =

Δ𝜌g
𝛾 (in thick ilms) (4.5a)

 q
2 = Δ𝜌g − Π



𝛾 = l−2ca −
Π
g

(in thin ilms), (4.5b)

where  l ca  is the capillary length, Δρ is the difference between the densities of the two 
fluids (in the case where solid particles are placed at the interface separating two 
liquids, obviously Δρ = ρ, where ρ is the density of the liquid, when the solid par-
ticle is located at the liquid/vapor interface), and Πʹ is the derivative of the disjoi-
ning pressure with respect to the film thickness (see Section 2.4);  K 1 (x) is the modified 
Bessel function of the first order [13]. The asymptotic expression of Equation (4.3) for  
qL <<1 is given by

 F = 2𝜋𝛾 Q̃1
Q̃
2

L
rk << L << q−1, (4.6)

which resembles a two-dimensional Coulomb law (see Exercise 4.7). Thus, the 
notion of the “capillary charge” introduced by Kralchevsky et al.  [1,11] becomes 
natural. Note that the immersion and flotation forces exhibit the same functional 
dependence on the interparticle distance [see Equations (4.3)–(4.6)]. On the other 
hand, their different physical origins result in different magnitudes of capillary 

 EBSCOhost - printed on 2/13/2023 4:06 PM via . All use subject to https://www.ebsco.com/terms-of-use



 4.2 A capillary model of crystals according to Bragg and Nye   65

charges, which are inherent for these two kinds of capillary force. Kralchevsky  
et al. [1,10–12] derived

 F ≈ R
6

𝛾 K1
(qL) for lotation force, (4.7a)

 F ≈ 𝛾R2
K
1
(qL) for immersion force. (4.7b)

It is seen from Equations (4.7a) and (4.7b) that when the surface tension γ increases,  
the flotation force decreases, whereas the immersion force increases. Moreover, 
the flotation force decreases much more strongly with the decrease of R than does  
the immersion force. Thus, the flotation force is negligible for R < 10 μm, whereas the 
immersion force can be significant even when R ≅ 10 nm [1].

The weight of micrometer- and nanometer-sized particles is not sufficient to 
deform the fluid interface and bring about capillary force between the particles. 
However, the situation changes if the contact line has undulated or irregular shape. 
This may happen when the particle surface is rough, angular or heterogeneous. In 
such cases, the triple line sticks to the surface of the particle and capillary multipoles 
may be introduced [14].

4.2 A capillary model of crystals according to Bragg and Nye

One of the most fascinating physical models exploiting capillary interactions is the 
dynamic model of crystal structure proposed by Bragg and Nye [15]. In their seminal 
work, the crystal structure of a metal was represented by an assemblage of bubbles, 
a millimeter or less in diameter, floating on the surface of a soap solution. Bragg and 
Nye [15] developed a very simple apparatus, depicted in Fig. 4.2, enabling the manu-
facturing of bubbles that are remarkably uniform in size. Using the apparatus, the 
bubbles are blown from a fine pipette beneath the surface with a constant air pres-
sure, as shown in Fig. 4.2. The self-assembled structure built from bubbles may contain 
hundreds of thousands of bubbles that will persist for an hour or more [15]. The assem-
blages show structures that have been presumed to exist in metals and simulate effects 
which have been observed such as grain boundaries, dislocations and other types of 
fault, slip, recrystallization, annealing and strains due to “foreign” atoms.

Fig. 4.2: Apparatus used by Bragg and Nye for 
manufacturing bubbles (uniform in size) [15].
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One is tempted to ask the question: what is the physical reasoning for capillary attrac-
tion between two floating bubbles? Indeed a bubble may be treated as a particle with 
zero mass; thus, according to the approach developed in the previous section, it does 
not deform a liquid/vapor interface. Hence, the capillary attraction force between two 
floating bubbles is expected to be zero. The origin of the capillary attraction force 
acting between two bubbles is illustrated in Fig. 4.3, and it is similar to the immersion 
force discussed in the previous section.

Fig. 4.3: Scheme illustrating the capillary interaction 
between bubbles of the same radii R. The center-to-
center separation of bubbles is R.

The bubble floats beneath the liquid/vapor interface and acts on it from below, due to 
the Archimedes force (see Section 3.10). Thus, the floating of bubbles resembles the 
underwater floating of light bodies, as discussed in detail in Section 3.11. This kind of 
floating distorts the liquid/vapor interface, as shown in Fig. 4.3; this distortion in turn 
gives rise to the capillary attraction force acting between two bubbles of radius R and 
separated by a distance L (see Fig. 4.3), described by the potential U(L), as suggested 
in References 8 and 16.

 U(L) = 𝛾l2caΨ̂ �
R

lca
�K

0
� L
lca
�, (4.8)

where Ψ̂� R
lca
� is the function of the dimensional size and K0

( L
lca
) is the zero-order 

modified Bessel function whose argument is the dimensionless separation L
lca

 [16].
The capillary interactions may be responsible for the self-assembly of bubbles, 

giving rise to the dynamic capillary model of crystals introduced by Bragg and Nye [15].

4.3  Electrostatic interactions between floating  
colloidal particles

Capillary interaction is not the only kind of physical interactions acting between 
colloidal particles. It was demonstrated by Pieranski that electrostatic interac-
tions between floating particles may be not less important than capillary ones [17].  
The origin of the electrostatic charges appearing when colloidal particles are 
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partially immersed in water is shown in Fig. 4.4. The dipoles associated with such 
axially symmetric distribution of charges must be vertical [17]. The potential U(L) 
arising from the electrostatic interaction of colloidal particles is described by the 
function

 U(L) = a1kBT
3L

exp(−�̂�L) + a2kBT
L3

, (4.9)

where  a 1  and  a 2  are the pre-factors that determine the order of magnitude of the 
screened Coulomb, diffuse double-layer and the dipole-dipole interaction, respec-
tively,  k B  is the Boltzmann constant,   ˆ κ  is the inverse Debye screening length and 
T is the absolute temperature [6]. At large enough particle separations (  ˆ κ L >> 10), 
the dipolar contribution dominates the interaction. A wide range of experiments 
confirm the dipolar nature of the interactions, showing that as the interparticle 
potential decays as  L  −3   [6]. Thus, the capillary force  F el  due to the electrostatic 
interaction scales as  L  −4 .

Fig. 4.4: Origin of the attracting electrostatic 
force acting between two floating colloidal 
particles according to Reference 17.

External electrical fields exerted on particles floating on the liquid surface the give 
rise to additional lateral forces scaling as 1

L
  [18]. These forces indent particles into 

the liquid/air interface or pull them out, consequently deforming the interface. The 
deformation of the liquid/air interface gives rise to lateral forces as discussed in 
Section 3.10.

4.4  A single particle located at the liquid/vapor  
and liquid/liquid interfaces

Consider a single particle located at the interface, separating two phases, the first 
water and the second air or oil, as depicted in Fig. 4.5. This situation is impor-
tant in Pickering emulsions, stabilized by solid particles (for example colloidal 
silica) [19].
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Fig. 4.5: Small capillary particle (R <<  l ca ) floating on 
the interface.

Assuming that the particle is small enough (typically less than a few micrometers in 
diameter) so that the effect of gravity is negligible, the energy ΔE required to remove 
the particle from the interface is given by

 ΔE = 𝛾
12
𝜋R2(1 ± cos 𝜃)2, (4.10)

in which the sign inside the bracket is negative for removal into the water phase, and 
positive for removal into the air or oil phase, R is the radius of the particle and  γ 12  is 
the interfacial tension at the boundary [20–23]. It is easily seen from Equation (4.10) 
that the strongest connection of a colloidal particle to an interface takes place for  
θ = 9 0  0 , and as is shown in Exercise 4.12, it may be of the order of magnitude of 
thousands of  k B T at ambient conditions. However, for  0  0  < θ < 20°; 433 K < T < 453 K,  
the energy ΔE required to remove the particle from the fluid/fluid interface falls to  
ΔE ≤ 10  k B T [21].

The low values of energy inherent for the connection of colloidal particles to 
interfaces has enabled fascinating fundamental experiments demonstrating the inti-
mate link between information theory and thermodynamics [24]. In 1961, Rolf Land-
auer [25,26] argued that the erasure of information is a dissipative process. A minimal 
quantity of heat, proportional to the thermal energy and called the Landauer bound, 
is necessarily produced when a classical bit of information is deleted. A direct conse-
quence of this logically irreversible transformation is that the entropy of the environ-
ment increases by a finite amount [25,26]. Using a system of a single colloidal particle 
trapped in a modulated double-well potential, Berut et al. [24] established that the mean 
dissipated heat saturates at the Landauer bound in the limit of long erasure cycles.

There are many similarities in the behavior of small particles and surfactant 
molecules (see Section 1.5) at fluid/fluid interfaces, which are discussed in detail in 
Reference 21. Colloidal particles are sufficiently small for considering effect related 
to the line tension (see Section 2.3). An analysis considering the line tension in floa-
ting of non-spherical particles was performed in Reference 27. It was demonstrated by  
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Krasovitski and Marmur  [27] that a positive line tension may lead to a meaningful 
energy barrier which may prevent the penetration of particles into a drop, even when 
it is thermodynamically favored. An analysis of the absorption of colloidal particles 
into curved interfaces was carried out in Reference 28.

4.5 Elasticity of liquid surfaces, coated with colloidal particles

It was demonstrated recently that liquid surfaces coated with colloidal particles 
behave as two-dimensional elastic solids (rather than as liquids) when deformed   
[29–31]. For example, liquid marbles do not coalesce when pressed together, as 
shown in Fig. 4.6. When liquid marbles, i.e. droplets coated with colloidal particles 
(which will be discussed in detail in Section 12.3), collide, they do not coalesce, but 
demonstrate quasi-elastic (almost elastic, non-coalescent) collision, as discussed 
in Reference 31. It was also demonstrated that the layers built of monodispersed 
colloidal particles can support anisotropic stresses and strains [32]. The observed 
pseudo-elastic properties of liquid surfaces coated with colloidal particles call for 
explanation.

Fig. 4.6: The 10-µL Teflon (white)- and lycopodium (yellow)-coated 
marbles do not coalesce even when pressed together.

Vella et al.  [32] analyzed the collective behavior of a close-packed monolayer of 
non-Brownian colloidal particles placed at a fluid/liquid interface. In this simp-
lest case, however, the close-packed monolayers may be characterized using the 
effective Young’s modulus and the Poisson ratio [32]. These authors proposed an 
expression for the effective Young modulus  E Young  of an “interfacial particle raft” 
in the form

 EYoung ≅
1 − 𝜈p
1 + 𝜙
𝛾
d
, (4.11)

where γ is the surface tension of liquid, d is the diameter of solid particles,  ν p  is the 
Poisson ratio of solid particles and ϕ is the solid fraction of the interface. They conclu-
ded that the elastic properties of such an interface are not dependent on the details of 
capillary interaction between particles [32].
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The model presented by Vella et al. [32] implies close packing of the elastic spheres, 
coating liquid marbles. However, in the case of liquid marbles, the surface is not com-
pletely coated by solid particles. Water clearings are clearly seen separating particles 
and aggregates of particles under electron microscopy [33]. It should also be empha-
sized that liquid marbles, when pressed or collided, demonstrate a “transversal”  
pseudo-elasticity (i.e. normal to their surface) and not lateral, whereas the model 
developed in Reference 32 treated only the lateral elasticity of surfaces, coated with 
solid particles.

An alternative mechanism of pseudo-elasticity was proposed in Reference 33 for 
a liquid surface covered by solid particles that are not closely packed, thus explaining 
the “transversal” elasticity of surfaces, as depicted in Fig. 4.7. The elasticity in this 
case is caused by the change in the liquid area under deformation, as it also occurs 
in Reference 32.

Consider two media (one of which may be vapor) in contact. The plane bound-
ary between them is characterized by the specific surface energy (or the surface 
tension)  γ 1,2 . At this juncture, a spherical body of a radius R is located modeling a 
colloidal particle (see Fig. 4.5). Note that the equilibrium position of such a par-
ticle is due to surface forces but not to gravity since the size of a colloidal particle 
is much lower than the capillary length  √ 

____________
  γ 1,2 /g |  ρ 1  −  ρ 2  |    ( ρ 1  and  ρ 2  are the correspon-

ding densities). Besides  γ 1,2 , these forces are characterized by the surface tensions  
γ 1  and  γ 2  at the corresponding solid/fluid interfaces (see Fig. 4.5). The total surface 
energy U is given by

 U = 2𝜋R (R − h) 𝛾1 + 2𝜋R (R + h) 𝛾2 − 𝜋𝛾1,2 �R2 − h2� + 2𝜋Γ�R2 − h2. (4.12)

The first and second terms represent the surface energies of the solid/fluid interfaces, 
while the third one describes the energy of the “disappearing” area due to the solid 
body. Also included is the line tension Γ of the triple line (see Section 2.3), taking 
into account two neighboring media (two fluids and one solid), which is included in  
Equation (4.12) since it may be important for very small particles [27].

The equilibrium depth of immersion  h 0  can be found by differentiation of  
Equation (4.12):

 
𝛾
2
− 𝛾

1

𝛾
1,2

+ h0
R
− Γ𝛾

1,2
R
·

h
0

�R2 − h2
0
�
1

2

= 0. (4.13)

In the widespread case where Γ <<  γ 1,2 R, one can write down the approximate explicit 
solution of Equation (4.13). For this purpose,  h 0  and the square root in Equation (4.13) 
are expressed in powers of the dimensionless parameter κdefined as

 𝜅 = Γ𝛾
1,2
R
. (4.14)
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The result for the equilibrium depth of floating is

 h
0
= R �cos 𝜃Y + 𝜅cot 𝜃Y�. (4.15)

Here, we also use notation for the Young contact angle (see Section 2.2):

 cos 𝜃Y =
𝛾
1
− 𝛾

2

𝛾
1,2

. (4.16)

To provide a correct asymptotic expression of the behavior of  h 0  in powers of κ, one 
should require/sin  θ Y  << 1, since the coefficients in the above-mentioned expansion 
may increase for the lowest and highest contact angles  θ Y . To study the oscillatory 
response of a surface covered by the colloidal particles for the force component acting 
on the solid body in the case of small deviations from the equilibrium depth  h 0 , we 
obtain

 Fh = −
dU

dh
= −2𝜋𝛾

1,2
�1 − 𝜅

sin
3𝜃Y
� · �h − h

0
� , (4.17)

which is a form of the Hooke law. As it follows from Equation (4.17), our model system 
is a harmonic oscillator with the eigen-frequency

 𝜔 = �
2𝜋𝛾

1,2
�1 − �

sin
3�Y
�

m
, (4.18)

where m is the mass of the floating body. Equation (4.18) is obviously applicable 
when    κ ____ 

 sin  3  θ Y 
   < 1 takes place. Note that elastic properties do not depend on the surface 

tensions  γ 1  and   γ 2 , which determine only the equilibrium of the system in Equa-
tions  (4.15) and (4.16). Equation (4.18) may be rewritten in a form revealing an explicit 
dependence of the eigen-frequency on the radius of a particle R:

 𝜔 = lca�
3

2

g

R3
�1 − 𝜅

sin
3 𝜃Y
�, (4.19)

where  l ca  =  √ _______
  γ 1,2 / ρ p  g   and  ρp  is the density of a colloidal particle.

Now let n be the surface density of colloidal particles on an area S of the boundary 
(the surface is assumed to be flat). Under the deviation h −  h 0 , the total elastic force on 
the area S is nS F h . According to the Hooke law:

 nSFh

S
= E h − h0h0


,
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and for the effective Young modulus  E Young , it follows on account of Equation (4.17)

 EYoung = 2𝜋n
h0
 𝛾1,2 �1 −

𝜅
sin

3𝜃Y
� ≈ 2𝜋nR𝛾

1,2

cos 𝜃Y − cot
3𝜃Y
. (4.20)

Note that here the deformation is connected with the interface change but not with 
the deformation of particles. This whole approach is applicable for dilute colloids or 
colloids with a weak interparticle interaction (see Sections 4.1–4.3). Equation (4.20) 
will predict the effective elastic modulus for both of flat and curved surfaces coated 
by colloidal particles, in the case when the characteristic dimension of the deformed 
area L is much larger than that of a particle R (see Fig. 4.7). It should be stressed that 
Equation (4.20) supplies the upper limit of the effective elastic modulus because it 
assumes the simultaneous contact of a plate with all of colloidal particles.

Fig. 4.7: The transversal elasticity of a liquid 
surface coated by a colloidal layer. The layer 
is pressed by a plate moving normally to the 
surface.

The numerical estimation of the effective Young modulus may be exemplified with 
colloidal particles with radii of R~1 μm; thus, taking into account the most reaso-
nable estimation of line tension Γ~1 0  −10  N (see Reference 27 and Section 2.3) and 
water surface tension  γ 1,2  ~ 1 0  −1   N/m, we see that according to Equation (4.14),  
κ ≈ 1 0  −3 , and the effects due to the line tension are negligible. For the realistic surface 
density of particles, n~1 0  9   m  −2 , and assuming that Equation (4.20) supplies the rea-
listic estimation of the effective Young modulus, E~100 Pa, which is two orders of 
magnitude lower than that following from Equation (4.11) in the case of close-packed 
microparticles. The values of the effective elastic modulus, which were recently estab-
lished experimentally in Reference 34 under deformation of liquid marbles, coated by 
micrometrically scaled polyethylene particles, are close to 100 Pa, in good agreement 
with our estimation.

For nanometric particles, the line tension should be taken into account in  
Equations (4.19) and (4.20). For example, for hydrophobic colloidal particles of a 
size R =10 nm on water/air interface with the above-mentioned parameters, we have  
κ~0.1, and setting the average distance between particles as equal to their size R, the 
concentration n~10  16   m  −2 . Then from Equation (4.20), it follows that E~10 MPa, which 
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is much higher than in the case of micrometer-scaled particles. It is also obvious from 
Equation (4.20) that in the case of materials with lower values of the contact angle  θ Y ,  
the value of the effective Young modulus will be much lower. The time-scaling argu-
ments, important for understanding elastic properties of liquid surfaces coated with 
colloidal particles, are discussed in Reference 33.

Bullets
 – Two kinds of lateral capillary force acting between colloidal particles are possi-

ble, namely flotation and immersion forces.
 – Flotation force appears when the particles are freely floating. For particles 

separated by a length that is much larger than the dimension of the particles 
and much smaller than the capillary length, the capillary Coulomb law holds:  
F = 2𝜋𝛾 Q̃1 Q̃2

L
, where     ̃ Q  1 ,    ̃ Q  2  are the so-called capillary charges and L is the separa-

tion between particles.
 – The flotation force decreases, whereas the immersion force increases when the 

surface tension γ increases.
 – The flotation force decreases much more strongly with the decrease of R than 

does the immersion force and is negligible for R < 10 μm, whereas the immersion 
force can be significant even when R ≅ 10 nm.

 – In addition to the capillary forces, electrostatic interactions may be essential for 
particles floating on a liquid surfaces scaling as  L  −4 .

 – Capillary and electrostatic lateral forces give rise to 2D crystals built of floating 
particles and bubbles, including the famous capillary model of crystals proposed 
by Bragg and Nye.

 – Floating colloidal particles provide pseudo-elastic properties to liquid surfaces.
 – The effects due to the line tension are essential for floating colloidal particles.

Exercises

4.1. Explain qualitatively the origin of capillary forces acting between colloidal particles.

4.2. What is difference between flotation and immersion forces?

4.3. Explain why, in the case of flotation, the meniscus slope angle ϕ > 0 for light particles and  
ϕ < 0 for heavy particles.

 Hint: See explanation in Section 3.10.

4.4. What is the value of the capillary force F when there is no deformation of the liquid surface  
(ϕ = 0)?

 Answer: F = 0

4.5. What is the dimension of the “capillary charge”?
 Answer:  [    ̃ Q  ]  = m.

5
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4.6. What is the dimension of the parameter q in Equations (4.4) and (4.5)?
 Answer: [q] =  m  −2 .

4.7. Two endless wires are charged with the constant linear charge densities  λ 1  and  λ 2 . The wires 
are separated by distance r. Demonstrate that the Coulomb force acting between them per unit 
length of a wire, F

l
, is given by [compare with Equation (4.6)]

 F

l
= 2k 𝜆1𝜆2

r
.

4.8. What is the definition of the modified Bessel function of the first order? What is the asymptotic 
expression of the modified Bessel function of the first order for small arguments?

 Answer: K1(x) ≈ 1

x
 for small values of x (see Reference 13).

4.9. Two identical spherical particles with a radius of 2 µm float on a water surface. The distance 
between the centers of the particles is 0.1 mm. The radii of their contact lines equal 1 µm and 
the meniscus slopes are 45°. Estimate the lateral capillary force acting between the particles.

 Solution: The distance between the centers of the particles (L =0.1 mm =100 µm) is much 
larger than the radius of a particle which is 2 µm; on the other hand, L <<  l ca  = 2.7 mm takes 
place. Thus, the condition  r k  << L <<  q  −1  =  l ca  takes place and Equation (4.6) is applicable.

 Therefore, we calculate

 F ≅ 2𝜋𝛾w
Q̃1Q̃2

L
= 2𝜋𝛾w

r
2
sin

2 𝜑
L
= 2𝜋𝛾w

r
2

L
≅ 2.1 × 10−9 N,

 where r = 1 0  −6  m is the radius of the contact (triple) lines, φ = 45° is the meniscus slope and  
γw ≌ 70 ×  10  −3  N/m is the surface tension of water.

4.10. Explain qualitatively the origin of the attracting capillary force acting between two floating 
bubbles (see Fig. 4.3).

4.11. Explain qualitatively the origin of the attracting electrostatic force acting between two floating 
colloidal particles (see Fig. 4.4).

4.12. Calculate the energy ΔE necessary to remove a colloidal particle (R = 1 0  −6  m) from the water/
toluene interface into water. The water/toluene interface tension is γ12 = 0.036 N/m at room  
temperature. Consider the case where the equilibrium contact angle θ = 90°. Express the 
answer in the units of  k B T (for the room temperature).

 Answer: ΔE = 2750 k B T.

4.13. Consider a water surface coated with spherical polyethylene particles with radii of 5 µm. Are 
the effects due to the line tension important for understanding the floating of these particles?

 Answer: The effects due to the line tension are negligible.

4.14. Consider a water surface coated with spherical polyethylene particles with radii of 5 µm. Esti-
mate the effective Young modulus of such a surface, setting the average distance between 
particles as equal to their size. The Young contact angle for polyethylene  θY  ~110°.

4.15. Demonstrate that the electrostatic force  F el  acting between floating colloidal particles scales at 
large distances as  L  −4 .

 Hint: See Equation (4.9) and use Fel = − 𝜕U(L)𝜕L .
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5 Capillary waves

5.1 Gravity, capillary and gravity/capillary waves

To understand capillary waves, it is necessary to have a general knowledge of the 
theory of wave propagation and a profound understanding of its main concepts, such 
as traveling and standing waves, the wave equation, phase and group velocities, the 
dispersion relation, etc., and we recommend References 1 and 2 for this purpose.

Waves traveling along the phase boundary of a fluid are called capillary waves. 
Capillary waves are common in nature and are often referred to as “ripples”. Two main 
“players” are responsible for the formation of capillary waves: gravity and capillarity. 
Indeed, when the liquid/gas interface is perturbed, these two factors tend to bring the 
surface back to its position in rest [3]. Long waves are generally dominated by gravity, 
whereas the small waves are governed by surface tension. Indeed, when the wavelength 
λ is much larger than the capillary length, i.e. λ >>  l ca , the effects due to the surface tension 
may be considered negligible. A more accurate treatment of surface waves, which is pre-
sented in Section 5.3, demonstrates that the capillarity is negligible when λ >> 2π l ca .

5.2 Gravity waves

We start from pure gravity waves (“pure” because the effects due to surface tension 
are negligible) traveling along a water/air interface. Consider the fundamental ques-
tion: what is the depth of penetration of gravity waves, i.e. the depth below which the 
pressure is constant with time and the velocity is zero at a fixed position? Our analysis 
is based on the extremely clear, qualitative approach developed by Kenyon [4]. This 
analysis in turn is based on two fundamental ideas introduced by Albert Einstein [5]. 
Einstein’s first idea is that in the frame of reference moving with the wave phase 
velocity, a steady state is possible, because the static pressure difference between the 
trough and the crest of a wave balances the dynamic pressure difference between its 
crest and trough [4,5].

His second idea is that since the vertical acceleration of fluid is downward at the 
crest and upward at the trough, the pressure variations due to the combined effects of 
acceleration of gravity on the one hand and of the vertical acceleration of the liquid 
on the other will vanish at fixed position when that position is sufficiently deep [4,5]. 
This idea suggests the possibility that the depth of wave influence is finite, but it gives 
no guidance about what physical parameters define and govern that depth [4].

Starting from the first idea, the hydrostatic pressure difference between the crest 
and the trough Δ p h  is given by (see Fig. 5.1):

 Δph = 𝜌gH, (5.1)

DOI 10.1515/9783110444810-005
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where ρ is the liquid density and H is the wave height, as shown in Fig. 5.1. The 
dynamic pressure Δp dyn , in turn, is supplied by

 Δpdyn =
1

2
𝜌�v + Δv

2
�
2

− 1
2
𝜌�v − Δv

2
�
2

= 𝜌vΔv,  (5.2)

where  
_
 v  is the average between crest and trough horizontal fluid velocity and Δv is the 

difference in v between the crest and the trough. Conservation of mass between the crest 
and the trough, equalizing the mass streams in vertical and horizontal directions, yields

 dΔv = H v, (5.3)

where d is the depth of wave influence measured with respect to the equilibrium-free 
surface. The idealization is made, assuming that  

_
 v  and Δv are independent on depth 

d and that below d, the fluid velocity everywhere equals  
_
 v .

Fig. 5.1: Gravity waves formed at a liquid/air interface. Vertical accelerations    
___

 › a   T  andd    
___

 
›
 a   C  under the 

trough (T ) and the crest (C) are shown; d is the depth of wave influence.

Balancing the hydrostatic pressure Δp h  and the dynamic pressure Δ p dyn  and involving 
Equation (5.3) of the mass balance yields

 v
2 = gd. (5.4)

On the other hand, the balance of pressures at a height of H/2 yields

 𝜌(g + aT)�d −
H

2
� = 𝜌(g − aC)�d +

H

2
�,  (5.5)

where  a T  and  a C  are the values of the vertical accelerations under the trough and the 
crest, respectively, as depicted in Fig. 5.1. The vertical centripetal accelerations  a T  and  
a C  may be estimated from simple kinematic considerations:

 aT =
�v + Δv

2
�2

R
 (5.6a)
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 aC =
�v − Δv

2
�2

R
, (5.6b)

where R is the value of the radius of the curvature of the surface, which is supposed to 
be equal at the trough and the crest. Now we substitute Equation (5.6) into Equation 
(5.5) and use Equation (5.4) while assuming (H

d
)2 << 1. [4] These simple calculations 

result in

 2v
2
d

R
= gH, (5.7)

The radius of the curvature of the sine wave R propagating along the surface is  
supplied by

 R = 𝜆
2

2𝜋2H , (5.8)

where λ is the wavelength of the gravity surface wave. Finally, combining Equations 
(5.4), (5.7) and (5.8) yields

 d = 𝜆
2𝜋. (5.9)

This means that the depth of the wave influence is directly proportional to the wave-
length and is independent of the wave height [2,4]. This is a very important result.

If we assume  
_
 v  as phase velocity [1,2] of the traveling wave  v ph  (see Exercise 1), we 

obtain, considering Equations (5.4) and (5.9), the following dispersion relation [1,2]:

 v
2

ph = gd =
g𝜆
2𝜋 (5.10)

The group velocity of a set of gravity-driven surface waves, calculated in Exercise 5.1c, 
is supplied by vgr = 1

2
� g

k
= 1

2
� g�

2� =
1

2
vph  . It is noteworthy that the long waves move 

faster than the short waves. Thus, if a source moving along the water surface far from 
the shore is generating waves, then after a while, the waves come to shore with slow 
sloshings at first and then more and more rapid sloshings because the first waves 
that arrive to a shore are long. The waves become progressively shorter and shorter as 
time goes on; this is owing to the aforementioned dependence  v gr  ~  √ 

__
 λ . The surpris-

ing result of our calculation is the conclusion that the group velocity is half as fast as 
the phase. If an observer looks at the bunch (group) of waves that are produced by a 
boat traveling along, following a particular crest, he finds that it moves forward in the 
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group and gradually gets weaker and dies out in the front, and a weak wave in the 
back works its way forward and gets stronger. Ultimately, the waves are seen moving 
through the group, while the group is only moving at half the speed of the waves 
themselves [1].

5.3 Waves on deep and shallow waters

Consider a standing wave with a wavelength of λ formed in a bath of the depth h, as 
shown in Fig. 5.2. The vertical and horizontal displacements of particles of liquid, we 
denote as  ς y (x,y) and  ς x (x,y), respectively.

Fig. 5.2: Formation of a standing gravity wave in a bath.

The solution of the wave equation, considering the boundary conditions at the walls and 
bed, yields the following solutions for the displacements (for details, see Reference 2):

 𝜍y(x, y) = A cos𝜔t sin kx(eky − e−2khe−ky)  (5.11a)

 𝜍x(x, y) = A cos𝜔t cos kx(eky + e−2khe−ky), (5.11b)

where A, k = 2�
�  and ωare the amplitude, wavenumber and angular frequency of the 

standing wave, respectively [2]. Now the depth of the wave influence d, calculated in 
the previous section and expressed by Equation (5.9), supplies the important spatial 
scale. When h >> λ, the wave does not “feel” the bed of the bath and  e  −2kh  ≈ 0 takes 
place in Equations (5.11a) and (5.11b). The standing wave in this case is described by

 𝜍x(x, y) = A cos𝜔t cos kxeky  (5.12a)

 𝜍y(x, y) = A cos𝜔t sin kxeky (5.12b)
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Equations (5.12a) and (5.12b) show that the standing waves formed in the bath are 
harmonic along the x-axis, whereas they decay exponentially along the y-axis. 
The characteristic spatial scale of this decay y ≅ 1

k
= �

2�. Actually, this conclusion 
rephrases what is already known via Equation (5.9) for the situation of stand-
ing waves, namely, the depth of the wave influence is directly proportional to 
the wavelength and is independent of the wave height. At the depth of �

2�, the 
motion of liquid is negligible, and we found ourselves within the “deep water”  
approximation [2].

We have the opposite situation when gravity waves are formed in a bath, in which 
a depth that is much smaller than the characteristic depth of the wave influences  
h << d = �

2�. It is easy to demonstrate that in this limiting case, called the “shallow-
water waves”, Equations (5.11a) and (5.11b) may be rewritten according to

 𝜍y(x, y) = 2A cos𝜔t sin kx [k(y + h)], (5.13a)

 𝜍x(x) = 2A cos𝜔t cos kx. (5.13b)

It is recognized from Equation (5.13a) that the vertical displacement  ς y  increases lin-
early from zero at the bottom to the maximal value at the liquid surface, whereas from 
Equation (5.12b), we conclude that the horizontal displacement  ς x (x) is independent 
from its equilibrium coordinate y.

5.4 Capillary waves

It was long known to seamen since the days of Plinius the Elder that vegetable oils 
poured on the surface of a rough sea have a calming effect on waves [3,6]. The first 
scientific explanation for the phenomenon is attributed to Benjamin Franklin, who 
reported the practice of Bermudian fishermen, who “put oil on water to smooth it, 
when they would like to strike fish, which they could not see if the surface of the water 
was ruffed by the wind” [3,7]. Franklin also came to the conclusion that oil mainly 
damped waves with small wavelengths, rather than long waves [3,7]. This observa-
tion returns us to the physical reasoning given in Section 5.2. Indeed, oil placed on 
the water surface influences the surface tension of the liquid/air interface; hence, 
it damps small wavelengths and has a negligible impact on long wavelengths, gov-
erned mainly by gravity, as it was discussed within the modern scientific wording by 
William Thomson (Lord Kelvin) [8].

Now we take a close look at the movement of particles in capillary waves, driven 
by surface tension and characterized by small wavelengths. If we visualize the move-
ment of particles of liquid with ink, we recognize that the particles move in circles, as 
shown in Fig. 5.3 [1].
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Fig. 5.3: Capillary waves. The particles are moving in circles.

We will derive the dispersion relation of pure capillary waves (gravity is neglected) 
within the qualitative approach developed in Reference 9. We are already acquainted 
with this physical reasoning, which was presented in detail in Section 5.2. The differ-
ence between the dynamic pressures at the crest and the trough Δ p dyn  is still given 
by Equation (5.2), namely Δp dyn  = ρ

_
 v Δv. Now it should be compensated by the dif-

ference of the Laplace pressures between the trough and the crest ΔpL ≅ 2�
R

 [see  
Equation (1.15)]. Recall that hydrostatic pressure is neglected. Equating the dynamic 
and Laplace pressures yields:

 𝜌vΔv ≅ 2𝛾
R

 (5.14)

The balance of mass results in Equation (5.3), namely dΔv = H  
_
 v , where d is the 

depth of wave influence, and this is estimated as d ≅ �
2�  [see Equation (5.9)]. Com-

bining Equation (5.14) and the balance of mass and substituting the value of d 
yields

 v
2 = 2𝛾
𝜌RkH , (5.15)

where k = 2�
�  is the wavenumber. Now we assume that a capillary wave is described 

by the sine function ς (x) = A sin kx, where A = H

2  is the amplitude of the wave; thus, 
the radius of curvature R is calculated as (see Reference 10)

 R = � 𝜕
2𝜍
𝜕k2 �
−1

= 1

k2A
= 2

k2H
. (5.16)

Substituting Equation (5.16) into Equation (5.15) finally supplies the formula v̄2 = �k� . 
Assuming  

_
 v  as the phase velocity  v ph  results in the dispersion relation

 v
2

ph =
𝛾k
𝜌 = 2𝜋

𝛾
𝜆𝜌. (5.17)

The group velocity of pure capillary waves, calculated in Exercise 5.5, is given by 
vgr = 3

2
vph. It should be emphasized that the qualitative behavior of capillary waves 
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is very different from that of gravity driven waves, namely, the long capillary waves 
go slower than the short waves. The dispersion relation given by Equation (5.17) 
(obtained under very crude qualitative assumptions) accurately coincides with the 
exact results derived, for example, in References 11 and 12, which are strongly rec-
ommended for the rigorous analysis of surface waves. When we have both gravity 
and capillary action, the combination of Equations (5.10) and (5.17) is expected, and 
indeed, the dispersion relation in this case obtains the form for the “deep-water” 
waves (see Section 5.2 and References 1, 11 and 12)

 vph(k) = �
𝛾k
𝜌 +

g

k
. (5.18)

It is readily seen that the phase velocity  v ph  given by Equation (5.18) has a minimum 
at a certain value of the wavenumber  k 0 . Differentiating Equation (5.18) supplies the 
value k0 = � g�

� , and the corresponding wavelength is given by

 𝜆
0
= 2𝜋
k
0

= 2𝜋� 𝛾
g𝜌 = 2𝜋lca. (5.19)

Actually, the value of  λ 0  represented by Equation (5.19) is what separates gravity 
and capillary waves: when λ >>  λ 0  = 2π l ca  takes place, gravity prevails; when  
λ <<  λ 0 , surface tension governs the propagation of surface waves. The group veloc-
ity of capillary-gravity waves described by the dispersion relation [Equation (5.18)] 
equals (see Exercise 5.7b)

 vgr =
𝜕𝜔
𝜕k =

vph

2

k2
0
+ 3k2

k2
0
+ k2 . (5.20)

It is easily recognized that for pure gravity waves, when  k 0  >> k is fulfilled, we have 
vgr =

vph

2
, a result already discussed in the previous section. For the opposite situation 

of pure capillary waves ( k 0  << k), we obtain from Equation (5.20) vgr = 3

2
vph, the rela-

tion derived above.
When a wave formed under the action of both gravity and capillarity propagates 

in a bath with the depth of h, the dispersion relation appears as follows (for the rigor-
ous derivation, see References 11 and 12):

 vph(k) = �
𝛾k
𝜌 +

g

k
�thkh, (5.21)

which is reduced to Equation (5.18) for the surface waves on deep water (kh >> 1).
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5.5 Clustering of solid particles in standing surface waves

A fascinating behavior of polymer particles in standing waves formed in a verti-
cally oscillated container was reported in Reference 13. Standing surface waves 
are characterized by certain points that undergo no vertical displacements (called 
nodes)  [1,2]. Fluid moves horizontally around the nodes, and midway between 
them are antinodes, where fluid moves vertically  [1,2,13]. Points on the fluid 
surface between a node and anti-node move along inclined lines. The analysis of 
forces carried out in Reference 13 demonstrated that the force acting on a hydro-
phobic particle pushes it up from its low position and down from its high position, 
in such a way that its horizontal component is directed toward an antinode [13]. 
Conversely, a hydrophilic particle is submerged to a greater depth when in its 
highest position on the surface and the net force is toward a node [13]. The authors 
of Reference 13 performed experiments with hydrophobic Teflon balls (diameter, 
1.6 mm) and hydrophilic glass spheres. They observed clustering of hydrophobic 
particles in the anti-nodes of standing waves, while the hydrophilic particles clus-
tered in the nodes of standing surface waves, as predicted by the model reported 
in Reference 13.

Bullets:
 – Two kinds of waves may propagate along liquid/gas or liquid/liquid interfaces: 

gravity and capillary waves.
 – When the wavelength of a surface wave λ is much larger, 2𝜋lca = 2𝜋� ��g  takes 

place and gravity prevails; in the opposite case, when λ <<  λ 0  takes place, surface 
tension governs the propagation of surface waves.

 – The depth of influence of a traveling surface gravity-driven wave is directly pro-
portional to its wavelength and is independent of the wave height.

 – The dispersion relation for traveling gravity waves is supplied by v2ph =
g�
2�  

(λ is the wavelength).
 – When a standing gravity wave is formed in a bath, two limiting situations should 

be distinguished, namely waves formed on “deep” and “shallow” water.
 – When the depth of a bath is much larger than �

2�, the “deep-water” approximation 
takes place. In this case, standing waves formed in the bath are harmonic along 
the horizontal axis, whereas they decay exponentially along the vertical axis.

 – When the depth of a bath is much smaller than �
2�, the “shallow water” approxi-

mation is valid, under which the vertical displacement increases linearly from 
zero at the bottom to the maximal value at the liquid surface; the horizontal dis-
placement at the surface is independent on its equilibrium coordinate.

 – The dispersion relation for capillary waves is v2ph =
�k
� = 2𝜋

�
�� and group velocity 

is vgr = 3

2
vph.

 – When the surface wave is influenced by both gravity and surface tension and is 
formed in a bath of depth h, the dispersion relation is vph = � �k� +

g

k
�thkh, and in 
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the case of the “deep” water (kh >> 1), we obtain a simpler dispersion equation: 

vph(k) = � �k� +
g

k
. The phase velocity  v ph (k) has a minimum when k = k0 = � g�

� , 

thus separating gravity and capillary waves.
 – Small particles placed on a liquid surface, which is exerted to a standing wave, are 

concentrated in either the nodes or the antinodes of the standing wave, depend-
ing on whether they are hydrophilic or hydrophobic.

Exercises

5.1. (a)  Establish the interrelation between the group  v gr  and the phase velocities  v ph  of a wave gov-
erned by the following dispersion relation:  v ph  ~k, where k is the wavenumber [1,2].

    Solution: According to the definition, vgr = ���k , where ω is the angular frequency, given by  
 v ph  = ωk  [1,2]. Thus, we obtain vgr = ��k (vphk) = vph + k

�vph
�k . Consider  v ph  = ak, a = const. 

Finally, we obtain  v gr  =  v ph  + ak = 2 v ph .

 (b)  Establish the interrelation between the group  v gr  and the phase velocities  v ph  of a wave 
propagating in a medium under the following dispersion relation: vph ∼ 1

�2 , where ω is the 
angular frequency.

   Solution: Consider the dependence vph = ��2 , 𝛼 = const. Thus, we have �k�� =
�
�� �
�
v
� =

�
���
�2
� � =

3

vph
⇒ vph = ���k =

vph

3
. Then v

2

ph
= gd = g�

2�.

 (c)  Establish the interrelation between the group  v gr  and the phase velocities  v ph  for gravity- 
driven waves, propagating along a liquid/air interface (see Section 5.2). The dispersion rela-
tion for this kind of waves is given by v2

ph
= g�

2�.
  Solution: The dispersion relation may be rewritten as follows: v2

ph
= g

k
; k = 2�

� .

   On the other hand, v2ph = �
2

k2
. Thus, we obtain �

2

k2
= g

k
⇒ 𝜔 = �gk. For the group velocity, in 

turn, we have vgr = 𝜕𝜔𝜕k =
𝜕
𝜕k�gk =

1

2
�gk−

1

2 = 1

2
� g

k
= 1

2
vph.

5.2. Enumerate and explain the physical forces that try to bring the free surface of a liquid to equilib-
rium? Explain the origin of the dynamic (Bernoulli) pressure.

5.3. Qualitatively explain two ideas belonging to Albert Einstein that enabled the analysis of propaga-
tion of surface gravity waves: (1) Why is a steady state possible in the frame of reference moving 
with the wave phase velocity? (2) Why do we assume that the depth of wave influence is finite?

5.4. Assume that the phase velocity of gravity waves depends on gravity g and wavelength λ only. 
Derive the expression for the phase velocity of the gravity waves using the dimension analysis 
based physical reasoning.

 Answer:  v ph  ≅  √ 
___

 gλ . Compare the result with Equation (3.10).

5.5. Calculate the group velocity of capillary waves.
 Solution: The dispersion relation for capillary waves is given by Equation (5.17):  

v
2

ph
= �2

k2
= �k� ⇒ 𝜔 = �

�
��

1

2

k
3

2 ⇒ vgr = ���k =
3

2
� ���

1

2

k
1

2 = 3

2
vph.

5
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5.6. Calculate the horizontal  ς x (x, y) and vertical  ς y (x, y) displacements of particles of the liquid located on 
the bed and walls of a bath, when a standing pure gravity wave is formed, as depicted in Fig. 5.2.

 Hint: Use Equations (5.12a) and (5.12b). 

5.7. The phase velocity of surface waves is given by vph = � �k� +
g

k
.

 (a)  Calculate the wavenumber  k 0  corresponding to the minimum of the function  v ph (k). What is 
the wavelength  λ 0  corresponding to  k 0 ? What is the physical meaning of  λ 0 ?

 (b)  Calculate the group velocity of this wave.

 (a)  Answer: k0 = � g�
� ; 𝜆0 = 2𝜋� �g� .  λ 0  separates gravity and capillary waves.

 (b)  Solution: 

   vph =
𝜔
k
⇒ 𝜔2 = gk + 𝛾𝜌 k

3 ⇒ 𝜕𝜔
2

𝜕k = 2𝜔
𝜕𝜔
𝜕k = 2𝜔vgr = g + 3

𝛾
𝜌 k

2 ⇒ vgr =
g + 3 𝛾𝜌 k

2

2𝜔 .

  This reasoning leads to vgr = 𝜔
g + 3 𝛾𝜌 k

2

2𝜔2 = 𝜔
g + 3 𝛾𝜌 k

2

2(gk + 𝛾𝜌 k
3)
= 1

2

𝜔
k

g + 3 𝛾𝜌 k
2

g + 𝛾𝜌 k
2

. 

  Our calculation results in vgr =
1

2
vph

g + 3 𝛾𝜌 k
2

g + 𝛾𝜌 k
2

= 1

2
vph

𝜌g
𝛾 + 3k

2

𝜌g
𝛾 + k

2

. 

  Considering k0 = �
g𝜌
𝛾  finally yields vgr =

1

2
vph

k
2

0
+ 3k2

k2
0
+ k2

.

5.8. Demonstrate that the general dispersion relation for surface waves influenced by both gravity 
and surface tension [represented by Equation (5.21)] is reduced to vph(k) = � �k� +

g

k
 for the 

surface waves on deep water.

5.9. Qualitatively explain the effect of clustering of hydrophobic and hydrophilic particles in the 
nodes and antinodes of standing waves formed on the surface of a liquid (see Reference 13).

5.10. Monkey Judie studies surface capillary waves by throwing small stones as shown in the picture:

 Which capillary waves (long or short) go slower?
 Answer: The long capillary waves are slower than the short waves.
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6 Oscillation of droplets

6.1 Oscillating free droplets

In the previous chapter, we studied capillary waves. Now we concentrate on oscilla-
tions of droplets, which are important from both fundamental and practical points 
of view. Two very different situations should be distinguished, namely the oscilla-
tion of free (in other words “suspended”) and sessile (placed on solid substrate) drop-
lets. We start from the oscillations of free droplets, which are governed by capillarity. 
The vibrations of free liquid drops have been investigated for more than a century by 
 Rayleigh [1,2] and Lamb, [3] who established the general expression for the resonance 
mode angular frequencies  ω n :

 𝜔2n =
n(n − 1)(n + 2)𝛾
𝜌R3

n = 2, 3, 4..., (6.1)

where ρ and R are the density and radius of a droplet, respectively, and γ is the surface 
tension [for the accurate derivation of Equation (6.1), see Reference 4]. Equation (6.1) 
was verified and corrected in a series of experimental and theoretical works  [5,6].  
Rayleigh resonance modes are depicted schematically in Fig. 6.1.

A B C D

Fig. 6.1: Scheme of the Rayleigh eigen-modes.

Equation (6.1) was also generalized for the situation in which a droplet is deformed 
and exposed to external fields. It was shown in Reference 6 that the splitting of 
the frequency spectrum, defined by Equation (6.1), commonly observed in experi-
ments with droplets exposed to acoustic, electromagnetic and combined acoustic‐ 
electromagnetic forces, is due to the effects of asphericity [7].

Equation (6.1) was effectively exploited for the dynamic measurement of surface 
tension in situations where the establishment of the surface tension by other methods 
is problematic, as occurs with liquid metals and molten silicon  [8–11]. Remarkably, 
vibrated jets were first used for the dynamic measurement of surface tension by Bohr [12].

DOI 10.1515/9783110444810-006
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6.2 Oscillating sessile droplets

The treatment of physical problems related to oscillating sessile droplets is much more 
complicated than that of free droplets, for several reasons. First of all, various regimes 
of oscillations are possible, due to the different possible regimes of movement of the 
triple (three-phase) line (see Section 2.1). The triple (contact) line may be pinned by 
the substrate or it may be mobile (de-pinned, see Section 2.8)  [13,14]. The mobility 
(or immobility) of the triple line gives rise to a broad diversity of modes observed for 
oscillating sessile droplets. It should be stressed that various experimental situations 
are possible for the same liquid/solid pair. At low amplitude, the contact line remains 
pinned, and the drop presents eigen-modes at different resonance frequencies [13,14].

The modes taking place for vertically vibrated sessile droplets in the situation, 
where the triple line is pinned, are depicted in Fig. 6.2. The modes of the surface 
waves, shown in Fig. 6.2, obey

 kn =
2𝜋
𝜆n
= 𝜋(n − 1/2)

L
, (6.2)

where  λ n /2 is half the pseudo-wavelength, which is equal to the mean distance 
between the wave nodes (see Fig. 6.2),  k n  is the corresponding wavenumber, L is 
the half-perimeter of the maximal meridian cross section of the drop and n is an 
integer or half-integer. To find the frequency of these modes, one uses the disper-
sion relation for one-dimensional capillary-gravity waves on a liquid bath, as dis-
cussed in detail in the previous section, and supplied by Equation (5.21), namely, 

vph(k) = �k = �
�k
� +

g

k
�th(kh), which may be rewritten for a vibrated droplet as

 𝜔2 = (gk + 𝛾𝜌 k
3)th(kb), (6.3)

where the mean depth b of the droplet is b = V/[π(R sin θ )  2 ], with V being the drop 
volume [13,14].

Fig. 6.2: Vertical vibration of a sessile droplet. The triple line is pinned. The pseudo-wavelength for 
mode n = 3.
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At a higher amplitude of vibrations, the contact line moves: it remains circular, but 
its radius oscillates at the excitation frequency [13,14]. The transition between these 
two regimes arises when the variations of contact angle exceed the value allowed by 
contact angle hysteresis [14]. The transition from the pinned to the de-pinned regime 
of oscillations was studied in Reference 14.

The mathematical treatment of the oscillations of sessile droplets with a  
de-pinned triple line is quite complicated. However, for a hemispherical sessile drop, 
as it has been shown recently by Lyubimov et al. [15], the eigen-frequencies depend 
on the boundary conditions at the triple line, and for a freely sliding contact line, they 
coincide with the natural frequencies of a spherical drop [15]. It was demonstrated that 
an increase of the wetting parameter (which is the phenomenological constant, intro-
duced in Ref. 15) reduces the oscillation frequency and that the boundary condition on 
the contact line is responsible for oscillation damping [15]. The effects of non-linearity 
of oscillations due to the de-pinning of the triple line have also been considered [15,16].

The majority of papers reporting vertical oscillations of droplets are devoted to 
axisymmetrically shaped droplets [13,14]. However de-pinning of the triple line under 
a parametric excitation can induce a transition of shape and can break the drop’s 
initial axial symmetry [17]. In that case, a standing wave appears at the drop interface 
and induces a periodic motion, with a frequency that equals half the excitation fre-
quency, leading to the formation of so-called star droplets [17] .

Now we discuss horizontal (lateral) vibrations of sessile droplets. Lyubimov et  al.[15] 
performed a theoretical study of the non-axisymmetric, spherical, harmonic oscillations 
of a hemispherical drop on a flat surface with the contact line constrained by the Hocking 
condition. This condition assumes a linear relation between the contact line velocity and 
the contact angle deviation from its equilibrium value [18]. Taking the non-axisymmetric 
motions into account led to some fairly interesting effects: the degeneracy of the oscil-
lation frequencies in the azimuthal number was eliminated and the appearance of a 
“bending” oscillation mode became possible  [15]. The physics of non-axisymmetric 
modes observed in sessile droplets was also extensively discussed by Milne et al. [19].

Horizontal vibrations of sessile droplets were studied by Celestini and Kofman [20]. 
For a fixed triple line, Equation (6.4) was proposed for, predicting the first eigen-mode:

 𝜔
1
= � 6𝛾h(𝜃)
𝜌(1 − cos 𝜃)(2 + cos 𝜃)R

−3/2
, (6.4)

where θ is the contact angle and h(θ) is the geometric factor calculated in Reference 20.
Dong et al. [21] performed a numerical analysis of the lateral and vertical vibra-

tions of a sessile drop on a hydrophobic surface using the computational fluid 
dynamic modeling. The remarkable finding from the simulations with a drop on a 
vibrating vertical surface is that gravity enhances the first resonant mode and weakens 
the second mode, even though the positions of the resonance peaks do not differ  
substantially from those observed with horizontal vibrations [21].
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6.3 Characterization of solid substrates with vibrated droplets

The main macroscopic parameter describing the wetting of solid substrates is the 
equilibrium (or Young) contact angle (see Section 2.2). However, the experimental 
establishment of the Young contact angle turns out to be a non-trivial and challeng-
ing task, due to the phenomenon of the contact angle hysteresis (see Section 2.7). 
Della Volpe et al. [22] proposed to use the vibrated solid substrates for experimen-
tal establishment of the Young contact angle. The authors transferred mechanical 
energy to the three-phase system in a controlled way through a simple loudspeaker 
added to a standard Wilhelmy microbalance  [22]. The authors reported that the 
true equilibrium contact angle was thus experimentally established. Della Volpe 
et al.  [22] also tested the validity of different semi-empirical equations proposed 
for the theoretical evaluation of the equilibrium contact angle from advancing and 
receding contact angles. One of the most common empirical equations suggests that 
the cosine of the equilibrium (Young) contact angles equals the mean of cosines of 
the advancing and receding contact angles. The mean of cosines of these angles 
appeared to be in agreement with the value established experimentally by Della 
Volpe et al. [22] In many cases but not all, the presence of significant roughness 
and mainly of heterogeneity strongly reduced the validity of these approximations.

Vibrated sessile droplets have been also applied to the characterization of rough 
surfaces, the wetting of which will be treated later in Sections 11.2 and 11.3. Meiron 
et al. [23] vibrated the surface, took top-view pictures of sessile drops, monitored the 
drop roundness and calculated the contact angle from the drop diameter and weight. 
The reliability of this method has been demonstrated by the fact that the Young 
(called “ideal” by Meiron et al. [23]) contact angles of all surfaces, when calculated 
from the Wenzel equation using the measured apparent contact angles, came out to 
be practically identical.

The vibration of sessile droplets has also been successfully applied to the study of 
the Cassie-Wenzel wetting transitions occurring on rough surfaces. The abrupt change 
in the apparent contact angle occurring on a rough surface is called the wetting tran-
sition. This change may be promoted by the vibration of sessile droplets  [24–26].  
A typical wetting transition occurring under vibration of sessile droplets is depicted 
in Fig. 6.3.

Fig. 6.3: Wetting transitions observed under vibration of a 15-µL water drop deposited on a 
micrometrically rough polydimethylsiloxane surface. (Left) Initial Cassie state. (Right) Cassie 
impregnating state induced by vibrations [25].
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Monitoring of wetting transitions in vibrated sessile droplets allowed the establish-
ment of the pressure p and the de-pinning force F corresponding to the onset of tran-
sition, calculated according to Equations (6.5) and (6.6). The pressure in the vibrated 
drop is given by

 p = pi +
2𝛾
R
+ 𝜌gl, (6.5)

where

 pi =
𝜌VA𝜔2

𝜋R2 sin
2 𝜃*

  (6.6)

is the pressure increase caused by oscillation, R, l and V are the radius, height and 
volume of a droplet, respectively,  θ *  is the apparent contact angle (see Section 2.8),  
ρ is the density of a liquid and A and ω are the amplitude and frequency of vibration, 
respectively. The de-pinning force F acting on the unit length of the triple line was 
calculated as

 F = pR

4 sin 𝜃* (2𝜃
* − sin 2𝜃*), (6.7)

with p given by Equations (6.5) and (6.6). Experiments carried out with sessile droplets 
vibrated on honeycomb polymer surfaces led to the conclusion that wetting transi-
tions are more likely a one-dimensional than a two-dimensional affair, i.e. the transi-
tion occurs when the threshold force acting on the triple line F is exceeded [24]. This 
was true for both horizontal and vertical vibrations of drops deposited on artificial 
and natural rough surfaces [25]. The resonance Cassie-Wenzel transition was observed 
under the horizontal vibration of sessile droplets. The frequencies corresponding to 
the minimal amplitudes of vibration coincided with the mode frequencies of surface 
capillary-gravity waves inherent in the vibrated drop, given by Equation (6.3) [25].

It was also established with vibrated sessile droplets that the lowest energy state of 
a droplet deposited on a rough surface corresponds to the Cassie impregnating wetting 
regime, when the droplet finds itself on a wet substrate, viewed as a patchwork of solid 
and liquid islands (see Section 11.5) [26,27]. The vibration of rough surfaces enabled 
identification of various pathways of wetting transitions: the Cassie air trapping- 
Cassie impregnating and Cassie air trapping-Wenzel state pathways are possible [26].

On the other hand, it was demonstrated that mechanical vibration can be used 
to overcome the energy barrier for transition from the sticky Wenzel state to the non-
sticking Cassie state (see Sections 11.11–11.15). It was also shown that the threshold for 
the dewetting transition follows a scaling law comparing the kinetic energy imparted 
to the drop with the work of adhesion [28]. Thus, we conclude that the vibration of 
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sessile droplets supplies useful information about the wetting properties of flat and 
rough surfaces.

6.4 Transport of droplets with vibration

The vibration of droplets has been successfully used for the development of micro-
fluidic devices, which allow movement of discrete liquid drops on a surface. When a 
liquid drop is subjected to an asymmetric lateral vibration on a nonwettable surface, 
a net inertial force acting on the drop causes it to move [29]. The direction and veloc-
ity of the drop motion are related to the shape, frequency, and amplitude of vibra-
tion, as well as the natural harmonics of the drop oscillation [29]. The transport of 
microgels encapsulated in droplets using vibrated unidirectional nano-ratchets was 
demonstrated recently [30].

Chaudhury and colleagues performed a series of experimental and theoreti-
cal studies of the dynamic of droplets deposited on inclined surfaces, attached to a 
mechanical oscillator. In the first of these studies, the drop was deposited on a silicon 
wafer silanized with decyltrichlorosilane  [31]. The substrate was vibrated in paral-
lel to the support with bands of Gaussian white noise of different powers. The drops 
drifted downward on the inclined support accompanied with random forward and 
backward movements. For a hysteresis-free surface, the drift velocity should only 
be the product of the component of the gravitational acceleration and the Langevin 
relaxation time, being independent of the power of noise. However, in the presence of 
hysteresis, as is the case here, the drift velocity depended strongly on the power of the 
noise. This result illustrated the role of hysteresis in the drifted motion of drops on a 
surface subjected to vibration [31].

This was followed by the study of vibrated droplets placed on an inclined super-
hydrophobic pillared surface [32]. In this case, a droplet exhibited the critical speed-
ing dynamics: namely it moved very slowly at first, but rapidly speeded up after a 
critical velocity had been reached. During the mobile phase, some of the natural 
vibration modes of the drops were self-excited on a pillared surface, but not on a 
smooth hydrophobic surface [32].

Daniel and Chaudhury [33] also demonstrated that the vibration of the substrate 
may supply velocities as high as 5–10 mm/s to droplets deposited on substrates pos-
sessing the gradient of wettability. The same idea may be exploited for displacement 
of droplets deposited on substrates exposed to the thermal gradient [34].

6.5 Oscillation of droplets induced by electric and magnetic fields

An interest in electrically induced oscillations of droplets arose from electrical spray-
ing of liquids from capillaries. For both dielectric and conducting droplets, an electric 
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field has two effects on the potential and kinetic energies of the drop. The first is the 
introduction of an electrical contribution to its potential energy [35]. The second effect 
is geometric. Deforming the undistorted drop to a spheroid changes the kinetic and 
surface energies of a droplet [35]. The classification of modes that are possible in an 
electric field was performed in Reference 35. The transverse-shear, toroidal and pulsa-
tion modes were distinguished [35,36].

The modes for conducting droplets were calculated by Sample and Raghupathym  
[37]. Oscillations of magnetically levitated aspherical droplets were studied by Cum-
mings and Blackburn [5]. They demonstrated that the expected single frequency of 
the fundamental mode is split either into three, when there is an axis of rotational 
symmetry, or into five unequally spaced bands. The frequencies, on the average, are 
higher than those of an unconstrained droplet. The numerical model addressing 
droplet oscillations in high gradient static magnetic fields was reported [38].

Bullets:
 – Vibrations of free and sessile droplets are discussed. Modes appearing under ver-

tical and lateral vibrations of sessile droplets are considered.
 – Boundary conditions taking place at the triple line are crucial for constituting 

modes.
 – Both axisymmetric and non-axisymmetric modes can occur.
 – The use of the vibration of droplets for the measurement of surface tension of 

liquids is covered.
 – Vibrated droplets supply valuable information about wetting regimes taking 

place on flat and rough surfaces and may be successfully exploited for the study 
of wetting transitions observed on rough surfaces.

 – Vibrated sessile droplets are useful for the development of microfluidic devices, 
which harness the mechanisms of displacement of vibrated sessile droplets on 
ratchet and gradient surfaces.

 – Oscillation of droplets can be induced by electric and magnetic fields.

Exercises

6.1. Calculate three first resonance mode angular frequencies for a water droplet with a volume of 10 µL.
 Answer:  ω 2  = 491Hz;ω 3  = 951Hz;ω4  = 1473Hz

6.2. The triple line of the semi-spherical droplet with a volume of 10 µL is pinned. Calculate two first 
wavenumbers  k n  of the surface standing wave formed in a droplet, corresponding to integer n.

 Hint: Use Equation (6.2).
 Answer:  k 1  = 297 m  −1 ;  k 2  = 891 m  −1 

6.3. Download Reference 12 and qualitatively explain how Niels Bohr used oscillations of liquid jets 
to establish surface tension.

5

 EBSCOhost - printed on 2/13/2023 4:06 PM via . All use subject to https://www.ebsco.com/terms-of-use



 References   95

6.4. Download Reference 18 and quantitatively explain the Hocking condition taking place at the 
triple line under oscillations of droplets.

6.5. Calculate the hydrostatic  P h , the Laplace pressure  P L  and the dynamic pressure  P dyn  (the pressure 
due to vibration) in a semi-spherical droplet with a volume of 10 µL, vibrated on a solid substrate 
with the angular frequency ω = 50Hz and the amplitude A = 1mm. Compare the calculated values of 
these pressures. Why are the hydrostatic and Laplace pressures on the same order of magnitude?

 Hint: Use Equations (6.5) and (6.6).
 Answer:  P h  ≅ 16.5Pa;P L  ≅ 85Pa;P dyn  ≅ 3Pa
 The hydrostatic and Laplace pressures are on the same order of magnitude because the diameter 

of the droplet is close to the capillary length  l ca , calculated for water.

6.6. Derive Equation (6.6) and describe the dynamic pressure arising in vertically vibrated sessile 
droplets.
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7 Marangoni flow and surface instabilities

7.1 Thermo- and soluto-capillary Marangoni flows

In Section 1.3, we discussed the temperature dependence of the surface tension γ(T) 
described by the Eötvös equation [Equation (1.7)]. This dependence may bring to the 
existence the surface flow. Indeed, liquid tends to diminish its surface energy; thus, the 
surface stream will start, while bringing hot particles of a liquid to cold areas of a surface. 
This stream is called the “Marangoni flow”. The Marangoni flows may be generated by 
gradients in either temperature or chemical concentration at an interface. The first of 
which is called “thermo-capillary”, whereas the second one is the “soluto-capillary” 
flow. Historically, the soluto-capillary flow was discovered first by Italian wine-maker  
C. G. M. Marangoni and J. Thomson, and it was called the effect of wine tears [1,2].

Now consider the physics of the Marangoni flows. Take a look at two liquids sepa-
rated by the curved interface. The generalized Laplace equation, establishing the 
equilibrium between the liquids, is given by [see Equation (1.15)]

 (p
1
− p

2
)ni = (𝜎1vik − 𝜎

2v
ik )nk + 𝛾12�

1

R
1

+ 1

R
2

�ni , (7.1)

where subscripts 1 and 2 denote liquids,  n i  are the components of the vector normal to the 
interface,  p 1 ,  p 2  are pressures,  R 1   and  R 2  are the main radii of curvature of the surface (see 
Section 1.7),  σ ik  1v  are the components of the tensor of viscous stresses and  γ 12  is the interfacial 
tension [3]. Equation (7.1) takes place when the interfacial tension  γ 12  is constant; however, 
it may be dependent on the temperature or the chemical concentration of components  
 γ 12  =  γ 12 (T,c). In this case, Equation (7.1) should be rewritten, as follows (see Reference 3):

 �p
1
− p

2
− 𝛾

12
(T,c)� 1

R
1

+ 1

R
2

�� ni = (𝜎1vik − 𝜎
2v
ik )nk +

𝜕𝛾
12
(T(xi), c(xi))
𝜕xi

. (7.2)

Now take a close look at Equation (7.2). When our liquids are ideal (non-viscous), the 
components of the tensor of viscous stresses are zero, namely,  σ ik  1v  =  σ ik  2v  = 0. In this case, 
Equation (7.2) could not be fulfilled because its left side represents the vector oriented 
normally to the interface, whereas the right supplies the vector tangential to the same 
interface  [3]. Thus, Equation (7.2) takes place only for viscous liquids. We proved the 
important statement: the Marangoni flows are always compensated by viscous stresses [3].

7.2 The physics of wine tears

British physicist C. V. Boys argued that the biblical injunction “Look not thou upon 
the wine when it is red, when it giveth his colour in the cup, when it moveth itself 
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aright” (Proverbs, 23:31) refers to wine tears  [4]. In the modern age, the Marangoni 
flow was revealed by wine-makers [1], which they called “wine tears”, and thus we 
start our treatment from this effect. The phenomenon is manifested as a ring of clear 
liquid, near the top of a glass of wine, from which droplets continuously form and 
drop back into the wine, as shown in Fig. 7.1 [1,2]. Despite its long history, the accurate 
theory of the effects was developed only recently [5–7].

Fig. 7.1: The effect of wine tears. Wine is climbing upward 
against gravity   

___
 

›
 g  .

Consider the model of the counterintuitive climbing against gravity of aqueous alcohol 
solutions, developed in References 5–7 and depicted in Fig. 7.2. It is supposed that the 
aqueous solution of alcohol with the mass fraction c behaves as a Newtonian liquid with 
constant viscosity η and density ρ. The substrate is supposed to be a non-deformable 
glass plate. The climbing upward liquid film is treated as infinitely wide with the thick-
ness δ(z). The frame inclination angle β and the frame of references are shown in Fig. 7.2.

Fig. 7.2: Schematic cross-sectional view of 
an evaporating aqueous ethanol solution 
climbing along inclined glass plate, with β as 
the inclination angle (i.e. the angle between the 
substrate and the vertical direction), δ as the 
thickness of the liquid film far from the wetting 
ridge and h as the length.

The system of equations describing the phenomenon is supplied explicitly in  
Reference 7, and it looks like this:

 div𝜌v⃗ = 0 ⇒ 𝜌divv⃗ = 0 ⇒ 𝜕vx𝜕x +
𝜕vz
𝜕z = 0. (7.3a)
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 𝜂𝜕
2vz

𝜕x2 =
𝜕p
𝜕z + 𝜌g cos 𝛽. (7.3b)

 𝜌 �vx(𝛿, z) −
𝜕𝛿
𝛿z vz(𝛿, z)� ≅ Φevap. (7.3c)

 𝜂𝜕vz𝜕x (𝛿, z) ≅
𝜕𝛾
𝜕z . (7.3d)

 p(z) ≅ 𝛾𝜕
2𝛿
𝜕z2 , (7.3e)

where  Φ evap  is the evaporation flux. Equation (7.3a) is the continuity equation 
implying the incompressibility of the solution  [3]; Equation (7.3b) is the Navier-
Stokes equation [3]; Equation (7.3c) describes the balance of masses at the solu-
tion/vapor interface (x = δ ); Equation (7.3d) represents the compensation of the 
Marangoni flow by viscous stresses, discussed in the previous section; Equation 
(7.3e) is the simplified Laplace equation [see Equation (1.15)]. The non-slip condi-
tion at the solid/liquid interface supplies  v x (0,z) = 0;  v z (0,z) = 0. The solution of the 
system of Equations (7.3a)–(7.3e) for the regions of the liquid film far away from 
the meniscus and ridge, so that �p�z ≅

�
�z (𝛾
�2�
�z2 ) << 𝜌g cos 𝛽 takes place [6,7], yielding

 vz(x) =
𝜌g𝛿2 cos 𝛽

2𝜂 ��
x

𝛿�
2

− 2 � x𝛿�� +
𝛿
𝜂
𝜕𝛾
𝜕z�

x

𝛿�. (7.4)

The profile of velocity, arising from the competition between gravity and interface phe-
nomena, is depicted in Fig. 7.2. Equation (7.4) enables the rough estimation of the inter-
facial stress necessary to overcome gravity: ���z >

1

2
𝜌g𝛿 cos 𝛽 ≅ 30mPa for 𝛿 ≅ 10 μm,

𝛽 = 45∘.
One more important parameter is an equilibrium length of the liquid film  h eq . It 

may be obtained from integration of Equation (7.3b) when combined with Equation 
(7.3e). The integration for β << 1 yields (see also Reference 3):

 heq ≅ lca�2(1 − sin 𝜃)., (7.5)

where θ is the apparent contact angle, shown in Fig. 7.2. Equation (7.5) supplies for 
the equilibrium length of the liquid film  h eq  the values at the order of magnitude 
of several millimeters (see Exercise 7.7), which are essentially smaller than actual 
values observed for wine tears  [7]. It was assumed for a long time that the soluto-
capillary Marangoni flow, described by Equations (7.3a)–(7.3e), is responsible for the 
“wine tears” effect. Venerus and Simavilla [7] demonstrated that the thermo-capillary 
Marangoni flow also contributes to the effect.
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As seen from Fig. 7.1, liquid film climbing upward finally disrupts into droplets. 
This disrupter is due to the Plateau-Rayleigh instability, which will be discussed in 
the next section.

7.3 The Plateau-Rayleigh instability

Let us treat the upper rim confining wine tears in Fig. 7.1 as a cylinder. Consider a cylin-
der with a diameter of 100 µm wet by a liquid, as shown in Fig. 7.3. The Bond number 
introduced in Section 2.6 for this problem of wetting is given by following expression:

 Bo = 𝜌gR
2

𝛾 , (7.6)

where R is a total radius of the wetted cylinder, R = b +  e 0 . Substituting physical para-
meters of water and R ~ 50 µm into Equation (7.6), we obtain Bo << 1. This means that 
the surface tension mainly contributes to the total energy of the system and the con-
tribution due to gravity is negligible [8,9].

Fig. 7.3: The Plateau-Rayleigh instability. A liquid film with the thickness of  e 0  coating a fiber  
with a radius of b destabilizes spontaneously.

Suggest that in the initial state the cylinder is coated uniformly by a liquid film with 
the thickness of  e 0 , as shown in Fig. 7.3. Now, disturb the initial thickness of the liquid 
film by a harmonic modulation, shown with the dotted line in Fig. 7.3, according to

 e(x) = e* + 𝛿e cos(kx), (7.7)

where k = 2�
�  is a wavenumber (see Chapter 6) and e* is shown in Fig. 7.3. The conser-

vation of volume implies e* <  e 0 ; thus, it is possible that the total surface energy will 
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be decreased after the modulation. Now consider the change of the surface energy of 
the system ΔE over a wavelength:

 ΔE =
�

�
o

2𝜋(b + e)𝛾dl − 2𝜋(b + e
0
)𝛾𝜆, (7.8)

where dl is the infinitesimal element of the length of the disturbed surface: 
dl ≅ dx�1 + 1

2
� de
dx
�2�. Substituting this expression into Equation (7.8), we obtain

 ΔE = 1
4
𝛾𝛿e

2

R
2𝜋𝛾(k2R2 − 1). (7.9)

Obviously, we recognize from Equation (7.9) that the energy is lowered (ΔE < 0) when 
the condition

 kR = 2𝜋𝜆 (b + e0) < 1 (7.10)

is fulfilled; in other words, if the wavelength is greater than the perimeter of the wetted 
cylinder, namely, λ > 2πR [8]. Thus, an infinity of wavelengths is possible; however, 
the kinetics of the Plateau-Rayleigh instability actually dictates the wavelength obser-
ved experimentally; the surviving wavelength of the Plateau-Rayleigh instability is 
given by  λ  *  = 2π  √ 

__
 2  b [8].

7.4 The Rayleigh-Taylor instability

The Rayleigh-Taylor instability is a fingering instability of an interface between two liquids 
of different densities, which occurs when the light fluid is pushing the heavy liquid [9–11]. 
Consider the ceiling of a room covered uniformly by water, as shown in Fig. 7.4. The layer 
of water will fall. However, it is not through lack of support from the air that water will fall.

Fig. 7.4: Origin of the Rayleigh-Taylor instability. (A) Ceiling is covered by a layer of water. The 
pressure of air from below is sufficient to support a perfectly uniform layer of 2-m-thick water.  
(B) Start of the evolution of the Rayleigh-Taylor instability. Water fails to constrain the air-water 
flatness. (C). Development of the instability; the irregularities grow, forming “bubbles” and spikes.
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The pressure of atmosphere is equivalent to that of a column of water 10 meters thick, 
quite sufficient to hold the water against the ceiling [11]. However, water fails to constrain 
the air-water flatness. No matter how carefully the water was prepared to begin with, it 
will deviate from planarity by some small amount, as shown in Fig. 7.4B. Those portions 
of the fluid that lie higher than the average experience more pressure than is needed for 
their support [8,11]. They begin to rise, pushing aside water as they do so. A neighboring 
portion of the fluid, where the surface hangs a little lower than average, will require more 
that the average pressure for its support. The air cannot supply the variations in pressure 
from place to place to prevent the interface irregularities from growing (see Fig. 7.4C). 
The initial irregularities therefore increase in magnitude, exponentially with time at the 
beginning [11]. The water which is moving downward concentrates in spikes.

Consider a liquid film placed on a horizontal surface, as depicted in Fig. 7.5. 
Suppose that the surface of the film is disturbed, as shown by the solid line in Fig. 7.5. 
Let the distortion be harmonic:

 e(x) = e
0
+ 𝛿e cos kx = e

0
+ 𝛿e cos 2𝜋x𝜆 , (7.11)

where  e 0  is the thickness of a non-perturbed liquid film, δe, k and λ are the amplitude, wave-
number and wavelength of the perturbation, respectively (see Fig. 7.5 and Reference 8).

Fig. 7.5: Disturbed liquid film placed on the horizontal surface. e(x) is the disturbed surface of the 
liquid and  e 0  is the thickness of non-disturbed film.

Two opposite effects act on the surface. Gravity tends to distort it, whereas surface 
tension diminishes the surface area. Calculate the energy change occurring under 
perturbation of the surface, given within the wavelength λ by

 ΔE = −
�

�
0

1

2
𝜌g(e(x) − e

0
)2dx +

�

�
0

𝛾(dl − dx). (7.12)

Substituting Equation (7.11) into Equation (7.12), considering dl ≅ dx �1 + 1

2
� de
dx
�2� and 

calculation of integral, supplied by Equation (7.12), yields

 ΔE = 1
4
𝛾(𝛿e)2𝜆(k2 − 1

l2ca
). (7.13)
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It is seen from Equation (7.13) that ΔE < 0 when k < 1

lca
, so the long wavelengths 

(namely, λ > 2π l ca ) will be unstable. It is instructive to compare this result with Equa-
tion (5.19), supplying the value of the wavelength, which separates gravity and capil-
lary waves:  λ 0  = 2π l ca . The reason of coincidence of the characteristic spatial scales 
of capillary waves and that of the Rayleigh-Taylor instability is clear: both of these 
effects are governed by the interplay of gravity and surface tension.

There is an infinity of unstable modes with λ > 2π l ca ; however, the single mode 
is observed in practice. This surviving mode is what grows fastest. Its wavelength is 
given by (for kinetic arguments, explaining the appearance of the surviving mode, 
see Reference 8)

 𝜆* = 2𝜋�2lca . (7.14)

The Rayleigh-Taylor instability occurs in diverse situations, including the overtur-
ning of the outer portion of the collapsed core of a massive star and the formation 
of high-luminosity twin-exhaust jets in rotating gas clouds  [11]. Various physical 
factors influence the evolution of the Rayleigh-Taylor instability. Viscosity reduces 
its growth rate; the compressibility of media reduces the growth rate of long-wave 
perturbations; heterogeneity can excite secondary and tertiary instabilities of various 
wavelengths [11].

7.5 The Kelvin-Helmholtz instability

The Kelvin-Helmholtz instability is observed when two inviscid, immiscible liquids 
flow along separating interface, as shown in Fig. 7.6, in such a way that there is a  
velocity difference across the interface. Consider the case, depicted in Fig. 7.6, when 
the upper liquid 1 flows with the velocity  v 1  and the lower liquid 2 flows with the 
velocity  v 2 . The frame of references is moving with the velocity vref = 1

2
(v

1
+ v

2
). The 

velocity discontinuity is Δv =  v 1  −  v 2 .

Fig. 7.6: Origin of the Kelvin-Helmholtz instability. Two immiscible liquids  ρ 1 , ρ 2  are separated by the 
interface, shown by the blue dotted line. The velocity discontinuity Δv is shown.
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Now disturb the plane interface separating liquids; let the disturbance to be described 
by the function η(x). The Kelvin-Helmholtz instability mechanism can be explained as a 
manifestation of the Bernoulli principle [12]. Bernoulli’s principle states that an increase 
in the speed of a fluid occurs simultaneously with a decrease in pressure or a decrease in 
the fluid’s potential energy. Above a perturbation η(x) > 0, the liquid is accelerated owing 
to the fact that the cross-sectional area perpendicular to the flow is decreased. This per-
turbation plays a role to a depth d of order of  k  −1  [with k = 2�

�  as the wavenumber, consi-
der that the wavelength λ of the perturbation is the only length scale of the problem on 
either side of the interface; we already encountered a similar situation with the treated 
gravity waves in Section 5 and derived Equation (5.9)]. This velocity excess above a crest 
leads to a consequent pressure decrease, following from the Bernoulli principle, so that 
the pressure difference across the surface amplifies the perturbation [12,13].

The Kelvin-Helmholtz instability is characterized by the dimensionless Atwood 
number A, appearing ubiquitously under the analysis of hydrodynamic instabilities:

 A = 𝜌1 − 𝜌2𝜌
1
+ 𝜌

2

; 𝜌
1
> 𝜌

2
, (7.15)

where  ρ 1  and  ρ 2  are the densities of the liquids. The complex wave frequency is given 
by (see Reference 14)

 𝜔 = 𝜌1v1 + 𝜌2v2𝜌
1
+ 𝜌

2

k ± �−𝜌1𝜌2 (Δv)
2

�𝜌
1
+ 𝜌

2
�2
k2 + AΨ(k)k + 𝛾𝜌

1
+ 𝜌

2

k3, (7.16)

where function Ψ(k) is given by

 Ψ(k) = A g
k
+ 𝛾𝜌

1
+ 𝜌

2

k , (7.16b)

where g is gravity. The instability grows exponentially when

 F(k) = −𝜌1𝜌2 (Δv)
2

�𝜌
1
+ 𝜌

2
�2
+ Ψ(k) < 0. (7.17)

When  ρ 1  <  ρ 2  [the Atwood number given by Equation (7.15) is negative] and Δv = 0 
the system becomes unstable, when Ψ(k) < 0 takes place. In other words, the system 

is unstable when k < √ g(𝜌2 − 𝜌1)
𝛾  occurs. This expression may be rewritten as follows:  

k < 1

lca
; lca = � 𝛾

g(𝜌2 − 𝜌1)
. We already met this condition [see Equation (7.13)] when we 

discussed the Rayleigh-Taylor instability. Indeed, when  ρ 1  <  ρ 2  and Δv = 0 take place, 
we return to the physical situation typical for the Rayleigh-Taylor instability.
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When  ρ 1  >  ρ 2 , the minimum of the function Ψ(k) exists. The wavenumber correspon-

ding to the minimum is given by the k
0
= � g(𝜌1 − 𝜌2)

𝛾 =
1

lca
. We are also already well acquain-

ted with this physical situation. We met it when discussed the propagation of capillary 
waves in Section 5.3 [see Equations (5.18) and (5.19) and compare with Equation (7.16b)].

7.6 Rayleigh-Bénard instability

In Sections 7.2–7.5, we restricted ourselves by isothermal situation. Now consider a 
much more complicated case, namely, impose the temperature gradient on the hori-
zontal liquid layer d, as depicted in Fig. 7.7. Owing to the thermal expansion, a density 
gradient will appear along the vertical axis. When heated from below, lighter fluid lies 
near the bottom of the layer, while heavier fluid is on the top.

Fig. 7.7: Origin of the Rayleigh-Bénard instability. The liquid layer with the thickness d is heated 
from below,  T 0  >  T 1 .

This spatial distribution gives us back to the Rayleigh-Taylor instability, discussed in 
Section 7.4. Gravity will tend to destabilize the system, namely, to push the lighter (heated) 
water upward, reducing in such a way a potential energy of the system. The gravity is 
destabilizing factor, whereas thermal conductivity and viscosity are stabilizing ones, 
preventing the development of instability. Let us discuss the time scales associated with 
these processes; we now consider the fate of temperature or velocity fluctuations occur-
ring in the liquid layer heated from below. Thermal fluctuations with the longest lifetime 
(the “most dangerous” ones) will decay due to the thermal conductivity on a time scale:

 𝜏th =
d2

�̃� , (7.18)

where    ̃ κ  is the thermal diffusivity of a liquid. Similarly, velocity fluctuations decay 
within a viscous time scale:

 𝜏visc =
d2

̃𝜈kin
, (7.19)
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where     ̃ ν  kin  is the kinematic viscosity. Assume that thermal conductivity and 
viscous stabilizing mechanisms are associated with very long time scales. Then, 
when a localized fluctuation of temperature (a hot particle) is raised by buoy-
ancy, as its density is decreased compared with its environment. Due to the long 
characteristic times of thermal conductivity and viscous friction, the hot particle 
will remain at the same temperature during its ascent. The buoyancy force it  
will experience will then increase because the particle moves toward colder 
regions, such that the velocity is increased. This is the origin of the instability [15]. 
Let us estimate the characteristic time of buoyancy. If the vertical profile of  
temperatures is linear: T = T

0
− ΔT z

d
, ΔT > 0, the equation of motion of a liquid 

particle is

 𝜌
0
z̈ = 𝛼exp𝜌gΔT

z

d
, (7.20)

where  α exp   and  __ ρ  are the coefficient of linear expansion of the liquid and mean  
density of the liquid, respectively. Thus, the characteristic time of buoyancy is  
estimated as

 𝜏buoy = �
d

𝛼
exp

gΔT . (7.21)

Comparing the different time scales given by Equations (7.18), (7.19) and (7.21), we 
expect that instability will develop when the time necessary for a particle to travel 
over a distance of order d is shorter than the times taking for the particle either to be 
slowed down by viscosity or thermally equilibrated with the surrounding [15]. This, 
instability would occur when Equation (7.22) takes place:

 �2buoy << �visc�th . (7.22)

Substituting Equations (7.18), (7.19) and (7.21) into Equation (7.22) yields

 Ra =
g𝛼

exp
ΔTd3

̃𝜈kin�̃�
>> 1, (7.23)

where Ra is the so-called Rayleigh number. Equation (7.23) supplies the condition 
of the development of the Rayleigh-Bénard instability. Typically, the critical value of 
the Rayleigh number above which the instability is observed is of the order of 1 0  3   
(see Reference 15).

The Rayleigh-Bénard instability gives rise to the so-called Bénard cells, revealed 
by Henri Bénard in 1900 [16,17]. For the detailed theory of origin of the Bénard cells, 
see Reference 18.
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7.7 The Bénard-Marangoni instability

In Section 7.1, we mentioned that the Marangoni flows may be generated by gradi-
ents in either temperature or chemical concentration at the liquid/vapor interface. A 
combination of these flows with the Rayleigh-Bénard instability gives rise to the fas-
cinating spatial Bénard-Marangoni patterns, discussed in much detail in References 
15 and 19.

The Marangoni surface flows actually close loops, observed in liquid layers heated 
from below, as shown in Fig. 7.8. Consider a hot particle of liquid pulled up by buoyancy, 
as described in the previous section. This particle will be spread on the free surface of 
a liquid by the Marangoni thermo-capillary flow, introduced in Section 7.1. The Maran-
goni soluto-capillary flow also may close the velocity loop, depicted in Fig. 7.8.

Fig. 7.8: Formation of the Bénard-Marangoni cells. The liquid is heated from below. Particles 
constituting the free surface of a liquid are moving tangentially. Zero-velocity points are shown.

When considering these situations, the Marangoni numbers should be introduced:

 MaT = −
� ���T �ΔTd
𝜂�̃� ;MaC = −

� ���c �Δcd
𝜂D , (7.24)

where D is the diffusion coefficient and c is the concentration. When a gradient of 
temperature 𝛽 = ΔT

d
 exists along the interface, a stress (surface tension gradient) 

acts tangentially on it and induces motion of the fluid from hot to cold regions of 
the surface if the surface tension decreases with temperature. The thermo-capillary 
Marangoni number M a T  may be rewritten according to

 MaT = −
� ���T � 𝛽d

2

𝜂�̃� . (7.25)

The particle of fluid with the density of ρ, when exposed to the interfacial gradient ���T , 

will experience an acceleration of order (
��
�T )�
�d

 (see Exercise 7.20); thus, the Marangoni 
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thermo-capillary time scale  τ Ma  may be introduced: 𝜏Ma = �
̄𝜌d2

𝛽� ���T �
. It can be easily 

checked that the thermo-capillary Marangoni number M a T , defined by Equation 
(7.25), may be redefined as

 MaT =
𝜏th𝜏visc
𝜏2
Ma

, (7.26)

where  τ th  and  τ visc  are given by Equations (7.18) and (7.19). Comparing Equations (7.23), 
(7.25) and (7.26) yields

 Ra

MaT
=
𝛼
exp
𝜌gd2
��
�T

= 𝜏
2

Ma

𝜏2
buoy

= Bodyn. (7.27)

Equation (7.27) introduces the dimensionless dynamic Bond number B o dyn , charac-
terizing thermo-capillarity, and resembling the static Bond number, introduced by 
Equations (2.16) and (7.6) and describing equilibrium capillarity. It should be stressed 
that the dynamic Bond number is independent on the gradient of temperature β. This 
quantity is seen to increase with the square of the liquid depth d, thus indicating the 
domination effect of buoyancy for thick layers.

Starting from Equation (7.25), we focused on thermo-capillarity and neglected the 
Marangoni soluto-capillarity, represented by M a C . We propose to the reader to define 
the dimensionless number characterizing the Marangoni soluto-capillarity in analogy 
to the thermo-capillary flow as a useful exercise [see Exercise (7.23) for a hint].

7.8  The topological aspect of the Bénard-Marangoni instability

Consider cells originating from the Bénard-Marangoni instability depicted in Fig. 7.8. 
It is experimentally recognized that liquid in layers heated from below rotates within 
cell B clockwise, whereas in cell A, it rotates counterclockwise [20]. The liquids in 
adjacent cells is always counter-rotating. This observation may be mistakenly related 
to the conservation of the angular momentum. However, this is the erroneous expla-
nation, because the formation of the Bénard-Marangoni cells occurs in open systems, 
where the straightforward application of the conservation laws is impossible [20].

Perhaps, the explanation of the counter-rotation of the liquid in the adjacent Bénard-
Marangoni cells is supplied by topology arguments. Consider patterning, caused by the 
Bénard-Marangoni cells’ instability, from the point of view of the “hairy ball theorem”. 
The hairy ball theorem of algebraic topology states that there is no non-vanishing conti-
nuous tangent vector field on even-dimensional n-spheres [21,22]. The simpler (and less 
general) wording of this theorem states that any continuous tangent vector film on the 
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sphere must have at least one point where the vector is zero [21,22]. A witty exemplifica-
tion of this remarkable topological theorem may be formulated in a following way: “if 
a sphere is covered in hair and we try to smoothly brush those hair to make them all lie 
flat, we will always leave behind at least one hair standing up straight or a hole” [23].

Consider the surface instability such as resulting from the Bénard-Marangoni 
instability, shown in Fig. 7.8. The pattern arising from this instability may be seen as 
a set of N elementary cells depicted in Fig. 7.8. In every cell, the tangential non-zero 
vector field of velocities is defined on a surface of a cell (the vertical cross-section of 
which is shown with the red dotted line). The cell, shaped as a rectangular prism (or 
a number of cells), is homeomorphic to a ball (the number of cells N does not matter). 
Thus, according to the “hairy ball theorem”, there exists at least one point at which 
the velocity is zero (these points for the Bénard-Marangoni cells are shown in Fig. 7.8).

In the experiments performed with rapidly evaporated polymer solutions, zero-
velocity points allow effective visualization of the instability, appearing when the 
solution is cooled from above, as a result of evaporation [24,25]. Solid particles or 
pores (zero mass particles) accumulated in zero-velocity points make the surface 
pattern, due to instability, visible, as shown in Fig. 7.9A and B. Pores, accumulated 
in zero-velocity points separate cells formed under rapid evaporation of polymer 
solutions. Optical microscopy enables observation of the movement of pores toward 
zero-velocity boundaries as discussed in Reference 24 and shown in Fig. 7.10.

A B

Fig. 7.9: (A) The pattern observed under evaporation of polycarbonate dissolved in dichloromethane 
(7 wt.%).Typical boundary separating cells formed under rapid evaporation of polymer solutions.  
(B) Atomic force microscopy image of the boundary, observed for polymethyl(methacrylate) 
dissolved in chloroform (10 wt.%). The boundary is built from microscopically scaled pores.

Remarkably, the “hairy ball theorem” predicts the existence of at least one zero- 
velocity point at the surface of the liquid also in this particular case and explains why we 
do not observe a sole cell under the Bénard-Marangoni convection, but a number of cells. 
It seems that zero-velocity points, shown in Fig. 7.8, result from the mass conservation. 
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Recall that the system is open and the excess of mass may be evacuated by the evapo-
ration of the solvent. Moreover, the liquid due to the numerous pores is compressible; 
hence, the conservation of mass does not necessarily yield zero-velocity points [26].

Fig. 7.10: Velocity field observed at the interface of the evaporated 
polymer solution [14]. Pores, seen in Fig. 7.9B, are accumulated at 
the zero-velocity lines.

The same topological analysis may be undertaken for other dynamic instabilities occur-
ring at the liquid/vapor interface when the tangential velocity field is defined on the whole 
surface of the sample. In all cases, when the sample is topologically equivalent (homeo-
morphic) to a ball, at least one zero-velocity point necessarily exists on the surface, accor-
ding to the “hairy ball theorem”. Zero-velocity points will be present on the surfaces of 
compressible liquids and interfaces allowing mass, energy and momentum transport [26].

7.9 Surface instabilities on the surfaces of non-Newtonian liquids

Until now, we supposed that interfacial instabilities take place in Newtonian liquids. 
It means that Equation (7.28) relating the viscous stress τ to the velocity gradient dvxdy  

 takes place (see Fig. 7.11):

 𝜏 = 𝜂dvx
dy

, (7.28)

where η is the dynamic viscosity (and it should be stressed that it remains constant 
under the flow).

Fig. 7.11: Simple shear flow of a Newtonian liquid. 
The upper plate is displaced. Spatial distribution of 
velocities is shown.
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However, a diversity of organic (polymer solutions and melts) and biological (blood, 
semen) liquids demonstrate pronounced non-Newtonian behavior. Flows of a number 
of non-Newtonian fluids are described by the power law:

 𝜏 = K dvx
dy


dvx

dy



n−1
, (7.29)

where K and n are the parameters of a fluid  [27]. Much more complicated laws 
than that supplied by Equation (7.29) describe flows of complex non-Newtonian 
liquids; in particular, some of fluids (polymer solutions, blood) demonstrate vis-
coelastic properties. This means that they exhibit both viscous and elastic charac-
teristics when undergoing deformation [27]. A diversity of fascinating effects was 
observed in non-Newtonian liquids (which are absent in Newtonian ones). One of 
these effects is the climb of viscoelastic liquids up a rotating rod, often called the 
Weissenberg effect, illustrated with Fig. 7.12  [27,28]. The elastic forces generated 
by the rotation of the rod (and the consequent stretching of the polymer chains in 
polymer solution) result in a positive normal force; consequently, the fluid rises up 
the rod [27,28].

Fig. 7.12: The Weissenberg effect. (A) Solid rod is rotating in the Newtonian fluid. The tangential 
stresses are shown. (B) Solid rod is rotating in the non-Newtonian fluid. Fluid is climbing upward 
due to normal stresses shown alongside with tangential ones, which are typical for non-Newtonian 
(viscoelastic) fluids.
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Surface instabilities in non-Newtonian fluids are governed by much more com-
plicated equations, when compared to Newtonian ones. In addition to dimen-
sionless numbers defined by Equations (7.6), (7.23), (7.24), (7.26) and (7.27), the 
Weissenberg and elasticity numbers should be introduced [29–31]. The Weissen-
berg number is

 Wi =
𝜏relv
l

, (7.30)

and the elasticity number is

 El =
Wi

Re
= 𝜂𝜏rel𝜌l2 , (7.31)

where v is the characteristic velocity,  τ rel  is the longest (or characteristic) time of 
relaxation of liquid (viscoelastic fluids are characterized by the presence of rela-
xation processes with a broad range of relaxation times [32,33]), l is the characte-
ristic length scale, Re is the Reynolds number, introduced in Section 3.7, and η and 
ρ are the viscosity and density, respectively. The Weissenberg number relates the 
deformation rate to the reciprocal relaxation time, whereas the elasticity number 
is independent of the process kinematics (i.e. v) and only depends on the fluid pro-
perties and the geometry of the experimental situation. The extended discussion of 
the development of surface instabilities in viscoelastic fluids and its dependence 
on the dimensionless numbers may be found in References 29–31 and 34. However, 
one is tempted to ask a very general and natural question: what is the exhaus-
tive list of dimensionless numbers responsible for a behavior of physical system? 
The answer to this question is supplied by the Buckingham theorem, discussed in 
Appendix 7A.

Appendix

7A The Buckingham theorem

The basic theorem of dimensional analysis is the so-called Buckingham theorem   
[34–37]. Consider the physical system, described by a number of dimensional physical 
quantities  Q i  and their ratios  r j . The most general form of physical equations, describ-
ing behaviour of this system is given by

 f (Q
1
, Q

2
...Qn , r1, r2....) = 0 (7.32)
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If it is supposed that the ratios do not vary during the phenomenon described by the 
equation, i.e. the system remains similar to itself during the changes of parameters 
that may occur, Equation (7.32) is reduced to

 F(Q
1
, Q

2
...Qn) = 0 (7.33)

The Buckingham theorem (which is also called the “π-theorem”) states that Equa-
tion (7.33) may be reformulated in the terms of p dimensionless parameters  π 1 , π 2 .... π p ,  
where p = n − k, and k is the maximal number of values possessing independent 
dimensions among n values of  Q i . Quantities  Q 1 ... Q k  are dimensionally independent 
if the dimensions of any of its members cannot be expressed through dimensions 
of other quantities from that subset [34–37]. The rigorous derivation of the theorem 
may be found in Reference 37. From the mathematical point of view, the Buckingham 
theorem exemplifies the rank-nullity theorem of the linear algebra [38].

Consider the application of the Buckingham theorem to the propagation of capil-
lary waves on fluid, treated in Section 5.4. The complete set of physically independ-
ent quantities that determine the value of the phase speed of propagation of waves  
 Q 1  =  v ph  are the density of fluid  Q 2  = ρ, wavelength of the wave  Q 3  = λ, the strength of 
gravity field  Q 4  = g and the surface tension  Q 5  = γ, so in our problem, n = 5 [39]. Three 
classical fundamental MLT units are necessary and appropriate to represent all of  Q i ,  
namely [ v ph ] = L T  −1 , ρ = M L  −3 , [λ] = L, [g] = L T  −2  and [γ] = M T  −2 . However, we also 
may take for example a subset of ρ, γ, g as independent units. Thus, in our problem, 
the maximal number of values possessing independent dimensions k = 3. Conse-
quently, the number p of dimensionless parameters equals p = n − k = 2 [39]. These 
dimensionless parameters are easily established as 𝜋

1
= vph

√�g ; 𝜋2 =
�
�2�g. According to 

the Buckingham theorem, the propagation of capillary waves will be governed by the 
equation shaped as F( vph√�g ;

�
�2�g ) = 0, which is dimensionally equivalent to Equation 

(5.18), namely, vph(k) = � �k� +
g

k
; k = 2�

� .

Bullets:
 – The gradients of surface tension due to its temperature or chemical composition 

dependence give rise to surface flows, which are called the Marangoni flows.
 – Thermo- and soluto-capillary Marangoni flows should be distinguished; the first 

are due to the temperature gradients, and the second are due to the gradients of 
chemical composition at the interface.

 – The Marangoni flows are suppressed by viscous stresses.
 – Both soluto-capillary and thermo-capillary flows are responsible for the forma-

tion of “wine tears”.
 – The Plateau-Rayleigh instability appears for cylindrical jets and spontaneously 

disrupted into droplets. This kind of instability is due to the tendency of cylindri-
cal jet to minimize its surface area.
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 – The Rayleigh-Taylor instability is an instability of an interface between two 
liquids of different densities, which occurs when the light fluid is pushing the 
heavy liquid. The mode of the Rayleigh-Taylor instability, surviving due to kinetic 
reasons, is given by  λ  *  = 2π  √ 

__
 2   l ca .

 – The Kelvin-Helmholtz instability arises when immiscible liquids flow along the sepa-
rating interface in such a way that there is a velocity difference across the interface.

 – The Rayleigh-Bénard instability is observed when the horizontal layer of a 
liquid is heated from below. The Rayleigh-Bénard instability takes place when 
Ra = g𝛼ΔTd3

𝜈𝜅 ≈ 10
3 (Ra is the Rayleigh number).

 – Combination of the Marangoni flows with the Rayleigh-Bénard instability gives 
rise to the Bénard-Marangoni cells. The Marangoni flows close loops, observed in 
liquid layers heated from below. Two kinds of the Bénard-Marangoni instabilities 
are possible, namely thermo-capillary and soluto-capillary ones. Thermo- and 
soluto-capillary Marangoni numbers describe these instabilities.

 – The number of dimensionless quantities describing a behavior of physical system 
is governed by the Buckingham theorem. The Buckingham theorem states that the 
equation F( Q 1 , Q 2 ... Q n ) = 0, describing the physical system (where  Q i  are dimensio-
nal physical quantities inherent for a system), may be reformulated in terms of p 
dimensionless parameters  π 1 , π 2 .... π p  where p = n − k and k is the maximal number 
of values possessing independent dimensions among n values of  Q i .

Exercises

7.1. Explain qualitatively the effect of wine tears.

7.2. Explain qualitatively the meaning of Equations (7.3a)–(7.3e).

7.3. Show that the coordinate derivative of the surface tension ���x  has the dimensions of a pressure, 
namely, � ���x � =

N

m2 = Pa.

7.4. Estimate the interfacial stress necessary to overcome gravity for thin film of 50 wt.% aqueous 
solution of ethanol, with thickness of 1 µm, climbing on the glass substrate inclined by the 
angle of 45°.

 Answer: ���z ≅
1

2
𝜌g𝛿 cos𝛽 ≅ 3 mPa.

7.5. Draw the profile of velocities appearing in evaporating liquid film, supplied by Equation (7.4); 
compare the profile with that depicted in Fig. 7.2.

7.6. Demonstrate Equation (7.5).

7.7. Monkey Judie likes good wine and observes the effect of wine tears (see Fig. 7.1 and Section 7.2). 
It tries to estimate the equilibrium length of the liquid film of wine tears assumed as the aqueous 
ethanol solution (c = 0.1 wt.%) at the room temperature (T = 298 K; ρ = 973 kg/ m  3 ; γ = 55.5 mJ/ m  2 ). 
The Young angle of the solution  θ Y , when deposited on glass, is approximately 14°.
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 Answer: heq ≅ lca�2(1 − sin 𝜃Y ) ≅ 3.0mm .

7.8. Calculate the Bond number (Bo) for the wetting of the cylinder with a radius of 50 µm by water. 
Explain the result qualitatively.

7.9. Demonstrate that the element of the length of the curved surface e(x) is given by 
dl ≅ dx�1 + 1

2
� de
dx
�2� .

7.10. Calculate the integral given by Equation (7.8) and demonstrate Equation (7.9).

7.11. Explain qualitatively the Rayleigh-Taylor instability.

7.12. Calculate the integral supplied by Equation (7.12).
 Solution:
 Substitute Equation (7.11) into Equation (7.12) and consider dl ≅ dx�1 + 1

2
� de
dx
�2�. Thus,

 
−
�

�
0

1

2
𝜌g(e(x) − e0)2dx = −

1

2
𝜌g
�

�
0

(𝛿e)2 cos2 2𝜋x𝜆 dx = − 1
4
𝜌g(𝛿e)2𝜆

 

�

�
0

𝛾(dl − dx) = 𝛾
�

�
0

1

2
� de
dx
�
2

dx = 𝛾
2
�2𝜋𝜆 �

2

(𝛿e)2
�

�
0

sin
2 2𝜋x
𝜆 dx = 1

4
𝛾(𝛿e)2𝜆�2𝜋𝜆 �

2

= 1

4
𝛾(𝛿e)2 𝜆k2

 Combining these results yields

 ΔE = −
�

�
0

1

2
𝜌g(e(x) − e0)2dx +

�

�
0

𝛾(dl − dx) = 1

4
𝛾 (𝛿e)2 𝜆�k2 − 𝜌g𝛾 � =

1

4
𝛾 (𝛿e)2 𝜆�k2 − 1

l2
ca

� .

7.13. What are the dimensions of thermal diffusivity and kinematic viscosity?

7.14. Explain qualitatively the origin of the Kelvin-Helmholtz instability.

7.15. Explain the interrelation between the Kelvin-Helmholtz and Rayleigh-Taylor instabilities.
 Answer: The Rayleigh-Taylor instability is the partial case of the Kelvin-Helmholtz instability, 

occurring when the velocity jump across the interface is zero, and a heavy liquid is supported 
by a light one.
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116   7 Marangoni flow and surface instabilities

7.16. Calculate the wavenumber corresponding to the minimum of the function Ψ(k) = A g

k
+ 𝛾
𝜌1+𝜌2

k

arising under analysis of the Kelvin-Helmholtz instability [see Equation (7.16b)]. Compare the 
result with that supplied by Equation (5.19) and explain the similarity of the results.

7.17. Explain qualitatively the origin of the Rayleigh-Bénard instability.

7.18. Demonstrate Equation (7.20). Demonstrate that z(t) ≈ exp t

tbuoy
 supplies a solution to Equation 

(7.20).

7.19. Explain qualitatively the origin of the Bénard-Marangoni instability.

7.20. Demonstrate qualitatively that when a gradient of temperature 𝛽 = ΔT
d

 exists along the inter-
face, a surface tension gradient will supply to the particle of the fluid of density ρ an accelera-
tion of order (

��
�T )�
�d

.
 Solution: The force F acting on the particle with the mass of m is obviously given by 

F = ma ≅ dΔ𝛾 ⇒ 𝜌d3
a ≅ dΔ𝛾 ⇒ a ≅ Δ𝛾𝜌d2

≅
( ���T )ΔT
𝜌d2
=
( ���T ) 𝛽d
𝜌d2
=
( ���T ) 𝛽
𝜌d .

7.21. Demonstrate that the dimension of the expression √ �d
2

�( ���T )
 is the second (this expression sup-

plies the so-called Marangoni time).

7.22. Demonstrate Equation (7.26) and explain it qualitatively.

7.23. Develop the dimensionless number characterizing the Marangoni soluto-capillarity flow.
 Hint: Introduce a gradient of concentrations 𝜙 = Δc

d
; thus, the soluto-capillary Marangoni flow 

is represented by the dimensionless Marangoni number [see Equation (7.24)]: MaC = −
( ���c )�d

2

�D  
Continue the development.

7.24. How to explain the physical meaning of the Weissenberg number to monkey Judie, who is 
observing the polymer solution climbing upward?

7.25. What is the interrelation between the thermal conductivity κ and the thermal diffusivity    ̃ κ ?
 Answer: �̃� = ��cP , where ρ and  c p  are the density and specific thermal capacity under the cons-

tant pressure, respectively.

 EBSCOhost - printed on 2/13/2023 4:06 PM via . All use subject to https://www.ebsco.com/terms-of-use



 References   117

7.26. What are the dimensions of the thermal diffusivity    ̃ κ ?
 Answer: [�̃�] = m

2

s
.

7.27. A body moves through a liquid. Analyze the motion dimensionally, using the Buckingham 
theorem.

 Hints: The complete set of physically independent quantities that determine the motion of an 
object through a liquid includes the force  Q 1  = f, the velocity  Q 2  = v, the cross-section of the 
object  Q 3  = S, the density of the fluid  Q 4  = ρ and the viscosity  Q 5  = η. The maximal number of 
values possessing independent dimensions is k = 3.

 Answer: The number p of dimensionless parameters equals p = n − k = 2. These dimensionless 
parameters are easily established as: 𝜋1 = f

v2S𝜌 ; 𝜋2 =
𝜂
𝜌vS1/2

 (check the dimensions). According 
to the Buckingham theorem, the motion of an object through a fluid will be governed by the 
equation formulated as follows: F � f

v2S𝜌 ;
𝜂
𝜌vS1/2 � = 0.
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8  Evaporation of droplets. The Kelvin  
and the coffee-stain effects

8.1  Evaporation of suspended droplets: the Maxwell-Langmuir 
approximation

Evaporation of droplets is ubiquitous in a diversity of natural and technological 
processes. When we speak about evaporation of droplets, two very different situa-
tions should be distinguished, namely evaporation of suspended (i.e. free hanging 
in a gaseous medium) and sessile (i.e. contacting with a solid substrate) droplets. 
We start from the evaporation of free hanging droplets, addressed systematically first 
by J. C. Maxwell [1]. Maxwell suggested that evaporation from a spherical droplet (a 
droplet keeps its spherical shape when its radius is much smaller that the capillary 
length, as introduced in Section 2.6) is governed by diffusion. The droplet of radius 
R is supposed to be motionless relatively to uniform, infinite gaseous medium. When 
the evaporation is stationary (the rate of diffusion is constant), the mass transfer  
 I mass  ([I] = kg/s) across any spherical surface with a radius r and concentric with a 
droplet is given by

 Imass = −4𝜋r2D
d𝜌
dr

, (8.1)

where D is the coefficient of diffusion and ρ is the density ([ρ] = kg/ m 3 ). Integration of 
Equation (8.1) yields

 𝜌 = Imass

4𝜋rD + const  (8.2)

The boundary conditions assumed by Maxwell were

 𝜌 = 𝜌∞, when r →∞ (8.3a)

 𝜌 = 𝜌
0
, when r = R, (8.3b)

where  ρ ∞  and  ρ 0  are the concentrations of vapor at the infinite distance from a droplet 
and at its surface (r = R), respectively. Considering the boundary conditions supplied 
by Equations (8.3a) and (8.3b) results in

 𝜌
0
− 𝜌∞ =

Imass

4𝜋rD . (8.4)

DOI 10.1515/9783110444810-008
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120   8 Evaporation of droplets. The Kelvin and the coffee-stain effects 

At the surface of a droplet, we have

  I mass (r = R) = 4πRD( ρ 0  −  ρ ∞ ). (8.5)

The expression given by Equation (8.5) states that the rate of evaporation is comple-
tely governed by the rate of diffusion from the surface, i.e. we have the purely dif-
fusion control of evaporation  [2]. This is not surprising, owing to the fact that the 
diffusion mechanism of the mass transfer was primarily suggested in Equation (8.1). 
What is surprising is the prediction that the rate of evaporation depends on the radius 
[as follows from Equation (8.5)] and not on the surface of a droplet, as it may be mis-
takenly intuitively suggested [2,3].

When it is supposed that a gas surrounding a droplet is ideal, it was demonstra-
ted that the mass transfer equals

 Imass = −
dm

dt
= 4𝜋𝜌D ̂𝜇R

R̃T
, (8.6)

where ρ is the density of the gas,   ˆ μ  is its molecular weight, T is the temperature 
and    ̃ R  is the gas constant, and the rate of evaporation remains proportional to the 
radius of the sphere [3]. This result was obtained by the brilliant physicist Irving 
Langmuir [see Equations (8.2) and (8.3)] [3]. Integration of Equation (8.6), invol-
ving the ideal gas equation 𝜌 = ̂𝜇p

s
vap

R̃T
, where  p  vap  s    is the water vapor pressure at the 

drop surface which is equal to the saturated water vapor pressure of the medium, 
yields

 −
m

2/3
2
− m2/3

1

t
2
− t

1

= �4𝜋
3
�
2/3 2D ̂𝜇psvap
𝜌1/3
L
R̃T

, (8.7)

where  ρ L  is the density of liquid,  m 2  and  m 1  are the masses of evaporating droplet 
taken at times  t 2  and  t 1 , respectively [4].

8.2  Evaporation of suspended droplets: beyond Maxwell-
Langmuir approximation, the effect of droplet cooling  
by evaporation

One must be careful when applying Equation (8.7) to real experimental conditions 
because temperature influence the parameters appearing in these equations: the 
diffusion coefficient D is dependent on ambient temperature. The saturation vapor 
pressure  p vap  s    is dependent on the surface temperature of the drop, but not on ambient 
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(air) temperature, as will be shown below on the curvature of the evaporating droplet. 
Surface temperature is generally less than ambient temperature due to cooling of the 
drop surface during evaporation, especially for liquids having high vapor pressures 
where latent heat transfers more rapidly [4].

The evaporation of a liquid drop is a simultaneous heat and mass transfer ope-
ration in which heat for evaporation is transferred by the thermal conduction and 
convection from warm air to the drop surface and converted to latent heat; in turn, the 
vapor on the surface is transferred by diffusion and convection back into the air. The 
rate of heat and mass transfer is a function of drop diameter, temperature, relative 
humidity, and transport properties of the air surrounding each drop [4]. The magni-
tude of the self-cooling can be roughly estimated using the energy balance, and the 
rate of heat flow to the drop surface from the adjacent air is equal to the heat being 
rendered latent by the evaporative mass transfer. The instantaneous rate at which the 
spherical drop is absorbing heat ( dQ

dt
)
A
 is

 −�dQ
dt
�
A

= L̃ �dm
dt
� , (8.8)

where    ̃ L  is the latent heat of vaporization (J/kg). Heat can reach the drop in four 
ways: conduction through the air, conduction through the drop carrier, convec-
tion of air currents and radiation. When air convection, radiation and thermal 
conduction through the drop carrier are neglected, the only essential heat transfer 
occurs via thermal conduction through the air. The instantaneous rate of sensible 
heat transfer from air to the spherical drop ( dQ

dt
)
S
 is given by Equation (8.9) (the 

constant thermal conductivity of the gas  κ gas  surrounding the evaporating drop is 
assumed):

 �dQ
dt
�
S

= 4𝜋R𝜅gas(Tgas − TS), (8.9)

where  T gas  and  T S  are the temperatures of the gas and the droplet surface, respectively. 
The balance of supplied and absorbed heats − � dQ

dt
�
A
= � dQ

dt
�
S
 and considering Equa-

tion (8.6) accompanied by the ideal gas approximation (namely 𝜌 = ̂𝜇p
s
vap

R̃T
) result in

 Tgas − TS =
̂𝜇L̃Dpsvap
RT̄𝜅gas

, (8.10)

where  
__
 T  is the mean value of absolute air temperature between the gas and the surface 

droplet. Equation (8.10) enables the calculation of the temperature of the droplet 
cooling [4].
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8.3 Evaporation of small droplets. The Kelvin effect

When droplets are small, the phenomena due to the Kelvin effect become important. 
William Thomson (First Baron Kelvin) demonstrated that the vapor pressure over a 
curved surface is greater than over a flat surface [5]. Consider a droplet in equilibrium 
with its vapor. The change in its free energy equals dG = Vdp − SdT when the evapora-
tion is taken as isothermal:

 dG = 0 ⇒ G
2
− G

1
=

P2

�
P1

Vdp. (8.11)

If the gas is ideal and V = n̂R̃T

p
 takes place (  ̂  n  is the number of moles), then it is easy to 

integrate Equation (8.11) and we obtain

 G
2
− G

1
= n̂R̃T ln�p2

p
1

� . (8.12)

To calculate a standard Gibbs free energy value  G  0 , we assume  G 1  =  G  0 , when  
 p 1  =  p  0  = 1 bar. Thus, we obtain from Equation (8.12)

 G(P) − G0 + n̂R̃T ln� p
p0
�. (8.13)

If dn moles of liquid are evaporated from the drop and condensed onto the bulk flat 
liquid under isothermal and reversible conditions, the differentiation of Equation 
(8.13) yields

 dG = dn̂R̃T ln� psV
pvap, curved

�, (8.14)

where  p vap  s    and  p vap,curved  are the vapor pressures above the flat and curved surfaces, 
respectively. On the other hand, the free energy change of a droplet may be estimated 
from the surface area decrease due to the loss of d  ̂  n  moles of the liquid. The volume 
decrease due to evaporation equals −dn̂ ̂𝜇𝜌L . As a result, a spherical shell whose volume 
is 4π r  2 dr is lost from the total drop volume [6]. Thus, we have

 −dn̂ ̂𝜇𝜌l
= −4𝜋r2dr ⇒ dr = ̂𝜇dn̂

4𝜋r2𝜌l
. (8.15)

The change in the surface energy of the droplet dG is

 dG = 𝛾 �4𝜋(r − dr)2 − 4𝜋r2� ≅ −8𝜋𝛾rdr. (8.16)
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Substituting dr supplied by Equation (8.15) into Equation (8.16) results in

 dG = −2𝛾 ̂𝜇
r𝜌l

dn. (8.17)

Equating Equations (8.14) and (8.17) gives rise to

 dn̂R̃T ln�
psvap

Pvap,curved
� = −2𝛾 ̂𝜇

r𝜌l
dn̂ ⇒ ln�

pvap,curved

psvap
� = 2𝛾 ̂𝜇

r𝜌l R̃T
. (8.18)

Equation (8.18) is the famous Kelvin formula for spherical droplets [5,6]. The equilib-
rium water vapor pressure divided by the saturation water vapor pressure is called the 
humidity, and as recognized from Equation (8.18), it increases with decreasing drop 
radius; conversely, the equilibrium radius of a solution drop r at a given relative humi-
dity is less than what it would be if surface tension had no effect. This size depen-
dence, which is due to the surface tension of the solution/air interface, is known 
as the Kelvin effect, which plays a key role in atmospheric processes [7]. The Kelvin 
effect is of central importance to cloud drop activation, and as the equilibrium radius 
is a key property of an atmospheric aerosol particle, it also affects the light-scattering 
behavior [7,8].

Not only the Kelvin effect should be considered for “small” micrometer-scaled 
droplets. When the radii of the small droplets become comparable to the mean free 
path of the molecules of environmental air, we have to consider that the rate of trans-
port of vapor per unit area through the surface layer is always finite. Fuchs [2] showed 
that the diffusion process during evaporation starts from the surface of an enveloping 
sphere having a larger radius of (R + Δ), where the mean free path of the air molecules 
was added and not taken directly at the surface of the evaporating sphere. The effect 
of this shell is especially important for small micrometer-sized droplets because very 
few molecules are present in this shell, which is substantially a vacuous space. The 
correction factor [see Equations (8.4)–(8.6)] for this case is given as

 Imass = −
dm

dt
= 4𝜋DR(𝜌0 − 𝜌∞)

D

Rṽ𝛼vap
+ R

R +Δ
, (8.19)

where    ̃ v  is a quarter of the mean absolute velocity of the vapor molecules √ kBT

2�m   
( k B  is the Boltzmann constant, T is temperature and m is the mass of a single diffu-
sing molecule),  α vap  is the vaporization coefficient of the liquid, which is equal to the 
fraction of molecules hitting the surface to condense at equilibrium, and Δ is dis-
tance between collisions, which is the mean distance from the surface of the drop at 
which the evaporating molecules suffer their first collision with other molecules [see  
Equation (8.10)] [2,4].
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8.4 Evaporation of sessile droplets 

The geometry of evaporation of droplets contacting with a solid substrate (sessile drop-
lets) is depicted in Fig. 8.1. The kinetics of evaporation is described by Equation (8.20):

 Ivol = −
dV

dt
= 4𝜋DR(𝜌0 − 𝜌∞)𝜌L

f (𝜃), (8.20)

where V is the volume of the droplet,  I vol , with the dimensions of  m  3 /s, is the velocity 
of the decrease of the volume,  ρ ∞  and  ρ 0  are the concentrations of vapor at the infinite 
distance from a droplet and at its surface (r = R), respectively,  ρ L  is the density of the 
liquid, θ is the contact angle (see Fig. 8.1) and f (θ) is the empirical function [4]. For 
the extended review of the types of functions f (θ) developed by various groups and 
approaches describing the evaporation of sessile droplets which do not involve the 
empirical function f (θ), see Reference 4.

Fig. 8.1: Geometry of evaporation of sessile droplets. R is 
the radius of the droplet, a is the contact radius, h is the 
height, and θ is the contact angle.

8.5 The coffee-stain effect

Evaporating drops of colloidal suspensions and solutions of non-volatile species 
leave behind ring-like solid residues along the contact line. This is the coffee-stain 
effect, illustrated with Fig. 8.2, named after the most widely known representative of 
this class of structures. 

Fig. 8.2: The coffee-stain effect observed for evaporated sessile 
droplets of water solutions or colloidal suspensions. The figure 
represents the evaporation of the colloidal suspensions. The 
colloidal particles are concentrated along the contact (triple) 
line.

 EBSCOhost - printed on 2/13/2023 4:06 PM via . All use subject to https://www.ebsco.com/terms-of-use



 8.5 The coffee-stain effect   125

Despite its apparent simplicity, the understanding of the coffee-stain calls for the compli-
cated analysis of interfacial phenomena. The detailed experimental and theoretical ana-
lysis of the coffee-stain formation was first undertaken by Deegan et al. [9,10]. They tested 
a wide range of experimental conditions and reported the formation of ring-like deposits 
whenever the surface was partially wet by the fluid irrespective of the chemical composi-
tion of the substrate; glass, metal, polyethylene, roughened Teflon, freshly cleaved mica, 
ceramic and silicon substrates were tested [10]. Rings were found in big (~15 cm) and 
small drops (~1 mm) [9,10]. They were found with aqueous and non-aqueous acetone, 
methanol, toluene and ethanol solvents [9,10]. Ring-like deposits were found with solutes 
ranging in size from the molecular sugar and dye molecules to the colloidal (10-µm poly-
styrene microspheres) and with solute volume fractions ranging from  10  −6  to  10  −1 . Like-
wise, environmental conditions, such as temperature, humidity and pressure, could be 
extensively varied without affecting the ring. Deegan et al. [9,10] related the formation of 
coffee-stain deposits to a couple of main physical reasons, namely contact line pinning 
and intensive evaporation from the edge of the drop. We already discussed the crucial 
role of the pinning of the triple line in the phenomenon of contact angle hysteresis (see 
Section 2.8). It turns out that the same phenomenon is responsible for the formation of 
“coffee-stain” deposits. Deegan et al. [9,10] reported convincing experiments supporting 
this suggestion. They eliminated pinning by drying the drop on smooth Teflon. The drying 
drop contracted as it dried and no ring appeared [10]. The role of intensive evaporation at 
the edge of a sessile droplet was demonstrated by the following experiment: a drop was 
covered with a lid that had only a small hole over the center of the drop through which the 
vapor could escape [10]. This greatly reduced the proportion of evaporation from the peri-
meter. The resulting deposit was uniform rather than being concentrated at the edge [10]. 

Thus, what is the role of these factors in the formation of ring-like deposits? It is 
qualitatively illustrated in Fig. 8.3. A pinned contact line induces an outward, radial 
fluid flow when there is evaporation at the edge of the drop; this flow replenishes the 
liquid that is removed from the edge, as shown in Fig. 8.3B. The accurate solution 
of the hydrodynamic problem arising under evaporation of sessile droplets may be 
found in Reference 10.

Fig. 8.3: Formation of the coffee-stain within the evaporated 
droplet under the pinning of the triple line. (A) The contact 
line is de-pinned. (B) The pinned contact line induces an 
outward, radial fluid flow, shown with the red arrows, which 
replenishes the liquid that is removed from the edge of a 
droplet.
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However, the physical reality is always much more complicated than what is seen 
through simple physical models. Hu and Larson [11,12] demonstrated in a series of 
papers that the thermal Marangoni flow (discussed in much detail in Section 7.1) 
can reduce or eliminate the coffee-stain effect for particles dispersed in evaporating 
octane droplets (recall that a droplet is cooled under evaporation, as discussed in 
Section 8.1). Hu and Larson [11] explained that the thermal Marangoni flow is not 
observed in water-based suspensions because of the combination of lower volati-
lity and higher heat capacity. Indeed, in water droplets, the Marangoni flows are 
relatively weak; however, in evaporated octane droplets they bring into existence 
flow fields such as those depicted in Fig. 8.4, resulting, under certain experimental 
conditions, in the inverse coffee-stain effect, namely the deposit is concentrated at 
the center of the droplet and not at its periphery, as predicted by the model reported 
in References 9 and 10. Hu and Larson [11] concluded that the coffee-ring pheno-
menon requires not only a pinned contact line, particles that adhere to the subst-
rate and high evaporation rate near the droplet’s edge, but also the suppression of 
Marangoni effect resulting from the latent heat of evaporation. This prediction was 
also verified experimentally in Reference 13. Later, it was shown that flow fields 
formed under electrowetting also enable the control of the formation of “coffee-
stain” deposits [14]. 

Fig. 8.4: The Marangoni flows due to the cooling of an 
organic droplet under evaporation reduce or completely 
eliminate the coffee-stain effect.

It is noteworthy that understanding the “coffee-stain” effect allowed manufacturing 
ordered colloidal structures  [15]. The evolution of the coffee-stain effect in the pre-
sence of an insoluble surfactant and non-interacting particles in the bulk was dis-
cussed in Reference 16. 

8.6  Evaporation of droplets placed on strongly and weakly 
pinning surfaces: a stick-slip motion of the triple line

Evaporation of sessile droplets occurs according to two main scenarios, depending 
on the pinning of the triple line (see Section 2.8 and the previous section), depen-
ding on the interaction between a liquid and a substrate. In Section 1.9, we already 
classified solid substrates as “high-energy” and “low-energy” ones. High-energy 
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surfaces are inherent for materials built with strong chemical bonds such as ionic, 
metallic or covalent  [17,18]. Thus, a water droplet deposited on a well-polished 
metallic surface is well expected to show complete wetting (Ψ > 0) and it should 
spread, forming a thin film corresponding to a zero contact angle. We placed 10-µL 
water droplets on thoroughly prepared (degreased and polished) stainless steel 
and aluminum surfaces [19]. Large “as-placed” angles (in the notion proposed in 
Reference 20) for steel, as high as 70°, attracted our attention and definitely con-
tradicted the expected complete wetting. Large contact angles observed on non-
oxidized and oxidized metallic surfaces were also reported by other groups for 
iron, gold and stainless steel [21–23].Of course, the oxide film covering the metallic 
surfaces is also involved in the formation of large “as-placed” angles; however, 
the presence of this film does not convert the surface to a “low-energy” one: it 
still remains a high-energy surface. Bewig and Zisman  [24] supposed that high 
contact angles observed on metallic surfaces are due to organic contaminants, and 
“in order to rid these metal surfaces of adsorbed hydrophobic contaminants, it is 
necessary to heat them to white-hot temperatures in flowing streams of high purity 
gases”.

A diversity of factors besides organic contamination could be responsible for high 
“as-placed” contact angles observed on metallic surfaces. To understand the situa-
tion more properly, we evaporated the droplets deposited on the metallic (steel and 
aluminum) surfaces [19]. At the first stage of evaporation, a droplet remains pinned 
to the substrate and the contact angle is decreased from about 70° to 20°, demonst-
rating the giant hysteresis of the contact angle. Further evaporation is followed by a 
de-pinning of the three-phase line. The radius of the contact area a (shown in Fig. 8.1) 
decreases, and the contact angle continues to decrease to ~5°, as depicted in Fig. 8.5A 
and B.

A
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B

C

D

Fig. 8.5: Changes in the contact angle and contact radius of the water droplet during evaporation on 
(A) steel, (B) aluminum, (C) polysulfone and (D) polypropylene surfaces.
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High values of “as-placed” angles can possibly be explained by organic contamination 
of metallic surfaces, but it definitely does not explain the giant contact angle hysteresis 
observed on polished and degreased metals. We already suggested that the true physi-
cal reason explaining both the high values of contact angles and the giant hysteresis 
registered on high-energy surfaces is the effect of the pinning of the triple (three-phase) 
line [19]. A zero contact angle, which is thermodynamically favorable, remains unattai-
nable due to a potential barrier produced by the pinning of the triple line to the substrate.

Now compare the evaporation of droplets deposited on metallic as opposed to 
polymer surfaces. Figure 8.5C and D depicts the changes in the contact angle and the 
contact radius of a water droplet with the same volume of 10 µL during evaporation 
on the low-energy polymer [polysulfone (PSu) and polypropylene (PSu)] surfaces. 
Initially, a triple line is pinned, as on high-energy substrates, and the contact angle 
decreases from about 80° to 65°. However, this stage is followed by a stick-slip motion 
of the triple line when the contact radius jumps to smaller values, and the contact 
angle may increase again to some extent.

Actually, high-energy (metallic) surfaces demonstrate “as-placed” contact angles 
close to values inherent to low-energy (polymer) substrates. The reasonable question 
is: what is the actual difference in the wetting behavior of low- and high-energy sur-
faces? To answer this question, we have to compare graphs describing the depen-
dence of the contact angle on the radius of the contact area (see Fig. 8.6). Two distinct 
portions of the curve can be recognized for high-energy substrates: (1) evaporation of 
a droplet when the three-phase line is pinned (the radius of the contact area is cons-
tant), accompanied by a decrease in the contact angle; (2) fast decrease of a contact 
radius, accompanied by a slower decrease in the contact angle.

The same portions of curves are also seen in the curves obtained with various polyme-
ric substrates. However, the low-energy surfaces demonstrate somewhat more compli-
cated behavior. The graphs for low-energy substrates include a step with a pinned triple 
line as observed for high-energy surfaces, but this is followed by a stick-slip behavior 
once the contact radius decreases, steadily or with jumps, and the contact angle oscil-
lates around a specific value, as shown schematically in Fig. 3.7. These oscillations may 
be more or less pronounced. This stage was also observed by other investigators [25,26]. 
The stick-slip motion of evaporating drops occurring under a constant contact angle 
was observed for various polymers, including polytetrafluoroethylene (Teflon), poly-
ethylene, polypropylene, polyethylene terephthalate, and polysulfone [19]. This kind of 
motion could be related to the weak interaction of a droplet with a polymer substrate, 
resulting in low pinning of the triple line and promoting sliding of the droplet. 

Thus, we suppose that a new classification of surfaces should be introduced, 
according to the dynamics of a triple line under a drop’s evaporation. It is reasona-
ble to classify solid surfaces as strongly pinning (metal) and weakly pinning (polymer) 
ones. It is noteworthy that the effect of de-pinning of the triple line may be respon-
sible for the “inverse” coffee-stain effect [27], when the precipitate is formed at the 
center of the contact air (see Section 8.5 and References 11, 12 and 27). 
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8.7 Qualitative characterization of the pinning of the triple line

Figures 8.5 and 8.6 demonstrate that a diversity of contact angles is possible on 
smooth polymer substrates, providing a manifestation of the phenomenon of contact 
angle hysteresis (see Section 2.7). 

Fig. 8.6: Dependence of the contact angle on the radius of the contact area for a water droplet 
deposited on various substrates. 

The as-placed contact angle  θ01  is very different from the angle just after the first slip 
of the contact line  θ02  (see Fig. 8.7), which is supposed to be the second equilibrium 
contact angle [26]. A study of the stick-slip motion of the evaporated droplets allowed 
qualitative characterization of the pinning of the triple line. The main parameters 
that were extracted from the analysis of this motion are the stick time, i.e. the time 
until the first jump of the contact line, and the energy barrier to be surmounted for the 
displacement of the triple line. The volume evaporation rate may be calculated as [16]

 dV

dt
= dV

d𝜃
d𝜃
dt
= 𝜋a3
(1 + cos 𝜃)2

d𝜃
dt

, (8.21)

where a is the radius of the contact area. After integrating Equation (8.21) between  
θ = θ0 and θ = θt, the stick time is given by

 tst = −
𝜋a3𝛿𝜃

(1 + cos 𝜃
0
)2dV/dt , (8.22)
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where δθ =  θ0  –  θt . The volume evaporation rate dV/dt is negative and may be calcula-
ted from the experiments as well as  θ0 ,  θt  and δθ.

Fig. 8.7: Two types of the triple-line motion during evaporation on (1) metal, strongly pinning and  
(2) nonmetal (polymer), weakly pinning surfaces. 

Table 8.1 presents the times of pinning (stick times) until the first jump of the triple 
line for six different polymer substrates. Two values are included: calculated accor-
ding to Equation (8.22) and measured directly on the graph. Taking into account the 
variability of the evaporation data measured on the same substrate in different points, 
the matching of calculated and measured values is quite convincing (with perhaps 
the sole exception of Teflon).

Tab. 8.1: Stick times for different polymer substrates.

Polymer Stick time, s

Calculated Experimental

PE
PP
PVDF (Kynar)
PET
PSu
Teflon

1108
984
868
774
689

2650

970
730
850
880
570

1200
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The more important qualitative parameter characterizing the pinning of the triple 
line is the value of the potential barrier to be surpassed for the displacement of the 
droplet. The free surface energy G can be evaluated as [26]

 G(a, 𝜃) = 𝛾𝜋a2 � 2

1 + cos 𝜃 − cos 𝜃0� . (8.23)

After a slip, the droplet is in a new equilibrium state with a contact radius  a 1  and a 
contact angle  θ1 . In the pinned state, before the slip, a droplet with a contact radius 
a and contact angle θ had a free energy excess equal to the energy barrier to be sur-
mounted for the slip motion U = 2πa    ̃ U , where    ̃ U  is the potential barrier per unit length 
of the triple line:

 𝛾𝜋 �a2 � 2

(1 + cos 𝜃) − cos 𝜃0� − a
2

1 �
2

(1 + cos 𝜃1)
− cos 𝜃

0
�� = 2𝜋aŨ . (8.24)

The values of    ̃ U  calculated from experimental data for different polymers are presen-
ted in Tab. 8.2; the characteristic value of     ̃ U  being on the order of 1 0  −6 –1 0  −7  J/m [19,26]. 
This value is also close to the upper limit of the reported values of line tension  
(see Section 2.3); however, it remains disputable whether    ̃ U  could be identified with 
line tension [28].

Tab. 8.2: Values of potential barrier per unit length of the triple line    ̃ U .

Polymer    ̃ U , J/m

PE
PP
PVDF (Kynar)
PET
PSu
Teflon

3.8 ×  10  −7 
4.5 ×  10  −7 
3.5 ×  10  −7 
4.4 ×  10  −7 
4.5 ×  10  −7 
8.7 ×  10  −7 

8.8  The zero eventual contact angle of evaporated droplets  
and its explanation

One of the most striking manifestations of the contact angle hysteresis is the zero 
eventual contact angle observed for droplets evaporated on various polymer subst-
rates (see Fig. 8.6). The explanation of the zero eventual contact angle registered for 
evaporated sessile droplets is provided by the recent theory developed by Starov and 
Velarde and discussed in Section 2.5. They suggested that a droplet deposited on a 
solid substrate may be surrounded by a precursor film as shown in Fig. 2.5. This idea 
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was already put forward by Shanahan and Sefiane [26] who suggested that after the 
first slip of the triple (three-phase) line, the surface surrounding a droplet is already 
wetted and therefore differs from the original dry one. In this situation, the contact 
angle is given by Equation (2.14): cos 𝜃 ≈ 1 + 1

𝛾 ∫
∞
e
Π(e)de ≈ 1 − S− − S+

𝛾 , where  S −  and  
S +  are areas depicted in Fig. 2.6. Obviously, partial wetting is possible when  S −  >  S + . 
Actually, the complete wetting (a zero contact angle) is observed at the final stage of 
evaporation of sessile droplets, which means that the opposite relation ( S +  >  S − ) takes 
place. Thus, we conclude that considering the specific form of the disjoining isotherm 
explains reasonably the complete wetting observed on the final stage of evaporation 
of droplets deposited on polymer substrates. Thus, we came to a very important con-
clusion: two very different regimes of wetting of solid surfaces are possible. In the 
first, the droplet is surrounded by a dry substrate and the advancing and receding 
contact angles can be measured. The second wetting regime corresponds to the situ-
ation where the droplet is surrounded by a wetted solid substrate. This occurs in the 
course of evaporation of sessile droplets. In this case, the experimentally observed 
apparent contact angle tends to zero (corresponding to complete wetting). This could 
be explained by the peculiarities of the Deryaguin isotherm (see Fig. 2.6), stipulating 
the zero eventual contact angle observed for evaporated sessile droplets. In this case, 
neither receding nor the Young contact angles turn out to be immeasurable physical 
values.

Bullets:
 – The Maxwell-Langmuir approximation predicts that the rate of evaporation of 

droplets depends on the radius and not on the surface of a droplet when totally 
governed by diffusion mass transport.

 – The evaporation of a liquid drop is a simultaneous heat and mass transfer phy-
sical event. The effects due to the cooling a droplet under evaporation may be 
essential.

 – For small (micrometer-scaled) droplets, the Kelvin effect should be considered. 
Kelvin demonstrated that the vapor pressure over a curved surface is greater than 
over a flat surface.

 – When the radii of the small droplets become comparable to the mean free path of 
the molecules of environmental air we have to consider that the rate of transport 
of vapor per unit area through the surface layer is finite. Actually, the diffusion 
process starts from the surface of an enveloping sphere having a radius larger 
than that of a droplet. 

 – The formation of the so-called ring-like coffee-stain deposits, observed under eva-
poration of solutions or suspensions, is due to the pinning of the contact (triple) 
line and intensive evaporation from the edge of the drop.

 – The thermal Marangoni flows in rapidly evaporated organic droplets may sup-
press the “coffee-stain” effect and give rise to the inverse phenomenon, i.e. the 
concentration of a deposit at the center of evaporated droplet.
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 – The effect of the pinning of the triple line depends of the energy of solid/liquid 
interaction. High-energy (metallic, ceramic) surfaces demonstrate giant contact 
angle hysteresis arising from the strong pinning of the triple line. 

 – Low-energy (polymer) surfaces promote stick-slip motion of the triple line of eva-
porated droplets. The typical value of the potential barrier to be surmounted for 
the slip motion of the droplet evaporated on the polymer surface is on the order 
of  1 0  −6 –1 0  −7  J/m.

 – The eventual contact angle of evaporated droplets on both low- and high-energy 
surfaces tends to zero and seems to be stipulated by the effects due to the disjoi-
ning pressure.

Exercises

8.1. Check the dimensions in Equation (8.1) and perform its integration.

8.2. Irving Langmuir, in his paper “The evaporation of small spheres” [Phys. Rev. 1918, 12, 368–370], 
concluded that the rate of evaporation of a small droplet depends on their radius. The approach 
of Irving Langmuir is based on the assumption that the gas surrounding evaporating droplet is 
ideal; combine this approach with that proposed by J. C. Maxwell and that resulted in Equation 
(8.5). Demonstrate that the final qualitative prediction remains the same: the rate of the mass 
loss depends on the radius of evaporating droplet [see Equation (8.6)]. Download the paper by  
I. Langmuir3 and follow his derivation. 

8.3. Derive Equation (8.7) from Equation (8.6).
 Hint: See Reference 4.

8.4. Derive Equation (8.10).

8.5. Calculate integral given by Equation (8.11), assume V = nR̃T

p
.

8.6. Derive Equation (8.14) from Equation (8.13). 

8.7. Demonstrate Equations (8.16) and (8.17). Check dimensions in Equation (8.18). 

8.8. Explain qualitatively the Kelvin effect. 

8.9. (a)  The characteristic time of diffusion processes may be estimated as follows: 𝜏 ≅ R
2

D
, where 

R is the characteristic spatial scale and D is the diffusion coefficient. Estimate the charac-
teristic time of evaporation of a millimeter-sized droplet at ambient conditions if it is sug-
gested that the mass transfer is totally governed by the diffusion. The diffusion coefficient 
of water vapor in air at ambient conditions D ≅ 3 × 10−5 m2/s.

  Answer: 𝜏 ≅ R
2

D
≅ 3 × 10−2 s.

 (b)  The result obtained in (a) predicts that millimeter-sized water droplet will evaporate at 
ambient conditions within 𝜏 ≅ 3 × 10−2 s. Monkey Judie checked this prediction experi-
mentally and revealed that this result has been strongly underestimated. Try to explain 
why this happened.

5
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 Hint: See Equation (8.19).

8.10. Estimate the mean free path for a particle of air (namely, the average distance the particle 
travels between collisions with other moving molecules of air) at ambient conditions.

 Hint: Use the Maxwell formula ̄l ≅ 1

√2n�, where n is the concentration of molecules and σ is the effec-
tive cross-sectional area for spherical particles; if we assume that air mainly consists of nitrogen, 
𝜎air ≅ 4 × 10−19 m2. Considering n ≅ 2.7 × 1025

m
−3 at ambient conditions, we obtain ̄l ≅ 70 nm.

8.11. Demonstrate that for sessile droplets, a = R sin θ takes place, where R is the radius of the 
droplet, a is the contact radius, and θ is the contact angle (see Fig. 8.1). 

8.12. What are physical factors responsible for the formation of “coffee-stain” deposits? Explain quali-
tatively to monkey Judie (which poured its coffee on the table) the role of the pinning of the triple 
line in the formation of “coffee-stain” ring-like deposits. What is the role of thermal Marangoni 
flows in the formation of these structures? Download References 11 and 12 and explain qualita-
tively flow fields formed in the rapidly evaporated droplets due to the thermal Marangoni flows.
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8.13. Explain qualitatively the difference between behavior of the triple line for droplets evaporated 
on high-energy (metallic) and low-energy (polymer) surfaces.

8.14. Explain qualitatively the origin of the potential barrier to be surmounted for the slip motion of 
the droplet evaporated on the low-energy surface. What is the order of magnitude of this barrier 
for various polymer substrates? Compare this value with the typical values of the line tension 
(see Section 2.3).
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9  Condensation, growth and coalescence of 
droplets and the breath-figure self-assembly

9.1  Condensation of suspended droplets: the droplet size 
dependence of surface tension

Condensation is a process of the formation of a liquid phase from the gaseous (vapor) 
one, and it is the inverse of evaporation, as discussed in the previous chapter. It takes 
place via the nucleation mechanism [1–5]. Nucleation is the formation of an embryo 
or nucleus of a new phase in another phase [4]. Homogeneous and heterogeneous 
nucleation scenarios should be distinguished. Heterogeneous nucleation takes place 
in the presence of foreign particles or surfaces, whereas homogeneous nucleation 
occurs under forming and growing small clusters of molecules. If it is thermodyna-
mically favorable for these clusters to grow, they become recognizable droplets of the 
liquid phase.

The nucleation mechanism helps to overcome the free energy barriers, which 
prevent to start new phase formation. When we speak about condensation of droplets 
via homogeneous nucleation from vapor, these barriers are due to the thermodynami-
cally non-favorable location of molecules at the surface of droplets, discussed in much 
detail in the Section 1.2 and illustrated in Figs 1.3 and 1.4. This thermodynamically non-
favorable location of molecules results in surface tension γ, which is the main hero 
of this book. However, it should be emphasized that surface tension is an essentially 
macroscopic parameter, and certain care is necessary when we attribute the notion of 
“surface tension” to nuclei, which are tiny clusters containing hundreds or thousands 
of molecules. It was already noted by Gibbs that the application of macroscopic values 
of the characteristics of the respective phases, in particular, those of surface tension 
to the description of small clusters may be quite misleading and may lead to quan-
titatively incorrect results for the accurate description of nucleation [1]. The subtle 
problem of estimation of the magnitude of a spatial domain, where the macroscopic 
notions of thermodynamics such as “surface tension” are still applicable, is discussed 
in References [6] and [7]. Anyway, if we believe that the notion of surface tension is 
applicable to small clusters, we come to a striking conclusion: that surface tension γ 
depends on the dimension of the spherical cluster R (as illustrated in Fig. 9.1):

 
d𝛾
𝛾 = −

2𝛿T
1 + 2�T/R d �

1

R
�, (9.1)

where  δT  is the so-called Tolman length [7–9]. The Tolman length  δT  is supplied by

 𝛿T =
𝛤
0

𝜌l − 𝜌v
; 𝛤

0
= n

0

4𝜋R2
, (9.2)
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where  ρ 
l
  and  ρ v  are the densities of liquid and vapor, respectively,  n 0  is the superficial 

number of particles and R is the radius of a droplet [7]. The parameter  δ T , introduced 
in Equation (9.2), is the distance between two particular dividing surfaces, namely the 
surface of tension and the equimolecular dividing surface (for an explanation of the 
Gibbs dividing surface, which is required to understand the wetting phenomena, see 
Appendix A) [7–9].

Fig. 9.1: The droplet size dependence of the surface tension γ. The surface tension at the plane 
interface, separating liquid and vapor (left)  γ ∞ may be different from that inherent for the curved 
interface (right). Various scenarios (namely  γ ∞ < γ (R) and  γ ∞ > γ (R)) were discussed in literature [7,14].

Once the curvature dependence of surface tension is known, the Tolman parameter 
(length)  δ T  can be determined via (see Reference 7):

 𝛿T = −
� d�
dR
�

� d
dR
� � 2�

R
�
. (9.3)

Gibbs [2] assumed

 𝛿T(R) = 𝛿∞ > 0;
2𝛿∞
R
<< 1. (9.4)

Assumption 9.4 led to

 𝛾(R) = 𝛾∞ exp�−
2𝛿∞
R
�, (9.5)

 EBSCOhost - printed on 2/13/2023 4:06 PM via . All use subject to https://www.ebsco.com/terms-of-use



140   9 Condensation, growth and coalescence of droplets

where  γ ∞ denotes the surface tension for the coexistence of both phases at a planar 
interface (R → ∞ ), whereas Tolman assumed  δ T (R) =  δ ∞ > 0 (the second Gibbs appro-
ximation is omitted) and obtained (see Reference 8)

 
𝛾(R) = 𝛾∞

1 + 2𝛿∞
R

.

 
(9.6)

The extended discussion of the still debatable droplet size dependence of surface 
tension may be found in References [7] and [9–11]. The results of computer mole-
cular simulations of thus dependence are reported in Reference [10]. It should be 
emphasized that the size dependence of surface tension becomes essential for 
tiny droplets, with a size of hundreds of nanometers [9]. The values of the Tolman 
length as established experimentally are ca.  δ T  ≅ 0.1 ÷ 1 Å, and it may be negative 
for some liquids [12,13]. If the Tolman length is negative, we recognize from Equa-
tion (9.6) that γ(R) >  γ ∞  (for a discussion of the value and sign of the Tolman length, 
see Reference 14).

9.2 Kinetics of homogeneous nucleation

In the classic nucleation theory, the free energy of forming a cluster of radius r contai-
ning N atoms or molecules is the sum of two terms:

 ΔG = −NΔ𝜇 + 4𝜋r2𝛾, (9.7)

where Δμ is the jump in the chemical potential under the phase transition (formation 
of a liquid from vapor) [15,16]. In Equation (9.7), −NΔμ is the energy needed to transfer 
N molecules from one phase to another and 4πr  2 γ is the surface energy of the cluster. 
Since these terms are opposite in size, the function ΔG(r) goes through a maximum 
[15,16]. For a condensation,

 −NΔ𝜇 = NkT ln�
pvap

pcluster
�, (9.8)

where  p vap  and  p cluster  are the vapor pressures in the vapor phase and within the cluster 
(i.e. under the curved cluster/vapor interface), respectively [compare with Equations 
(8.14)–(8.18), describing the Kelvin effect]. The number of molecules in the cluster is 
easily expressed via the concentration of molecules n (number density n = N

V
, where 

V is the volume of the cluster):

 N = n4
3
𝜋r3. (9.9)
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Combining Equations (9.7) and (9.9) and taking the derivative of the free energy with 
respect to radius or number and setting it equal to zero provides the values of N or r at 
the maximum (see References 15 and 16):

 Nc =
32𝜋𝛾3

3n�Δ𝜇�3
. (9.10)

 rc =
2𝛾
nΔ𝜇 , (9.11)

defining the size of the critical nucleus. For a liquid-vapor system, we have

 rc =
2𝛾

nkT ln � PV
Pcluster
�
, (9.12)

Again, compare Equation (9.12) with the Kelvin formula expressed by Equation (8.18), 
supplying the vapor pressure for vapor in equilibrium with the droplet of radius r. 
Combining Equations (9.7) and (9.11) yields for the height of the energy barrier for the 
homogeneous nucleation:

 ΔGhom

max
= 16𝜋𝛾3

3n2�Δ𝜇�2
= 𝛾4𝜋r

2

c

3
, (9.13)

which equals one-third of the surface energy for the formation of the nucleus.
The calculation of the rate of formation of nuclei    ̃ I  turns out to be a challenging 

theoretical problem and it is given by the expression (see References [15, 17] and [18]):

 ̃I = Zpvap(4𝜋r2c)n �2𝜋mkBT�
1/2
exp�−ΔG

hom

max

kBT
�, (9.14)

where  r c  and ΔG max  are given by Equations (9.12) and (9.13), respectively, the value 

Z = 1

Nc
�ΔG

hom

max

3𝜋kBT
�
1/2

 is the Zeldovich factor [19] and the value of  N c  is given by Equation 

(9.10). The numerical exemplifications of Equation (9.14) may be found in Reference [15], 
and the quantum statistics corrections to Equation (9.14) are supplied in Reference [17].

9.3 Heterogeneous condensation

If some solid particles or substrate surface are present in a phase transition, then 
heterogeneous nucleation takes place, where the maximum free energy barrier  
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ΔG max   [see Equation (9.13)] is lowered by energetically more favorable cluster  
formation on the solid surface [4,20]. The effect of heterogeneous nucleation is 
ubiquitous in nature and technology and well known to us from the dew droplet  
formation on solid surfaces. We will discuss below two important manifestations of the  
heterogeneous nucleation, namely capillary condensation and the process of the 
breath figures self-assembly.

Consider the condensation of droplets on the solid surface, illustrated in Fig. 9.2. 
Intuitively, it is well expected from Fig. 9.2 that the nucleation process should be 
dependent on the equilibrium (Young) contact angle  θ Y  formed by a droplet and solid 
substrate (see Section 2.2).

   

Fig. 9.2: Heterogeneous condensation on hydrophilic (A) and hydrophobic (B) surfaces.

The nucleation rate    ̃ I  is modified through a  θ Y -dependent function ̃I ≈ exp�−ΔG
het
max
(𝜃Y )

kBT
�,  

where ΔG max   het    is the value of the potential barrier to be surmounted for heterogene-
ous nucleation. The value of ΔG max   het    for a contact angle hysteresis free substrate is 
given by

 ΔGhet
max
(𝜃Y ) = ΔGhom

max

(2 + cos 𝜃Y )(1 − cos 𝜃Y )2
4

, (9.15)

where  ΔG max   hom   is supplied by Equation (9.13). It is seen that nucleation depends essenti-
ally on the hydrophobicity of the surface. For  θY  = 0° (this means that liquid completely 
wets the solid), ΔG max  het    = 0, and spontaneous heterogeneous nucleation occurs with no 
supersaturation at the equilibrium temperature. When  θY  = 90°, ΔGhet

max
(𝜃Y ) = 1

2
ΔGhom

max
,  

and when  θY  = 180°,  ΔG max  het   ( θY ) = ΔG max  hom  . Usually, heterogeneous nucleation permits 
condensation for temperature differences much less than that required for homo-
geneous nucleation. In addition, the defects of the substrate (scratches, chemical, 
etc.) play the role of very large fluctuations and favor nucleation. It also should 
be considered that heterogeneous nucleation is thermal history dependent [21]. 
The heterogeneous nucleation promoted by spherical particles was treated in  
Reference [22]. The energy barrier ΔG max  het    is also dependent on the roughness of the 
solid substrate [23], resulting in the Wenzel- or Cassie-like type of wetting, which will 
be studied in detail in Section 11.11.
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Once a droplet of water has nucleated on the substrate, it grows at the expense of 
the surrounding atmosphere. Assume that atmosphere has a velocity v parallel to the 
substrate. The velocity decreases near the substrate and equals zero on the substrate. 
The droplet radius and volume V grow according to (Reference 24)

 R ∼ ̃t1/3, (9.16a)

 V ∼ ̃t, (9.16b)

where  ̃  t   is the so-called reduced time given by

 ̃t ∼ �v*ΔpDt, (9.17a)

 v* ∼ v( ̃𝜈kinD)1/3, (9.17b)

with     ̃ ν  kin  being the kinematic viscosity of air, D the mutual diffusion coefficient of 
water into air and Δp = pvap – psat the difference in water vapor saturation pressure. 
When the velocity v is small (quiet air), the boundary layer becomes very thick and 
Equation (9.17a) becomes

 ̃t ∼ v∗ΔpDt. (9.18)

A complication may arise when the heat of condensation cannot be released into the 
substrate. In this case, the temperature of the drop increases; its growth is slowed and 
can even stop. This is especially the case for very fast growths when the air velocity 
is large [24,25]. The role of the heterogeneous nucleation in the formation of dew was 
discussed in detail in Reference 24.

9.4 Coalescence of droplets

When droplets grew, they start to coalesce. There exist two pathways of coalescence, 
namely inertial and viscous, governed (in other words slowed down) by inertial and 
viscous forces, respectively [26,27]. Let us compare the contributions of the inertial 
and viscous forces. The process of coalescence is driven by capillarity tending to 
diminish the surface of a liquid, the viscosity η tends to withstand the coalescence. 
Thus, the characteristic velocity vca built from the main physical characteristics of 
the process should be introduced:

 vca =
𝛾
𝜂 , (9.19)
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which is called the capillary velocity. Now we compare the impact of viscous and inertial 
forces with the use of the Reynolds number, introduced in Section 3.7, assuming v ≅  v ca :

 Re = 𝜌vL𝜂 =
𝜌𝛾R

0

𝜂2 , (9.20)

where the initial radius of a droplet R0 (see Fig. 9.3) and the capillarity velocity  v ca  
[given by Equation (9.19)] are assumed as the characteristic dimension and velocity, 
respectively.

Fig. 9.3: Coalescence of sessile droplets. R0 is the initial radius of the droplets and 2Rm is the 
diameter of the connecting bridge.

It is reasonable to anticipate that viscous coalescence occurs for Re < 1 and inertial 
coalescence takes place for Re > 1. If we assume that the crossover between the two 
regimes happens at Re ~ 1 (as verified experimentally in Reference [27]), this yields a 
characteristic length and time scale beyond which inertia should become important:

 Rin ≈
𝜂2
𝜌𝛾 , (9.21a)

 𝜏in ≈
𝜂3
𝜌𝛾2 , (9.21b)

Substituting in Equations (9.21a) and (9.21b) the corresponding numbers for water, we 
find  R

in
  ≈ 15 nm and  τ

in
  ≈ 1 0−10  s. Obviously, for water, there is no hope of observing the 

viscous regime and the coalescence is, from a practical point of view, always inertial [27].
Derivation of the scaling law governing the growth of the capillary bridge Rm(t) 

connecting the coalescing droplets, depicted in Fig. 9.3, is far from to be trivial. The 
interrelation between capillary and inertial forces is described by the Weber number 
We, introduced in Section 3.7, and supplied by We = �v

2L

� , where L is the characteristic 
dimension. To equat capillary and inertial forces, it is not sufficient to set the Weber 
number to unity, since the capillary forces driving the coalescence are not simply �

R
 

but rather �R0
R2m  

[26–28]. Equating this to the inertial forces yields (see References 26–28)

 Rm(t) ∼ �
𝛾R

0

𝜌 �
1/4
�t. (9.22)
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Now we address the so-called purely viscous coalescence observed in high-viscosity 
liquids [26,27]. After a connecting bridge forms between the two droplets, the opening 
speed of this bridge in this case results from a competition between the capillary 
forces driving the coalescence and the viscous forces slowing it down [26,27]. Now 
one more dimensionless number should be introduced, namely the capillary number 
quantifying the interplay between the capillary and viscous phenomena and denoted 
as Ca:

 Ca = 𝜂v𝛾 , (9.23)

where η, γ and v are the viscosity, surface tension and characteristic velocity, respec-
tively (we are already acquainted with this dimensionless number when it was dis-
cussed within the context of dynamics of wetting in Section 2.10). Equating capillary 
and viscous forces (i.e., setting the capillary number Ca to unity) leads to a depen-
dence of the radius of the bridge Rm on time t scaled as

 Rm(t) ≈
𝛾
𝜂 t. (9.24a)

The full theory predicts only logarithmic corrections to the above mentioned scaling 
arguments, namely (see References 26 and 27)

 Rm(t) ≈ −
𝛾
𝜋𝜂 t ln�

𝛾t
𝜂R

0

�, (9.24b)

where R0 is the initial radius of the non-disturbed droplet (see Fig. 9.3).

9.5 Capillary condensation

One of the fascinating and practically important cases of the heterogeneous nucleation 
(see Section 9.3) is the so-called capillary condensation. Capillary condensation takes 
place in porous solids, when the molecules of vapor are adsorbed by the meniscus 
forming the liquid/air interface [4,29]. If a liquid wets a solid completely, that is, the 
contact angle θ = 0°, then vapor will immediately condense in the tip of a conical pore, 
as shown in Fig. 9.4A. The formation of the liquid in the tip of the cone by condensa-
tion continues until the cone radius reaches a critical value rc, defined by the Kelvin 
equation (discussed in Section 8.3, Equation 8.18), namely ln � pvap,curved

psvap
� = − 2𝛾 ̂𝜇

rc𝜌L R̃T
 .  

The negative sign indicates that  p vap,curved  <  p vap  s    owing to the negative curvature of the 
vapor bubble. In practice, many solids cannot be completely wetted by condensing 
liquids; this means that θ > 0°, as depicted in Fig. 9.4B. For this case, the radius of the 
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curvature increases and equals r = rc
cos �

, when the contact angle hysteresis is neglec-
ted (see Section 2.7). If θ < 90°, the meniscus is concave,  p vap,curved  <  p vap  s   , and the vapor 
will condense at the capillary surface first. If θ > 90°, we have  p vap,curved  <  p vap  s   , and 
the vapor will prefer to condense at a plane liquid surface. In other words, a pressure 
larger than  p vap  s   

 
is required to force the liquid to enter into the capillary [4]. This is the 

basis of mercury injection porosimetry (see the excellent explanation in Reference 4).

Fig. 9.4: Effect of capillary condensation. (A) For completely wetting liquids condensed in a conical 
pore, the formation of the liquid in the tip of the cone continues until the radius reaches a critical 
value. (B) For partially wetting liquids (see Section 2.1), θ >  00  takes place, so that r >  r c , and r = rc

cos �  
when the contact angle hysteresis (see Section 2.7) is neglected.

Thus, when θ < 90°, the condensation of vapor occurs at pressures below the equi-
librium vapor pressure  p vap  s   . This explains why moisture is retained within porous 
materials such as fruit and vegetables, instead of completely drying out. The validity 
of the Kelvin equation [Equation (8.18)] in the quantitative description of capillary 
condensation was tested experimentally in Reference [30]. Moreover, the authors of 
Reference [30] demonstrated that the Kelvin equation works even for nano-scaled 
curvatures. It is also noteworthy that capillary condensation of water vapor plays a 
decisive role in constituting the sliding friction as shown in Reference [29].

9.6 Breath figures self-assembly

Heterogeneous condensation of vapor on the surfaces of rapidly evaporated polymer 
solutions gives rise to the fascinating process, which is called the “breath-figures” 
self-assembly [31–33]. The true physical mechanism of the breath-figure self-assembly,  
realized with evaporated polymer solutions, remains at least partially mysterious. It 
is agreed that rapid evaporation of the solvent cools the solution/humid air interface, 
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subsequently resulting in intensive condensation of water droplets at the interface 
[34]. The droplets then sink into the solution, eventually forming the honeycomb 
pattern (see Fig. 9.5A–D). Obviously, the processes on nucleation and condensation 
discussed in this chapter play a key role in the breath figures self-assembly. The 
decisive factor affecting breath-figure self-assembly is the temperature of the polymer 
solution/moist air interface promoting the condensation of water droplets [35].

Fig. 9.5: Sequence of stages resulting in the breath-figures self-assembly. (A–D) Formation of the 
first row of pores. (E–C) Formation of the second row of pores.

Well-ordered honeycomb structures demonstrating hexagonal packing of pores were 
reported, such as those depicted in Fig. 9.6 [35,36]. Moreover, formation of multilayer 
well-ordered structures was observed, as shown in Fig. 9.5C–E. When we examine the 
honeycomb patterns presented in Fig. 9.6, they hint at the presence of a long-range 
order, featuring a sixfold symmetry (the elementary cell constituting the pattern is 
marked in Fig. 9.6). However, our vision is not a very reliable source of information 
(numerous optical illusions demonstrate it convincingly). How should the spatial 
ordering be quantified? Such a quantification is attained by the use of Voronoi dia-
grams (or Voronoi tessellation), discussed in Appendix B, enabling the calculation 
of the Voronoi entropy  S vor , which is extremely effective for characterization of maps, 
patterns, etc.
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Fig. 9.6: Porous ordered polycarbonate honeycomb structures obtained with breath figures self-assembly.

Thermoplastic and thermosetting (cross-linkable) polymers both give rise to honeycomb 
reliefs under the breath-figures self-assembly [36–38]. Despite the much experimental 
effort spent in understanding the process of the “breath-figures” self-assembly, numerous 
details of the process remain obscure, in particular, the dramatic impact exerted by the 
molecular mass of the polymer on the characteristic dimensions of pores is still unclear 
[39–41]. One more feature of the process remains enigmatic: the breath-figures self-
assembly promote the formation of multiscale patterns, where the large-scale pattern is 
characterized by the spatial scale of dozens of micrometers [42], such as those depicted 
in Figs. 7.9 and 9.7. The origin of this pattern is usually related to the thermo-capillary (or 
perhaps soluto-capillary) Marangoni instability (see Sections 7.1 and 7.2 and the discus-
sion in Reference [43]); however, the true origin of the pattern remains debatable, and de 
Gennes [44,45] proposed alternative mechanisms of patterning. The topological aspects 
of surface pattering were briefly discussed in Section 7.8. The micro-scaled honeycomb 
structures obtained under the evaporation of polymer solutions demonstrate a potential 
as membranes, two-dimensional (2D) photonic crystals, etc.[33–38]

 

Fig. 9.7: Large-scale pattern typical for the breath-figures self-assembly. Polystyrene (5 wt.%) was 
dissolved in a mixture of dichloromethane CH2Cl2 (90 wt.%) and chloroform CHCl3 (5 wt.%) and 
deposted by dip-coating on the polyethylene substrate.
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Of course, “breath-figures” patterns are observed on the diversity of solid subst-
rates, when vapors condense on cold condensed matter surfaces, either solid [46] 
or liquid [47]. The aforementioned evaporated polymer solutions simply fix the 
pattern. Beysens and Knobler [46] studied the formation of breath-figures patterns 
formed on cold borosilicate substrates, either pristine or hydrophobized by an octa-
decyltrichlorosilane solution. The octadecyltrichlorosilane treatment enabled the 
control of the apparent contact angle of the cooled solid substrate [46]. The pattern 
for water on glass was studied by direct observation and light scattering as a func-
tion of contact angle θ, velocity of vapor volume transfer  I vol  with the dimensions of 
m3/s (called “flux” in the Reference [46]), degree of supersaturation ΔT and time t 
[46]. It was established that when θ =  0  0 , a uniform water layer forms whose thick-
ness grows as t at constant  I vol  and ΔT. For θ = 90°, droplets are formed at cons-
tant  I vol  and ΔT; the radius of an isolated droplet grows as  t  0.23 , but as a result of 
coalescence, the average droplet radius grows as  t  0.75 . The most important conclu-
sion is well expected, namely the condensation “breath-figure” pattern depends on 
the apparent contact angle θ, as illustrated in Fig. 9.2. The growth process turned 
out to be self-similar; coalescences simply rescaled the distances and left the basic 
droplet pattern unaltered [46]. The details of the coalescence were addressed in 
Reference [48]; Marcos-Martin et al [48]. showed that the number of coalescences 
undergone by a given (“marked”) droplet grows logarithmically with time, and the 
total distance traveled by this droplet is proportional to its size. Restoring historical 
justice demands pointing to the fact that the notion of “breath figure” was coined by  
T. J. Baker in 1922 [49].

9.7 Anti-fogging and anti-icing surfaces

Fogging (formation of dew) is a very common and natural phenomenon where 
humid air condenses on a substrate and transforms into liquid water, as discussed in  
Sections 9.3 and 9.4. Numerous applications (glasses, optical devices, windshields) 
call for the development of anti-fogging materials, preventing the formation of fog 
and keeping their optical transparency under high humidity conditions. In a some-
what paradoxical way, anti-fogging properties may be exhibited by superhydrophobic 
[50,51] and superhydrophilic surfaces [52,53]. Superhydrophobic (apparent contact 
angle θ → 180°) surfaces promote the formation of small separated droplets, as dis-
cussed above, which roll easily off the surface or are removed by wind or vibrations 
of a surface [52–53]. The opposite case of superhydrophilicity (θ → 0°) promotes the 
formation of thin water film on the surface instead of the ensemble of separated dro-
plets, as discussed in detail in the previous section (see Reference 46). This film is 
transparent in the visible band of the spectrum; thus, the surface may be considered 
as anti-fogging.
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The other technological problem related to the heterogeneous nucleation and 
condensation of droplets is the creation of anti-icing surfaces. Undesirable ice for-
mation, accretion and adhesion causes various problems ranging from slippery 
sidewalks and roadways, cracked concrete structures, to icing of airplane wings and 
windmill propeller blades [54]. The three aspects of the ice-phobicity are the reduced 
ice adhesion, repulsion of incoming droplets prior to freezing and delayed frost  
formation [54]. Regrettably, superhydrophobic surfaces generally are not ice-phobic [55].  
Even surfaces with very high apparent and receding contact angles (see Section 2.7) 
may have strong adhesion to ice if the size of the interfacial cracks is small [55]. Cont-
rolling surface topography and surface energy enabled the authors of Reference 54 to 
develop an ice-phobic concrete. Development of true ice-phobic surfaces remains an 
actual technological problem.

9.8 Non-coalescence and delayed coalescence of droplets

When droplets of the same liquid touch one another, one expects coalescence, 
as discussed in Section 9.4. Couder et al [56]. published in 2005 the paradoxi-
cal, counterintuitive paper that reported on the non-coalescence of silicon oil  
droplet jumping above the surface of silicon oil bath, as shown schematically in 
Fig. 9.8.

The effect was observed for a broad range of oils with viscosities 5 ×  10  −3  Pa × s < η 
< 1 Pa × s. The frequency of vibrations was varied in the range of 20 Hz < f < 150 Hz. 
Except for large drops on very viscous fluids, bouncing is a necessary condition for 
the inhibition of coalescence [56]. It occurs when the amplitude of the acceleration  
a m  is larger than a threshold value [56]. Couder et al [56]. demonstrated that  a m  scales 
with a frequency of  a m ~ f 2. The main effect of the vibration is the creation of an air 
layer separating a droplet from the vibrated bath and preventing the coalescence. 
The hydrodynamics of bouncing enabling non-coalescence was discussed in detail 
in Reference 57.

Fig. 9.8: Non-coalescence of silicon oil droplet jumping above the 
vibrator with frequency f silicon oil bath.
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One more surprising non-coalescence scenario was observed for sessile droplets. 
Karpitschka and Riegler [58] showed that droplets from different but completely mis-
cible liquids do not always coalesce instantaneously upon contact: the drop bodies 
remain separated in a temporary state of non-coalescence, connected through a thin 
liquid bridge, as shown in Fig. 9.9.

Fig. 9.9: Scheme representing the coalescence of sessile droplets. The interplay of contact angles 
and surface tension contrast leads to coalescence or non-coalescence.

Karpitschka and Riegler [59,60] suggested that the delay originates from the Maran-
goni convection (see Section 7.1) between the two droplets, which is caused by the dif-
ference of surface tensions of the two liquids. Experiments reported in Reference 58  
reveal that the transition of temporary non-coalescence to instantaneous coalescence 
is barely influenced by viscosities and absolute surface tensions. The main system 
control parameters for the transition are the arithmetic means of the three-phase 
(apparent) angles ̄𝜃 = 𝜃1 + 𝜃2

2
 and surface tension differences Δγ =  γ 2  −  γ 1  between the 

two liquids (see Fig. 9.9). These relevant parameters can be combined into a single 
system parameter, a specific Marangoni number (see Section 7.7), namely Ma = 3Δ𝛾

2 ̄𝛾 ̄𝜃2 , 
where ̄𝛾 = 𝛾1 + 𝛾2

2
[58].

Appendix

9A Gibbs dividing surface

Consider two neighboring phases (for example, liquid and vapor). The two phases do 
not change sharply from one to another at the interface, but rather, as shown in Fig. 9.10,  
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there exists a region over which the density varies. Because the actual interfacial 
region has no sharply defined boundaries, it is convenient to invent a mathematical 
dividing surface, introduced by Gibbs.

Fig. 9.10: Building of the Gibbs dividing surface separating the liquid and vapor phases. The density 
ρ(x) between phases does not change discontinuously but gradually.

According to Gibbs, we treat the extensive properties of a phase (free energy, 
entropy, internal energy, etc.) by assigning to the bulk phases the values of these 
properties that would pertain if the bulk phases continued uniformly up to dividing 
surface [15]. Thus, it is possible to consider the extensive properties of the phases 
(energy, entropy, etc.) by assigning to them properties that would pertain if the bulk 
phases continued uniformly up to the dividing surface. The actual values for the 
entire system will then differ from the sum of values for the two bulk phases by the 
contribution due to the interface. Thus, the properties of the whole system are sum-
marized as follows:

Volume: V =  V liq  +  V vap 

Internal energy:  E int  =  E liq  +  E vap  +  E surf 

Entropy: S =  S liq  +  S vap  +  S surf 

Moles: n =  n liq  +  n vap  +  n surf 

The subscripts liq, vap and surf denote liquid, vapor and surface, respectively. The 
change in the internal energy E int within the proposed notation is given by

 d E  int  = TdS +  ∑ 
i
 

 

   μi d ni  −  pliq d Vliq  −  pvap d Vvap  + γd  A
 int 

  +  C
1
 d   ̂  C  1  +  C2

 d   ̂  C  2 ,

where  A int   is the area of the interface,    ̂  C  1 ,    ̂  C  2  are the curvatures (see Section 1.7)  
and  C 1 ,  C 2  are arbitrary constants. The last two terms may be written as 
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1
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1
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2
)d�Ĉ

1
+ Ĉ

2
� + 1

2
(C

1
− C

2
)d�Ĉ

1
− Ĉ

2
�, and this plus the term γA int   give the 

contribution of variation in area and curvature. The actual effect must be inde-
pendent of the location of the dividing surface; thus, it is possible to choose  C 1 ,  
 C 2  in such a way that  C 1  +  C 2  = 0 [15]. This particular condition gives the precise 
location of the dividing surface, which is now called the surface of tension [15]. For 
the case where the radii of curvature are large compared to the thickness of the 
surface region (consequently, the curvatures are smaller than the reciprocal thick-
ness), and this takes place for a plane or for a spherical interface d(   ̂  C  1  −    ̂  C  2 ) = 0,  
we obtain

 d E  int  = TdS +  ∑ 
i
 

 

   μi d ni  −  pliq d Vliq  −  pv d Vvap  + γd  A int .

Because G = T − TS +  pliq  Vliq  +  pvap  Vvap  + γd A int  , we derive

 dG = −SdT +  ∑ 
i
 

 

   μi d ni  +  Vliq d pliq  +  Vvap d pvap  + γd  A int  .

Minimization of this expression results in the Laplace formula pliq − pvap = pL =
𝛾�Ĉ

1
+ Ĉ

2
� = 𝛾� 1

R1
+ 1

R2
�, which is already known to us (see Section 1.7).

9B Voronoi diagram and Voronoi entropy

In Fig. 9.6, we see a set of pores arising from the breath-figure self-assembly [31–49].  
The images give us the impression that these pores are ordered. However, how 
can this impression be quantified? This can be achieved by building the Voronoi 
diagram (or Voronoi tessellation) and calculating the appropriate Voronoi entropy 
[61]. (It seems that the idea of this tessellation was proposed by Descartes [62].) 
A tessellation or tilling of the plane is a collection of plane figures that fills the 
plane with no overlaps and no gaps. A Voronoi diagram is the partitioning of a plane 
into regions based on distance to a specified discrete set points (called seeds, sites, 
nuclei or generators) [63,64]. For each seed, there is a corresponding region con-
sisting of all points closer to that seed than to any other. The Voronoi polyhedron 
of a point nucleus in space is the smallest polyhedron formed by the perpendicu-
larly bisecting planes between a given nucleus and all the other nuclei. The Voronoi 
tessellation divides a region into space-filling, non-overlapping convex polyhed-
ral, shown in Fig. 9.11 [63,64]. The salient properties of Voronoi tessellation are the  
following:

 – The segments of the Voronoi diagram are all the points in the plane that are equi-
distant to the nearest sites.

 – The Voronoi nodes are the points equidistant to three (or more) sites.
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The Voronoi tessellation gives a definition of geometric neighbors. The nuclei sharing 
a common Voronoi segment (or surface, when we speak about three-dimensional situ-
ation) are geometric neighbors. Hence, geometric neighbors are competing centers in 
a growth scenario when we treat the condensation.

Voronoi tessellation enables the quantification of the ordering of the 2D struc-

ture by the calculation of the so-called Voronoi entropy defined as  S
vor

  = − ∑ 
n
 

 

   Pn  ln  Pn  ,  

where Pn is the fraction of polygons having the coordination number n, which is the 
number of sides of a Voronoi polygon [47]. For a case of fully random 2D distribution,  
S

vor
  = 1.71 [47]. It was shown that Voronoi tessellations are useful in characterizing all 

structures, from random to regular, and in particular, for the quantification of orde-
ring arising from the breath-figures self-assembly [65,66].

Bullets:
 – Condensation is a process of the formation of a liquid phase from the gaseous 

(vapor) one. It takes place via the nucleation mechanism.
 – Homogeneous and heterogeneous nucleation scenarios should be distinguished. 

Heterogeneous nucleation takes place on the presence of foreign particles or 
surfaces, whereas homogeneous nucleation occurs under forming and growing 
small clusters of molecules.

 – For very small droplets, with a size of hundreds of nanometers, the size depen-
dence of surface tension becomes essential.

 – The Tolman length is the distance between the surface of tension and the equi-
molecular dividing surface. The values of the Tolman length are ca.  δ

T
  ≅ 0.1 ÷ 1 Å. 

Both the value and the sign of the Tolman length remain debatable.
 – For the formation of critical nucleus under homogeneous nucleation, the poten-

tial barrier should be supplied. The classical nucleation theory predicts for this 
barrier the value which equals one-third of the surface energy for the formation 
of the nucleus.

Fig. 9.11: Example of the Voronoi tessellation on a set of 
points [63,64].
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 – The heterogeneous nucleation takes place if some solid particles or substrate 
surface are present; in this case, the maximum free energy barrier is lowered by 
energetically more favorable cluster formation on the solid surface.

 – When droplets grow, they start to coalesce. Two physical mechanisms of the 
 coalescence should be distinguished, namely inertial and viscous, governed 
(slowed down) by inertial and viscous forces, respectively. The coalescence of 
pure water droplets is inertial, whereas for the high-viscosity liquids, the viscous 
mechanism of coalescence may prevail. The crossover between the two regimes 
happens at Re ~ 1, where Re = �vL� =

��R0
�2 .

 – The capillary number Ca = �v�  describes the interplay between effects due to the 
interface tension γ and viscosity η.

 – The coalescence of completely miscible liquids may be prevented by an air layer 
separating the liquids. The coalescence of completely miscible sessile droplets 
may be delayed by the Marangoni convection.

 – Capillary condensation takes place in porous solids, when the molecules 
of vapor are adsorbed by the meniscus forming the liquid/air interface. The 
process of capillary condensation depends on the contact angle at the solid/
liquid interface. When θ < 90°, the condensation of vapor occurs at pressures 
below the equilibrium vapor pressure. This explains why moisture is retained 
within porous materials such as fruit and vegetables, instead of completely 
drying out.

 – Condensation of water vapor at cooled solid and liquid interfaces gives rise to 
the so-called 2D breath-figures patterns. When the condensation occurs at the 
rapidly evaporated polymer solutions, the pattern is fixed by solidified polymer. 
Thus, well-ordered honeycomb micro-scaled 2D structures are produced. The 
quantification of ordering in these patterns is effectively carried out by building 
the Voronoi tessellation and calculation of the Voronoi entropy.

 – Anti-fogging properties may be demonstrated by both superhydrophobic and 
superhydrophilic surfaces.

 – Creating ice-phobic surfaces calls for the reduced ice adhesion, repulsion of inco-
ming droplets before freezing and delayed frost formation, which may be achie-
ved by controlling surface topography and surface energy.

Exercises

9.1. Explain the difference between the homogeneous and heterogeneous nucleation scenarios.

9.2. Explain the physical meaning of the Tolman length. What are the characteristic values of the 
Tolman length?

9.3. Derive Equations (9.5) and (9.6).

5
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9.4. Explain qualitatively the physical meaning of the negative Tolman length.
 Answer: The negative value of the Tolman length means that surface tension of the curved 

liquid/vapor interface γ(R) is larger than that of the plane interface  γ∞.

9.5. Express the concentration [the number density, see Equation (9.9)] of molecules within the 
cluster n via the density of the cluster ρL.

 Answer: n = 𝜌L NA

̂𝜇 , where NA is the Avogadro number and   ̂  μ is the molecular weight.

9.6. Demonstrate that Equation (9.12) is identical to the Kelvin formula, supplied by Equation (8.18).
 Hint: Use Equation (9.12) and the result obtained in the previous exercise.

9.7. (a)  Calculate the radius and the potential barrier to be surmount for the formation of the  critical 
nucleus for water vapor at 0°C. Use Equations (9.12) and (9.13) and extract the quantitative 
data from Bradley [67].

  Answer:  r c  = 8 Å; ΔG max   = 2.4 × 1 0
−19

  J.
 (b)  What is the number of molecules of water within the critical nucleus for water vapor  

at 0°C?
  Answer: Approximately 90 molecules.

9.8. Demonstrate that the value of the potential barrier to be surmounted for the formation of 
nucleus under homogeneous nucleation equals one-third of the surface energy necessary for 
the formation of the nucleus.

 Hint: Exploit the derivation of Equation (9.13).

9.9. Demonstrate that the value of the potential barrier to be surmounted for the formation of 
nucleus on the superhydrophobic surface (θY = 180°) equals that of the homogeneous nuclea-
tion at the same conditions. 

 Hint: Use Equation (9.15).

9.10. Demonstrate that the dimensions of the ration �� supply the dimensions of velocity.

9.11. What is the physical meaning of the capillary number Ca = �v� ? Check that the capillary number 
is dimensionless.

9.12. Calculate the characteristic spatial  R in  and temporal  τ in  scales of the inertial coalescence for 
glycerol droplets at ambient conditions.

 Surface tension  γ gl , viscosity  η gl  and density  ρ gl  of glycerol are  γ gl  ≅ 63 mJ/ m  2 ,  η gl  ≅ 1.5 Pa × s  
and  ρ gl  ≅ 1.26 ×  10  3 kg/ m  3 , respectively. What do we learn from these values?

 Solution: Rin ≈
𝜂2
gl

𝜌gl𝛾gl
≈ 2.8 × 10−2m; 𝜏in ≈

�3
gl

�gl�2gl
≈ 0.7s. These values evidence that for millime-

trically scaled glycerol droplets, the coalescence is mostly viscous. For glycerol droplets with 
the characteristic dimensions on the order of magnitude of centimeters, the inertial forces are 
already essential.

9.13. Download Reference 28 and explain why the capillary forces driving the coalescence of drop-
lets scale is not simply �

R
 but is rather �R0

R2m
 (see Fig. 9.3).
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9.14. Explain to Monkey Judie qualitatively the phenomenon of capillary condensation.

9.15. Two conical tubes, one of which is made from Teflon and the second from steel, are placed in 
the saturated-water-vapor atmosphere. The tubes are placed on the glass table. Where will the 
condensation of vapor start?

 Answer: The condensation will start within the steel tube; afterwards, the droplets will be 
formed on the glass table.

9.16. Download Reference 29 and explain the role of the capillary condensation in constituting the 
sliding friction.

9.17. Explain qualitatively the origin of the honeycomb patterns under rapid evaporation of polymer 
solutions.

9.18. Explain the construction of the Voronoi tessellation and calculation of the Voronoi entropy. 
What are the properties of Voronoi polygons?

9.19. Perform the Voronoi tessellation of the pattern, depicted in Fig. 9.6A, and calculate the Voronoi 
entropy of the pattern.

9.20. How can the anti-icing properties be supplied to the surface?

9.21. What is the Voronoi entropy for the identical circles forming ideal hexagonal close-packed, 
 infinite, surface pattern?

 Answer: Zero.
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10  Dynamics of wetting: bouncing, spreading and 
rolling of droplets (water hammer effect – water 
entry and drag-out problems)

10.1 Bouncing of droplets: collision with a solid substrate

We are already acquainted with the dynamics of wetting in the discussion of dynamic 
contact angle  θ D  in Section 2.9. Now we are going to complicate the problem and discuss 
the bouncing of droplets. Collisions with solid, liquid and infused surfaces should be 
distinguished. We start from droplets bouncing solid substrates, which is important 
in such fields as painting, combustible injection in engines, ink-jet printing and crop 
spraying [1,2].

Bouncing of droplets with solid substrates gives rise to an amazing diversity 
of physical phenomena, including deposition (spreading), prompt splash, corona 
splash, receding breakup, partial rebound and complete rebound  [1,2]. The diver-
sity of these phenomena provides clear evidence for the different channels of energy 
dissipation during impact and spreading [1,2]. To be able to properly explore all of 
these channels, it is necessary to identify the relevant variables of the problem [1,2]. 
The main dimensionless groups governing drop impact are already introduced 
in Section 3.7, which are the Reynolds number Re = vD

̃𝜈kin
= 𝜌vD𝜂 , where v, D and     ̃ ν  kin  

are the characteristic velocity, linear dimension (the diameter of a droplet D in the 
addressed case) and kinematic viscosity, respectively, characterizing the interrelation 
between inertia and viscosity inspired effects, ̃𝜈kin = ��, where η is the dynamic vis-
cosity and ρ is the density of a liquid; � ̃𝜈kin� = m2/s and the Weber number We = �v

2D

� ,  
relating the inertia- and surface tension-inspired effects. The Weber number is the 
important when we analyze flows occurring in the vicinity of curved surfaces.

However, to describe droplets bouncing, the additional dimensionless Ohnesorge 
number is also useful:

 Oh = 𝜂
�𝜌𝛾D�1/2

=
�We

Re
. (10.1)

The Ohnesorge number, supplied by Equation (10.1), relates the viscous forces to inertial 
and surface tension forces. However, the Ohnesorge number is not an independent one; 
as it is seen from Equation (10.1), it is expressed via the Reynolds and Weber number 
(this fact illustrates the Buckingham theorem, discussed in Appendix A of Chapter 7).

As mentioned in Reference 1, the Reynolds and Weber numbers in the bouncing-
related experimental situation may vary in a very broad range. Consider first the impact 
of millimetrically scaled droplets onto a dry solid substrate, studied experimentally 
and theoretically in Reference 3. The typical impact velocity of water droplets  v imp 

 
in 

DOI 10.1515/9783110444810-010

 EBSCOhost - printed on 2/13/2023 4:06 PM via . All use subject to https://www.ebsco.com/terms-of-use



162   10 Dynamics of wetting: bouncing, spreading and rolling of droplets 

Reference 3 was of the order of magnitude of vimp ≈ 3 m/s; thus, the Reynolds and 

Weber numbers have been estimated as Re = �wvimpD0

�w
≈ 8400 We = �wvimp

2D0

�w
≈ 400, 

respectively, where  D 0  ~ 2.5 mm is the initial diameter of a droplet;  ρ w ,  γ w  and   η w  are 
the water density, surface tension and viscosity, respectively. Therefore, the flow in 
the spreading drops is inertia-dominated.

The details of impact treated in References 3 and 4 look as flows: the impact 
proceeds on a number of distinct stages. At the initial phase of the impact, the 
drop is deformed and creates a relatively thin radially expanding liquid film on 
the substrate. The duration of this initial stage of the drop deformation is of order 
𝜏def
0
≈ D0

vimp
. As the visualization of impacting drops indicates the film consists of a 

lamella bounded by a rim, resulting from surface tension forces (see Fig. 10.1) [3,4]. 
The motion of the rim is determined by the dynamic contact angle, the surface 
tension, the viscous drag force and the inertia of the liquid entering the rim from 
the lamella. The radial location of the rim, describing the time evolution of a 
droplet under spreading, is defined by the radial coordinate of its center of mass  
R r (t) (see Fig. 10.1). The radial velocity of the rim expansion vr = dRr(t)

dt
 is not equal 

to the velocity  v lr  of the liquid passing from the lamella to the rim. This means that 
the liquid of the lamella fills the rim if  v r  <  v lr  takes place. Consider now the radial 
expansion of the rim of volume  V r  (t) and of center-of-mass radius  R r  (t). The mass 
balance of the rim yields

 dVr

dt
= 2𝜋Rrhlr(vlr − vr), (10.2)

where  h lr  =  h l  (r =  R r ) is the thickness of the lamella (all these geometrical quantities 
are shown in Fig. 10.1).

Fig. 10.1: Scheme of impacting droplet.  R r  is the radius of the center of mass of the rim,  θ D  is the 
dynamic contact angle.  h lr  =  h l (r =  R r ) 

is the thickness of the lamella, where  h r  is the height of the 
rim;  v r  =   

d R r 
 ___ dt   is the radial velocity of the rim expansion;  v lr  =  v l (r =  R r ) is the radial velocity of the liquid 

in the lamella entering the rim (see Reference 3).
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The momentum equation of the rim in turn expresses the balance among inertial 
forces, capillary forces, the force  F w  associated with the wetting and the viscous drag 
force  F η  per unit of length (see Reference 3):

 
𝜌Vr

2𝜋Rr

× dvr
dt
= 𝜌hlr(vlr − vr)2 − 𝛾 + Fw − F�. (10.3)

The solution of Equations (10.2) and (10.3) enabled the calculation of the dimension-
less depth-averaged velocity     ̃ v  l  in the lamella and its thickness     ̃ h  l  (using the quasi-
one-dimensional approach developed in Reference 5 for the case of a drop impact 
onto a wetted substrate):

 h̃l =
̃𝜂

� ̃t + ̃𝜏�2
; ṽl =

̃r
̃t + ̃𝜏

, (10.4)

where the dimensionless parameters are defined as ̃r = r

D0

; ṽl = vl
vimp
; ̃t = t vimp

D0

. The 
dimensionless parameters    ̃ η  and    ̃ τ  should be determined from the initial condi-
tions [3,5].

Note that when the Reynolds number is high (Re>>We>>1), the term associated 
with the viscous drag can be also neglected in the advancing phase in comparison 
with the inertia of the liquid entering the rim from the lamella. In this case, the 
approximate solution for the advancing of the rim takes the simple form

 R̃r = C̃( ̃t + ̃𝜏) + B̃( ̃t + ̃𝜏)2, (10.5)

where the dimensionless radial coordinate of the center of mass of the rim is 
defined as R̃r = Rr

D0

;    ̃ C  and    ̃ B  are the dimensionless constants to be found from the 
initial conditions [3]. The model describing the time evolution of a droplet under 
spreading has been validated by the comparison of the theoretical predictions, 
supplied by Equations (10.4) and (10.5), with the experimental data, showing 
rather good agreement [3]. Multiple droplets impact has been also considered in 
Reference 3.

As we already mentioned, bouncing of droplets with solid substrates generates 
diversity of physical phenomena, including deposition (spreading), prompt splash, 
corona splash, receding breakup, partial rebound and complete rebound. The impact 
of physical parameters of bouncing on the observed phenomena is summarized in 
Tab. 10.1, extracted from References 1 and 6.
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Tab. 10.1: Summary of the effect of parameter of impact on each of the six scenarios of bouncing [1,6].

Increase of Deposition Prompt 
splash

Corona 
splash

Receding 
breakup

Partial 
rebound

Complete 
rebound

 v imp ↓ ↑ ↑ ↑ ↑
D ↓ ↑
Γ ↓ ↓ ↑ ↑ ↑
Η ↑ ↓ ↓ ↓
 θ rec ↑ ↑ ↑

Arrows indicate the sense of the respective parameter change to exceed the threshold for that outcome.

10.2 Impact of droplets: collision with wet substrates

Now consider the collision of droplets with a wet substrate. The normal impact of 
successive mono-dispersed ethanol drops (with  D 0 ~70–340 μm and  v imp  up to 30 
m/s) on a solid surface was studied experimentally by Yarin and Weiss [5]. Follow-
ing the first impact, the wall was permanently covered by a thin liquid film with a 
thickness of the order of h; let f be the frequency of the impacts and  f  −1  the charac-
teristic time of one impact [5]. For f ≈ 1 0  4    s  −1  and kinematic viscosity ̃𝜈kin ≈ 10−6 m2/s,  
the values of h were in the range of 20–50 μm, typically with h

D0

≈ 1

6
. The film thick-

ness was sufficiently large relative to the mean surface roughness (1 or 16 μm) [1]. 
The experiments revealed two characteristic flow patterns on the surface. At suffi-
ciently low-impact velocities, the drops spread over the substrate, taking the shape 
of lamellae with a visible outer rim, as discussed in the previous section and illus-
trated in Fig. 10.1 [5]. At still lower-impact velocities, practically no rim is visible, 
which Rioboo et al. [2] termed deposition. By contrast, at higher-impact velocities, 
the lamellae later took the shape of crowns consisting of a thin liquid sheet with an 
unstable free rim at the top, from which numerous small secondary droplets were 
ejected (see Fig. 10.2) [1].This kind of impact, shown schematically in Fig. 10.2, is 
called splashing [1,5–7]. The experimental threshold velocity for drop splashing in 
a droplets train of frequency f has been established by Yarin and Weiss [5] as

 𝜈splash = 18�
𝛾
𝜌�

1/4
̃𝜈1/8
kin
f
3/8
. (10.6)

Fig. 10.2: Sketch of splashing mechanism:  
(1) residual top of impacting drop; (2) substrate; 
(3) section of crown-like sheet propagating 
outward; (4) cross section of the free rim;  
(5) secondary droplets formed from cusps of 
free rim; (6) liquid layer on the substrate.
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10.3 Contact time of a bouncing droplet

When a liquid drop bounces solid substrate without wetting, it demonstrates remarka-
ble elasticity, and in a certain sense, it behaves as an elastic spring [8]. The non-wetting 
contact occurs when a droplet contacts with so-called superhydrophobic surfaces [9–11]. 
Such a meeting of droplet with non-wetted surfaces studied under the high Weber 
number (this means that an impact is mainly inertial, as explained in Section 10.1) was 
studied in Reference 8. The authors of Reference 8 studied the contact time of droplets 
under bouncing and revealed that it is independent on impact velocity and depends 
only on the radius of the droplet, with a dependence given by 𝜏contact ∼ R

3/2, where R is 
the radius of a falling droplet. Equating inertia (recall that the Weber number is large) 
and capillarity yields this scaling law. Indeed, the inertia force scales as

 Fin ∼ ma ≈ 𝜌R3 R

𝜏2contact
= 𝜌 R4

𝜏2contact
. (10.7a)

Consider that numerical parameters are omitted for brevity. Thus, the pressure, owing 
to the inertia force, scales as

 Pin ∼ 𝜌
R4

𝜏2contact
1

R2
= 𝜌 R2

𝜏2contact
. (10.7b)

The capillary pressure scales as Pcap ∼ �R  Equating inertia- and capillary-inspired pres-
sures yields 𝜏contact ∼ R

3/2, or 𝜏contact ∼ V
1/2 . This scaling law was verified in numerous 

experiments devoted to the study of droplets bouncing [11,12]. The spring-like behav-
ior of deformed droplets is responsible, at least partially, for the phenomenon of 
elasticity of liquid marbles (droplets coated with colloidal particles) to be discussed 
below in Section 12.3.5.

10.4 Pancake bouncing

Superhydrophobic hierarchical surfaces patterned with lattices of sub-millimeter-scale 
posts decorated with nano-textures can generate a counterintuitive bouncing regime, 
namely drops spread on impact and then leave the surface in a flattened, pancake 
shape without retracting, as shown schematically in Fig. 10.3  [13–15]. This allows a 
fourfold reduction in contact time compared with conventional complete rebound. 
The pancake bouncing becomes possible due to the interplay of time scales  τ x  and  τ y , 
where  τ x  is the characteristic time of lateral spreading and  τ y  is the characteristic time 
of downward penetration and upward emptying of the relief. The necessary condition 
of the pancake bouncing is  τ x  ≅  τ y  [15]. As demonstrated in Reference 15, the change in 
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the surface energy of the impinging droplet is proportional to the squared penetration 
depth, resembling the signature of a harmonic spring; thus,  τ y  can be treated as a half 
of the period of the appropriate harmonic oscillator. For the accurate experimental 
and theoretical discussion of the pancake bouncing, see References 13–15.

Fig. 10.3: Scheme of the pancake bouncing for the Weber number We = 18.2 (see References 13–15).

10.5 Water hammer effect

Let us address the question: what is the dynamic pressure exerted by a bouncing 
droplet on the substrate? The answer seems to be simple as given by Equation (10.8a), 
expressing the well-known Bernoulli pressure (see Section 5.1). Actually, there are two 
wetting pressures, those supplied by Equation (10.8a), and the water hammer pres-
sure, expressed by Equation (10.8b).

 pdyn =
𝜌v2
2

 (10.8a)

 pWH = 𝜌cv , (10.8b)

where c is the velocity of sound in the liquid. The water hammer pressure arises when 
a fluid in motion is forced to stop or change direction suddenly. It commonly occurs 
when a valve closes suddenly at an end of a pipeline system and a pressure wave 
propagates in the pipes, as established by Nikolai Joukowsky [16]. Equation (10.8b) 
was derived first by Thomas Young (already known to us from Sections 2.1 and 4.2 as 
the brilliant physicist who laid the foundations of the theories of wetting of surfaces 
and elasticity of solids) [17].

Young’s  [18] qualitative argument proceeds as follows: “The same reasoning, 
that is employed for determining the velocity of an impulse, transmitted through an 
elastic solid or fluid body, is also applicable to the case of an incompressible fluid 
contained in an elastic pipe” (p. 176). Now consider the semi-quantitative approach.  
The elastic strain  ̂  ε   according to the Hooke (Young) law is calculated from 𝜎 = ̂𝜀EYoung,  

where σ is the stress and  E Young  is the Young modulus. Assuming ̂𝜀 = v

c
, c = � EYoung

�  

yields σ = ρcv, which is the Joukowsky equation (10.8b) [17–19]. The impact of water 
hammer pressure on impact of droplets was addressed in References 20–22.
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10.6 The water entry problem

Consider a spherical body with a radius of R entering water with a velocity  v 0 , as 
depicted in Fig. 10.4. The complicated physical problem arising in this situation 
is called the water entry problem. Intuitively, it is clear that the shape of air cavity 
formed under the water entry of a solid body will depend on the Weber, Reynolds 

and Bond numbers �We = �v
2

0
D

� , Re == �v0D� , Bo = �gD
2

� � (see Sections 3.7 and 10.1), 

the advancing contact angle formed at the contact line (introduced in Section 2.7) and 
the roughness of the entering body [23,24].

Fig. 10.4: Scheme of the water entry problem. Solid sphere  
with the radius R enters liquid with the velocity   

__
 › v  .

Thoroddsen et al. [25] observed that for  Re = 2 × 1 0  4 , a nearly horizontal sheet may 
emerge from the edge of an impacting sphere within 100 μs of impact, accounting 
for an estimated 90% of the total kinetic energy transferred from the sphere to the 
liquid. The water entry problem is closely related to walking of water striders, treated 
in Section 3.7. Large water walkers such as basilisk lizards and some shore birds rely 
on inertial forces generated by the impact of their driving leg for weight support [26]. 
Glasheen et al.  [26] demonstrated that a basilisk lizard supports itself on water by 
slapping the surface and stroking its foot downwards to create an expanding air 
cavity (see Exercise 3.16). The lizard then retracts its foot before the cavity collapses 
in order to minimize drag [26]. The impact of the hydrophobicity and roughness of 
the entering body on the evolution of air cavity formed under entry was addressed in 
Reference 23.

10.7 Spreading of droplets: Tanner’s law

An important case of dynamic wetting is the spreading of droplets. We restrict our-
selves by the following assumptions: (1) the Bond number Bo << 1; thus, the effects 
due to gravity are negligible (in other words, the drop radius is smaller than the cap-
illary length  l ca ); (2) the capillary number Ca = �v� << 1. When we speak about the 
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spreading of droplets, v ≅ da(t)
dt

, where a(t) is the running contact radius of the droplet 
(measured from the droplet center to the triple line, as shown in Fig. 10.5), i.e. v is 
the speed of the triple line. Since Ca << 1 is assumed, the liquid/air interface is not 
affected by viscosity (except of the region adjacent to the triple line).

Fig. 10.5: Spreading of a droplet, illustrating the Tanner law. a(t) 
is the time-depending contact radius.

Once the drop has become sufficiently flat (dh/dr << 1, see Fig. 10.5), its shape is given 
by

 h(r, t) = 2V

𝜋a(t)2 �1 − �
r

a(t)�
2

� . (10.9)

At a given volume V, the shape of the droplet is totally determined by the dynamic 
contact angle  θ D  (see Section 2.9)  [27]. For thin droplets, − dh

dr
(r = a) = tan 𝜃D ≅ 𝜃D. 

Considering (10.9) yields

 𝜃D =
4V

𝜋a(t)3 . (10.10)

Thus, the dynamic contact angle  θ D  goes to zero as the droplet spreads completely [27]. 
The time dependence of the contact radius of the droplet is given by

 a(t) = � 10𝛾
9B𝜂 �

4V

𝜋 �
3

�
1/10

t
n
, (10.11)

which is known as Tanner’s law  [28]. B is the constant discussed in Reference 29. 
The power n in Equation (10.19) equals 1

10
 for the viscous spreading of small drop-

lets [28–30].
The spreading of droplets governed by gravity was studied in Reference 31, which 

showed that in this case, a(t) ≅ C ⋅  t  1/8  (C is the constant) [31].

10.8 Superspreading

Superspreading is a relatively new phenomenon demonstrating a diversity 
of promising technological applications. It was revealed that certain trisi-
loxane polyoxyethylene surfactants promoted rapid spreading of water on 
low-energy, i.e. hydrophobic, surfaces such as polyethylene or paraffin wax  
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(see Section 1.7)  [32,33]. Wetting by surfactant solutions is much more compli-
cated than wetting by homogeneous liquids, partly because of the time-dependent 
surface and interfacial tensions and partly because the orientation of surfactant 
molecules adsorbed at the various interfaces in the vicinity of the triple line 
strongly influences the driving force for spreading given by Equation (10.1) [32,33]. 
Superspreading remains a hot topic in interface science, and it is not yet under-
stood to its full extent.

10.9 Dynamics of filling of capillary tubes

In Section 2.6, we obtained the Jurin law given by Equations (2.18) and (2.19), describ-
ing the statics of capillary rise. The dynamics of water penetration into capillary tubes 
was studied by a number of investigators [34–37]. This dynamics is driven by the inter-
play of capillary force, viscosity, gravity and inertia [27]. Washburn [35] assumed that 
the Poiseuille flow occurs in the capillary tube, i.e.

 dV =
∑
i

pi

8𝜂l (r
4 + 4 ̃𝜀r3)dt, (10.12)

where dV is the volume of the liquid which in time dt flows through any cross section 
of the capillary, ∑

i

pi  is the total effective pressure which is acting to force the liquid 
along the capillary, r is the radius and length of the capillary tube, l(t) is the length of 
the column of liquid in the capillary at the time t,    ̃ ε  is the coefficient of slip and η is the 
viscosity of the liquid [35]. Washburn studied a very general case of filling a capillary 
tube (depicted in Fig. 10.6) and obtained the following differential equation for the 
velocity of liquid penetration:

 dl(t)
dt
=
�p

0
+ 𝜌g(h − l(t) sin𝜓) + 2�

r
cos 𝜃� (r2 + 4 ̃𝜀r)

8𝜂l(t) , (10.13)

where  p 0  is the atmospheric pressure and θ is the contact angle; height h and angle  
ψ are shown in Fig. 4.7 (see Reference 35). Equation (10.13) could be solved for an 
arbitrary ψ only numerically; however, in the case of ψ = 0 corresponding to filling of 
a horizontal capillary tube, Washburn obtained the analytical solution:

 l(t)2 =
�p

0
+ 𝜌gh + 2�

r
cos 𝜃�(r2 + 4 ̃𝜀r)t
4𝜂 , (10.14)
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which is known as Washburn’s law [35]. It may be noted that with capillaries open at 
both ends,  p 0  = 0. When the weight of the liquid is neglected and    ̃ ε  = 0, we obtain a 
very simple law for horizontal capillaries open at both ends:

 l(t)2 = 1
2

𝛾r cos 𝜃
𝜂 t. (10.15)

A more complicated solution for vertical capillaries �𝜓 = �
2
� is supplied in Refer-

ence  35. Marmur [36] extended the Washburn solution to the case when a capillary 
tube is connected to a liquid reservoir of a finite size. Zhmud et al [37]. discussed the 
filling of a capillary tube by surfactant (see Section 1.4) solutions.

Fig. 10.6: Illustration of Washburn’s law.

Inertia is neglected in the Washburn model. The inertia-driven filling of capillary 
tubes, when a tube is connected to a vessel containing a liquid at rest, which resists 
sudden movements, is treated in Reference 27. In this case, the law governing the 
filling of a tube is given by

 l(t) = �2𝛾 cos 𝜃𝜌r �
1/2

t, (10.16)

which implies a constant velocity of filling.

10.10 The drag-out problem

The drag-out problem is opposite to the water entry problem, addressed in Section 10.6. 
Consider an infinite flat plate which is pulled vertically, with a constant speed  v p  from 
a bath of liquid with a viscosity η which has a horizontal free surface, and a steady 
state is established [38]. What is the thickness of the film of liquid adhering to the 
plate at a large height above the free surface? This is the drag-out problem, which is 
of a primary importance in industrial coating and painting problems. As expected, 
the physics of the drag-out problem is governed by the Reynolds and capillary 
numbers [38]. De Gennes et al  [27]. demonstrated that two very different situations 
are possible, depending on the pulling speed  v p , as shown in Fig. 10.7. These are the 
“meniscus regime” depicted in Fig. 10.7A and the “film regime” shown in Fig. 10.7B.  
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The critical pulling speed  v p  *   at which a switch from the meniscus to film regime occurs 
is given by

 v
∗
p =

𝛾
𝜂9�3 ln L

Lcutoff

𝜃3Y , (10.17)

where  L cutoff  and L are the cutoff and scale lengths, respectively, introduced in Ref-
erence 27. For  v p  >  v p *  , a meniscus becomes impossible. In water, for  θ  Y  = 0.1 and
ln

L

Lcutoff
≅ 20, v∗p ≅ 0.2 mm/s (see Reference 27).

Fig. 10.7: Two regimes occurring when a vertical plate is 
extracted from a pool of liquid: (A)  v p  >  v p *  , and (B)  v p  <  v p *  ,  
a meniscus is impossible.

The thickness of film liquid    ̃ h  adhering to the plate has been established first in the 
classical work by Landau and Levich [39]. The thickness    ̃ h  results from the interplay 
of surface tension, gravity and viscosity. Thus, it is reasonable to introduce the char-
acteristic thickness scale    ̃ d  according to [see also Exercise 2.5, demonstrating Equa-
tion (10.18) with the dimensional arguments)]

 d̃ = �
𝜂vp
𝜌g �

1/2
. (10.18)

Landau and Levich [39] demonstrated that for small capillary numbers Ca = �vp� << 1,  
the resulting thickness of the film is given by

 h̃ = 𝜆d̃(Ca)1/6, (10.19)

where λ is a dimensionless constant to be extracted from the numerical solution of a 
canonical ordinary differential equation describing the shape of the free surface in the 
overlap region (see Fig. 10.8)  [39]. The accurate solution of the drag-out problem was 
obtained by Wilson in Reference 40 and checked numerically in Reference 38 for an arbi-
trary angle of immersion α (see Fig. 10.8). Wilson [40] carried out a matching of solutions 
in “fully developed”, “overlap” and meniscus areas and reported the final solution as a 
series:

 h̃ = �
𝜂vp
𝜌g �

1/2
2

�1 − sin 𝛼
�0.94581(Ca)1/6 − 0.10685

1 − sin 𝛼(Ca)
1/2 + ...�, (10.20)
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where     ̃h  is the film thickness at infinity up the slope, that is, as x → ∞ (see Fig. 4.9). Jin 
et al. [38] demonstrated that the solution of the drag-out problem supplied by Equation 
(10.20) is valid for relatively small capillary numbers, namely, Ca < 0.4. The surfactants 
effects in the drag-out problem were discussed by Krechetnikov and Homsy [41].

Fig. 10.8: General drag-out problem, addressed in References 
38–41.

10.11 Dynamic wetting of heterogeneous surfaces

As we have already seen in Section 2.7, even the static wetting of heterogeneous sur-
faces is not trivial, due to the pronounced contact angle hysteresis. Obviously, the 
study of the dynamic wetting of chemically heterogeneous substrates is a challeng-
ing task. Johnson et al. [42] studied the dynamic wetting of various specially prepared 
chemically heterogeneous surfaces with the Wilhelmy balance. They measured the 
force exerted on the heterogeneous plate and plotted it as a function of the immersion 
depth, as shown in Fig. 10.9 (see Reference 42). The typical hysteresis loop is recog-
nized; thus, the notion of the “contact angle hysteresis” obtains its natural meaning. 
The arms of the graph correspond to advancing and receding contact angles as shown 
in Fig. 10.9. Johnson et al. [42] experimentally established several rules typical for the 
dynamic contact angle hysteresis. They found that receding dynamic angles are less 
sensitive to velocity of the substrate than advancing ones are. Johnson et al. [42] attrib-
uted this effect to a difference in the way the liquid interface recedes compared to the 
way it advances. When the liquid is advancing, the triple line moves in jumps. When 
the triple line recedes, the recession starts at one edge and moves across the plate like 
a zipper. Accordingly, the wetting force is more ragged for advancing than for receding.

Fig. 10.9: Contact angle hysteresis loop obtained with the 
Wilhelmy balance by Johnson et al [42].
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Johnson et al. [42] stated that all types of hysteresis observable in nature require a large 
number of metastable states that are accessible to a system. These metastable states, 
separated by energetic barriers, are created in the discussed situation by surface heter-
ogeneity. The smoother movement of the triple line during recession causes the energy 
barriers to be less for receding than for advancing, and this presumably accounts for 
the lower dependence of receding contact angles on the triple-line velocities [42,43].

Bullets:
 – When a triple line moves, wetting is characterized by the dynamic contact angle 

which is different from the Young angle.
 – Bouncing of droplets with solid substrates generates diversity of physical phe-

nomena, including deposition (spreading), prompt splash, corona splash, reced-
ing breakup, partial rebound and complete rebound.

 – Bouncing of droplets is governed by the Weber, Reynolds and Ohnesorge numbers 
inherent for a specific problem.

 – When a liquid drop bounces solid substrate without wetting, it demonstrates 
pseudo-elasticity and in a number of cases behaves as an elastic spring. The contact 
time of a droplet in these cases scales with a volume of a droplet as 𝜏contact ∼ V

1/2 .
 – The pancake bouncing of droplets with rough substrates becomes possible, when 

the characteristic time of lateral spreading of a droplet equals characteristic time 
of downward penetration and upward emptying of the relief.

 – The dynamic pressure exerted by a bouncing droplet on the substrate is built of 
the Bernoulli and water hammer components.

 – When gravity is neglected and Ca << 1, the spreading of droplets is governed by 
Tanner’s law: a(t) ≅ const · t1/10.

 – The spreading of droplets governed by gravity occurs according to a(t) ≅ const · t1/8.
 – The use of trisiloxane polyoxyethylene surfactants leads to the superspreading 

phenomenon, i.e. spreading of a liquid on a hydrophobic surface.
 – The filling of horizontal capillaries is ruled by Washborn’s law: l(t)2 = 1

2

�r cos �
� t.

 – The formation of a meniscus in the drag-out problem is possible when the pulling 
speed is lower than the critical value given by Equation (10.17).

 – The thickness of a liquid film adhering to a solid plate in the drag-out problem is 
given by Expression 10.20, when Ca < 0.4.

 – Dynamic wetting of heterogeneous surfaces results in the pronounced contact 
angle hysteresis. The receding dynamic angles are less sensitive to velocity of the 
substrate than advancing ones are.

Exercises

10.1. Calculate the Weber and Reynolds numbers for water droplets with the diameter of 2.5 mm, 
bouncing the substrate with the impact velocity  v imp  = 3.5 m/s. Compare your calculations with 
the results reported in Reference 3. How should these results be interpreted?

 Answer: The high values of the Weber and Reynolds numbers (much larger than unity) mean 
that the impact is inertia dominated.

5
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10.2. Demonstrate and explain Equations (10.2) and (10.3).

10.3 Check the dimensions in Equation (10.6).

10.4. Explain the conditions that make the pancake bouncing of droplets possible.

10.5. Explain qualitatively the origin of the water hammer pressure. Download Reference 22 and 
explain the origin of the water hammer pressure in droplets. Derive the expression for the water 
hammer pressure from the qualitative reasoning.

 Hint: See the Thomas Young qualitative argument, supplied in Section 10.5.

10.6. A metallic ball with a radius of millimeter enters at a room temperature water bath with a veloc-
ity of 0.1 m/s. Calculate the Weber, Reynolds, capillary and Bond numbers for this problem. 
How should these results be interpreted qualitatively?

 Assume  ρ w  = 1.0 × 1 0  3  kg/ m  3 ;  η w  ≅ 1 0  −3  Pa × s;  γ w  = 71 mJ/ m  2 .
 Answer: Assuming D = 2 mm, yields

 We =
𝜌wv20D
𝛾w
≅ 2
7
, Re = 𝜌wv0D𝜂w

≅ 2 × 102
, Ca = 𝜂wv0𝛾w

≅ 1.4 × 10−3, Bo = 𝜌wgD
2

𝛾w
≅ 4
7

.

 These calculations evidence that the water entry of the ball is mainly governed by inertia- and 
surface tension-inspired effects; the effects due to viscosity are negligible in the first approxi-
mation.

10.7. A metallic ball with a radius of millimeter enters at a room temperature glycerol with a veloc-
ity of 0.1 m/s. The physical properties of glycerol are  ρ gl  = 1.26 × 1 0  3  kg/ m  3 ;  η gl  = 1.4 Pa × s;  
 γ gl  = 64 mJ/ m  2 .

 Calculate the Weber, Reynolds, capillary and Bond numbers for this problem. How should these 
results be interpreted qualitatively?

 Answer: Assuming D = 2 mm, yields

 
We =
𝜌glv20D
𝛾gl
≅ 0.4, Re =

𝜌glv0D
𝜂gl
≅ 0.2, Ca =

𝜂glv0
𝛾gl
≅ 2, Bo =

𝜌glgD2

𝛾gl
≅ 0.8.

 These estimations demonstrate that the glycerol entry of the ball is governed by the triad of 
inertia, surface tension and viscosity. The effects owing to viscosity are essential.

10.8. Explain qualitatively the difference between the origin of the advancing and the receding 
contact angles under the dynamic wetting of a moving, rough, solid substrate.

10.9. Estimate the thickness of the water film which will adhere to a glass slide, pulled vertically from 
a water bath at room temperature with a velocity of  v p  ≅ 0.1  mm/s.

 Hint: 
 First of all, we recognize that  v p  <  v p  *  , established in Section 10.10 for water/glass system as  

 v p  *   = 0.2 mm/s. Thus, the meniscus regime, depicted in Fig. 10.7A, is possible. Now, estimate 
the capillary number Ca inherent for the problem. The capillary number is calculated as follows: 
Ca = �w vp�w .

 Substituting  v p  = 1 0  −4  m/s,  η w  ≅ 1 0  −3  Pa × s,  γ w  = 71 mJ/ m  2 
 
yields Ca ≅ 1 0  −6  << 1. Thus, use 

Landau-Levich equations (10.18) and (10.19) for the final calculation of the thickness of  
adhering water film.
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11  Superhydrophobicity and superoleophobicity: the 
Wenzel and Cassie wetting regimes

11.1 General remarks

In this chapter, we will develop basic models describing the wetting of rough and  
chemically heterogeneous surfaces, i.e. the Wenzel and Cassie (or Cassie-Baxter, 
which are the same) models. The Cassie-like wetting regime gives rise to the phe-
nomenon of superhydrophobicity, which is important from both fundamental and 
applicative points of view. Recall that wetting of rough or chemically heterogeneous 
surfaces is characterized by the apparent contact angle, introduced in Section 2.8. The 
Cassie and Wenzel models predict the apparent contact angle, which is an essenti-
ally macroscopic parameter. This fact limits the field of validity of these models: they 
work when the characteristic size of a droplet is much larger than that of the surface 
heterogeneity or roughness. The use of the Wenzel and Cassie equations needs a 
certain measure of care; numerous misinterpretations of these models are found in 
the literature. We will discuss the applicability of these basic models in detail.

11.2 The Wenzel model

The Wenzel model, introduced in 1936, deals with the wetting of rough, chemically 
homogeneous surfaces and implies total penetration of a liquid into the surface 
grooves, as shown in Fig. 11.1. When the spreading parameter Ψ < 0 (see Section 2.1), a 
droplet forms a cap resting on the substrate with an apparent contact angle  θ *  (which 
is called the Wenzel contact angle in this case). The interrelation between the appa-
rent and the Young contact angles is given by the Wenzel equation:

 cos 𝜃* = ̃r cos 𝜃Y , (11.1)

where    ̃ r  is the roughness ratio of the wet area; in other words, the ratio of the real 
surface in contact with liquid to its projection onto the horizontal plane. Parameter    ̃ r  
describes the increase of the wetted surface due to roughness, and obviously    ̃ r  > 1 
takes place. Formula (11.1) presents the famous Wenzel equation describing the Wenzel 
wetting state, when a liquid completely wets the details of the surface relief [1]. Three 
important conclusions follow from Equation (11.1):

 – Inherently smooth hydrophilic surfaces (�Y < �2 )  will be more hydrophilic when 
riffled:  θ *  <  θ Y  due to the fact that    ̃ r  > 1.

 – Due to the same reason, inherently hydrophobic flat surfaces (�Y > �2 )  will be 
more hydrophobic when grooved:  θ *  >  θ Y .

 – The Wenzel angle given by Equation (11.1) is independent of the droplet shape  
and external fields U under very general assumptions about U, i.e. U =U(x,h(x)).

DOI 10.1515/9783110444810-011
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Fig. 11.1: Wenzel wetting of a chemically homogeneous rough surface: 
liquid completely wets the grooves.

The simple thermodynamic groundings of the Wenzel equation have been proposed 
(see References 2 and 3), but the insensitivity of the Wenzel angle to external fields is 
demonstrated in an elegant way only with the use of the variational principles [4,5]. 
The Wenzel model may be easily generalized for wetting of chemically homogeneous 
curved rough surfaces [6].

11.3 The Cassie-Baxter wetting model

The Cassie-Baxter wetting model introduced in References 7 and 8 deals with the 
wetting of flat chemically heterogeneous surfaces. Suppose that the surface under the 
drop is flat but consists of n sorts of materials randomly distributed over the subst-
rate as shown in Fig. 11.2. This corresponds to the assumptions of the Cassie-Baxter 
wetting model [7,8]. Each material is characterized by its own surface tension coeffici-
ents  γ i,SL  and  γ i,SA  and by the fraction  f i  in the substrate surface,  f 1  +  f 2  +...+f n  = 1. The 
apparent contact angle  θ *  in this situation is given by

 cos 𝜃* =

n

∑
i=1

fi(𝛾i,SA − 𝛾i,SL)

𝛾 , (11.2)

predicting the so-called Cassie apparent contact angle  θ *  on flat chemically hetero-
geneous surfaces [for the rigorous variational grounding of Equation (11.2), see Refe-
rences 4 and 5]. It was demonstrated that the Cassie apparent contact angles are also 
insensitive to external fields [4,5]. When the substrate consists of two kinds of species, 
the Cassie-Baxter equation obtains the form

 cos 𝜃* = f
1
cos 𝜃

1
+ f

2
cos 𝜃

2
, (11.3)

which is widespread in the scientific literature dealing with the wetting of heteroge-
neous surfaces [9,10]. For the extension of the Cassie-Baxter model to curved surfaces, 
see References 5 and 6. It should be stressed that the Wenzel and Cassie-Baxter appa-
rent contact angles are equilibrium ones. Their experimental establishment remains 
problematic due to the effect of the contact angle hysteresis.
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Fig. 11.2: Cassie-Baxter wetting of flat chemically 
heterogeneous surfaces (various colors correspond to 
different chemical species).

11.4  Cassie-Baxter wetting in a situation where a droplet  
partially sits on air

The peculiar form of the Cassie-Baxter equation given by Equation (11.3) was suc-
cessfully used to explain the phenomenon of superhydrophobicity, which will be 
discussed in detail in Section 11.8. Jumping ahead, we admit that in the superhydro-
phobic situation, a droplet is supported by partially a solid substrate and partially by 
air cushions, as shown in Fig. 11.3.

Fig. 11.3: The particular case of the Cassie wetting: a droplet is 
supported partially by a solid substrate and partially by air cushions.

Consider a situation where the mixed surface is composed of solid surface and air 
pockets, with the contact angles  θ Y  (which is the Young angle of the solid substrate) 
and π, respectively. We denote by  f s  and 1 −  f S  relative fractions of solid and air, respec-
tively. Thus, we deduce from (11.3):

 cos 𝜃* = −1 + fS(cos 𝜃Y + 1). (11.4)

Equation (11.4) predicts the apparent contact angle in the situation where a droplet 
sits partially on solid and partially on air, and it was shown experimentally that it 
does work for a diversity of porous substrates [9,10]. It is noteworthy that switching 
from Equation (11.3) to Equation (11.4) is not straightforward, because the triple 
(three-phase) line could not be at rest on pores [11]. When a droplet is supported by air 
pockets, the equilibrium of the triple line becomes possible only for where it is sitting 
on solid islands, as shown in Fig. 11.4. Equilibrium in states A and B is impossible. The 
drop can sit on the air pocket, but the triple line cannot [11]. It could be supposed that 
the triple line meanders, as shown in Fig. 11.5A; however, such meandering will give 
rise to the excess free energy of the droplet related to the line tension and the elasticity 
of the triple-line effects [9].
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Fig. 11.4: Cassie wetting in the situation when a droplet is partially supported by air pockets: 
equilibrium in situations A and B is impossible.

Hence, the relevant question is: how did the Cassie-Baxter model succeed in predic-
ting the apparent contact angle at various rough surfaces? The reasonable explana-
tion for the success of the Cassie-Baxter Formula (11.4), perhaps, may be related to 
considering the fine structure of the triple line, discussed in Reference 11. Actually, 
the drop is surrounded by a thin precursor film [11].

Fig. 11.5: (A) A triple line winds around the surface heterogeneities; this scenario is impossible due 
to the excess energy arising from a triple-line bending. (B) A precursor film smoothes the effect of 
the triple-line meandering.

The precursor film (depicted schematically in Fig. 11.5B, as a shadowed area adjacent to 
the drop boundary) diminishes the energy excess connected with the triple-line bending 
(see also Fig. 11.6 illustrating the effect). The apparent contact angle  θ *  in this case 
needs redefinition. It should be defined as an angle between the horizontal axis and the 
tangent to the droplet cap profile in the point where it touches the precursor film.

Fig. 11.6: The fine structure of the triple line.  θ *  is an 
apparent Cassie contact angle.
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11.5 Cassie-Baxter impregnating wetting

There exists one more possibility of the heterogeneous wetting: this is the so-called 
Cassie-Baxter impregnating wetting state first introduced in Reference 3 and reported 
experimentally in References 12 and 13. In this case, liquid penetrates into the grooves 
of the solid and the drop finds itself on a substrate viewed as a patchwork of solid and 
liquid (solid “islands” ahead of the drop are dry, as shown in Fig. 11.7).

Fig. 11.7: The Cassie-Baxter impregnating wetting 
state.

This wetting state should be distinguished from the Wenzel wetting illustrated in 
Fig. 11.1. When the Wenzel wetting occurs, the solid outside of the triple line is dry, 
whereas in the Cassie-Baxter impregnating situation, it is partially wetted by liquid, 
as shown in Fig. 11.7. The Cassie-Baxter equation (11.3) can be applied to the mixed 
surface depicted in Fig. 11.7, with contact angles  θ Y  and zero, respectively. We then 
derive for the apparent contact angle  θ * :

 cos 𝜃* = 1 − fS + fS cos 𝜃Y , (11.5)

where we denote  f s  and 1 −  f S  as the relative fractions of the solid and liquid phases 
underneath the droplet. Equation (11.5) may be obtained from the variational prin-
ciples for the composite surface comprising two species, characterized by the 
Young angles of  θ Y  and zero. As demonstrated in References 9 and 10, the Cassie- 
Baxter impregnating wetting is possible when the Young angle satisfies Equation 
(11.6):

 cos 𝜃Y >
1 − fs
̃r − fs

. (11.6)

The Cassie-Baxter impregnating state corresponds to the lowest apparent contact 
angle  θ *  for a certain solid/liquid pair, when compared to that predicted by the 
Wenzel [Equation (11.1)] and the Cassie-Baxter air-trapping [Equation (11.4)] wetting 
regimes.

The Cassie-Baxter impregnating state becomes important in a view of wetting 
transitions on rough surfaces discussed further in Section 11.11.
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11.6  The importance of the area adjacent to the triple line  
in the wetting of rough and chemically heterogeneous 
surfaces

In 2007, Gao and McCarthy initiated a stormy scientific discussion with their provo-
catively titled article, “How Wenzel and Cassie were wrong?”, followed in 2009 by 
the article, “An attempt to correct the faulty intuition perpetuated by the Wenzel and 
Cassie ‘laws’”  [14–16]. They put forward the following question: What will be the 
apparent contact angle in the situation presented in Fig. 11.8 when a drop of a radius 
a is deposited on a flat surface comprising a spot of radius b which is smaller than the 
radius of the droplet? The substrate and the spot are made from different materials 
possessing various surface energies. The question is: Will this spot affect the contact 
angle? On the one hand, the surface is chemically heterogeneous and it seems that 
the spot will influence the contact angle; on the other hand, the intuition relating 
the Young equation to the equilibrium of forces acting on the triple line suggests that 
the contact angle will “feel” only the areas adjacent to the triple line and the central 
spot will have no impact on the contact angle. The question may be generalized: Is 
the wetting of a composite surface a one-dimensional (1D) or two-dimensional (2D) 
affair? We will see the importance of this question in Section 11.11, which is devoted 
to wetting transitions. In other words: Is the apparent contact angle governed by the 
entire surface underneath a drop (2D scenario), or it is dictated by the area adjacent 
to the triple (three-phase) line (1D scenario)? The problem was cleared up in a series 
of papers  [17–24]. The most general answer may be obtained within the variational 
approach developed in References 21 and 25.

Fig. 11.8: A drop of radius a deposited axisymmetrically on a composite surface, comprising a “spot” 
with a radius b.

Consider a liquid drop of a radius a deposited on a two-component composite flat 
surface including a round spot of a radius b (i.e. chemical heterogeneity) in the axisym-
metric way depicted in Fig. 11.8. The variational analysis carried out in References 21 
and 25 demonstrated that the spot far from the triple line has no influence on the 
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contact angle, and therefore, a discrepancy with the force-based approach is avoided. 
Now the most delicate point has to be considered. The question is: What is the precise 
meaning of the expression “far from the spot”? From the physical point of view, it 
means that the macroscopic approach is valid when a three-phase line is displaced, 
namely a − b ≥ 100 nm; when this condition is fulfilled, particles located on the triple 
line do not “feel” the spot, i.e. the influence of the van der Waals forces is negligi-
ble (see Sections 1.2, 2.4). It should be stressed that the apparent contact angle is 
essentially a macroscopic notion; hence, all our discussion assumes the macroscopic 
approach. At the same time, the area far from the triple line may contribute essentially 
to the adhesion of a droplet to the substrate [22].

11.7  The mixed wetting state

As it always takes place in nature, the pure Wenzel and Cassie wetting regimes int-
roduced in previous sections are rare in occurrence. More abundant is the so-called 
mixed wetting state, depicted schematically in Fig. 11.9, introduced in Reference 26 
and discussed in much detail in Reference 27. In this situation, the droplet is suppor-
ted partially by air and partially by a rough chemically homogeneous solid surface. The 
apparent contact angle in this case is given by

 cos 𝜃* = ̃rfS cos 𝜃Y + fS − 1. (11.7)

Obviously, for    ̃ r  = 1, we return to the usual Cassie air-trapping equation (11.4). Equa-
tion (11.7) was derived in Reference 26 and analyzed in Reference 27 and is extremely 
useful for understanding the phenomenon of superhydrophobicity to be discussed in 
detail in Section 11.8. The rigorous thermodynamic grounding of Equation (11.7) may 
be found in Reference 25.

Fig. 11.9: The mixed wetting state.

A more accurate approach considering the effects due to the line tension (see Section 2.3) 
was developed in References 28 and 29. The role of the line tension in constituting 
apparent contact angles remains debatable, owing to the fact the value of the line 
tension is not well established experimentally (see the discussion in Section 2.3 and 
Reference 25). It should be stressed that the apparent contact angles, predicted by the 
Wenzel, Cassie-Baxter and the “mixed wetting” models, are independent of external 
fields, volume and shape of droplets [25].
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11.8 Superhydrophobicity

The phenomenon of superhydrophobicity was revealed in 1997, when Barthlott and 
Neinhuis [30 page 1] studied the wetting properties of a number of plants and stated 
that the “interdependence between surface roughness, reduced particle adhesion 
and water repellency is the keystone in the self-cleaning mechanism of many bio-
logical surfaces”. They discovered the extreme water repellency and unusual self-
cleaning properties of the “sacred lotus” (Nelumbo nucifera) and coined the notion 
of the “lotus effect”, which is now one of the most studied phenomena in surface 
science. Afterward, the group led by Barthlott studied a diversity of plants and 
revealed a deep correlation between the surface roughness of plants, their surface 
composition and their wetting properties (varying from superhydrophobicity to 
superhydrophilicity) [31–33].

The amazing diversity of the surface reliefs of plants observed in nature was 
reviewed in References 31–33. Barthlott and colleagues [31–33] noted that plants are 
coated by a protective outer membrane coverage, or cuticle. This cuticle is a com-
posite material built up by a network of polymer cutin and waxes. One of the most 
important properties of this cuticle is hydrophobicity, which prevents the desiccation 
of the interior plants cells [31–33]. It is noteworthy that the cuticle demonstrates only 
moderate inherent hydrophobicity (or even hydrophilicity for certain plants such as 
the famous lotus [34]), whereas the rough surface of the plant may be extremely water 
repellent.

Barthlott et al. also clearly understood that the microstructures and nanostructu-
res of the plants surfaces define their eventual wetting properties, in accordance with 
the Cassie-Baxter and Wenzel models (discussed in detail in the previous sections). 
Since Barthlott et al. reported the extreme water repellency of the lotus, similar phe-
nomena were reported for a diversity of biological objects: water strider legs [35] (the 
mechanism of walking of water striders was discussed in detail in Section 3.7), as well 
as bird and butterfly wings (shown in Fig. 11.10) [36–38].

Fig. 11.10: A 50-µL water droplet deposited on a pigeon 
feather. The pronounced superhydrophobicity of the feather 
is clearly seen.

It is noteworthy that the keratin constituting bird wings is also inherently hydrophi-
lic [38]. Barthlott et al. also drew the attention of investigators to the hierarchical 
reliefs inherent to plants characterized by superhydrophobicity, such as depicted in  
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Fig. 11.11. The interrelation between the hierarchical topography of surfaces and their 
water repellency will be discussed below in detail.

Fig. 11.11: Typical hierarchical reliefs inherent to lotus-like surfaces. (A) Natural hierarchical surface. 
(B) Hydrophobic pillars possessing rough side facets, increasing energy barrier and separating the 
Cassie and Wenzel wetting states.

11.9  Superhydrophobicity and the Cassie-Baxter wetting regime

In this section, we deal with the wetting of micro- or nano-rough surfaces. The wetting of 
these surfaces is characterized by an apparent contact angle, introduced in  Sections 2.8. 
The surfaces characterized by an apparent contact angle larger than 150° are referred to as 
superhydrophobic [39]. It should be immediately emphasized that high apparent contact 
angles observed on a surface are not sufficient it to be referred as superhydrophobic. True 
superhydrophobicity should be distinguished from the pseudo-superhydrophobicity  
inherent to surfaces exhibiting the “rose petal effect” to be discussed later. The pseudo-
superhydrophobic surfaces are characterized by large apparent contact angles accom-
panied by the high contact angle hysteresis, discussed in great detail in Section 2.8. In 
contrast, truly superhydrophobic surfaces are characterized by large apparent contact 
angles and low contact angle hysteresis resulting in a low value of a sliding angle: a 
water drop rolls along such a surface even when it is tilted at a small angle. Truly super-
hydrophobic surfaces are also self-cleaning, since rolling water drops wash off conta-
minations and particles such as dust or dirt. Actually, the surface should satisfy one 
more demand to be referred as superhydrophobic: the Cassie-Baxter wetting regime 
on this surface should be stable. The stability of the Cassie-Baxter wetting regime is 
important for preventing the Cassie-Wenzel wetting transitions (to be discussed in 
Section 11.11).

The Cassie-Baxter equation (11.4), developed for the air-trapping situation where 
the droplet is partially supported by air cushions (see Fig. 11.3), supplies the natural 
explanation for the phenomenon of superhydrophobicity. Indeed, the apparent contact 
angle  θ *  in this situation given by cos 𝜃* = −1 + fS(cos 𝜃Y + 1)  ultimately approa-
ches π when the relative fraction of the solid  f S  approaches zero. This corresponds to 
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complete dewetting, discussed in Section 2.1 and illustrated by Fig. 2.1C. Note that the 
apparent contact angle also approaches π when the Young angle tends to π. However, 
this situation is practically unachievable, because the most hydrophobic flat polymer, 
polytetrafluoroethylene (Teflon) demonstrates an advancing angle smaller than 120°, 
and this angle is always larger than the Young one. Hence, it is seen from the Cassie-
Baxter equation that the apparent contact angles could be increased by decreasing 
the relative fraction of the solid surface underneath a droplet. However, there exists a 
more elegant way to manufacture surfaces characterized by ultimately high apparent 
contact angles: producing hierarchical reliefs, and this is the situation observed in 
natural objects such as lotus leaves (to be discussed in the next section).

Note that the Wenzel equation (11.1) also predicts high apparent contact angles 
approaching π for inherently hydrophobic surfaces (�Y > �2 ), when    ̃ r  >> 1. However, 
the Wenzel-like wetting, depicted in Fig. 11.1, is characterized by the high contact 
angle hysteresis, whereas superhydrophobicity accompanied by self-cleaning calls 
for the contact angle hysteresis to be as low as possible.

11.10  Wetting of hierarchical reliefs

Herminghaus [40] developed a very general approach to the wetting of hierarchical 
reliefs, based on the concept of the effective surface tension of a rough solid/liquid 
interface. For hierarchically indented substrates, Herminghaus deduced the following 
recursion relation:

 cos 𝜃n+1 = (1 − fLn) cos 𝜃n − fLn , (11.8)

where n denotes the number of the generation of the indentation hierarchy and where  
f Ln  is the fraction of free liquid surfaces suspended over the indentations of the relief 
of n-th order. A larger n corresponds to a larger length scale. According to Equation 
(11.8), cos 𝜃n+1 − cos 𝜃n = −fLn(1 + cos 𝜃n) < 0, so that the sequence represented by 
Equation (11.8) is monotonic. Herminghaus [40] stressed that  θ 0  corresponding to  θ Y  
must only be finite, but need not exceed �

2
 to obtain high resulting apparent contact 

angles on hierarchical surfaces. Herminghaus  [40] also considered fractal surfaces 
and estimated the Hausdorf dimension of such surfaces. Generally, the model propo-
sed by Herminghaus successfully explained high apparent contact angles observed 
on a diversity of biological objects.

Herminghaus  [40] discussed a very general situation of wetting of fractal hier-
archical structures. Actually, both natural and artificial superhydrophobic surfaces 
are usually built of twin-scale surfaces, such as those discussed in References 41–43. 
References 41–43 demonstrated that hierarchical topography is crucial for constitu-
ting high apparent contact angles and allows high apparent contact angles for sur-
faces built with inherently hydrophilic materials.
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11.11 Wetting transitions on rough surfaces

The stability of the Cassie wetting state is extremely important for constituting true 
superhydrophobicity [44–47]. External factors such as pressure, vibrations or boun-
cing may promote a Cassie-Wenzel transition, accompanied by the filling of the 
surface grooves with liquid, resulting in a change in the apparent contact angle.

When a droplet is placed on a rough surface, a diversity of metastable states is 
possible for a droplet corresponding to a variety of equilibrium apparent contact 
angles (see Fig. 11.12). Passing from one metastable wetting state to another requires 
surmounting the energetic barrier. The origin of this barrier will be discussed in this 
section in detail. The design of reliefs characterized by high barriers separating the 
Cassie and Wenzel states is crucial for manufacturing “truly superhydrophobic”, self-
cleaning surfaces. Thus, the considerations supplied in this section are of a highly 
practical importance.

Fig. 11.12: Sketch of multiple minima of the Gibbs 
energy of a droplet deposited on a rough surface.

First consider the time scaling of wetting transitions. Two types of wetting transitions 
may proceed in their relation to time scaling: rapid adiabatic transitions, with a fixed 
value of the contact angle, and slow non-adiabatic transitions, when a droplet has 
time to relax and the contact angle changes in the course of liquid penetration into 
depressions (or overflowing from them).

The mechanisms of wetting transitions on inherently hydrophobic �𝜃Y > 𝜋/2� vs. 
inherently hydrophilic surfaces are quite different and should be clearly distinguis-
hed. We start our discussion with inherently hydrophobic surfaces [e.g. polyethylene, 
polypropylene, polytetrafluoroethylene (Teflon)].

The Gibbs energy of a droplet deposited on a rough surface possesses multi-
ple minima. Both the Wenzel and Cassie states occupy local minima of free energy. 
The Cassie air-trapping wetting state usually corresponds to the highest of multiple 
minima of Gibbs energy of a droplet deposited on a rough hydrophobic surface (with 
biological and hierarchical surfaces being exceptions). Thus, for the wetting transi-
tions, the energy barrier separating the Cassie and Wenzel states must be surmoun-
ted [44–48]. It was argued that this energy barrier corresponds to the surface energy 
 variation between the Cassie state and a hypothetical composite state, with the almost 
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complete filling of surface asperities by water, as shown in Fig. 11.13, keeping the 
liquid/air interface under the droplet and the contact angle constant.

Fig. 11.13: The composite wetting state.

In contrast to the equilibrium mixed wetting state (shown in Fig. 11.9 and discussed in 
References 26 and 27), the composite state is unstable for hydrophobic surfaces and cor-
responds to an energy maximum (transition state). For the simple topography depicted 
in Fig. 11.14, the energy barrier could be calculated as follows (see  Reference 25):

 
Wtr = 2𝜋a2

h

l
(𝛾SL − 𝛾SA) = −2𝜋a2

h

l
𝛾 cos 𝜃Y , (11.9)

where h and l are the geometric parameters of the relief, shown in Fig. 11.4, and a is 
the radius of the contact area. The numerical estimation of the energetic barrier accor-
ding to Formula (11.9), with the parameters l = h = 20 μm, a = 1 mm,  θY  = 105°  (corres-
ponding to low density polyethylene), and γ = 72 mJ/m2, gives a value of  W tr  = 120 nJ. 
For  θY  =114° (corresponding to polytetrafluoroethylene, i.e. Teflon), Equation (11.19) 
yields  W tr  = 180 nJ. It should be stressed that according to Equation (11.9), the energy 
barrier scales as  W tr  ~  a  2 . The validity of this assumption will be discussed below.

Fig. 11.14: Geometric parameters of the model relief used for the calculation of the Cassie-Wenzel 
transition energy barrier.

The energetic barrier is extremely large compared to thermal fluctuations: 
Wtr

kBT
≈ � a

dm
�
2

>> 1, where  k B  is the Boltzmann constant and  d m  is an atomic scale. 
At the same time,  W tr  is much less than the energy of evaporation of the droplet:
Q ≈ (4/3)𝜋R3𝜆, where λ is the volumetric heat of water evaporation �𝜆 = 2 × 109 J/m3�. 
For a 3-µL droplet with the radius R ≈ 1 mm, it yields Q ≈ 10 J; hence,  k B T <<  W tr  << Q.  
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Actually, this interrelation between characteristic energies is what makes wetting 
transitions possible [25,45]. If that were not the case, a droplet exposed to external 
stimuli might evaporate before the wetting transition [25,45]. It is instructive to esti-
mate the radius, at which  W tr  ≈ Q. Equating  W tr , given by Equation (11.9), to Q yields 
R ≈ −(3𝛾 cos 𝜃Y )/2𝜆 ≈ 5 × 10−11 m (when R ~ a, h ~ l). This means that wetting tran-
sitions are possible for any volume of a droplet. It is noteworthy that the ratio γ/λ is 
practically the same for all liquids, and it is on the order of magnitude of a molecular 
size  d m  [49]. Hence, wetting transitions are possible for any liquid in any volume.

It should be stressed that hierarchical reliefs, discussed in Section 11.10 and illus-
trated with Fig. 11.11, are better at withstanding wetting transitions. Nosonovsky and 
Bhushan [50] demonstrated that curved hierarchical reliefs also provide stable equilib-
rium positions for the triple line. It is also noteworthy that barriers separating the Cassie 
and Wenzel states may differ strongly for rapid (adiabatic) transitions with a fixed value 
of the apparent contact angle, as opposed to slow (non-adiabatic) transitions [45].

11.12 Irreversibility of wetting transitions

Wetting transitions are irreversible, i.e. spontaneous restoring of the initial wetting 
state is impossible. The concept of an energetic barrier separating the wetting states 
allows explanation of this irreversibility. Consider the shape of this barrier: as demons-
trated in Reference 45, the energy barrier is very asymmetric, namely it is relatively 
low from the side of the metastable (higher-energy) state and high from the side of 
the stable state, as shown in Fig. 11.15. Calculations of energy barriers for real wetting 
transitions (performed in Reference 45) supplied a difference of almost one order of 
magnitude. Taking into account exponential (Arrhenius-type) dependence of the tran-
sition probability on the barrier height shows that a reverse transition is impossible. 
Remember that the arguments supplied in this Section are valid for inherently hydro-
phobic surfaces. The above arguments are formally valid for both inherently hydrophi-
lic and hydrophobic surfaces. However, in reality, the origin of the energetic barrier for 
inherently hydrophilic surfaces is of a different nature and will be discussed later.

Fig. 11.15: Sketch illustrating the irreversibility of 
wetting transitions.  W 1  is the energetic barrier  
from the side of the stable state and  W 2  is the 
energetic barrier from the side of the metastable 
state,  W 1  >>  W 2 .
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11.13 Critical pressure necessary for wetting transitions

As it always occurs, the force (pressure)-based approach to wetting transitions is 
possible in parallel with the energy-based one. Consider a single-scale pillar based 
biomimetic surface, similar to that studied by Yoshimitsu et al. [51], with pillar width 
a and groove width b. Analysis of the balance of forces at the air/liquid interface at 
which the equilibrium is still possible yielded in Reference 52 for the critical pressure:

 pc > −
𝛾fs cos 𝜃Y
(1 − fS)𝜆

, (11.10)

where λ = A/ 
__
 p , A and  

__
 p  are the pillar cross-sectional area and perimeter, respectively, 

and  f S  is the fraction of the projection area that is wet. As an application of Equation 
(11.10) with  θ Y  = 114° (Teflon), a = 50 μm and b = 100 μm, we obtain  p c  = 296 Pa, in excel-
lent agreement with experimental results [52]. Recalling that the dynamic pressure of 
rain droplets may be as high as 104–105 Pa, which is much larger than  p c  ≈ 300 Pa, we 
conclude that creating biomimetic reliefs with very high critical pressure is of practi-
cal importance [52]. The origin of the dynamic pressure exerted by drops bouncing the 
rough surface is of a complicated nature, due to the effect of “water hammer”, as dis-
cussed in Section 10.5. Bouncing superhydrophobic hierarchical surfaces may give rise 
to the “pancake effect” considered in Section 10.4 [53–55]. The complicated dynamics 
of impact of liquid drops on rough surfaces accompanied by wetting transitions was 
discussed in References 53–59.

The concept of critical pressure leads to the conclusion that reducing the 
micro-structural scales (e.g. the pillars’ diameters and spacing) is the most efficient 
measure to enlarge the critical pressure. Hierarchical surfaces, depicted in Fig. 11.11B, 
usually increase the value of critical pressure and the barrier separating the Cassie 
and Wenzel wetting states [60]. The dynamics of wetting transitions is discussed in 
Reference 60.

11.14  The Cassie wetting and wetting transitions on inherently 
hydrophilic surfaces

It is noteworthy that neither the force-based nor the energy-based approach explains 
the existence of the Cassie wetting regime on inherently hydrophilic surfaces obser-
ved by different groups. Indeed,  W tr  and  p c , calculated according to Equations (11.9) 
and (11.10), are negative for hydrophilic surfaces; this makes Cassie wetting on hydro-
philic surfaces impossible.

For the explanation of the roughness-induced superhydrophobicity of inher-
ently hydrophilic materials, it was supposed that air is entrapped by cavities consti-
tuting the topography of the surface [61–63]. The simple mechanism of “geometrical” 
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trapping could be explained as follows: consider a hydrophilic surface (now it is 
convenient to consider a surface as “hydrophilic” when  θ adv  < π/2 takes place) com-
posed of pores, as depicted in Fig. 11.16. It is seen that air trapping is possible only if  
 θadv  >  φ0 , where  φ0  is the angle between the tangent in the highest point of the pattern 
and the horizontal symmetry axis  O 1 O. Indeed, when the liquid level is descending, 
the actual angle θ is growing (see Fig. 11.16), and if the condition  θadv  >  φ0  is violated, 
the equilibrium θ =  θadv  =φ will be impossible (recall that the advancing contact 
angle  θadv  is the equilibrium, although a metastable one). The phenomenon of 
contact angle hysteresis discussed in Section 2.7 makes the variation of θ possible.

Fig. 11.16: Geometrical air trapping on hydrophilic reliefs. The “descent” angle φ is governed by the 
shape of the pore; θ is the actual contact angle of the descending liquid.

Geometrical air trapping gives rise to an energetic barrier to be surmounted for 
the total filling of a pore. When water fills the hydrophilic pore (described in Fig. 
11.16), the energy gain due to the wetting of the pore’s hydrophilic wall is over-
compensated by the energy increase at the expense of the growth of the high-
energetic liquid/air interface [64]. To perform the quantitative analysis, consider 
a spherical model of the cavity, drawn in Fig. 11.17. The cavity surface energy G is 
expressed as

 G = 2𝜋r2𝛾 cos 𝜃Y �cos𝜑 − cos𝜑0� + 𝛾𝜋r2 sin2 𝜑, (11.11)

where the first and second terms are the energies of the liquid/solid and liquid/air 
interfaces, respectively, and r is the cavity radius [64]. The energy maximum corres-
ponds to φ =  θY . Note that a central angle φ, which defines the liquid level, is simulta-
neously a current contact angle. Thus, the energetic barrier per cavity w from the side 
of the Cassie state (φ =  φ0 ) is

 w = π r  2 γ (cos  φ0  − cos  θ Y  )  2 , on the condition  θ Y  > φ0 . (11.12)
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The counterpart of w in Equation (11.12) per droplet can roughly be evaluated as 
W~πr2γN, where N ~ S/4 r  2  is the number of unit cells in the liquid/solid interface area 
S for a plane quadratic close-packed lattice with the lattice constant 2r [64]. Thus, for 
a droplet with a contact radius a ~ 1 mm, the upper limit W ~ πSγ/4 ~ 1 0  2  nJ is on the 
same order of magnitude as the barrier inherent to microscopically scaled hydropho-
bic surfaces, as shown in Section 11.11. Hydrophilic surfaces of various topographies 
are discussed in Reference 64.

Fig. 11.17: Formation of a transition state in a 
spherical cavity.

For hydrophilic materials, the Cassie state always corresponds to the higher energy 
state compared to the Wenzel one, but is stabilized by the energy barrier. The con-
dition for the existence of such a barrier is a geometrical property of the relief that 
provides the sufficient increase in the liquid/air interface in the course of the liquid 
penetration into details of this relief [64]. The increase of the high energy liquid/air 
interface in the course of the liquid descent along the details of a relief explains 
also remarkable stability of re-entrant (or so called “hoodoo-like”) reliefs (shown 
in Fig. 11.18), which demonstrate not only superhydrophobicity but also oleopho-
bicity [65].

Fig. 11.18: “Hoodoo-like” elements supplying superoleophobic properties to the surface. High-
energy liquid/air interface increases abruptly under liquid descent.

The effect of line tension may increase or decrease the potential barrier separating the 
Cassie and the Wenzel wetting states, depending on the sign of the line tension and 
the topography of a relief [66,67].
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11.15  The dimension of wetting transitions

Generally speaking two scenarios of wetting transitions, depicted in Fig. 11.19 are 
possible. Not only vertical but also horizontal (lateral) de-pinning of the triple line 
leads to a wetting transition, as shown in Fig. 11.19. Figure 11.19A depicts a vertical 
wetting transition under a pinned triple-line, whereas Fig. 11.19B demonstrates 
the transition under a laterally de-pinned triple line. Wetting transitions accompa-
nied by the lateral de-pinning of the triple line were observed under vibration of 
droplets [68,69] and wetting transitions inspired by electrowetting [70]. The hori-
zontal de-pinning of the triple line may lead to the so-called 1D scenario of wetting 
transitions. The question is: whether all pores underneath the droplet should be 
filled by liquid (the “2D scenario”), or perhaps only the pores adjacent to the three-
phase (triple) line are filled under external stimuli such as pressure, vibrations or 
impact (the “1D scenario”). Indeed, the apparent contact angle is dictated by the 
area adjacent to the triple line, and not by the total area underneath the droplet 
(see the discussion in Section 11.6). Thus, for its change, it is sufficient to fill pores 
which are close to the triple line. The experiments carried out with vibrated drops 
and electrowetting supported the 1D scenario of wetting transitions  [68–70]. For 
the detailed discussion of the problem of the dimension of wetting transitions see 
Reference 60.

Fig. 11.19: Scheme of two scenarios of wetting transitions. (A) The triple line is pinned. (B) The triple 
line is de-pinned and displaced laterally.

11.16 Superoleophobicity

The design and manufacture of surfaces repelling organic oils is an important tech-
nological task. At the same time it is an extremely challenging goal, due to the fact 
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that organic oils possess surface tensions significantly lower than that of water (see 
Tab.  1.1 in Chapter 1). Thus, typical superhydrophobic surfaces demonstrate the 
Wenzel “sticky” wetting when an oil drop is put onto them. Several groups succee-
ded in solving this problem and reported oil-repellent surfaces [19,20]. These surfaces 
comprise “hoodoo-like” elements, as depicted in Fig. 11.18 [19,20]. It should be men-
tioned that the physical mechanism of observed superoleophobicity remains obscure 
and calls for theoretical insights.

Aizenberg et al. proposed a witty approach to manufacturing superoleophobic 
surfaces, inspired by the Nepenthes pitcher plant, exploiting an intermediary liquid 
filling the grooves constituting a micro-relief in the biological tissue [71]. Well-matched 
solid and liquid surface energies, combined with the microtextural roughness, create 
a highly stable wetting state resulting in superoleophobicity [71].

11.17 The rose petal effect

It was already mentioned in Section 11.11 that high apparent contact angles are 
necessary but not sufficient for true superhydrophobicity accompanied by self-
cleaning  properties of a surface. Jiang et al. [72] reported that rose petal surfaces 
demonstrate high apparent contact angles attended with extremely high contact 
angles hysteresis. The surface of the rose petal is built from hierarchically riffled 
“micro-bumps” resembling those of lotus leaves [72]. At the same time, the wetting 
of rose petals is very different from that of lotus leaves. The apparent angles of 
droplets placed on a rose petal are high, but the droplets are simultaneously in a 
“sticky” wetting state; they do not roll [72]. Jiang called this phenomenon the “rose 
petal effect” [72,73].

The natural explanation for the “rose petal effect” is supplied by the Wenzel 
model (see Section 11.2). Inherently hydrophobic flat surfaces may demonstrate appa-
rent contact angles approaching π when rough [see Equation (11.1)]. Wenzel wetting 
is characterized by high contact angle hysteresis; thus, the experimental situation 
depicted in Fig. 11.20 becomes possible.

Fig. 11.20: A 10-µL droplet deposited on a 
surface built of lycopodium particles (for 
details, see Reference 73).

However, the Wenzel model does not explain the existence of the “rose petal effect” 
for inherently hydrophilic surfaces. Bhushan and Nosonovsky [74] demonstrated that 
wetting of hierarchical reliefs may be of a complicated nature, resulting in the “rose 
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petal effect”, as shown in Fig. 11.21. Various wetting modes are possible for hierar-
chical reliefs: it is possible that a liquid fills the larger grooves, whereas small-scaled 
grooves are not wetted and trap air, as shown in Fig. 11.21A. The inverse situation is 
also possible, in which small-scaled grooves are wetted and large scale ones form air 
cushions (see Fig. 11.21B). According to Reference 74, the larger structure controls the 
contact angle hysteresis, whereas the smaller (usually nanometric) scale is respon-
sible for high apparent contact angles [72–74]. Thus, the relief depicted in Fig. 11.21A 
will demonstrate high contact angles attended by high contact angle hysteresis. This 
hypothesis reasonably explains the “rose petal effect”. However, it is clearly seen 
that a broad variety of wetting modes is possible on hierarchical surfaces, opening 
the way to a diversity of technological applications of hierarchically rough surfaces.

Fig. 11.21: Scheme of various wetting scenarios possible on a hierarchical relief [73].

Bullets:
 – Wetting of rough or chemically heterogeneous surfaces is described by the appa-

rent contact angle which may be introduced when the characteristic size of a 
droplet is much larger than that of the surface heterogeneity or roughness.

 – Wetting of rough chemically homogeneous surfaces is described by the Wenzel 
equation. Surface roughness always magnifies the underlying wetting properties.

 – Wetting of flat chemically heterogeneous surfaces is described by the Cassie-Baxter 
equation.

 – The Cassie-Baxter model may be extended to a situation where a droplet traps air, 
i.e. it is supported partially by a solid and partially by air.

 – One more wetting regime is possible, i.e. the Cassie-Baxter impregnating state 
when a drop is deposited on a substrate comprising a patchwork of solid and 
liquid, where solid “islands” ahead of the drop are dry.

 – The mixed wetting regime corresponds to the situation where a droplet is suppor-
ted by a rough solid surface and air.

 – The area adjacent to the triple line is of primary importance for predicting appa-
rent contact angles.

 – The apparent contact angles, predicted by the Wenzel and Cassie-Baxter models, 
are independent of external fields, volume and shape of droplets.
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 – An abrupt change in an apparent contact angle observed on a rough surface is 
called a “wetting transition”. Wetting transitions on rough surfaces may be pro-
moted by bouncing, evaporation, pressing or vibration of droplets. An energy 
barrier separates the Cassie and Wenzel wetting states on both hydrophobic and 
hydrophilic surfaces; however, the physical origin of these barriers on hydro-
phobic vs. hydrophilic surfaces is different. Superhydrophobic (or “lotus-like’) 
surfaces are characterized by high apparent contact angles, low-contact-angle 
hysteresis and high stability of the Cassie air- trapping (“fakir”) wetting state. 
When a superhydrophobic surface is tilted, a droplet slides easily from it. Super-
hydrophobic surfaces are usually hierarchical; they possess several topography 
scales. High apparent contact angles may be accompanied by high-contact-angle 
hysteresis. This situation is called the “rose petal effect”.

Exercises

11.1. The Young contact angle of a water droplet contacted with metallic surface equals 50°. What 
will be the change in the water apparent contact angle of the surface after texturing (the droplet 
keeps the conditions of the homogeneous wetting)?

 Answer: The apparent contact angle will decrease.

11.2. A droplet is placed on the textured polyethylene surface. The conditions of heterogeneous  
(Cassie-like, air-trapping) wetting take place; the Young contact angle for water polyethylene is  
θ Y  = 110°;  f S  = 0.3. What is the value of the apparent contact angle?

 Answer:  θ *  = 142°.

11.3. A droplet is placed on the textured polyethylene surface. The conditions of heterogeneous 
Cassie impregnating wetting take place; the Young contact angle for water polyethylene is  
 θ Y  = 110°;  f S  = 0.3. What is the value of the apparent contact angle?

 Answer:  θ  *  = 53°.

11.4. Demonstrate that the Wenzel and Cassie-Baxter equations [Equations (11.1)–(11.3)] represent 
the transversality conditions of the variational problems of wetting of rough and chemically 
heterogeneous surfaces.

 Hint: Download Reference 4 and see the demonstration.

11.5. The apparent Wenzel contact angle established for polymer/water pair is  θ *  = 140°. The water 
droplet and polymer substrate are placed in the strong electric field, deforming the droplet 
essentially. Will the apparent Wenzel contact angle change?

 Answer: The apparent equilibrium contact angle will remain the same. The Wenzel contact 
angle is insensitive to the applied electric field. However, the actual experimentally established 
contact angle may change due to contact angle hysteresis.

11.6. What values of contact angle hysteresis are expected for the Wenzel-like homogeneous wetting 
regime?

 Answer: High.

5
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11.7. What is the role of the hierarchical topography in the constituting apparent contact angles?

11.8. Consider the pillar-based polyethylene surface ( θ Y  = 110°), with pillar width a = 50 μm  and 
groove width b = 50 μm. Assume  f S  =0.5 (which is the fraction of the projection area that is 
wet). Calculate the critical pressure corresponding to the onset of the Cassie-Wenzel wetting 
transitions for water droplets.

 Hint: Involve Equation (11.10) for your calculations.
 Answer:  p c  ≅ 3.8 × 1 0  3  Pa.

11.9  What is the order of magnitude of the energetic barrier separating the Cassie and Wenzel 
wetting states for a millimetrically scaled water droplet placed on the micro-textured (the cha-
racteristic scale of grooves forming relief ~10 µm) Teflon surface?

 Answer:  W tr  ≅ 100 nJ.

11.10. Explain qualitatively the “rose petal effect”.
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12  The Leidenfrost effect. Liquid marbles: 
self-propulsion

12.1 General remarks

We already discussed non-adhesive droplets in Sections 11.8 and 11.9, when we dis-
cussed the effect of superhydrophobicity. Recall that the possibility of obtaining non-
stick droplets is limited by the fact that the maximal possible contact angle registered on 
Teflon is less than 120°. Thus, creation of non-stick wetting was provided by decreasing 
the liquid/solid contact area, accompanied by supporting a droplet with air cushions. 
There exist at least two additional pathways of preparing highly mobile droplets, Lei-
denfrost droplets and liquid marbles, which are separated from supports by an air layer. 
Both pathways lead to effect of self-propulsion, which will be discussed in this chapter.

12.2 Leidenfrost droplets

More than 250 years ago, the German physician Johann Gottlob Leidenfrost published 
a treatise in which he described the remarkable behavior of liquid drops on a very 
hot plate, such as water on steel at 300°C [1]. The Leidenfrost effect is a phenomenon 
in which a liquid, in close contact with a mass significantly hotter than the liquid’s 
boiling point, produces an insulating vapor layer which keeps that liquid from boiling 
rapidly. Leidenfrost drops are very mobile (the slightest slope makes them drift). The 
Leidenfrost effect was studied systematically first by Gottfried and colleagues [2,3]. 
Their research was followed recently by several groups of investigators [4–7].

Let us start by establishing scaling laws inter-relating the geometrical parameters 
of a levitating drop. These parameters are the radius of a drop R and the radius of the 
contact area a (see Fig. 12.1).

Fig. 12.1: Scheme explaining the Leidenfrost 
effect. The drop is supported by the vapor layer 
with the thickness e. 

The shape of the Leidenfrost droplet results from an interplay of gravity and surface 
tension. Hence, two ranges of drop radii are possible, i.e. R < lca = � ��g  and R >  l ca , 
where  l ca  is the capillary length introduced in Section 2.6 and ρ and γ are the density 
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and surface tension of the liquid, respectively. When R <  l ca , the drop is nearly spheri-
cal, except at the bottom where it is flattened. In this case, if the center mass of a 
drop is lowered by quantity δ, the difference in energy can be written dimensionally 
as ΔG ≈ 𝛾𝛿2 − 𝜌gR3𝛿. Minimization of this expression and considering the geometric 
Hertz relation a ≈ �𝛿R  yields (see References 5 and 8)

 a ≈ R
2

lca
. (12.1)

For large levitating droplets (R >  l ca ), the scaling law a ~ R was proposed in Reference 5. 
The equilibrium thickness of the puddle is given by h = 2lca sin �Y2  (see Exercise 12.2). 
The maximal thickness of the levitating puddle corresponding to the situation of total 
non-wetting (see Fig. 2.1C)  θ Y  = π is given by  h max   = 2 l ca . This formula was successfully 
checked experimentally in Reference 5.

Now let us discuss the origin and thickness of the vapor layer separating the Lei-
denfrost droplet and the substrate. The heat supplied to the droplet per unit time is 
proportional to the area πa  2  (see Fig. 12.1). The rate of evaporation is given by

 dm

dt
= 𝜅
�̂�
ΔT
e
𝜋a2, (12.2)

where κ is the thermal conductivity �[𝜅] = kg ⋅m ⋅ s−3K−1�,   ̂  λis the specific mass latent 
heat of evaporation ���̂�� = m2 ⋅ s−2� and ΔT is the difference between the plate tem-
perature and the boiling temperature of the liquid. Integration of the radial Poiseuille 
flow of vapor outside the supporting layer carried out in Reference 5 yielded

 dm

dt
= 𝜌v

2𝜋e3
3𝜂v
Δp, (12.3)

where  ρ v  and  η v  are the vapor density and viscosity, respectively, and Δp is the pres-
sure imposed by the drop. In a permanent regime, the mass of vapor films remains 
constant. Thus, we can deduce from Equations (12.2) and (12.3) the expression for the 
film thickness e. For large droplets (puddles) a ~ R and the pressure acting on the 
vapor layer equals 𝜌gh

max
= 2𝜌glca. This yields (see Reference 5)

 e = � 3𝜅ΔT𝜂v
4�̂�𝜌v𝜌glca

�
1/4
R

1/2
. (12.4)

For small droplets, the situation is more complicated. As it was demonstrated [see 
Expression (12.1)], a ≈ R2

lca
; Δp ≈ 2�

R
. Thus, the dependence e ∼ R5/4 is expected. 

However, for small drops, the vapor layer plays a minor role in the evaporation 
process, since its flat (lower) surface area scales as  R  4  [see Equation (12.1)]. Hence, 
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the temperature gradient should be of the order of ΔT
R

, and evaporation takes place 
over the spherical (upper) drop surface which scales as  R  2 . This gives, for the rate of 
evaporation,

 dm

dt
≈ 𝜅
�̂�
ΔT
R

R
2
. (12.5)

Combining Expressions (12.5) and (12.3) yields

 e = �𝜅ΔT𝜂v𝜌g
�̂�𝜌v𝛾2
�

1/3
R

4/3
. (12.6)

Scaling laws (12.4) and (12.6) coincide well with the experimental findings [5]. The 
typical thickness of the insulating vapor layer e is of the order of 10–100 µm [5].

An interest in the Leidenfrost droplets was strengthened by a recent experimen-
tal finding: these droplets self-propel when deposited on asymmetric ratchet-like 
 surfaces, as shown in Fig. 12.2 [6,7]. The teeth of the ratchet was varied from nano-
meters to millimeters. Leidenfrost drops on the ratchets accelerate and reach a constant 
velocity of 5–15 cm/s. The self-propulsion of droplets will be discussed in detail in 
Section 12.3.9.

Fig. 12.2: Self-propelling Leidenfrost droplet 
deposited on an asymmetrical ratchet-like 
surface [6,7]. 

It was demonstrated recently that arrays of tilted pillars with characteristic heights 
spanning from hundreds of nanometers to tens of micrometers enable the accurate 
control of droplet movement [8,9]. Dynamic Leidenfrost droplets on the ratchets with 
nanoscale features were found to move in the direction of the pillar tilt while the oppo-
site directionality was observed on the microscale ratchets. This remarkable switch in 
the droplet directionality can be explained by varying contributions from the two dis-
tinct mechanisms controlling droplet motion on Leidenfrost ratchets with nanoscale 
and microscale features. In particular, asymmetric wettability of dynamic Leidenfrost 
droplets upon initial impact appears to be the dominant mechanism determining 
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their directionality on tilted nanoscale pillar arrays. By contrast, asymmetric wetting 
does not provide a strong enough driving force compared to the forces induced by 
asymmetric vapor flow on arrays of much taller tilted microscale pillars. Furthermore, 
asymmetric wetting plays a role only in the dynamic Leidenfrost regime, for instance, 
when droplets repeatedly jump after their initial impact. The crossover between the 
two mechanisms coincides with the pillar heights comparable to the values of the thin-
nest vapor layers still capable of cushioning Leidenfrost droplets upon their initial 
impact [8,9].

12.3 Liquid marbles

12.3.1 What are liquid marbles?

Liquid marbles, which are non-stick droplets coated with nanometrically or micromet-
rically scaled particles have been introduced in the pioneering works of Aussillous and 
Quéré [10,11]. Like many other renowned scientific achievements, liquid marbles started 
their life as amusing scientific toys; however, it will be remembered that when William 
Gladstone asked about the practical value of newborn artificial electricity, Michael 
Faraday replied: “One day sir, you may tax it.” As of today, numerous applications of 
liquid marbles have been reported, from mini-chemical reactors to flow self-propelled 
objects driven by Marangoni flows. Liquid marbles demonstrate extremely low friction 
when rolling on solid substrates [10–12]. Typical liquid marbles are depicted in Fig. 12.3.

A B

Fig. 12.3: Typical 20-µL water marbles. (A) The yellow marble is coated with hydrophobic lycopodium 
particles. (B) The black marble is coated with carbon black (hydrophilic powder).

Liquid marbles are also found naturally; for example, aphids convert honeydew 
droplets into marbles [13]. Liquid marbles can be obtained by mixing a hydropho-
bic powder in water or by rolling drops on a solid substrate covered with a layer of 
powder, as shown in Fig. 12.4.
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Fig. 12.4: Two possible scenarios of marble formation: (A) powder particle comes from air and 
(B) powder particle comes from liquid (under stirring).

Both hydrophobic and hydrophilic particles can be used for wrapping droplets, due to 
the reasoning discussed in Section 4.4. Indeed, as it follows from Equation (4.10) for 
both hydrophobic and hydrophilic particles, there exists an energy gain when a parti-
cle comes to a liquid/air interface either from liquid bulk or from air (see the extended 
discussion in Section 4.4). Marbles coated with strongly hydrophobic particles  
( θ Y  > 90°) such as polytetrafluoroethylene (PTFE) and marbles coated with hydro-
philic graphite and carbon black ( θ Y  < 90°) have both been reported [14,15].

A variety of liquids were converted into liquid marbles, including water and water 
solutions, glycerol, organic and ionic liquids [16–19]. Janus marbles, composed of 
two hemispheres coated with different powders (such as depicted in Fig. 12.5), were 
reported [20].

Fig. 12.5: The 40-µL water Janus marble  
coated with carbon black and Teflon.

12.3.2 Liquid marble/support interface

Liquid marbles are separated from their solid or liquid support by “air pockets” in a 
way similar to that of Leidenfrost drops discussed above. Similar air-pocket separa-
tion of droplets from a substrate occurs under “lotus-like” wetting of rough surfaces, 
treated in Sections 11.4, 11.8 and 11.9. The existence of an air layer separating marbles 
from liquid and solid supports has been evidenced experimentally. Liquid marbles 
containing NaOH water solutions floated on an alcoholic solution of phenolphthalein 
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with no chemical reaction [21]. Likewise, no chemical reaction was observed during 
sliding of liquid marbles, consisting of NaOH water solutions, on polymer substrates 
coated with phenolphthalein [21]. Air pockets trapped by liquid marbles promote 
their non-stick properties [21].

12.3.3 Liquid marble/vapor interface

Liquid marble/vapor interface was studied by optical microscopy, confocal micros-
copy and environmental scanning electron microscopy [21]. It was demonstrated that 
various powders enwrapping the marbles do not form a uniform shell. It is notewor-
thy that the powder shell constituting a marble is permeable for gases. The kinet-
ics of evaporation of liquid marbles coated with PTFE and graphite has also been 
reported [14]. It was suggested that colloidal particles coating marbles may form rela-
tively large (~10–50 µm) aggregates which trap air, making possible the Cassie-Baxter 
wetting at the aggregate/liquid interface (see Section 11.4), thus increasing the appar-
ent contact angle and resembling the natural marbles produced by aphids  [13,15]. 
The Cassie-Baxter wetting could also be expected when marbles are coated with 
microscaled lycopodium particles, characterized by well-developed surface [21].

12.3.4 Effective surface tension of liquid marbles

One of the most intriguing questions is: what is the effective surface tension  γ eff  of 
liquid marbles? Several independent experimental techniques were applied for the 
establishment of the effective surface tension of liquid marbles:
1. Puddle height method: This method is based on a formula supplying the maximal 

height of a liquid puddle, written now as h
max
= 2lca = 2�

�eff
�g  (see Exercise 12.2). 

This immediately yields for the effective surface tension:

 𝛾eff =
𝜌gh2

max

4
. (12.7)

2. Analysis of marble shape: The effective surface tension of marbles could be 
established by the analysis of the marble shape. The precise shape of the marble 
could only be calculated numerically [22,23]. However, it was demonstrated that 
the shape of a marble deformed by gravity is described satisfactorily as an oblate 
spheroid [22,23]. Fitting of the calculated and measured geometrical parameters 
allowed the establishment of the effective surface tension of marbles [22,23].

3. Vibration of marbles: Measurement of the resonance frequencies of vibrated 
marbles [exploiting the Rayleigh formula, given by Equation (6.1)] also allowed 
the establishment of their effective surface tension [22,23].
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4. Method of capillary rise: Arbatan and Shen [24] introduced a capillary tube 
directly into a marble coated by PTFE and deduced the effective surface tension 
from the capillary rise (see Section 2.10).

5. Wilhelmy plate method: Arbatan and Shen [24] in parallel established the effec-
tive surface tension of PTFE-coated marbles using the Wilhelmy plate method 
(see Section 2.6). Their measurements demonstrated that the effective surface 
tension is independent of the size of PTFE particles coating the marble and that it 
is close to that of pure water.

Very different values of the effective surface tensions of liquid marbles in the range of 
45–75 mJ/ m  2  were reported for water-based liquid marbles coated with various parti-
cles [17,22–24]. The situation was clarified in Reference 25, where it was demonstrated 
that the effective surface tension depends strongly on the marble volume and demon-
strates a pronounced hysteretic behavior (i.e. it depends on the pathway of inflating 
or deflating liquid marbles) [25].

12.3.5 Elasticity of liquid marbles

Remarkably, liquid marbles demonstrate pronounced elastic properties and can 
sustain a reversible deformation of up to 30%, as demonstrated in References 26 
and 27. Actually, there exist two very different sources of elasticity of liquid marbles, 
the first of which is common for droplets and liquid marbles, which was discussed 
in detail in Section 10.3. When droplets and marbles are deformed from their initial 
spherical shape, they increase their surface (see Section 10.3 and Reference 28). This 
gives rise to the restoring “spring-like” force driven by the surface tension [28,29]. 
The analysis of the deformation of liquid marbles (made in linear approxima-
tion) resulted in the following expression for an effective Young modulus of liquid 
marbles: 

 ẼYoung =
4𝛾eff
R
0

, (12.8)

where  R 0  is the radius of the non-deformed marble [30]. Considering the non-linear 
terms of the strain  ̂  ε   yielded (see Reference 30)

 ẼYoung =
4𝛾eff
R
0

(1 − ̂𝜀 + ̂𝜀2). (12.9)

There exists one more mechanism of elasticity of liquid marbles, arising from the 
elastic properties of colloidal rafts coating a marble, which was treated in Section 4.5. 
The  effective Young modulus of a marble due to this mechanism is supplied by 
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Equation (4.20). The “elasticity” of liquid marbles is essential for understanding col-
lisions of liquid marbles [31].

12.3.6 Scaling laws governing the shape of liquid marbles

The shape of non-stick droplets is dictated by the interplay of gravity and effective 
surface tension. For large marbles (R >  l ca ), the scaling law relating the contact radius 
a to the radius of the marble R was proposed in the form: a ≈ R3/2l−1/2ca

, whereas for 
small marbles (R <  l ca ), the scaling law is a ≈  R  2  l ca −1   [compare to Expression (12.1)]. The 
aforementioned scaling laws have been validated experimentally for marbles coated 
with both hydrophobic and hydrophilic powders [10–12].

12.3.7 Properties of liquid marbles: the dynamics

Very few works have treated the complicated dynamics of liquid marbles [32–35]. It 
was shown that liquid marbles moving down a tilted substrate are rolling and not 
sliding  [32–34]. The dynamics of marbles is expectedly governed by the Reynolds 
number, Re = �vD� , representing inertia versus viscosity (ρ and η are the density and 
viscosity, respectively, v is the characteristic velocity, D is the diameter of a marble; 
sometimes the radius R, not the diameter of a marbles, appears as a characteris-
tic dimension in research papers devoted to droplets and marbles; this difference 
should not be considered too seriously because dimensionless numbers are useful for 
qualitative analysis of problems (see Section 3.7)), by the so-called capillary number 
Ca = �v� , representing viscous forces versus surface tension (see Sections 2.10 and 
9.4) and by the Weber number  We = �v

2D

� , representing inertial effects versus surface 
tension (see Section 3.7). It was shown that for 10-µL water-based marbles rolling with 
a velocity of v ≈ 0.0 m/s, Ca is much smaller than unity, whereas for the glycerol-based 
marbles of the same volume and velocity, it is close to unity. Thus, it is clear that for 
rolling water marbles, the viscous dissipation is negligible compared to that related 
to the disconnection of the contact line of the marble, whereas for glycerol ones, the 
viscous dissipation plays a decisive role in slowing a marble. Glycerol liquid marbles 
rolling downhill move with a center mass velocity  v cm  governed by the scaling law:

 vcm ≈
𝛾
𝜂
lca

R
sin 𝛼, (12.10)

where α is the inclination angle and R is the radius of the marble. This result looks 
rather paradoxical and counterintuitive: the small marbles descend faster than the 
large ones [32,33]. However, this amazing prediction has been validated experimentally 
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[32,33]. It was also demonstrated that the stopping distance  l stop  for glycerol marbles 
rolling on the horizontal substrate is estimated as

 lstop ≅
7

15

𝜌vcm0R5

𝜂a3 ,  (12.11)

where  v cm0  is the initial center mass velocity of a droplet and a is the contact 
radius of the marble [34]. In contrast to glycerol marbles, the principal dissipation 
mechanism for water marbles can be attributed to the disconnection of the contact 
line [34]. As mentioned in Reference 36, this kind of friction is a one-dimensional 
(1D) phenomenon (the force is proportional to the perimeter of the contact line). 
The extended discussion of the “dimension” of wetting phenomena has been 
carried out in Section 11.15: the effects to the area adjacent to the triple line are 
referred as 1D wetting effects (consider that the contact angle is totally governed 
by the wetting regime, occurring in the vicinity of the triple line, as discussed in  
Section 11.6).

It is noteworthy that both mechanisms of friction, i.e. viscous dissipation and 
disconnection of the triple line are non-Amontonian [34]. Recall that Amonton’s laws 
of friction are (1) the force of friction is directly proportional to the applied load, (2) 
the force of friction is independent of the apparent area of contact, and (3) kinetic fric-
tion is independent of the sliding velocity. Obviously, Amonton’s laws are irrelevant 
with respect to liquid marbles. The friction of liquid marbles is dependent on velocity 
and contact perimeter [34,36]. Friction of floating liquid marbles was addressed in 
 Reference 35.

Despite the fact that liquid marbles roll and do not slide, it would be wrong to 
describe the moving droplet as similar to a common rigid rotating ball – it is worth 
mentioning that such a “ball” cannot just be at rest on an inclined surface. A liquid 
marble not only can be at rest on an inclined substrate, but it moves laterally on such 
surfaces [34]. Deformation of moving liquid marbles is discussed in Reference 12. It 
was shown that under rotation, the marble can deform into a disk and even a peanut 
[10,12]. It was demonstrated that the shape of a rotating marble is governed by the 
balance of inertia (the rotating force being responsible for distorting the marble) and 
capillarity (tending to preserve a spherical shape) [12]. Hence, the shape of rotating 
marbles is dictated by the Weber number (see Section 3.7).

Planchette et al. [37] studied the impact of liquid marbles with solid substrates. 
Three regimes of impact were revealed: non-bouncing, bouncing and rupture of the 
surface coverage, which prevents the droplet from integer bouncing, occurring at a 
critical droplet extension. Planchette et al. has shown that when Re >> 1, a droplet 
extension scales as  √ 

___
 We  , similar to bare droplets (see the extended discussion of 

droplets’ bouncing in Section 10.1) The intriguing open question is: what is the effec-
tive dynamic surface tension of moving and bouncing liquid marbles?

 EBSCOhost - printed on 2/13/2023 4:06 PM via . All use subject to https://www.ebsco.com/terms-of-use



210   12 The Leidenfrost effect. Liquid marbles: self-propulsion 

12.3.8  Actuation of liquid marbles with electric and magnetic fields: applications  
of liquid marbles

Liquid marbles are of interest in view of their microfluidics applications. Various 
groups have demonstrated that liquid marbles could be actuated with electric and 
magnetic fields [18,36,38,39]. An elegant and sophisticated method of magnetic 
actuation of liquid marbles was demonstrated by Lin et al. [39] They synthesized 
highly hydrophobic Fe3O4 nanoparticles by co-precipitation of Fe(II) and Fe(III) salts 
in an ethanol/water solution with ammonia in the presence of fluorinated alkyl 
silane, which hydrolyzed in solution to form a low-free-energy coating on the Fe3O4 
nanoparticles [39]. Liquid marbles were then coated with these hydrophobic Fe3O4 
nanoparticles. Thus, the possibility to open and close marbles (making a hole in 
a coating) reversibly with a magnetic field was shown [39]. Janus marbles coated 
partially with dielectric particles (Teflon) and partially with semiconductor (carbon 
black) particles, as depicted in Fig. 12.5, could be rotated with an electric field [20]. 
Photoresponsive (UV- and IR-irradiation responsive) liquid marbles were introduced 
[40,41].

12.3.9 Self-propulsion of liquid marbles

Liquid marbles filled with aqueous alcohol solution demonstrate self-propulsion 
continuing for dozens of minutes [42,43]. First, let us define “self-propulsion”. 
Autonomous displacement of nanoscopic, microscopic and macroscopic natural 
and artificial objects, containing their own means of motion and driven mainly by 
interfacial phenomena, is called “self-propulsion” [42,43]. Self-propulsion is driven 
usually by soluto-capillary and thermo-capillary Marangoni flows, treated in detail 
in Chapter 7. As an example, we address the self-propulsion of liquid marbles filled 
with aqueous alcohol solutions placed on the liquid support. Inspect first the 
mechanism of self-propulsion qualitatively. Consider the spontaneous increase in 
evaporation of alcohol from the marble in the direction of –x (recall that alcohol 
evaporates from a marble much faster than water), as depicted in Fig. 12.6. This 
increase will give rise to the Marangoni flow, resulting in the force  

 
 
___

 
›
 F   (shown with 

the green arrow in Fig. 12.6), driving the marble in the direction of –x. In parallel, 
it develops a fascinating instability, transporting marbles [42]. The displacement 
of marbles in turn enhances the evaporation, withdrawing vapor from the layer 
separating the marble from the supporting liquid [42]. The addition of alcohol to 
the water supporting the marbles suppresses the self-propulsion [42]. We already 
considered self-propulsion of Leidenfrost droplets in Section 12.2. Self-propulsion 
of liquid marbles resembles hot ratchet-supported movement of Leidenfrost drop-
lets, because in both cases, a droplet is separated from a substrate by an air layer  
(see Fig. 12.1).
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Fig. 12.6: Scheme illustrating the origin of the instability driving liquid marbles containing aqueous 
alcohol solution deposited on a water surface. The blue arrow shows the spontaneous increase of 
the alcohol evaporation from a marble. The red arrow indicates the direction of the Marangoni flow, 
increasing in turn the evaporation of alcohol from the area beneath a marble ( γ1  >  γ 2  for two points 
shown on the water surface).

Now consider the model describing the self-propulsion. The movement can be 
described by the Newtonian equation as follows:

 m
d ⃗vcm
dt
= ⃗Ffr + 𝛼a2∇𝛾 = −𝜒a𝜂 ⃗vcm + 𝛼a2∇𝛾, (12.12)

where m and      
__

 › v   cm  are the mass and velocity of the center of mass of the marble, respec-
tively [43]. The second term in Equation (12.12) is the Marangoni force (see Chapter 7). 
The characteristic length a is of order of magnitude of the radius of the marble contact 
area to be calculated from the scaling relations, supplied in Section 12.3.6. The friction 
force   

 
 
___

 
›
 F   fr  mainly comes from the viscous drag which is proportional to the dynamic 

viscosity of the supporting liquid η; α and χ are dimensionless coefficients; χ = 3π 
in case of Stokes drag of a solid sphere in an unbounded liquid (see Reference 43). 
The accurate solution of Equation (12.12) is not a trivial task; thus, consider first the 
hierarchy of characteristic time scales inherent for a self-propelling marble. In Refer-
ence 43, self-propulsion of marbles was restricted by plastic rings with different radii  
R r , as shown in Fig. 12.7. It was demonstrated experimentally that there exists the 
minimum radius of the ring enabling the self-propulsion [43]. The characteristic time  
τ a  necessary for the acceleration of the marble to the steady state may be estimated 
from Equation (12.12) as

 𝜏a ≅
m

𝜒a𝜂 =
4𝜋R3𝜌
3𝜒a𝜂 , (12.13)

where R and ρ are the radius and the density of a marble, respectively. Ethanol evapo-
rated from the marble and condensed on the water/air interface will cover the ring 
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radius  R r  (see Fig. 12.7) after a characteristic diffusion time  τ d , which can be estimated 
from the Stokes-Einstein model of diffusion as

 𝜏d ≅
R2

r

D
, (12.14)

where D = 3 × 10−5 m2/s is the coefficient of diffusion of ethanol in air under ambient 
conditions [43].

Fig. 12.7: Self-propulsion of liquid marble (the diameter of a marble is 2r) restricted by the plastic 
ring of radius  R r .

It is reasonable to suggest that the marble is able to move if it has enough time to accel-
erate before the uniform concentration of the ethanol inside the ring  R r  is achieved 
(see Fig. 12.7). Thus, the scaling relationship for the radius of the ring can be esti-
mated from  τ a  =  τ d , yielding

 Rr ≅ �
8𝜋D𝜌R3

3𝜒𝜂a . (12.15)

Considering the scaling equations relating the contact radius of a marble R and its 
contact radius a, introduced in Section 12.3.6, supplies for the dimensionless radius 
of the ring R̃r = Rr

R
 the following estimation:

 R̃r = �
8𝜋D𝜌
�6𝜒𝜂

Bo
−1/8

, for Bo > 1 (12.16a)

 R̃r = �
8𝜋D𝜌
�6𝜒𝜂

Bo
−1/4

, for Bo < 1 (12.16b)
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where Bo = �gR
2

�  is the Bond number introduced in Section 2.6 (we follow the defini-
tion of the Bond number, accepted in Reference 43, in which a radius of a marble R 
appears as a characteristic dimension, as discussed in Section 12.3.7). Scaling rela-
tions supplied by Equations (12.16a) and (12.16b) have been successfully checked 
experimentally in Reference 43.

12.3.10 Bouncing of liquid marbles

Bouncing of liquid marbles with solid substrates is somewhat different from bounc-
ing of droplets, discussed in Sections 10.1 and 10.4. It was demonstrated that maximal 
spreading of a marble is governed by the scaling law (see Reference 44):

 D
max

D
0

≅ We
1/3
, (12.17)

where  D max  and  D 0  are the maximal and initial diameters of a bouncing marble, 
respectively. As expected, the authors of Reference 44 did not observe significant dif-
ference in the maximum spread between hydrophobic and hydrophilic targets, which 
is rationalized by the presence of the particles, coating a marble. The most intriguing 
feature of bouncing of liquid marbles is the switching of the axis of orientation, under 
impact, depicted in Fig. 12.8. This means that the marble spreads to a greater extent in 
the direction of the orientation of the original minor axis, with the lowest interfacial 
curvature at impact [44].

Fig. 12.8: Axis switching during the impact of a liquid marble. Yellow circles represent colloidal particles.

Bullets:
 – The “Leidenfrost effect” is observed when a droplet is deposited on a very hot 

support. The rapid evaporation of a droplet gives rise to an insulating vapor layer, 
allowing levitation of the droplet.

 – The typical thickness of the insulating vapor layer e is of the order of 10–100 µm.
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 – A self-propelling effect was observed for Leidenfrost droplets deposited on asym-
metric ratchet-like surfaces.

 – Liquid marbles are non-stick droplets wrapped by micrometer- or nanometer-
scaled particles. The marbles are separated from their solid or liquid support by 
air pockets.

 – Liquid marbles demonstrate elastic properties arising from two different sources: 
(1) spring-like behavior of deformed droplets, trying to diminish their surface, 
and (2) presence of colloidal particles at the surface of a marble.

 – The powder shell coating liquid marbles is permeable for gases. This makes 
marbles useful for preparing microreactors.

 – Effective surface tensions in the range of 45 − 75 mJ/ m  2  were reported for water-
based liquid marbles coated with various particles.

 – Non-Amontonian friction is inherent to liquid marbles.
 – Liquid marbles could be actuated with electric and magnetic fields.
 – Self-propulsion of liquid marbles containing aqueous solutions of alcohols 

placed on a water support, driven by the Marangoni flow, was observed.
 – The effect of switching of the axis of orientation of liquid marbles under impact 

was observed.

Exercises

12.1. Explain qualitatively the Leidenfrost effect.

12.2. Liquid is poured on the solid surface and forms a “puddle”, as shown in Fig. 12.8. What is the 
thickness of the puddle?

 Consider the balance of force acting on the shaded part of the puddle (see Fig. 12.9). The force 
acting on the unit length of the puddle resulting from gravity (hydrostatic pressure) equals 
̃f =

h

∫
o

𝜌g(h − z)dz = 1

2
𝜌gh2. The equilibrium of forces per unit length of the triple line yields 

1

2
𝜌gh2 + 𝛾SA − (𝛾 + 𝛾SL) = 0, which leads to Ψ = − 1

2
𝜌gh2, where Ψ is a spreading parameter 

introduced in Section 2.1. Gravity does not influence the contact angle; hence, the Young equa-
tion takes place:  γ SA  − (γ cos  θ Y  +  γ SL ) = 0. These considerations yield 1

2
𝜌gh2 = 𝛾(1 − cos 𝜃Y ). 

Finally, we obtain for the equilibrium thickness of the puddle h = 2lca sin �Y2 .

 

Fig. 12.9: Balance of forces acting on 
the unit length of the triple line of the 
“puddle”. h is the thickness of the puddle. 

12.3. Explain qualitatively why is it possible to form liquid marbles from both hydrophobic and 
hydrophilic particles.

 Hint: See the discussion in Section 4.4 and Equation (4.10).

5
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12.4. Explain qualitatively the sources of elasticity of liquid marbles.

12.5. Derive Equation (12.8).
 Hint: Download Reference 30.

12.6. What are dimensionless numbers governing the dynamic behavior of liquid marbles?
 Answer: They are the Reynolds, Weber and capillary numbers.

12.7. Explain qualitatively the hysteretic behavior of the effective surface tension of liquid marbles.
 Hint: Download Reference 25.

12.8. Explain qualitatively the mechanism of self-propulsion of liquid marbles containing aqueous 
solutions of alcohols and supported by water.

12.9. Estimate the stationary velocity of the center of mass  v cm  of the self-propelling marbles 
described in References 42 and 43.

 Solution: vcm ≅ |
∇𝛾|
𝜂w

a,

 where  | ∇γ | is the modulus of the gradient of the surface tension driving a marble due to the 
condensation of the alcohol, a is the radius of the contact area of a marble (see Fig. 12.6) and  
η w  is the water viscosity.

12.10. Try to explain qualitatively the effects of switching of the axis of orientation of a bouncing liquid 
marble.

 Hint: Download Reference 44 for an explanation of the effect.
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13  Physics, geometry, life and death of soap films 
and bubbles

13.1 History of soap bubbles

Soap bubbles have been an attractive object of art since ancient times. One can 
find soap bubbles in classic paintings from artists such as Rembrandt, Hanneman,  
Dujardin, van Loo and Chardin (see Fig. 13.1) [1]. Robert Boyle, Robert Hooke and 
Isaac Newton devoted their investigations to soap bubbles [1,2]. The glorious scien-
tific history of soap bubbles is excellently reviewed in Reference 1. Newton observed 
the appearance of colors in a regular order as concentric rings encompassing the apex 
of soap bubbles. The color successions formed bands of several orders. Subsequently, 
the color rings started dilating, flowing down and spreading over the entire bubble 
surface. Newton related this observation to film thinning due to drainage caused 
by gravity. He wondered why there was no reflection from the small circular black 
spot emerging at the cap apex [1,2]. Today, it is generally agreed that Newton black 
soap films appear at the ultimate stage of thinning of soap films [3]. Their thickness 
remains debatable. but it is of the order of magnitude of 50 Å as established with X-ray 
reflectivity [3].

Fig. 13.1: (A) Jean-Baptiste-Siméon Chardin (1699–1779): The Soap Bubble. Painting. National 
Gallery of Art, Washington, DC. (B) Charles-Amedee-Philippe van Loo (1719–1795). National Gallery 
of Art, Washington, DC.

Newton was the first who attempted to estimate the thickness of the film for a given 
color. He found experimentally that the thicknesses of media interposed, at which a 
given tint is seen, are in inverse ratio to their refractive indices [1]. The thickness of 
the white of the first order produced in vacuum or air was found to be 1/178,000 inch, 
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which is ~ 143 nm. Therefore, the white produced by a water slab should be 1/1.33 part 
of that thickness, e.g. a foam aqueous film appearing white (first order) has a thick-
ness of about 107 nm [1].

13.2 Soap films, soap bubbles and their properties

We already considered the properties of soap bubbles in the context of the Plateau 
problem in Section 11.1. Now we reconsider remarkable properties of soap bubbles 
and soap films. Let us start from soap films. Carefully dip a loop of wire into a soap 
solution, and a soap film will form, spanning the loop. The stability of such a film 
requires that its area be smaller than that of any nearby surface spanning the same 
loop. One can prove, using the calculus of variations [4], that this “minimum area” 
property implies that the mean curvature must be zero at each point of the film, where 
the mean curvature of the surface is given by

 Ĉmean =
Ĉ
1
+ Ĉ

2

2
, (13.1)

where    ̂  C  1 ,    ̂  C  2  are the principal curvatures of the surface (for the definition of principal 
curvature, see Section 1.7, Fig. 1.6 and Reference 5). For a long time, the plane, the heli-
coid and the catenoid were believed to be the only embedded minimal surfaces (for the 
definition of the embedded surface, see Reference 6) that could be formed by punctu-
ring a compact surface [7]. However, in 1982, Costa reported the minimal surface, which 
evolves from a torus, which is deformed until the planar end becomes catenoidal [8,9].

Now consider soap bubbles, which keep their spherical shape, when trying to 
diminish their surface energy. It is well known that a ball has a minimal possible 
surface under the given volume of a body. Consider now less-known properties of 
balls (spheres), summarized in Reference 5, which is strongly recommended for a 
reader for development of physical intuition and geometrical imagination.
(a) A sphere possesses a constant mean curvature, given by Equation (13.1). Now we 

complicate our problem. Let us blow the bubble with a tube confined by a certain 
curve, as depicted in Fig. 13.2. The soap film contains now a fixed volume of air 
and the soap film will adopt the shape corresponding to the minimal surface 
containing a given volume of air. Variational analysis demonstrates that such a 
surface will possess the constant mean curvature    ̂  C  mean . The value of the mean 
curvature will depend on the air volume confined by the bubble. All the surfaces 
corresponding to the shape of the bubble lean upon the curve (the red curve in 
Fig. 13.1), distorting perfect spherical shape of a bubble, but if we are continu-
ing to blow the bubble, the confining curve will exert more and more negligible 
impact on the shape of the soap, and in the limiting case, it will adopt a perfect 
spherical shape [5].
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(b) A ball possesses the minimal possible total averaged curvature. The total aver-
aged curvature is defined as follows: consider a surface possessing the mass 
distributed in such a way that the density in each point is equal to the mean cur-
vature given by Equation (13.1). The total mass of such a surface is called the total 
averaged curvature [5]. It turns out that the ball is the only surface possessing 
minimal total averaged curvature under the fixed area [5].

Fig. 13.2: Blowing of a soap bubble via a tube. The red line shows  
the circumference of the cross section of the tube.

13.3 Soap films and bubbles: the role of the surfactant

Surfactants, introduced in Section 1.5, stabilize the skin of soap bubbles and films. 
Soap molecules are usually salts of fatty acids with hydrophilic (electrically charged) 
heads and hydrophobic (neutral) tails, making soap “love” both watery and fatty 
substrates. That is why we use soap for washing; another reason is that the surface 
tension of soapy water is only about one third of that of pure water [10,11]. On the 
surface of soapy water, the soap molecules tend to orient themselves with their hyd-
rophobic tails sticking out of the surface and their hydrophilic heads buried in the 
water, as shown in Fig. 13.3 [10,11]. How do surfactants stabilize soap bubbles and 
films? When the soap film is stretched locally, the surfactant molecules are pulled 
apart and the surface tension increases. This mechanism of stabilization of soap films 
was suggested by Boys [12]. Viscosity can also stabilize bubbles by slowing drainage, 
which is why glycerin is often included in soap bubbles recipes [10]. The surfactant 
molecules covering the surface of the film also prolong the lifetime of a soap bubble 
by diminishing evaporation [10].

Fig. 13.3: Schematic representation of a bilayer of surfactant (soap) 
molecules, stabilizing a water film. The hydrophobic tails stick out 
on both sides of the film, while the hydrophilic heads are buried in 
the thin layer of water.
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Now consider the physics of soap films and bubbles. As shown in Exercises 13.2 and 
13.3, the mass of the soap bubble is concentrated in its skin, because the weight of 
air is almost completely balanced by buoyancy. What physical factors prevent the 
flow of water within the skin and provide the stability of bubbles? Two very different 
mechanisms may stop the flow of water within the skin. One of them is the Marangoni 
flow, addressed in detail in Chapter 7. Inhomogeneous distribution of surfactant at the 
surface of the bubble may give rise to the soluto-capillary Marangoni flow, as sugge-
sted in Reference 10 (see Sections 7.1 and 7.2). On the other hand, the disjoining pres-
sure Π(e) (where e is the thickness of the skin), introduced in Section 2.4, may balance 
the flow due to gravity as supposed in Reference 11. De Gennes et al. [11] (Chapter 8) 
proposed the following equation, which describes the balance of pressures in a verti-
cal soap film (see Fig. 13.4):

 𝜌ge = −2dΠ(e)
dz

, (13.2)

where factor 2 accounts for the two layers of surfactant molecules – one on either side 
of the skin. Thus, the physical mechanism providing the stability of soap bubbles 
remains obscure.

Fig. 13.4: Disjoining pressure balances gravity 
in soap films. The disjoining pressure is 
higher at the bottom than near the top of the 
film due to the non-homogeneous distribution 
of the surfactant (see Reference 11).

Consider the pressure  P MA  arising from the soluto-capillary Marangoni effect (Maran-
goni flow) and disjoining pressure.

 PMA ≅
2𝜋RΔ𝛾
4𝜋eR , (13.3)

where Δγ is the jump in the surface tension due to the inhomogeneous distribution of 
the surfactant, the R is the radius of a the bubble, and the disjoining pressure is
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 Π(e) ≅ A

6𝜋e3 , (13.4)

where A is the Hamaker constant (see Section 2.4). Thus, the dimensionless number ξ 
describing the interrelation between the pressures may be introduced:

 𝜉 = PMA(e)
Π(e) ≅

3𝜋e2Δ𝛾
A

. (13.5)

Assuming the reasonable values for physical parameters, namely, Δγ ≅ 1.0 mJ/ m  2 ;  
A ≅  10  −20  J, we estimate that for e ≅ 50 Å, Equation (13.5) yields ξ ≅ 1; in other words, the 
disjoining pressure becomes comparable to pressures owing to Marangoni effect, 
whereas for e ≅ 500 nm, we have ξ >> 1 and Marangoni flows will play a decisive 
role. Thus, it is reasonable to suggest that for thin films constituting “black holes”, 
the disjoining pressure balances gravity, whereas for soap films with the thickness 
of 1 µm, the pressures due to the Marangoni soluto-capillarity are expected to play 
the decisive role in balancing gravity. At the same time, some care is necessary with 
this conclusion because both disjoining pressure and the Marangoni flow induced  
stresses are gradient-dependent. Thus, gradients, namely dΠ(e)

dz
; 𝜕𝛾𝜕c  and not the abso-

lute values of Π and γ should be taken into account. The exact solution of the problem 
of equilibrium of soap bubbles still calls for inquisitive minds.

13.4 Life and death of soap bubbles

When we puncture a soap bubble, it bursts, typically by way of hole, nucleating 
around the place where we touched bubble. For thick films, where disjoining pres-
sure becomes negligible, the one-dimensional treatment of the “opening of a hole” 
becomes possible [11]. When the film is punctured, a ridge (rim) collecting water is 
formed, as shown in Fig. 13.5. The second law of Newton yields for the force acting on 
the unit length of the hole (see Fig. 13.5):

 
d(𝜌ex)
dt

v = 2𝛾, (13.6)

where v is the velocity of opening of a hole. Again, factor 2 considers a pair of liquid/
air surfaces of a bubble or a liquid film. Simple transformations supply

 𝜌e dx
dt

v = 2𝛾 ⇒ 𝜌ev2 = 2𝛾 ⇒ v ≅ � 2𝛾𝜌e . (13.7)

For e = 1 μm, we estimate v ≅ 10 m/s, which is close to experimentally observed values 
[11,13]. Equation (13.7) predicts that opening of a hole is dominated by capillarity and 
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inertia (for a calculation of the capillary number describing the opening of the hole, 
see Example 13.10a).

Fig. 13.5: Puncturing a bubble: the water ridge (rim) moves with 
constant velocity v ≅ � 2�

�e where e is the thickness of a liquid film.

As we already mentioned in the previous section, viscosity can also stabilize bubbles 
by slowing drainage. De Gennes et al. [13] studied the dynamic behavior of “bare” 
films (in other words, bubbles that are not protected by surfactants) but stabilized 
by viscosity. Two different model systems were studied in Reference 14: a polymer 
melt (silicone oil) and a molten (borosilicate) glass of comparable viscosity (see Fig. 
13.6). The initial thickness of the viscous film coating the bubble was  e 0  ≈ 10 μm.  
For 0.2 μm < e < 10 μm, the thickness of the coating layer decreased with time, accor-
ding to the

 e(t) = e
0
exp �− t𝜏�; 𝜏 =

𝜂
𝜌gR . (13.8)

Fig. 13.6: Bubble manufactured on a surface of a viscous 
liquid (silicone oil or molten glass [14]).

It is recognized from Equation (13.8) that the initial opening of the hole in this case is 
governed by viscosity and inertia. This conclusion looks quite paradoxical. Indeed, 
the Bond number, resembling the interrelation between gravity (inertia) and capil-
larity, is much smaller than unity (see Example 13.4); in this case, we expect a weak 
influence of inertia and gravity on kinetics of thinning of the coating layer. However, 
the processes taking place in thin liquid films (soap bubbles and viscous films) are 
governed by gravity and inertia to a higher extent. For example, gravity does not influ-
ence the shape of even centimeter-scaled soap bubbles, but should be balanced by the 
Marangoni stresses to provide the stability of a bubble [10]. Moreover, the dynamics 
of opening a hole in soap films is inertia-driven, as follows from Equations (13.6) and 
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(13.7), and the same is true for the kinetics of opening a void in viscous films [see 
Equation (13.8)]. This means that the use of dimensionless numbers (such as the Bond 
number) needs certain care in situations when inertia and gravity are the main factors 
constituting the dynamics of the system. For a calculation of the capillary number 
describing the “viscous” opening of the hole, see Example 13.10b.

Spontaneous breakup of viscous bubbles generally occurs when e ~ 70 nm [14]. 
At this thickness, the long-range van der Waals interactions tend to enhance the film 
 thinning – a hole spontaneously forms at the top of the bubble and then rapidly expands. 
The bursting velocity was then greater than 10 m/s and did not allow any accurate mea-
surement [14]. For thin coating films (e < 0.2 μm), the exponential growth of the hole was 
observed, arising from the balance of capillarity and viscous stresses [14].

 Rhole = R0
exp� 𝛾t𝜂e�, (13.9)

where  R hole  and  R 0  are the current and initial radii of the hole, respectively [14].

13.5 Cavitation

Gaseous bubbles are also generated when a liquid is subjected to rapid changes of 
pressure. Cavitation voids are usually formed in spatial domains where the pressure is 
relatively low. Cavitation is of primary importance in numerous engineering contexts, 
resulting in intensive wear of pump impellers and bends where a sudden change in 
the direction of liquid occurs [15]. The search for the origin of erosion by cavitation 
bubbles is more than 100 years old: it was initiated by the finding of severe destruc-
tive effects on the propellers of the great ocean liners Lusitania and Mauretania [15]. 
While often destructive, cavitation also gives rise to one of the most effective methods 
of study of elementary particles via the bubble chamber [16].

From a point of view of physics, cavitation, i.e., spontaneous formation of near-empty 
bubbles in a stretched liquid (pressure p < 0), belongs to a broad class of nucleation pro-
blems [17,18]. We already considered nucleation problems when we discussed condensa-
tion in Sections 9.1–9.3. The general steps of the classical approach to the homogeneous 
nucleation problem involve the following stages [18]. On the thermodynamic (in other 
words, “the Gibbs stage”), the minimal work ΔG, which is needed to form a nucleus of size  
r is evaluated [see Equation (9.7)]. The maximum Δ G  max    hom  is achieved at the critical size  
r =  r c  [see Equations (9.11)–(9.13)] and determines the dimensionless barrier to nucleation 
ΔGhom

max

kBT
. The characteristic time of growth of nuclei is estimated as 1𝜏 ≅

d ̇r
dr
(r = rc). On the 

“kinetic” stage the dispersion of nuclei over sizes satisfies the Fokker-Planck equation 
for the distribution ρ(R,t) of nuclei over sizes (see Appendix 13A and References 18–20). 
The diffusion coefficient D(r) in the Fokker-Planck equation is taken in such a way that 
the related flux is j = −D(r) 𝜕𝜌(r,t)𝜕r + r𝜌( ̇r, t), which is identically zero (see Appendix 13A).
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The minimal work necessary to create a cavity of radius r is given by

 W(r, ̇r) = 4𝜋r2𝛾 + 4
3
𝜋r3p + 2𝜋𝜌r3 ̇r2, (13.10)

where p < 0 is the pressure. The viscous dissipation in turn is supplied by

 dW

dt
= −16𝜂𝜋r ̇r2, (13.11)

where η and γ are the viscosity and surface tension of a liquid, respectively. The solu-
tion of the Fokker-Planck equation combined with Equations (13.10) and (13.11) yields 
(see References 18–20 and Appendix A):

 D(r) = T

16𝜋𝜂r . (13.12)

As has been mentioned in Reference 18, Equation (13.12) is robust and holds regard-
less of the actual structure of W(r) (which can differ if, for example, the dependence 
γ(r), treated in detail in Section 9.1, is considered).

The interest in cavitation was revived when stable nano-bubbles formed at the 
solid/liquid interfaces were experimentally revealed by atomic force microscopy [21]. 
It has been shown that the surface nano-bubbles present on these interfaces do not 
act as nucleation sites for cavitation bubbles, in contrast to expectation [22]. It is also 
noteworthy that liquid superfluid helium represents a convenient object for the study 
of cavitation. It was suggested that quantum tunneling is involved in nucleation of 
bubbles [23,24].

Appendix 

13 A The Fokker-Planck equation

The Fokker-Planck equation describes physical systems in which processes occur on 
two time scales, namely “slow” processes characterized by the time scale  τ slow  and 
rapid ones characterized by the time scale  τ rapid , and the interrelation  τ slow  >>  τ rapid  is 
true [19,20]. It is convenient to exemplify the Fokker-Planck equation with the Brow-
nian motion. In this case, the slow process is the change in the mean coordinate of a 
Brownian particle and the rapid process are fluctuation “pushes” of a particle. Con-
sider the physical system in which parameter λ (it may be, for example, the mean 
coordinate of a Brownian particle) changes slowly and the function ρ(λ,t) describes 
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the probability of the parameter λ to be confined in a certain range, i.e. ρ( λ 0 ,t)d λ 0  is 
the probability of the parameter λ to be confined within  [  λ 0 ; λ 0  + d λ 0  ] . The function 
ρ(λ,t) satisfies the following equation, which is called the Fokker-Planck equation 
(see References 19 and 20):

 
𝜕𝜌(𝜆, t)
𝜕t = −

𝜕
𝜕𝜆 j, (13.13a)

 
j = v̄𝜌(𝜆, t) − D 𝜕𝜌(𝜆, t)𝜕𝜆 ,

 (13.13b)

where  
_
 v  is the generalized velocity of a particle averaged along the parameter 

 (“coordinate”) λ and D is the coefficient of diffusion.

Bullets:
 – Surfactants stabilize liquid films due to several reasons: when the soap film is 

stretched, the surfactant molecules are pulled apart and the surface tension 
increases. The surface molecules covering the surface of the film also prolong the 
lifetime of soap films by diminishing evaporation.

 – Viscosity can also stabilize bubbles by slowing drainage, which is why glycerin is 
often included in soap bubbles recipes.

 – The thickness of liquid skin in soap bubbles varies from 50 Å in “black soap 
films” to 1 µm.

 – The mass of the soap bubble is concentrated in its skin, due to the fact the weight 
of air is almost completely balanced by buoyancy.

 – Stresses due to the Marangoni soluto-capillarity and disjoining pressure balance 
gravity in soap bubbles.

 – The opening of holes in soap bubbles is dominated by capillarity and inertia.
 – The initial opening of the holes for “bare” bubbles coated by viscous liquids is 

governed by viscosity and inertia.
 – Cavitation is the spontaneous formation of gaseous bubbles in a stretched liquid, 

seen as a nucleation problem.

Exercises

13.1. Estimate the overpressure within the soap bubble with the radius of R ≅ 10 cm.
 Solution: The Laplace overpressure could be estimated as pL ≅ 4�

R
 (pay attention to the multiplier 4 

due to two liquid/vapor interfaces inherent in soap bubbles). Assuming γ ≅ 25 mJ/ m  2  yields  p L  ≅ 1 Pa.

13.2.  Compare the mass of air confined by the soap bubble with the radius of R ≅ 10 cm with the mass 
of the soap film confining the bubble.

5
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 Solution: The increase in the pressure within the bubble has been estimated in the previous 
exercise as  p L  ≅ 1 Pa. The relative increase in the density of air in the bubble (according to the 
laws of ideal gas) is Δ𝜌 = 𝜌0 pL

p0
, where  p  0  ≅ 1 0  5  N/ m  2  and  ρ  0  ≅ 1.225 kg/ m  3  are the atmospheric 

pressure and density at sea level, respectively. Thus, Δ𝜌𝜌0 ≅ 10
−5. The entire mass of the air in 

the bubble is roughly Mair ≅ 4

3
𝜋R2𝜌0, whereas the effective mass reduced by buoyancy equals 

ΔM ≅ 4

3
𝜋R2Δ𝜌 ≅ 50𝜇g. Assuming the skin thickness of the bubble e ≅ 1.0 μm, the mass of 

water may be estimated as  M w  ≅ 4π R  2 e ρ w  ≅ 0.13 g. It is seen that  M w  >> ΔM takes place. Thus, 
because buoyancy compensates for the weight of the air in the bubble, the effective mass is 
concentrated in the skin.

13.3. Demonstrate that the mass of a soap bubble is concentrated in its skin irrespective of the 
radius of a bubble (the inequality  M w  >> ΔM takes place) for a given thickness of the skin e.

 Hint: See the previous exercise.

13.4. Calculate the Bond number (see Section 2.6) for soap bubble with a radius of R = 10 cm and the 
skin thickness of the bubble: e ≅ 1.0 μm, γ ≅ 25 mJ/ m  2 .

 Answer: Bo = eR

l2ca
≅ 4 × 10−2, where  l ca  is the capillary length for a soap water (see Section 2.6).

13.5. Explain qualitatively the origin of Equation (13.2), proposed by de Gennes for the balance of 
forces in soap films (see Reference 11 for self-examination).

13.6. Explain qualitatively how the Marangoni soluto-capillary stresses due to the inhomogeneous 
distribution of a surfactant on the surface of a bubble may balance gravity in soap bubbles (see 
Reference 10 for self-examination).

13.7. Check the dimensions in Equation (13.5).

13.8. Carefully derive Equation (13.6) describing opening of a hole in the punctured soap film.

13.9. The air bubble is confined by a silicone oil film. When a bubble is punctured, the opening of 
the hole is described by Equation (13.9), arising from the balance of capillarity and viscous 
stresses (for details, see Reference 14). What is the characteristic time of “opening of the hole” τ? 
Explain the result qualitatively.

 Answer: 𝜏 = �e� .

13.10. (a) Monkey Judie punctured a soap bubble with a needle at ambient conditions.
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 Judie observed the ridge (rim) (shown in Fig. 13.5). The ridge moved with the constant velocity  
v 0  = 10 m/s.Calculate the capillary number describing the opening of the hole, arising from the 
puncturing. Explain the result qualitatively.

 Answer: Ca = �w v0� . Assuming  η w  ≅ 1 0  −3  Pa × s and γ ≅ 25 × 1 0  −3  mJ/ m  2 , we estimate Ca ≅ 0.4. 
This means that the effects due to viscosity and capillarity are comparable.

 (b) Bubble coated by glycerol is punctured with a needle at ambient conditions (see Fig. 13.6). 
A ridge (rim) is formed. The ridge moves with the constant velocity  v 0  = 10 m/s. Calculate the 
capillary number describing the opening of the hole formed in the glycerol-coated bubble. 
Explain the result qualitatively.

 Answer: Ca = �gl v0�gl . Assuming  η gl  ≅ 1.5 Pa × s and  γ gl  ≅ 63 mJ/ m  2 , we estimate Ca ≅ 240. This 
means that the viscosity, in turn, dominates on capillarity [see Equation (13.8)].

13.11. Explain the application of the Fokker-Planck equation to the problem of a growth of a cavity 
under cavitation (see Section 13.5 and Appendix 13A).
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Marangoni instability 148
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– effective 206–209
surface wave 52, 58
surfactant 7, 68, 169, 220, 221, 226

Tanner’s law 167, 168
thermo-capillarity 108
three-phase line 127, 129
Tolman length 138–140, 154
total wetting 56
triple (contact) line 43
triple (three-phase) line 129
triple line 21, 34, 36, 63, 89, 90, 92, 94, 126, 

130, 132, 134, 169, 172, 173, 179, 180, 182, 
183, 193, 195, 209

velocity 79, 82, 83
– group 79, 82
– phase 79, 83

vibration 88, 90–94
– droplet 88–94
Voronoi entropy 147, 153, 154

Washburn’s law 170
water entry problem 161, 167
water hammer effect 161, 166
water hammer pressure 166
water strider 49, 51–53, 55, 58, 167, 184
wave 77, 80, 81–85, 88, 89
– capillary 77, 81–85, 88
– standing 80, 84, 85
– surface 77, 83, 84, 89
– gravity 77, 80, 81, 83–85
Weber number 50, 51, 161, 162, 165, 166, 167, 173, 

208, 209
Weissenberg effect 111
Weissenberg number 112
Wenzel state 189
wettability 56, 203
wetting 20, 26, 30, 33, 34, 36, 62, 92, 127, 133, 

161, 167, 172, 173, 177–181, 183, 185, 188, 
190, 192, 194, 195, 201, 206

– Cassie-Baxter 177, 178, 179, 180, 185, 190, 
192, 206

– complete 26, 127, 133
– dynamic 167, 172, 173
– heterogeneous 181
– hydrophilic 190
– impregnating 92, 181
– mixed 183, 188, 195
– non-stick 201
– partial 20, 26, 30, 133
– Wenzel 181, 192, 194
wetting regime 133, 177, 183, 209
wetting state 177, 187, 194
– Cassie 187
– Wenzel 177
wetting transition 91, 92, 94, 181, 182, 185, 187, 

189, 190, 193, 196
Wulff construction 11, 12, 15

Young contact angle 28, 34, 36, 71, 91, 179
Young equation 12, 21, 30, 36
Young modulus 69, 72, 73, 207
– effective 207
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