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Preface 

Founded in 1976, the European Federation for Medical Informatics (EFMI) is the lead-

ing organisation in medical informatics in Europe, representing 32 countries. EFMI is a 

non-profit organisation concerned with the theory and practice of information science 

and technology within health and health science in a European context. EFMI’s objec-

tives are: 

• To advance international co-operation and dissemination of information in 

medical informatics at the European level; 

• To promote high standards in the application of medical informatics; 

• To promote research and development in medical informatics; 

• To encourage high standards in education in medical informatics; and 

• To function as the autonomous European Regional Council of IMIA, the In-

ternational Medical Informatics Association. 

In recent years, Europe has seen major investments in research infrastructure for 

harnessing the potential of routinely collected health data. In the UK, this has led to the 

establishment in 2013 of The Farr Institute of Health Informatics Research. Funded by 

the UK’s Medical Research Council (MRC) and nine other funders, The Farr Institute 

is comprised of 21 academic institutions, two MRC units and public bodies such as 

Public Health England, Public Health Wales and NHS National Services Scotland. To-

gether they form a national research collaboration led by four regional centres: Farr 

Institute CIPHER, Farr Institute HeRC, Farr Institute London, and Farr Institute Scot-

land. The Farr Institute aims to be a global leader in health informatics research 

through scientific discovery and the enhancement of patient and public health. By ana-

lysing data from multiple sources and collaborating with the government, public sector, 

academia and industry, The Farr Institute will unleash the value of vast sources of clin-

ical, biological, population and environmental data for public benefit. 

The Medical Informatics Europe (MIE) conference, organised by EFMI, is a key 

event in the EFMI calendar. The first conference took place in Cambridge, UK in 1978 

and now takes place annually. The Farr Institute has also been establishing its own con-

ference series, with the first Farr International Conference taking place in St. Andrews, 

Scotland, in 2015, followed in 2016 by a second conference held in Swansea, Wales in 

collaboration with the International Population Data Linkage Network. For 2017, the 

decision was made to combine the power and established reputational excellence of 

EFMI with the emerging and innovative research within The Farr Institute community. 

EFMI, The Farr Institute, and the British Computer Society have worked together to 

organise Informatics for Health 2017, a joint conference that combines MIE and the 

Farr International Conference, creating a scientific forum that allows these two com-

munities to share knowledge, insights, and experience, to advance cross-disciplinary 

thinking, and to stimulate creativity. The conference took place in the city of Manches-

ter in the UK from the 24th to the 26th of April.  

The conference received a total of 404 submissions, in the form of both full papers 

and abstracts, for oral presentation at the conference. The current volume presents the 

116 full papers that were presented at the conference, with contributions from 28 dif-

v
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ferent countries. Abstracts that were presented at the conference can be found in 

Scott, P.J. et al. (2017). Informatics for Health 2017: Advancing both science and prac-

tice, J. Innov. Health Inform., 24(1). 

We would like to thank all of those who contributed to these proceedings and the 

success of this important event, in particular the authors who chose to share their work 

and the reviewers who generously gave their time and expertise. Special thanks go to 

the Local Organising Committee for their work in organising such a great event. 

Rebecca Randell 

Ronald Cornet 

Colin McCowan 

Niels Peek 

Philip J. Scott 
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Abstract. Emerging technologies show great potential in the field of patient care. 
One such technology is mobile heath applications (mhealth apps), which have 
exploded in number and variety in recent years, and offer great promise in the 
ability to collect and monitor patient health data. Despite their apparent success in 
proliferation and user adoption, these applications struggle to integrate into the 
primary care system and there is scant information regarding their efficacy to 
effect patient behavior and consequently health outcomes. In this paper we 
investigate the potential of a promising clinical evaluation methodology, response 
adaptive randomized clinical trials, to rapidly and effectively evaluate the efficacy 
and effectiveness of mhealth apps and to personalize mhealth app selection to 
individualize patient benefit.  Diabetes prevention provides the use case for 
evaluating the case for and against response-adaptive randomized trials.   

Keywords. Mobile Health Applications, Adaptive Clinical Trials, Diabetes 
Prevention, mhealth apps, evaluation, randomized controlled trials, RCT,  

Introduction 

Diabetes prevalence in the Canadian population is increasing rapidly and associated 
costs are also rising, leading to what some experts have termed an ‘economic tsunami’ 
[1]. With early detection and strict lifestyle modifications, close to 60% of Type 2 
Diabetes cases can be prevented [2, 3].  

The Diabetes Prevention Laboratory (DPL) at Ryerson University has developed 
an algorithm that detects patients at risk of developing diabetes prior to symptom onset 
through the review of historical electronic medical record (EMR) data [4]. Due to the 
early nature of this detection, up to eight years ahead of symptom onset, sustained 
behavioral change is critical to reduce the risk of these patients in developing diabetes. 
Our group reviewed emerging technologies and methods that show promise in 
supporting and tracking behavioral change and drawn these together into a proposed 
health system architecture that includes 1) the primary care provider, 2) a third party 
telehealth coaching and app management provider, 3) use of mhealth applications used 
in an integrated manner to effect patient behavioral change and 4) on-going evaluation 
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using a response adaptive randomized clinical trial methodology that assists in 
personalizing interventions to the needs and preferences of individual patients.  

The purpose of this study was to review the feasibility and design for efficacy and 
cost-savings testing of mhealth apps within a proposed workflow (Figure 1). As 
mhealth apps are rapidly developed and change over time, traditional methods of 
efficacy testing such as the 2-armed randomized controlled trial (RCT) does not allow 
the flexibility and rapidity of testing needed to determine the most efficacious apps for 
modifying patient behavior or that can automate and help lower the costs of coaching.  

 

 
Figure 1. Proposed workflow for mhealth app testing 

1. Methods 

We conducted interviews with eight key informants from a convenience sample of key 
stakeholder groups, including researchers, biostatisticians, telehealth program 
managers and clinicians who could give us feedback on the feasibility and 
appropriateness of the architecture from their stakeholder perspective.  This feedback 
served to modify the proposed design in an iterative design. In this paper we report on 
the outcome of these interviews and the collated recommendations with focus on the 
use and efficacy testing of mhealth apps for the prevention of diabetes. 

2. mHealth Apps 

2.1. Advantages 

Current literature notes the perceived promises of mhealth apps on the ability to 
positively influence patient lifestyle and behaviors, to increase the data available about 
the health of patients and to increase adherence to treatment regimens [5, 6]. Indeed 
several studies comparing patients using various mhealth apps vs. control groups show 
significant differences in behavioral outcomes when mhealth apps are used [7]. This 
effect is further enhanced through the concomitant use of healthcare coaching and can 
enable patients to better manage chronic disease or avoid disease altogether [8]. 
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2.2. Challenges  

There are thousands of mhealth apps available for download, but few meet minimum 
criteria required for integration into the healthcare system.   Due to the rapid pace of 
application development and change, the usual complex and lengthy clinical studies to 
determine efficacy of a single app simply cannot keep pace with the market. The single 
app approach also does not account for a varied user base and preferences, does not 
allow for effective and rapid testing of multiple mhealth apps against each other and 
does not address data integration with EMRs of healthcare providers. 

2.3. Proposed Solution 

Mhealth apps should consider the user, system and technological challenges in its 
design. To do this we propose the use of a response-adaptive randomized (RAR) trial 
model to allow for the rapid testing of multiple mhealth apps against each other to 
determine those most efficacious at modifying behavioural change in patients at high 
risk of developing diabetes. This proposed model was reviewed with our key 
informants and their feedback allowed for an evolution of this design. 

3. Results 

Interviewees familiar with the response-adaptive randomized (RAR) trial design had 
not considered utilizing these types of trials outside of the clinical arena and were 
intrigued by the idea of applying these to a technology or device. 

Four interviewees expressed concern over the complexity of the initial proposed 
RAR trial design (Figure 1), due to the number of variables involved, which could 
confound the efficacy data and would both increase cost and complexity. To help 
address the complexity concerns, two interviewees recommended introducing an 
‘mhealth app filter’ step which would reduce the number of mhealth apps for review. 
Another interviewee recommended splitting the trial into two separate stages. The first 
stage would screen the mhealth apps for the most acceptable and user-friendly apps and 
the second stage to determine the most effective combination of interventions. 

The Exploratory Phase (Figure 2) would filter out poorly designed apps based on 
expert and patient defined criteria.  Once a candidate app met expert criteria, it would 
go through a patient assessment phase using patient reported outcomes as endpoints.    

Figure 2. Exploratory Phase 
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Patients would evaluate apps based on a validated questionnaire, such as the UTAUT2 
[9].  Apps that made it through this rigorous gauntlet would be tested for effectiveness 
in a trial setting. 

In the Confirmatory Phase, patients would be randomized into a multi-arm, 
response adaptive study [10] to test the effectiveness of selected apps against control or 
in conjunction with other interventions. (Figure 3).  

    

 
 

Figure 3.  Confirmatory Phase 

 
Effectiveness would be assessed at regular intervals (e.g., 8-16 weeks, depending 

on how fast the lifestyle modification is expected to show impact based on patient 
reported, clinical and economic outcomes). For patients where treatment arm was 
effective, the patient would continue in that arm for an additional period of time.  
Patients that did not experience an impact would be re-randomized to one of the other 
arms of the study, favoring arms that had shown greater effectiveness [10].  This design 
is ethical, rigorous, maximized information and allows researchers to identify the best 
treatment combination for a patient.  

Some key informants mentioned that apps are usually developed for a specific 
demographic.  They recommended use of sub-groups of users to find the most suitable 
app and not to exclude an app if it is only suitable to one user group (i.e. teenagers). 
Subgroup user preferences introduced a new level of flexibility into our architecture. 

4. Discussion 

Key informants provided guidance to enhance the design of response-adaptive 
randomized trials as part of our proposed diabetes prevention architecture. The initial 
RAR trial design that was presented was too complex and required updating to ensure 
it was feasible, not only from a logistical and operational perspective, but also from a 
review and approval perspective for future agencies and funding bodies.  A two stage 
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design meets the concerns noted well and should still provide the data required to allow 
for the healthcare architecture to attain proof of concept.  

The outcome discussions were very pertinent and have framed the endpoints for 
the trial design. These outcomes will allow a rich collection of data that will be most 
useful to answer the questions posed by the healthcare architecture. More thought 
needs to be given to the constraints, if any, on the control arm of the study(s) as well as 
how to capture any risk or unanticipated effects the interventions may cause. Other 
practical considerations that were given, for example the required sample size, will be 
very useful as the healthcare architecture moves forward. These considerations frame 
the requirements and scope a little more, although these will be determined in the 
statistical modeling of a specific RAR trial during the planning phase. 

Limitations of the RAR trial include inability to handle changes to apps during the 
study cycle.  Other experimental approaches, such as planned experiments and quality 
improvement methods [11] may provide better approaches than RAR trials and will 
also be considered in future studies.   
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Abstract. Case-based reasoning and data interpretation is an artificial intelligence 
approach that capitalizes on past experience to solve current problems and this can 
be used as a method for practical intelligent systems. Case-based data reasoning is 
able to provide decision support for experts and clinicians in health systems as 
well as lifestyle systems. In this project we were focusing on developing a solution 
for healthy ageing considering daily activities, nutrition as well as cognitive 
activities. The data analysis of the reasoner followed state of the art guidelines 
from clinical practice. Guidelines provide a general framework to guide clinicians, 
and require consequent background knowledge to become operational, which is 
precisely the kind of information recorded in practice cases; cases complement 
guidelines very well and helps to interpret them. It is expected that the interest in 
case-based reasoning systems in the health. 

Keywords. health support system, data reasoning, data representation, health and 
lifestyle data infrastructure 

1. The DOREMI Project 

The DOREMI project vision is aimed at developing a systemic solution for healthy 
ageing, based on a well targeted problem definition and model, able to prolong the 
functional and cognitive capacity of the older adults by empowering, stimulating and 
unobtrusively monitoring the daily activities according to well defined active ageing 
lifestyle protocols. The project joins together the concept of prevention, centred on the 
older population with a constructive interaction between mind, body and social 
engagement. The target population had mild cognitive decline and either malnutrition 
or sedentariness; an integrated monitoring of psychophysiological function combined 
with promoting cognitive activity, health eating activity, physical activity and social 
interaction may represent a preventive approach towards further deterioration an onset 
of new clinical signs.  

The DOREMI project enables, through a set of technologies, the principles of 
independent living and active ageing by empowering older adults to play a greater role 
in their lifestyle and healthcare decisions and shifting the preventive care 
implementation and monitoring from institutions to homes with a consequent benefit 
on both healthcare system savings and improvement in clinical decisions.  
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2. The DOREMI Overall Architecture 

From the residence at the pilot site there is a data flow of sensor data from wearables 
and wireless sensors through the DOREMI system middleware to a raw data database. 
The subsystems pre-process data (Pre-processing Subsystem), configure the predictive 
activity recognition tasks (Task Configurator Subsystem), process the daily pre-
processed data through the predictive activity recognition components (Activity 
Recognition Subsystem) and perform exploratory data analysis (EDA Subsystem) [1]. 

Specifically, social data is produced by processing environmental and wearable 
sensor information (raw GPS data, PIR data, door contact data and indoor localization) 
to provide refined high level information (outdoor socialization, indoor socialization, 
room time aggregation and indoor time aggregation). Similarly, physical activity data is 
produced based on sensor information collected by the wristband and again further 
transferred as observations. Dietary data as recorded on the users tablet is first 
transferred to the MetaDieta database (an external third party datbase of meal data). 
There, the diet is evaluated and selected results (such as compliance with diet, number 
of meals per day, daily consumption with fruits, vegetables, calories intake, and daily 
composition of intake according to bromatologic intake) are further transferred. 
Gaming data is collected at a specialized game server, aggregated and the results for all 
users are further transferred as observations. Moreover, games running on the tablet can 
actively request configuration and difficulty level from the DOREMI reasoning module.  

The HOMER DB stores configuration information (e.g. regarding sensors 
deployment) that is used by the configurator modules to retrieve settings and tuning 
parameters for the different pilot sites. HOMER2 is an open and flexible OSGi-based 
software platform which aims at the integration of various home automation systems 
and consequential event and situation recognition for smart home (addressing comfort, 
energy efficiency, etc.) and Ambient Assisted Living (AAL) applications (addressing 
safety, autonomy, self-confidence, etc.) [2]. 

The refined data produced by the four activity recognition subsystems is ultimately 
stored in the KIOLA DB, where it is accessed and exploited by the Reasoner 
Subsystem to generate aggregated information of interest for lifestyle protocol 
management. KIOLA is a modular platform for clinical data capture and therapy 
management, which served as basis for the DOREMI reasoning system as well as the 
dashboard for supervising physicians. Further, the Reasoner Subsystem provides 
refined and aggregated information to the end-users and caregivers throughout the 
physician-side on the DOREMI dashboard. 

3. DOREMI Data Reasoning 

Figure 1 shows the Reasoner internal dataflow, the high-level database and the 
dashboard to other DOREMI components and how they are related to the overall 
system. As seen in previous sections the high-level database receives the data from 
basically four sources: i) The aggregated activity data, provided by the activity 
recognition components, supplying information about the physical activity part of the 
DOREMI protocol as well as parameters of interest for his/her daily assessment. ii) The 
nutrition data received through a third party database which is managing the food and 
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meals taken. iii) The aggregated social data are provided by the unsupervised and 
supervised activity recognition components and give information on the social 
interactions of the DOREMI users. The serious games data come from the game 
environment and are statistics about achievements as well as performance (cognitive 
performance, speed, memory, attention, flexibility, problem solving etc.). 

 
Figure 1. The reasoning module embedded DOREMI environment and other components 

 
The Reasoner is comparing the daily generated subject activity data with the 

clinical protocol the person should follow based on the pre-sets from the medical 
experts. Based on this, a general overview as well as some calculated data relations, are 
presented to the dashboard of the professional. The Reasoner settings are modified in 
two ways: i) the medical experts decides to change the protocol based on a certain 
behavior of the user (for example the diet) or ii) the Reasoner adapts the protocol itself 
(e.g. based on a detected high performance in games it slowly increases the games 
difficulty). 

The Reasoner feedback towards the user is performed in three ways: i) Cognitive 
games: Achieved goals can be displayed or the person can be informed to change 
games; ii) Nutrition advisor: Based on changes in the protocol (by medical expert or 
the Reasoner itself) the person can be advised to change his eating or drinking 
behavior; iii) Exergames: The person can be motivated and informed about exercises he 
should do. 

The activity recognition modules are placing the generated files in a folder 
structure. The KIOLA client module would scan the folder structure for new files once 
a day. In order to guarantee robustness, failed data transmissions would go into a retry-
folder or error folder depending on the nature of the error. Once the data has been 
collected for a given day, the reasoning system starts operating on the data. 

4. DOREMI Data Representation 

The specialist’ dashboard provides specialists with the possibility to review and 
adjust clinical protocols online. It is designed to be used on both mobile devices and 
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desktop computers. The dashboard consists of two distinct components: first, the global 
dashboard provides an overview of all end-users a specialist has access to. Second, the 
personalized dashboard provides an overview for a specific end-user. 

Charts are used to visualize all observations in the area of social, physical game 
and dietary data. A task module on the dashboard is used to notify specialists when the 
reasoning system suggests an adoption of the clinical protocol. Here, the specialist can 
then approve or disapprove the recommendation. Moreover, a specialist can adopt 
certain parameters of the protocol by himself. 

The dashboard has been implemented as web-based application based on the open 
source framework Django. An apache frontend server is used for communication with 
browsers. KIOLA itself is a framework layer built on top of Django providing modules 
for submission of data, dashboard visualizations and the REST API used for 
communication with other modules. The dashboard itself is based on the open-source 
CSS framework Bootstrap. The design is based on so-called fluid techniques, meaning 
the layout adjusts itself based on the device the dashboard is viewed on (e.g. mobile 
devices). 

5. DOREMI System Evaluation 

The inclusion criteria for participants of the DOREMI system was people aged 
between 65 and 80 years old, living alone independently and with mild cognitive 
impairment and either sedentariness or malnutrition. An iterative user-centered design 
approach was taken in order to produce an interface that had a high usability for 
participants. Through a series of four iterative focus groups consisting of participants 
with the DOREMI demographics the particular interface of the DOREMI system was 
produced. 

The DOREMI system was evaluated in a pilot trial. Fifteen participants were 
recruited from three residential villages in the UK. The participants were supplied with 
a tablet computer to present training stimuli, messages from KIOLA and record 
responses. They also wore a smart bracelet to measure physiological responses and 
record body movement and had motion sensors installed in their home. There was an 
initial training phase where participants were instructed on how to use the system. The 
design of the pilot trial consisted of baseline assessment, a period of two months 
intervention and then follow-up assessment. During the intervention phase participants 
were left to interact with the DOREMI system with minimal contact with 
experimenters. The reason for this approach was to try to produce an autonomous 
system whereby participants could be left and the reasoning system could decide 
appropriate stimulus levels. Only in the case where there was equipment failure or for 
some reason that participants were not interacting with the DOREMI system would 
experimenters intervene. In order to understand better the experience of participants in 
the pilot trial a sample of seven residents were interviewed separately before the 
intervention started and six of those seven were interviewed again after the trial had 
finished. 

During the intervention phase the performance of participants was monitored 
remotely by specialists who logged into the KIOLA server on a daily basis. Participant 
interaction with the DOREMI system could be viewed together with progress through 
the tasks provided. The operation of sensors could be easily assessed together with the 
outcome of the reasoning system demonstrating how participants moved from one level 
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of difficulty to another corresponding to performance changes associated with health 
behaviour change. 

Those viewing KIOLA during the trial gave feedback that it was helpful to be able 
to monitor sensor output as it was obvious when there were issues such as sensor 
malfunction as the data flow was disrupted. It was easy to spot instances where 
participants had forgotten to charge portable devices overnight because this produced 
an interruption of data. Furthermore, if KIOLA showed that participants were 
interacting less with one part of the DOREMI system compared with another a 
participant could be asked the reason for that (for example personal preferences). The 
participant would then be reminded that it was important they engage in all activities. 
KIOLA was particularly useful in being able to monitor levelling up as game difficulty 
increased over time. Such a system demonstrated that participants were improving as 
the intervention proceeded and so a more difficult task was presented. 

6. Conclusion 

The paper introduced the reasoning system as well as the data representation which is 
used in the DOREMI project. The data reasoning as well as the data representation in 
lifestyle and health support systems is an essential component as it provides the 
information for the experts as well as the user them self which are used for adapting the 
lifestyle protocol. In the paper we presented a general structure of this two essential 
components which can easily be used for similar project which providing behaviour 
change support. The systems provided can be combined with any data mining 
infrastructure. The tools introduced can be used in a closed loop system to evaluate if 
the lifestyle has been adapted and also if needed provide the justification for a lifestyle 
protocol change. The results provided so far show on a general level in a qualitative 
analysis the usefulness of such systems. Further analysis will be required to see if long-
term lifestyle changes in older adults occur through support systems described in the 
paper. 
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Abstract. Achieving interoperability in health is a challenge and requires 
standardization. The newly developed HL7 standard: Fast Healthcare 
Interoperability Resources (FHIR) promises both flexibility and interoperability. 
This study investigates the feasibility of expressing a Danish microbiology 
message model content in FHIR to explore whether complex in-use legacy models 
can be migrated and what challenges this may pose. The Danish microbiology 
message model (the DMM) is used as a case to illustrate challenges and 
opportunities accosted with applying the FHIR standard. Mapping of content from 
DMM to FHIR was done as close as possible to the DMM to minimize migration 
costs except when the structure of the content did not fit into FHIR. From the 
DMM a total of 183 elements were mapped to FHIR. 75 (40.9%) elements were 
modeled as existing FHIR elements and 96 (52.5%) elements were modeled as 
extensions and 12 (6.6%) elements were deemed unnecessary because of build-in 
FHIR characteristics. In this study, it was possible to represent the content of a 
Danish message model using HL7 FHIR.   

Keywords. Health Level Seven, Medical Informatics, Standards, FHIR, eHealth 

1. Introduction 

During the last decades, an on-going digitalization of hospitals and healthcare 
organizations has led to the modularized implementation of a landscape of 
heterogeneous Healthcare IT (HIT) systems [1]. As a consequence, the HIT systems 
have become islands of clinical information that exists in silos [2]. The increasing 
demand for seamless and coherent treatment of patients across hospitals, practitioners 
and laboratories require that clinicians have access to the most recent patient 
information. These information-access requirements have led to the need for integrated 
HIT systems that are able to share and reuse the information of other HIT systems, i.e. 
obtain more than technical interoperability [3]. When aiming for interoperable HIT 
systems, health information standardization is a core part of the solution [4].  

In the Danish healthcare sector, a great variety of HIT systems have been 
developed on an ad hoc basis to address local needs. To overcome heterogeneity and to 
ensure technical interoperability, national messaging standards (MedCom messages) 
are used to support communication across the healthcare sector [2, 5]. However, new 
Danish health strategies have prioritized international standardization [6].  
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Recently, these strategies resulted in Denmark joining HL7 [7]. HL7 has initiated 
the development of a next generation standards framework; FHIR - Fast Health 
Interoperability Resources [8]. FHIR has flexible modeling opportunities and supports 
structural and semantic interoperability. FHIR models can be used across multiple 
infrastructures and architectures e.g. REST and SOA, and FHIR models are claimed to 
be highly reusable [9]. For example, if a laboratory message is developed, the 
underlying models (called resources) can be reused when developing a new laboratory 
information system, the same underlying models will still be usable and ensure the 
semantic consistency of the laboratory domain when migrating from a message-based 
to a SOA-based architecture. An important characteristic of FHIR resources is that they 
only contain elements that are implemented in 80 % or more of existing HIT systems. 
Focus is therefore retained on the most common elements, whereas more specific and 
local elements must be handled through the use of extensions i.e. the 80/20 guideline 
[10]. Another important aspect of FHIR is the use of profiles. Profiles are developed to 
customize resources to specific use cases. In FHIR profiles, restrictions can be enforced 
on resources, and data types can be specified (including terminology binding). In 
addition, profiles are the extendable parts of the FHIR standard. The extendibility 
means that elements needed to meet a use case can be inserted in a profile of a relevant 
resource, even though the element is not specified or foreseen in the original resource. 

In the scientific literature, the first FHIR related research has already been 
published [4-5, 11-13]. However, evidence is still scarce, and to our knowledge, none 
of the existing studies report in depth about the modeling challenges, associated with 
applying the FHIR specification for real life use cases. 

The aim of this study is to evaluate the feasibility of expressing a Danish MedCom 
message model in FHIR and analyze areas requiring significantly structural design 
changes. We have chosen to take our point of departure in one specific Danish message 
model, the Danish microbiology model (DMM) [14]. The purpose of the DMM is to 
exchange lab results. This model contains rather complex interrelated findings, which 
makes it possible to investigate design challenges. Using a simple model could 
potentially lead to an underestimation in design challenges.   

2. Methods 

To investigate representation of content of a DMM using FHIR the information content 
was modeled as close to the DMM as possible, i.e. mapping each attribute in the DMM 
to a FHIR attribute. However, we identified cases where DMM excerpts were 
structured in a way that did not fit into FHIRs way of modeling in an obvious way. 
These were identified as incompatibilities and alternative ways of modelling these were 
identified. 

To evaluate feasibility, each attribute in the DMM was modeled to a corresponding 
FHIR attribute in a relevant resource. Exceptions were if the characteristics of the 
FHIR standard made attributes unnecessary, or if a FHIR attribute that accurately 
covered the content of the Danish attribute could not be found. In the latter case, the 
FHIR profile was extended with an extra attribute in a relevant resource. In the end of 
the modeling experiment the number of existing FHIR attributes used, the number of 
extended attributes, and the number of attributes not relevant in the FHIR framework 
were calculated. In addition, when a matched attribute contained a predefined FHIR 
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value set, we evaluated whether this value set covered the content of the Danish value 
set. The result is a model that represents the content of the DMM using FHIR attributes. 

Authors 1-4 were responsible for the modelling of the DMM to a FHIR profile. 
Authors 1-4 have received training by an expert in the FHIR standard. Authors 5-6 
evaluated the modeling, based on their experience in health terminology and models 
research. 

3. Results 

In Figure 1, an overview is provided that shows the FHIR resources used to represent 
the content of the DMM. The model is simplified, so that it does not show all the ten 
linked observations needed to represent the complex microbiology content. The model 
shows that eight different resources are utilized. The message header e.g. contains 
information about date and receiver and sender. The clinical data carried in the message 
is defined by the data-attribute that links to a diagnostic report. The diagnostic report 
contains information about the patient, the sample and what kind of analysis that has to 
be performed. In addition, it has its result defined by the ten linked observations 
mentioned earlier. These observations hold information about e.g. microscopic and 
culture findings. 

 
Figure 1. FHIR resources used in the representation of the Danish microbiology model. Arrows are 
representing references from one resource to another. 

The type of information from the DMM controlled whether an element was 
modeled with an existing FHIR element or whether it was necessary to use an 
extension. The characteristics of the information that can be modeled directly to an 
existing FHIR element is information of general character i.e. information which is 
expected to be used in clinical information systems internationally. The characteristics 
of the information that needs to be modeled as extensions is information of local or 
national character. The number of elements from the DMM that is modeled as an 
existing FHIR element and the number of elements that is modeled as an extension is 
shown in Table 1.  

Table 1. Overview of the distribution of the modeled elements. 

Elements modeled as existing FHIR attributes 75 (40.9%) 
Elements modeled as extensions 96 (52.5%) 
Elements not modeled in FHIR 12 (6.6%) 
Total 183 (100%) 
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Besides from minor design challenges, two major incompatibilities between the 
DMM and the FHIR model were identified. One was the representation of a table 
containing the results of a culture analysis, where the antibiotic resistance of bacteria is 
measured. The other was grouping of microscopic findings. Each of these cases is 
characterized by linking together a number of findings. Modeling these cases too close 
to the DMM created an overflow of linked observations with almost no content. 
Staying more true to the ideas of FHIR modeling allowed us to represent the content 
much simpler. 

4. Discussion 

Our results showed that it was possible to represent the content of a Danish 
microbiology message model using HL7 FHIR with approximately half of the 
attributes being native for FHIR, and the other half being extensions.  

4.1. Extendability 

Whenever representing clinical content using standardized models, the extent to which 
localization is needed should be scrutinized. Extensions means content, and later on 
patient data, that other systems cannot interpret without access to the local profiles. 
Given this consideration, the results of this study with half of the attributes represented 
with extensions, is not very encouraging. However, the percentage of extended clinical 
content is comparable to other studies representing clinical content using standardized 
frameworks. For example, Buck et al. (2009) [15] modeled a neonatology electronic 
patient record using openEHR archetypes and identified 1818 items from the electronic 
patient record and 1175 items from the paper-based record which were modeled into a 
total of 132 archetypes. 43.9% (58/132) were reused from available archetypes. Of 
these 40 archetypes reused as is, 13 were specialized and 12 were extended. 50.8% 
(67/132) were developed as new archetypes. Even though Buck et al. count per 
archetype whereas we count per attribute, the additional local content needed is higher 
or at least comparable to that of our study. While we acknowledge that the complexity 
of Buck et al.'s study is higher than ours, it shows that getting high re-use percentages 
is a challenge. To support this, one of our earlier studies also shows that the content 
overlap between clinical templates in routine use is quite low [16]. 

Whereas one size fits all would be desirable from a technical viewpoint, it is one of 
the basic claims of clinical information system research that this is seldom the case e.g. 
Garde and Knaup (2006) [17]. Consequently, it is very important what kind of content 
we put in our extensions and what kind of support the standard framework suggests for 
handling localization of content. In our study, the type of attributes which could not be 
modeled, were typically content that is only relevant in a local or national context.  

4.2. Modeling Approach 

In our study, we modeled as close to the original model as possible, because this would 
allow for the easiest migration. However, the alternative could have been to model as 
a ”close to FHIR” approach where meaning is modeled instead of attributes. Actively 
choosing a modeling approach would be an essential part of any infrastructure project 
where existing models have to be migrated to HL7 FHIR. Our study has the limitation 
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of not considering the use of standardized terminologies, since standardized 
terminologies and information models are both a prerequisite in achieving semantic 
interoperability (e.g. Semantic health report [18]).  In our model, local value sets could 
be replaced with value sets using international classifications or terminologies e.g. 
SNOMED CT [19]. Using international standards in value sets improve the transfer of 
meaning, and thus the possibilities of a receiving organization to interpret the 
transferred patient information correctly. 

In conclusion, it was possible to represent the content of a Danish message model 
using HL7 FHIR.  Further investigations are needed to get an overview of implications 
of adopting HL7 FHIR in a Danish context e.g. getting an overview of design and 
migration cost given different modeling approaches and decisions about where and 
how to publish national HL7 FHIR profiles. 
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Abstract. Introduction: The aim of the paper is to establish the requirements and 
methodology for the development process of GreyMatters, a memory clinic system, 
outlining the conceptual, practical, technical and ethical challenges, and the 
experiences of capturing clinical and research oriented data along with the 
implementation of the system. Methods: The methodology for development of the 
information system involved phases of requirements gathering, modeling and 
prototype creation, and ‘bench testing’ the prototype with experts. The standard 
Institute of Electrical and Electronics Engineers (IEEE) recommended approach 
for the specifications of software requirements was adopted. An electronic health 
record (EHR) standard, EN13606 was used, and clinical modelling was done 
through archetypes and the project complied with data protection and privacy 
legislation. Results: The requirements for GreyMatters were established. Though 
the initial development was complex, the requirements, methodology and 
standards adopted made the construction, deployment, adoption and population of 
a memory clinic and research database feasible. The electronic patient data 
including the assessment scales provides a rich source of objective data for audits 
and research and to establish study feasibility and identify potential participants for 
the clinical trials. Conclusion: The establishment of requirements and 
methodology, addressing issues of data security and confidentiality, future data 
compatibility and interoperability and medico-legal aspects such as access controls 
and audit trails, led to a robust and useful system. The evaluation supports that the 
system is an acceptable tool for clinical, administrative, and research use and 
forms a useful part of the wider information architecture.  
Keywords. memory clinic system, requirements, methodology, EHR standards     

1. Introduction 

Good memory clinics are multidisciplinary and holistic, integrating health and social 
care as well as the voluntary sector (www.nao.org.uk) to meet the needs of patients and 
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their relatives and carers [1].  Standards for memory clinics are specified in the United 
Kingdom by the Memory Services National Accreditation Programme [2]. At its 
conception, much time was spent in capturing clinical information, prescribing 
dementia drugs and monitoring the treatment. It was also recognized that valuable 
clinical data could be used for service development, research recruitment and primary 
research purposes. The importance of research has been a key component of the G8 
Dementia Summit pledge to find a cure or disease modifying treatment by 2025 
(http://dementiachallenge.dh.gov.uk). Thus, there was a need for a system to be 
developed for the memory clinics of Berkshire Healthcare NHS Foundation Trust 
(BHFT) to aid the clinical and administrative processes of assessing, diagnosing, 
managing and treating patients with cognitive disorders and mental health problems 
and to facilitate recruitment of patients in clinical trials. This memory clinic system 
was named ‘Greymatters’. 

2. Methods 

2.1 Development of Requirements Standards for EHRs and Systems and Clinical 
Knowledge Modelling through Archetypes 

Requirements were gathered from meetings with clinicians, pharmacists, and 
administrative staff from BHFT. Google forms builder was used for specifying 
requirements and a web-based Wiki named JIRA was developed to be able to post any 
issues, concerns or suggestions so they could be shared between BHFT and University 
College London (UCL). The software requirements specifications followed the IEEE 
Standard (http://www.ieee.org), and an EHR standard ISO EN13606 [3] was used. The 
international standards for EHRs like EN13606 and HL7(accredited by the American 
National Standards Institute) are extensive and it was not within the scope of the 
memory clinic system specification to replicate the entire requirements for such 
systems. Instead they have been used where possible as a background reference and to 
validate certain of the specific requirements as they arose, against a wider context. 
Clinical archetypes (http://www.openehr.org) help to fix the hierarchy and 
representation of the clinical data reducing the variations in the data representation of a 
particular clinical domain. The clinical, prescribing and research workflow of BHFT 
was well studied by our clinical team and then modelled to give the design and 
framework for the Memory Clinic Information system to be built. The clinical data 
along with their specifications was formally represented by building relevant Clinical 
Archetypes [4] using the Archetype editor tool, ‘Object Dictionary Client’ (ODC) [5] 
developed by UCL.  

2.2 Ethical Approval and Clinical Application Development 

Ethical approval was not sought as the proposed development work did not directly 
involve patients and the implementation was a means to supporting existing care. 
Furthermore, the exposure to patient identifiable information was no more than the 
clinical team was required to access as part of their daily work as a clinician. 

The application takes advantage of a framework built at UCL based on the 
EN13606 standard for EHR exchange. Clinical model designs created in the ODC are 
embedded in Java classes (http://www.oracle.com/technetwork/java/index.html) using 
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relevant classfile metadata. In use, the application runs in an application container 
JBoss (www.jboss.com) which is installed with an Object-Relational-Mapping (ORM) 
tool called Hibernate (www.hibernate.org). This provides a rapid means of creating 
standards-compatible storage for healthcare data. The server could stand alone and 
accept access requests from any client that can authenticate using Enterprise JavaBeans 
(http://www.oracle.com/technetwork/java/javaee/ejb/index.html). However, we have 
created a screen generation framework that behaves rather as an ORM tool does for a 
database, examining classfile metadata for aggregation and type information to provide 
screens based on a clinical model expression automatically. This additional facility 
provides a complete turnkey application development paradigm entirely driven by the 
original clinical model expression.  

2.3 Memory Clinic Archetypes  

The following is a list of the main archetypes developed: Demographics, GP details, 
Alerts/allergies, Consent, Diagnosis, Clinical registers, Cognitive symptoms, 
Assessment scales, Mental Health Liaison, Referral Data, Medical summary, 
Medication, Prescribing and dispensing, Research application screen.  

 
 

 
 

Figure 1. Example of a clinical archetype model and screenshot of the application (Assessment scales) 

2.4 System implementation 

The application consists of three broad feature sets. The first, for a system 
administrator, permits “accounts” to be created, “roles”, “users”, and “patients”. An 
account is a grouping within which users are associated with patients and can see their 
own care lists. Roles are the named purposes for which users access the care record of a 
patient. The second feature set is one of care delivery. A set of screens is provided that 
enable data to be captured in the clinic. Finally, a major component of the system was 
to offer prompts for repeat prescribing, transfer of prescriptions and dispensing. This 
area of development proved to be more complex than anticipated and requirements 
changed as the Trust moved to shared care prescribing. Although built this part of the 
system was not deployed.  
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3. Results 

The requirements, methodology, technology chosen and standards adopted made the 
construction, deployment, adoption and population of a memory clinic and research 
database feasible, along with its research application.  

3.1 Deployment and Evaluation of the System 

The system was deployed within an NHS managed server environment as a Web 
application supported by the relational database, PostgreSQL.  

To date over 14000 patients are registered on the system. It is currently used by 2 
of the 6 locality memory clinics running within the Trust as well as the Research 
Department and the mental health liaison team for older people in the acute trust. It is 
primarily used by clinic administrators and secretaries (6 users) who have a key role in 
recording clinical data, 2 research staff and up to 6 clinicians. In order to integrate the 
system with the Trust’s existing systems and to minimise the burden on administrators, 
an XML extract is created on a nightly basis of the demographic data of all newly 
registered patients on the main information system. In an automated process patients 
are imported into the correct GreyMatters accounts within 24 hours of referral.  

An evaluation was undertaken to assess user satisfaction and system usability of 
GreyMatters in 2014 [6] using the IBM computer usability satisfaction questionnaires 
[7]. Clinicians and research staff were generally more satisfied than administrators. 
Overall responses demonstrated mild to moderate satisfaction with the overall system 
and with individual tasks. Most notably recording of new drug and recording of liaison 
referral data were considered unsatisfactory. The evaluation shows that the system is an 
acceptable tool for clinical, administrative, business and research use and forms a 
useful part of the wider information architecture.  

3.2 Research Application 

Patient and carer agreement to be contacted about research is recorded in GreyMatters. 
A previous research database is also being migrated into the GreyMatters database.  

From the clinicaltrials.gov research register, it is apparent that the breadth of data 
items required to identify potential participants for the trials is unlikely to be met by a 
single system. However, Greymatters dataset captures important data items such as age, 
sex, diagnosis, assessment scales (e.g. MMSE, BADLS), dementia drug use, 
antipsychotic use, driving status, and accommodation type, etc. The patient health 
record including the assessment scales and scores provides a rich source of objective 
data for audits and research. It helps to establish study feasibility as demographics and 
‘inclusion and exclusion criteria’ can be used in a database search to derive numbers of 
potential participants. A browser based data mining tool was built on the SQL Server 
Reporting Platform to pull together data from GreyMatters and other Trust information 
systems to allow the research department to perform such searches. There are plans to 
extend the scope to include data from primary care and other secondary care providers.  

The latest version of the ODC used to develop the formal information model 
underpinning GreyMatters is a Web-based application now known as Aruchi, which is 
recently published [8]. Specific models relating to dementia have been published and 
are open-source for use (at https://aruchi-helicon.rhcloud.com/pattern/describe?id=134). 
GreyMatters itself may be licensed in future. 
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4. Discussion 

The development of a system like GreyMatters needs to take into account the existing 
data collection methods and other information systems that will be used alongside. It 
was challenging to come to a shared view of the design and requirements of the system 
given the multidisciplinary nature of the stakeholders, which include Trust members, 
developers and end users. Significant gaps or errors may not be picked up until systems 
have been built and are ready for testing or use. The use of the Google forms builder 
for specifying requirements improved the efficiency and quality of interactions with 
end users. The benefits of the system have been further enhanced by developing data 
flows between the different systems. For instance, new patient registrations within the 
main Trust system are automatically imported into GreyMatters. The browser based 
recruitment tool for clinical trials added to the benefits of the system. There are plans to 
roll out GreyMatters further to other locality memory clinics within the Trust. 

5. Conclusion  

The establishment of requirements and methodology, the importance of the underlying 
system to address issues of data security and confidentiality, future data compatibility 
and interoperability and medico-legal aspects such as access controls and audit trails, 
which led to a robust and useful system. It was beneficial to use a system modelled 
around standards like IEEE and EN13606 that are based on long established research. 
This differentiates GreyMatters from simple web based capture forms and this provides 
the confidence that the system can meet the medico legal challenges of an EHR. The 
next consideration was to have a flexible approach to capturing clinical data so that it 
could be reworked to adapt to changing requirements over time. In part this was met by 
GreyMatters but lack of resources meant that development did not allow the 
application to exploit certain features to their full potential, for instance the inability to 
show through the interface successive versions of forms. Its strength is that it provides 
flexibility to record clinical information. The system has been deemed acceptable by 
most users although there is dissatisfaction with some aspects and needs further work.  
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Abstract. In-home monitoring systems have been proposed to support aging in 
place and facilitate home care service. Through a qualitative approach the study 
explores nurses' existing challenges and perspectives of an in-home monitoring 
system. Results indicate that nurses base care decisions on multiple, and 
sometimes, unreliable information sources. However, access to information about 
elderlies' physical motion could support the care planning process by reducing 
ambiguity and raising attention. Hence, a simple and affordable system that largely 
relies on nurses to interpret the sensed data could bring additional value. 

Keywords. In-home monitoring, homecare, nurse informatics, qualitative research 

1. Introduction 

The world population is aging rapidly and the number of people above 65 years of age 
in Europe continues to rise [1]. Cognitive decline, chronicle age-related diseases, as 
well as limited hearing, vision, and physical ability are all related to aging, creating a 
significant demand on healthcare services. To enhance healthcare efficiency and 
support aging in place, a multitude of ambient assisted living and in-home monitoring 
technologies have been proposed [2-4]. Most of these solutions have been technology 
driven, focusing on demonstrating technological capabilities. However, the usefulness 
and effectiveness of these systems from a caregiver’s perspective has received less 
attention [5]. 

In collaboration with home care services provided by the city of Kokkola, Finland, 
the goal of the SmartHome4e project2 is to design, deploy, and evaluate an affordable 
in-home monitoring system. Utilizing low-cost motion sensors, the system is able to 
monitor elderlies’ in-home physical activity, such as the number of bathroom visits, 
physical motion, time spent in different rooms (e.g. kitchen, bedroom, living room), 
and the time spent outside. As an initial step of a design science research process [6], 
this paper reports on a study that aims to explore nurses’ existing care provision 
challenges and whether elementary information about elderlies’ motion patterns could 
support their work. In particular, through a qualitative approach we investigate the 
question; how information about an elderly’s physical motion can be utilized by 
nurses? 
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2. Methods 

The project adheres to the design science research process model that aims to solve 
problems through the design of artefacts [7]. Adopting qualitative methods, the study 
focuses on the two first phases in the design science process, namely; (1) problem 
identification and motivation, and (2) defining objects of a solution (i.e. what would an 
artefact accomplish?).  

Initially, brainstorming meetings were held with nurses and home care 
representatives to discuss the idea of an in-home monitoring system. Thereafter, 
participant observations were carried out to obtain a better understanding of the context 
of use and nurses' work practices. A researcher shadowed 5 different nurses at work, 
each occasion lasting about 3 hours. The observations yielded about 15 hours in total. 

Based on the gained insight a prototype was developed and used as a vehicle to 
trigger discussion and reflection of current and future work practices together with 
nurses [8]. Semi-structured interviews were held with 9 nurses in total. Five of the 
nurses worked on a home care team that served elderlies living independently in two 
adjacent apartment buildings. The other four nurses worked on another home care team 
serving elderlies living in homes distributed throughout the city. During the interviews 
nurses were presented with the prototype and were asked to reflect on existing work 
challenges and whether access to information about an elderly's physical motion could 
support their work. Interviews were transcribed verbatim and analysed together with 
the observation protocols through a combined inductive-deductive approach [9]. 

The prototype is designed to be affordable, easy to deploy and maintain, and as 
little intrusive as possible. Therefore, the system consists of wireless infrared motion 
sensors (1 per room) and a magnetic sensor attached to the outside door to monitor the 
elderly's physical motion. The sensed data is sent to a central server for processing and 
a web application visualises the sensed data to nurses (Figure 1). 

The processed data is visualised as daily physical motion information, as well as 
weekly and monthly views of the physical motion patterns. This provides information 
such as day/night rhythm, time spent per room, number of bathroom visits, time spent 
outside of the apartment, etc. The weekly and monthly views provide information 
about changes in the motion patterns over time. 

 

 
Figure 1. The prototype displaying measured information about an elderly's physical motion.   

3. Results 

3.1. Challenges with Existing Information Sources 

Nurses continuously assess the appropriateness of the care provided and try to detect 
sudden changes in the elderlies’ health. Regardless of any dramatic changes in well-
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being, each individual care plan is evaluated twice a year and care needs are estimated 
together with the elderly. If relevant, whether the elderly should receive care at home or 
move to a nursing home is also discussed. 

Usually, these assessments are based on nurses’, relatives’, and the elderly’s 
stories about the elderly’s well-being. The quest of finding the proper level of care is 
therefore also complicated by the individuals’ motives influencing their story. Through 
observation and discussion nurses try to develop a thorough picture of the elderly’s 
situation and ability. However, nurse care visits are often short and sometimes 
infrequent (a few times a month), which makes the task more difficult. A nurse said: 
‘we struggle to observe that they haven’t slept as our visits are so short, at most 30 
minutes, and the visits are often in the afternoon, so most of the time we are not aware 
of that’. 

Further, relatives and elderlies tend to want more, or in some cases, less care than 
what the elderly actually needs. In one example, an elderly couple was withholding 
information about the husband’s frequent falls. The interviewed nurse commented that 
‘...due to fear they didn’t want to tell us about the falls. They didn’t want to have to 
receive additional care’. In contrast, nurses also mentioned that they sometimes were 
confronted with elderlies' asking for more assistance than needed, and even acting 
incapacitated whenever nurses were around. Nurses stressed that it is important to not 
provide excessive assistance to maintain the elderly's ability to live independently. 

Many of the elderlies also suffer from memory disorders to various degrees, which 
also make it difficult for nurses to assess the trustworthiness of the information 
provided. Or as a nurse told: ‘we can ask the elderlies, how are you, and then they 
sometimes answer us almost anything’. 

3.2. Raising Attention and Providing Insight 

Nurses raised a number of aspects when asked whether access to information about 
elderlies’ physical motion could support their work. Firstly, the information could raise 
attention to issues of which nurses were unaware, and in this way trigger further 
investigation. Secondly, the information could help illuminate and clarify already 
known issues, but where the underlying cause is uncertain. Table 1 summarizes the 
different aspects brought up during the interviews. 

Table 1. Various issues that motion pattern information could raise attention to or further illuminate. 

 Issue Indicator 
Raise 
attention 

Urinary tract infection Increased bathroom visits 
Digestion Increased or prolonged bathroom visits 
Depression Staying at home, reduced physical motion 
Wandering behaviour Leaving home irregularly, motion during night 
Pain Less movement, moving around in bed 
Memory disorder Developing an irregular motion pattern 

Provide 
insight 

Tiredness and fatigue Irregular sleeping pattern (circadian rhythm) 
Functional ability Leaving home, moving around 
Pressure ulcer Stays for long in a similar position 

 Hypnotic drug effect Movement during night  
 Nutrition Time spent in the kitchen, refrigerator door  
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Regarding the ability to raise awareness, a central issue nurses brought up was the 
possibility to identify wandering behaviour early on among elderlies suffering from 
memory disorders. Nurses told several stories of how their clients had been found 
outside cold, confused, and unable to find their way back, by passers-by or neighbours. 
A nurse told: ‘last week a resident had left his home and was found outside in the 
morning. Someone had called the ambulance and he was taken to the hospital as he was 
very cold’. Nurses stressed the importance of implementing interventions early on to 
prevent wandering, for example, through night visits, medication, or proposing a move 
to a nursing home. 

Nurses also discussed how a trend of reduced physical motion over a period of 
time could help them to become aware of important issues. Combined with bed 
relentlessness it could trig the question whether the elderly is in pain. Particularly, if 
the elderly’s pain is already being managed. However, if the elderly is not leaving 
his/her home as frequently as before, this might also serve as a sign of depression. A 
nurse told: ‘if he spends most of his time in the bedroom and does not leave the 
apartment that tells me that something needs to be done’. Further, reduced physical 
motion could also point to a decreased ability to function, which could be supported 
through more visits or implementing physiotherapy schemes. 

Nurses explained that the appropriate care is specifically tailored to each 
individual’s needs and that in the same manner information about elderlies’ physical 
motion needs to be interpreted based on nurses’ experiences, the elderly's health history 
etc. A nurse mentioned a client that was developing a pressure sore due to sitting still 
for long periods. Due to that elderly’s situation the nurse suggested her client to lay 
down more often rather than, e.g. a physiotherapy intervention. 

It became evident that nurses would not rely solely, or mainly, on information 
captured through sensors when considering care issues. A nurse told: ‘we wouldn’t rely 
completely [on physical motion information], I’d interview, ask, and listen as well of 
course’. However, nurses thought the sensed information could allow them to catch 
changes in elderlies’ well-being earlier. As a nurse explained: ‘for those that we visit 
less regularly it would be beneficial, those that are still in good shape. If there is a 
sudden change, we could find out earlier. Parkinson’s and Alzheimer’s disease have 
these degradation phases’. Further, the information could also support nurses’ work 
through reducing uncertainty about ambiguous issues. Nurses told that if an elderly is 
looking more fatigued than usual, discovering an irregular circadian rhythm could help 
explain the issue. Interventions could be implemented such as activating the elderly in 
the evenings so that he/she does not go to bed too early. 

4. Discussion and Conclusion 

There is a great variety among the functional capabilities and health conditions of the 
elderlies served by the home care service teams included in this study. A central issue 
for nurses is to provide appropriate and timely care according to each individual’s 
needs. The nature of the information sources used in care planning and assessment 
complicates nurses’ work, which often involves detective work and collaboration, 
requiring problem-solving skills to identify the appropriate level of care. 

The results indicate that even straightforward information about elderlies’ physical 
motion gained through sensors can provide valuable insight to the care planning 
process. Either by raising awareness to a previously unknown issue or by illuminating 
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already existing, unsolved issues. Hence, comparing the measured information with 
existing information sources nurses could develop a more complete picture of the 
elderly’s condition and abilities. 

However, the results also demonstrate that the measured physical motion needs to 
be interpreted individually and that a similar motion pattern might not have the same 
meaning or implications for all elderlies. Rather, nurses’ experience, knowledge, and 
previous interactions with the elderly and their relatives, is essential in interpreting the 
measured data correctly. 

Despite previous efforts to design technically capable in-home monitoring systems 
[2], the technology readiness for such systems is still considered low [4]. The cost is 
also a major obstacle for these systems to become widespread [10]. Complex systems, 
involving a wide range of sensors, further aggravates the technology's maturity and cost. 
However, our results indicate that nurses can benefit even from a rather simple and  
affordable system that provides insights to elderlies' motion patterns. 

Block et al. [11] highlights the potential of monitoring physical activity for 
healthcare purposes. However, the authors also conclude that effort is needed to ensure 
that the measured data is useful to healthcare workers. We argue that a user-centric 
approach is instrumental in designing cost-effective monitoring solutions that provide 
valuable, and good enough, information to nurses' work. Gaining an understanding of 
the context of use through ethnographically inspired methods and involving nurses 
early in the project has helped us to focus the development of the monitoring system on 
issues that are important to nurses’ work. Further development and evaluation of the 
monitoring system and its user interface is considered as future work. 
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Abstract. A recent trend in healthcare is to motivate patients to self-manage their 
health conditions in home-based settings. Medication adherence is an important 
aspect in disease self-management since sub-optimal medication adherence by the 
patient can lead to serious healthcare costs and discomfort for the patient. In order 
to alleviate the limitations of self-reported medication adherence, we can use 
ambient assistive living (AAL) technologies in smart environments. Activity 
recognition services allow to retrieve self-management information related to 
medication adherence in a less intrusive way. By remotely monitor compliance with 
medication adherence, self-management program’s interventions can be tailored and 
adapted based on the observed patient’s behaviour. To address this challenge, we 
present an AAL framework that monitor activities related to medication adherence. 

Keywords. Ambient Assisted Living, Activity Recognition, Medication Adherence 

1. Introduction 

Ambient Assisted Living (AAL) technologies, such as smart environments, are quite 
suitable for assisting individuals to self-manage their health in home-based setting [1]. 
The primary function of AAL technologies is to provide adequate and relevant support 
at the opportune moment – from a healthcare perspective this support can be in terms of 
monitoring the home-based activities of patients with the intent to remind and guide them 
about healthcare tasks with respect to their care plan. Ambient services, such as activity 
recognition, provide the functionality to establish the situational context of an individual 
and then to provide context-sensitive self-management support to the specific 
individualized needs of the patient. A recent trend in healthcare is to encourage patients 
to self-manage their health conditions in home-based settings. Self-management 
programs guide and motivate patients to achieve self-efficacy in the self-management of 
their disease through a regime of educational and behavioural modification strategies. In 
the context of lifetime healthcare, where patients are required to self-manage their 
condition it is imperative that they follow their prescribed therapy – i.e. adhere to their 
medication plan by taking their prescribed medications in the right dose and at the right 
time. Medication adherence is defined as “the extent to which patients follow the 
instructions they are given for prescribed treatments” [2]. Sub-optimal medication 

                                                           
1 Corresponding Author: patrice.roy@dal.ca 
 

Informatics for Health: Connected Citizen-Led Wellness and Population Health
R. Randell et al. (Eds.)

© 2017 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-753-5-28

28

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



adherence among patients; particularly those with chronic diseases and receiving long-
term therapies, is a problematic issue leading to serious healthcare costs and discomfort 
for the patient [3]. Although adherence interventions have proven to be effective to a 
varying degree, almost half of the interventions seem to fail [2]. One of the reasons of 
sub-optimal outcomes of these interventions is the inability to accurately ascertain 
whether patients are taking their medications. We argue that one approach to improve 
medication adherence is to unobtrusively monitor patient’s intake of medications at the 
designated drug intake time and to remind them in case they are non-compliant to their 
medication regime. We posit that AAL technologies in smart environments can help 
patients through personalized self-management assistive acts by (a) monitoring a 
patient’s compliance to recommended healthcare activities (such as medication 
adherence, daily exercise, etc.), and (b) in the event that the patient is forgetful of the 
recommended activities, reminding the patient to perform the self-management activity 
(via smartphone local notification, smart home speaker) and recording the completion of 
the self-management activity. Thus AAL technologies can potentially contribute to the 
effectiveness and efficacy of self-management programs [4]. 

In this paper, we present an AAL framework that monitor activities related to 
medication adherence. In our approach, each activity related to medication adherence is 
monitored by an activity recognition agent that infers the state of its monitored activity 
based on relevant observed data collected from connected sensors in a smart environment. 
To recognize the intended activity of the patient, in our work each activity model is 
described with a possibilistic network classifier based on possibility theory [5]. The 
rationale is that we are dealing with uncertain inputs—i.e. the patient may be performing 
tasks in a non-deterministic manner—hence inferring the activity of a patient requires 
estimating the possibility of actuation of a series of related actions given the observed 
inputs. Here, possibilistic network classifiers based on uncertainty theory and using 
fuzzy sets, possibility theory and non-monotonic reasoning provide a mechanism to 
handle uncertainty and imprecision of observed data [5]. Activity models use high-level 
data (contextual information) as inputs, where low-level data-driven components (e.g. 
action recognition, localization service) provide inputs (contextual data) for the activity 
recognition task. We have implemented an AAL environment with multiple sensors to 
monitor a patient’s activities, coupled with a series of dedicated activity recognition 
agents to infer the patient’ medication adherence based on the observed activities. The 
AAL environment was evaluated for 780 medication adherence scenarios with over 80% 
success in recognizing activities confirming medication adherence.  

2. Methods: Activity Recognition for Medication Adherence 

We take an AAL approach to monitor a patient’s compliance with his/her prescribed 
medication plan. We have developed an AAL based smart environment comprising (a) 
sensors to detect the patient’s interactions with the environment; and (b) activity 
recognition agents, developed as possibilistic network classifiers [5], to establish based 
on the patient’s interactions with the environment whether he/she has taken the 
prescribed medication (i.e. the Taking Medication activity). The taking medication 
activity is a composite of a series of sub-activities that need to be completed in a certain 
temporal order under constraints in order to conclude the taking medication activity.  

Given our smart environment, the taking medication activity is predicated on the 
patient taking pills from the pillbox (Take Pills sub-activity) and getting drinkable water 
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in a cup (Get Water sub-activity). Both these sub-activities can be carried out in any 
order but the Taking Medication activity duration must be less than 10 minutes, while 
each sub-activity duration is less than 5 minutes (temporal constraints).  In order to take 
pills from the pillbox in the medicine cabinet, the patients must open the lid (Open 
Pillbox action), turn over the pillbox to remove the pills (Use Pillbox action), and close 
the lid (Close Pillbox action). These three actions are carried sequentially (Open Pillbox 
before Use Pillbox before Close Pillbox) (temporal constraints). In order to get drinkable 
water to swallow the pills, the patient must retrieve a cup from the cabinet (Get Cup sub-
activity) and use tap water to fill the cup (Use Tap Water sub-activity). The Get Cup sub-
activity must be carried before the Use Tap Water sub-activity (temporal constraints). A 
scenario where the patient carried out Taking Medication and its sub-activities in the 
kitchen is shown in Figure 1 (path T0 to T4). The proposed approach is designed as a 
multi-agent AAL system (see Figure 1) where each activity related to medication 
adherence is monitored by a dedicated Activity Recognition Agent. Events collected from 
the smart environment are sent to the multi-agent system using Web services. A Broker 
Agent stores the events (Events DB), which are used by Activity Recognition Agents in 
order to monitor activities related to medication adherence. Self-Management Agents 
provide, if needed, assistive notifications via smartphone to improve medication 
adherence based on the activities’ current states and patient’s historical behaviour.  

 
Figure 1. Overview of the medication adherence monitoring system. 

2.1. Capturing Patient’s Interactions in the Smart Environment 

Our smart environment comprises a number of sensors and devices to observe the 
patient’s activities. An observed sensor event occurs when the value of the sensor change 
(e.g. Close to Open) or when the sensor’s value is published according to a sampling rate 
(e.g. accelerator value every 0.1 s). We explain below the working of the different 
sensors. A smart pillbox device (Bluetooth Low Energy) with sensors (accelerometer, 
reed switch) sends data to a smartphone that is subscribed to events from the pillbox. 
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Based on those events, the smartphone retrieves contextual information about the patient 
and the pillbox. The pillbox’s accelerometer (orientation) allows to detect if the patient 
turnovers the pillbox to remove the pills (Use Pillbox action). The reed switch sensor on 
the pillbox’s lid allows to observe when the patient opens or close the pillbox 
(Open/Close Pillbox action). Using the smart home’s observed events, monitoring 
services provide contextual information about the patient and the smart environment. 
Passive infrared sensors (PIR), which detect motions in specific zones, and reed switches 
on doors allows to detect the patient’s location in the smart environment (Patient 
Location). Radio-frequency identification (RFID) tags on objects (e.g. cup or glass) 
allows to detect the location of object (e.g. kitchen cabinet) and when objects are 
manipulated by the patient (e.g. Take Cup).  Flow meter sensors allows to detect when 
the patient uses water tap in order to get drinkable water (Use Water Tap). The retrieved 
sensor data serves as classifier attributes for the activity recognition agents.  

2.2. Activity Recognition Models 

Activity recognition (AR) is pursued as a classification task that selects the most 
plausible class (activity’s state) according to the input attributes. We have developed a 
range of AR models whose goal is to recognize the current activity state (classifier 
output) based on the abovementioned observed contextual events and attributes 
(classifier input) during a time interval (time-window). A key aspect of our work is that 
our AR agents are based on possibilistic networks in order to handle certain to uncertain 
input attributes [5]. This is a practical reality since sensor data can be 
uncertain/incomplete (e.g. sensor failure) and it is important to account for such 
uncertainty. In our work, we address this issue by representing an attribute’s value with 
a distribution of certainty degrees on the attribute’s plausible values —i.e. complete 
knowledge (only one certain value) to total ignorance (all values plausible) concerning 
the attribute value. Each activity model is based on expert knowledge and belief about 
the activity, where for each classifier attribute (input), the possibilistic conditional 
distribution of the attribute given the activity’s state (output) are a priori defined. Since 
the observed attributes can be uncertain (distribution instead of a value), the classifier 
revises the joint distribution in order to take into account this uncertainty and selects the 
most plausible activity’s states, according to the certainty distribution on the possible 
activity’s state values. Once the classification is carried out, a new event with the 
classification result (selected states or certainty distribution) is created and used for AR.  

3. Monitoring Medication Adherence: AAL System in Action 

We explain below the working of the AAL system to observe medication adherence, by 
monitoring the Taking Medication activity and its two sub-activities (Take Pills and Get 
Water) by activity recognition agents based on dedicated activity recognition models. 
The recognition of the Take Pills sub-activity is based on six attributes: Pillbox Proximity, 
Open Pillbox, Close Pillbox, Use Pillbox, Patient Location, and Temporal Relations. The 
patient must carry out three actions (Open Pillbox, Use Pillbox, and Close Pillbox) which 
must respect the temporal constraints (Temporal Relations), while being immediate/near 
to the pillbox (Pillbox Proximity). The recognition of the Get Water sub-activity is based 
on four attributes: Get cup, Use tap water, Patient location, and Temporal relations. The 
patient must carry out two actions (Get cup, Use tap water), which must respect the 
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temporal constraints (Temporal Relations). The recognition of the Taking Medication 
activity is based on six attributes: Take pills, Get water, Temporal relations, Patient 
location, Time of the day, and Day of the week. The patient must carry out two sub-
activities (Take pills and Get water), which must respect the temporal constraints 
(Temporal relations), while following the medication schedule (Time of the day, Day of 
the week). If the activity is carried out as expected (following the schedule), then the 
activity is realized in a normal way. If the activity occurs outside the expected schedule, 
then the activity is realized in an abnormal way. The AAL system evaluates if the patient 
behaviour follows the medication schedule and sends a message to the patient to 
encourage to keep the same behaviour (only normal states) or to improve or change his 
behaviour (missing normal states or having abnormal states). 

4. Results 

We implemented the AAL framework and validated its ability to recognize the Taking 
Medication activity using 780 different scenarios of activity realisation (540 for Taking 
medication and 120 for each sub-activity) with six uncertainty levels (from certain 
observation to complete ignorance about the observation value). For each scenario, we 
assume that other services generate the uncertain attributes (distributions) that are inputs 
for the possibilistic network classifiers. The validation results indicate that our AAL 
system is able to recognize ~79% of the scenarios’ activity state. Furthermore, when a 
scenario’s activity state is among the most plausible predicted states, then the system’s 
activity recognition improves significantly to ~98%, which validates our approach of 
using possibilistic networks to handle uncertain observations. 

5. Conclusion 

Improving medication adherence allows to alleviate health and economic consequences 
of non-adherence. We present a unique approach and its implementation for medication 
adherence that involves monitoring a patient’s activities and inferring medication 
adherence based on their daily activities. A key aspect of our work is the ability to handle 
the underlying uncertainty when dealing with sensor data and user actions by using 
possibilistic classifier networks. Validation of our activity recognition models shows that 
the proposed approach can provide a viable solution for monitoring and helping patients 
to self-manage their condition, especially helping them with medication adherence.  
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Abstract. Clinical reading centers provide expertise for consistent, centralized 

analysis of medical data gathered in a distributed context. Accordingly, 

appropriate software solutions are required for the involved communication and 

data management processes. In this work, an analysis of general requirements and 

essential architectural and software design considerations for reading center 

information systems is provided. The identified patterns have been applied to the 

implementation of the reading center platform which is currently operated at the 

Center of Ophthalmology of the University Hospital of Tübingen. 
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1. Introduction 

Reading centers bundle the knowledge of medical experts in a special field to analyse 

data and provide diagnoses. In the context of clinical studies, reading centers have the 

potential to ensure consistent high quality by reducing variation and bias via 

centralized analysis of the data according to fixed SOP [1]. However, this advantage of 

higher data quality comes at the cost of increased complexity and calls for robust 

software solutions to address all involved aspects of secure communication, data 

management, process configuration, visualization, as well as maintenance issues 

arising over the long-term operation of such a center.  

In this work, an analysis of general requirements and ensuing essential 

architectural and software design considerations is provided, based on the 

implementation of the reading center platform operated at the Center of Ophthalmology 

of the University Hospital of Tübingen. The system concept follows the roles and 

processes defined in IHE Eye Care
2

. But it has been adapted to the needs of the project, 

e.g. there is no DICOM node available on the data provider side, and data formats were 

pre-defined by the application field. For that reason, it was considered expedient to 
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develop an open platform that offers flexible modelling of varying distributed reading 

processes and efficient system interoperability for current standards as well as 

proprietary components. 

2. Method 

2.1. Reading Process and System Requirements 

The general reading process has been described by Lotz et al in [2] as: Data from an 

examination performed on a patient at a local site is submitted to a reading center, 

where it is read by a user fulfilling the role of reader according to a pre-defined 

protocol (e.g. study SOP). In some contexts, the data may have to be read 

independently by two readers ("four eye principle"), with approval by a senior reader 

required in the case of discrepancies. The validated data forms the basis of a report 

returned to the local site. 

The use case we are addressing here is an ophthalmology reading center operated 

at the Center for Ophthalmology of the University Hospital of Tübingen. The data 

consists of retinal fundus images together with, optionally, visual results or other study-

relevant findings (blood pressure, lab results) or background data (questionnaires). 

Only pseudonymized data is handled within the reading center; all personal 

identification data remain with the originating local site. 

Before entering the reading process, the examination data may be subjected to 

automated processing. In the present case, for instance, one specific feature of the 

reading center is the calculation of the artery-to-vein ratio using automated vessel 

recognition software [3]. For this purpose, the system is configured to submit image-

processing jobs to a HPC cluster
3

. From this exemplary process, the following general 

requirements may be identified for a reading center information system: 

 

1. Integration of data of external origin into a --- potentially pseudonymous --- 

electronic health record (EHR) 

2. Communication with data processing modules (e.g. HPC Cluster) for "further 

added value" 

3. Role- and SOP-based data access, visualization and examination work flow 

2.2. System Architecture and Implementation 

In the spirit of the "Platform as a paradigm" approach advocated by openEHR [4], in 

particular the principle that a "platform is a process, not a product", design decisions 

were primarily grounded in sound software engineering practices, with long-term 

maintainability in mind.  The platform thus follows the service-oriented architecture 

(SOA) paradigm. In view of the inevitable need for change that arises during the 

operation use of such a system, a layered design based on established software design 

patterns has been adopted for loose coupling among individual components and thus 

minimize implementation effort for modifications. In particular, a metadata approach 

has been followed for all aspects pertaining to data modelling, from automatic 
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generation of code for data classes to their flexible mapping onto persistence 

mechanisms. 

The data integration platform (server) has been implemented as a Java web 

application run on Apache Tomcat
4

; the graphical user interface (GUI) is a rich client  

written in C++ with the Qt framework
5

. In the following sections, details on the 

implementation and interplay of the various components are given. 

   

Figure 1. System architecture overview. 

������ Data Exchange 

The exchange of data with external sites (i.e. incoming new data to be analyzed, 

outgoing reports), as well as between the reading center server and GUI-clients, is 

based on HTTP with XML messages. It is therefore compliant to ’FHIR Messaging’ in 

terms of protocol and serialization format, but ad hoc XML schemata defined for the 

use case at hand are used instead of adhering to pre-defined FHIR resources. This 

messaging approach has been chosen instead of a RESTful design because it better 

suited the event-based processes: external messages with new data initiate the reading 

process (download of specified images, submission of images to segmentation, 

notification of readers, etc.); incoming assessments/analyses from readers trigger the 

comparison for discrepancies or report generation. For secure communication, 

SSL/TLS is used with mutual server-client authentication based on X.509 certificates. 

The Request Mapper Pattern [5] is applied here in order to decouple message 

formats from internal resource representations and thus allow for their independent 

evolution. It is implemented using XSLT to transform incoming messages, after which 

they are unmarshalled into Data Transfer Objects (DTO) [5] using an XML 

serialization framework
6

. Dealing with a new message format can thus be achieved via 

mere insertion of an appropriate XSLT script. By this approach interoperability 

standards, such as the Clinical Document Architecture, are realized as specific 

configurations for XML serialization. 
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������ Data Modelling and Persistence 

The chosen persistence mechanism is a hybrid of relational database (PostgreSQL
7

) 

and file system storage: A relational schema consisting of the core entities which are to 

be dealt with in the reading center forms the data model’s foundation. All further data 

is stored as XML-, image- or other files in the file system, references to which are 

maintained in the relational database. Study-specific data is thus stored in a semi-

structured way. 

Loose coupling between the server application and the data stores is achieved 

using a custom persistence framework based on the design presented in [6]. Metadata is 

here used to generate the code of domain classes and to provide their mapping onto a 

database.  

������ User Interface 

The GUI-client is based on the Application Controller [7] and Model-View-Presenter 

patterns for modularity and extensibility. The functionality for the aforementioned 

reader and senior reader modes is implemented using role-specific controller/view 

components to provide task-specific work flow and visualization: The basic mode 

guides the reader through the analysis of the patient data (e.g. retinal photographies and 

other data) according to a study-specific examination catalogue. In the other mode, the 

senior reader is presented with the patient data and a comparison of the diverging 

findings with discrepancies highlighted, the successive resolution of which provides an 

approved report. 

3. Results 

The presented reading center platform is in operation at the Center for Ophthalmology 

of the University of Tübingen. After the initial development phase, two small studies 

with data volumes of 477 and 805 individual examinations (2011 and 3076 images, 

respectively) were performed on the system by two readers and one senior reader over 

a period of 7 months; these served as use cases to make final adjustments. At present, 

the reading center serves to provide examination reports for the ophthalmic data of 

the ”German National Cohort” (NaKo7), a long-scale cohort study. In this context, 

retinal images of approximately 40.000 patients will be examined over the next years.  

4. Discussion 

The overall system design and implementation has been validated by successful 

operation in three studies so far. The applied design principles and technologies 

(HTTP/XML messaging, O/R-mapping, etc.) are well-established in enterprise 

application development, and can therefore be directly applied to any clinical 

information system, irrespective of the domain. 

However, the platform is still at a prototypical stage and somewhat tightly coupled 

to the use cases which guided its implementation. To begin with, many of the processes 
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are hard-coded, in particular in the client GUI. Also, a high level of expert knowledge 

of the system’s inner workings is still required for maintenance operations (user/role 

management, etc), which need to be performed manually, i.e. at ’system level’, for lack 

of graphical tools. Although, of course, a certain process specificity and administration 

expertise is inevitable in any information system, we plan to address these issues in a 

further development iteration. In particular, we intend to extend the metadata approach 

to dynamic configuration of the client GUI, in particular as concerns study-specific 

setup of view components and workflow adaptation. In addition, further planned 

features include a query module (with role-specific access) to access the semi-

structured data stored as XML documents; corresponding query forms will here be 

generated from the modelling metadata. For this purpose, the developed persistence 

framework is currently being generalized to provide a single API for dealing with 

further persistence mechanisms, especially the XML database BaseX
8

 in addition to 

relational databases, together with use-case-specific resource representation via 

configurable serialization mappings. As a general objective, we intend to generalize the 

core components of this application to provide a basic toolkit for construction of 

similar platforms. 

5. Conclusion 

This work analyses essential architectural features and identifies software design 

patterns for reading center platforms. The proposed design has been implemented in an 

ophthalmic reading center software system. Since the applied principles and techniques 

are well-established in enterprise application development, the approach is 

straightforwardly  applicable to other image-based telemedical applications, for instance 

teledermatology. 
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Abstract. The DICOM Standard has been fundamental for ensuring the 
interoperability of Picture Archive and Communications Systems (PACS). By 
compiling rigorously to the standard, medical imaging equipment and applications 
from different vendors can share their data, and create integrated workflows which 
contributes to better quality healthcare services. However, DICOM is a complex, 
flexible and very extensive standard. Thus, it is difficult to attest the conformity of 
data structures produced by DICOM applications resulting in unexpected 
behaviors, errors and malfunctions. Those situations may be critical for regular 
PACS operation, resulting in serious losses to the healthcare enterprise. Therefore, 
it is of paramount importance that application vendors and PACS administrators 
are confident that their applications follow the standard correctly. In this regard, 
we propose a method for validating the compliance of PACS application with the 
DICOM Standard. It can capture the intricate dependency structure of DI- COM 
modules and data elements using a relatively simple description language. The 
modular nature of our method allows describing each DICOM module, their 
attributes, and dependencies on a re-usable basis. As a result, our validator is able 
to encompass the numerous modules present in DICOM, as well as keep up with 
the emergence of new ones. 

Keywords. DICOM, PACS, Medical Imaging, Validator 

1. Introduction 

Over the last decades, the use of digital medical imaging systems in healthcare 
institutions has increased remarkably [1]. Digital medical imaging systems are 
increasingly becoming central role tools for medical diagnosis and decision support [2]. 
Research and industry efforts to develop medical imaging equipment, including new 
acquisition modalities and information systems, are intense and have been grounded by 
the wide acceptance of the PACS concept [3]. It defines a set of hardware and software 
technologies that allow standardized data formats and communications between 
different equipment, applications and information systems [4]. PACS development has 
been supported by the DICOM Standard. It is the most universal and widespread 
standard used for the handling, storage, and transmission of digital medical images and 
related information [5]. 

The nowadays PACS ecosystem of applications and equipment resorts heavily to 
the exchange of medical imaging data between them [6]. Therefore, it is crucial that 
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PACS components comply rigorously with the DICOM Standard. Since not doing so 
would compromise the entire operation of the PACS, resulting in potentially serious 
losses to the medical enterprise [7]. However, due to the complexity of DICOM and the 
wide variety of supported modalities and information entities, each one with its own set 
of specifications and dependencies, checking the compliance of an application is not 
trivial. Therefore, the necessity to conceive a method capable of verifying the 
compliance of DICOM Objects with the standard comes into sight. Our method checks 
if the attributes contained in DICOM files are per the standard, namely with the 
requirements defined in the DICOM Standard modules and templates denominated as 
Information Object Definition (IOD). It was deployed as a web-application where 
DICOM files can be uploaded and validated by the community. 

2. Methods 

DICOM is a Standard that specifies the information content, structure, encoding, and 
communications protocols for electronic interchange of diagnostic and therapeutic 
images and image-related information [8]. A central component in the DICOM 
Standard is the IODs [9], abstract data models used to specify real-world objects. They 
define which information must be included in each DICOM file, per its object type. 
Hence, there are IODs defined for different modalities such as the Magnetic Resonance 
image IOD or the Ultrasound Image IOD. The IOD definition includes a set of modules 
that contain information about a certain entity, for instance, Patients or Studies. The 
inclusion of these modules could be mandatory, conditional or optional. The 
information contained in each module is also defined in DICOM standard Part 3 [9]. 

Inside the modules, information is convoyed within data elements or attributes. 
These follow a TLV (Tag Length Value) structure and the standard provides a Data 
Dictionary that describes all possible attributes. There is also a VR (Value 
Representation) element that specifies the encoding of each attribute. These are 27 data 
types in DICOM. It defines the content type, including the characters allowed and 
prescribed data length. Besides the VR, each data element has also a multiplicity value 
which defines how many values the element may hold [10]. 

The wide variety and complexity of DICOM IODs, created the demand for the 
conception of software capable of automatically verifying attributes and organizations 
of DI COM files, per the requirements of IODs and Modules defined in the standard.  

The dcm4che3 validator2 is one of the best solutions that uses an undocumented 
XML file structure to assert IOD validation and verifies if mandatory attributes are de- 
fined or presented, as shown in this example 2. This structure consists of a root 
element; the IOD. The IODs children are the Data Elements, which have an associated 
Tag, VR just like the standard. This validator also supports the definition of a list of 
acceptable values for the data elements. This allows the definition of attributes such as 
the Patient’s Sex (0010,0040) that must only contain one of” M”,” F”,” O”. It is also 
capable of sup- porting conditional elements by using If, And, Or conditional clauses, 
allowing the definition of dependencies such as” Required if Responsible Person is 
present” in the Responsible Person Role attribute (0010,2298). The 
dicom3tools/dciodvfy is another solution for checking the DICOM objects 
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conformance. Like dcm4che, it is capable of checking for inconsistent data inside 
attributes and between attributes3. 

Despite these features, these validators have two major limitations. First, it cannot 
resolve conditional elements such as” C - Required if contrast media was used in this 
image” that is present in many IODs, namely in the MR Image IOD. These are what we 
call static preconditions, which are not dependent on the IOD itself, but rather on the 
actual examination procedure. The second limitation is related with the complexity of 
defining an entire configuration file for each IOD. This problem is severely aggravated 
by the first problem because it may even be necessary to specify many configurations 
for the same IOD. 

 
<IOD> 
<Data Element   keyword=” Attribute Name” tag =” xxxxyyyy” vr =” vv” type =” n”><! −−begin   data element−−> 
<Value>Accepted   Value 1</ Value> 
<Value>Accepted   Value 2</ Value> 
</ Data Element> <! −− end data element −−> 
</ IOD> <! −− end IOD definition −−> 

3. Results 

Our method tackles the problems mentioned above by enabling the definition of static 
preconditions that are resolved as inputs from the user. Moreover, it uses an enhanced 
configuration interface that defines both IODs Modules. By doing so, the validation 
software becomes able to support the re-usage of each module, and their combination 
to assemble the whole IOD definition. Lastly, it encompasses an online platform that 
promotes the sharing of modules and IOD definitions. This greatly reduces the 
necessity for defining new configurations and therefore simplifies the usage of the 
application. 

As depicted in Figure 1, our methodology can be divided in 3 stages. The initial 
stage consists of a precondition processor. Preconditions, such as” Required if contrast 
media was used in this image”, are defined in the module configuration file, and are 
handled by the application as a series of questions that are made to the user during the 
application’s runtime. Furthermore, during this stage the different module 
configurations are combined into a composite IOD configuration automatically. The 
output of this stage is a customized IOD configuration file, like the dcm4che’s IOD 
configuration file. 

 The next stage validates the DICOM files against the customized IOD definitions 
resultant from the first stage. In this process, we have leveraged the actual dcm4che3 
validator, which we have extended to support new features. One may consider the 
customize IOD configuration resultant from the first stage as a super-set of the 
dcm4che3 IOD definitions. In this process, the data elements and their dependencies 
are checked in the source file. 

The final stage performs a quality assurance validation. In this stage, some 
attributes in the DICOM file are checked if they comply with each other. For instance, 
if the Patient’s Age matches the Study acquisition date, and the Patients Birth date. 
These validations are also defined in each modules configuration file.  

                                                         
3 http://www.dclunie.com/dicom3tools/dciodvfy.html 
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Our validation system was deployed in a web platform to provide effortless access 
to a large user community as possible. This platform will also enable the community to 
create new, or improve existing module definitions. 

 

 
 

Figure 1. Methodology for the DICOM Validator. 

4. Discussion and Conclusion 

Our method provides a platform for validating DICOM files. This validator is intended 
for PACS administrators, developers as well as any other user with interest in 
validating their DICOM files. Its unique concept of community, and validation-as-a-
service promises to greatly ease its usage. The possibility of testing preconditions, and 
reuse of definition in the DICOM modules level also increases its appeal and usability4. 
Figure 2 shows the result of a DICOM File validation of the Patient, study, series and 
Image modules. To compare it with other software we provided full access to our 
application where it is possible to test the validator with any DICOM file. The platform 
also includes some samples in the application portal, for those who might not have 
access to real DICOM images. 

The implementation of an assurance validator will be useful for checking the 
congruity of the DICOM file between different attributes of the DICOM file. In other 
words, the validation method will consider the congruence of inter-attribute 
information. Finally, it is important to emphasize that this validator has novel features 
for validating data elements based on module configuration files. By making use of 
these files and the user’s input, the validator creates customized IOD configuration file 
that defines which data elements and their dependencies are checked in the source file. 
This functionally increases the range of identifiable violations when compared to others 
re- ported in the literature. 

As future work, we intend to develop more features to integrate in the stage 3, 
namely, check if different DICOM objects do or not belong to the same patient, and 
offer a way of fixing incorrect data. 

 

                                                         
4 Demo at: http://bioinformatics.ua.pt/dicomvalidator 
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Figure 2.  DICOM Validator. 
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Abstract. This paper proposes a decision support system for screening pediatric 
cardiac disease in primary healthcare centres relying on the heart sound time series 
analysis. The proposed system employs our processing method which is based on 
the hidden Markov model for extracting appropriate information from the time 
series. The binary output resulting from the method is discriminative for the two 
classes of time series existing in our databank, corresponding to the children with 
heart disease and the healthy ones. A total 90 children referrals to a university 
hospital, constituting of 55 healthy and 35 children with congenital heart disease, 
were enrolled into the study after obtaining the informed consent. Accuracy and 
sensitivity of the method was estimated to be 86.4% and 85.6%, respectively, 
showing a superior performance than what a paediatric cardiologist could achieve 
performing auscultation. The method can be easily implemented using mobile and 
web technology to develop an easy-to-use tool for paediatric cardiac disease 
diagnosis. 

Keywords. Hidden Markov model, decision support system, heart sound, congenital 
heart disease screening. 

1. Introduction 

Rapid progresses in information science initiated a technological leap toward 
development of the decision support systems by which disease assessment became 
effectively facilitated. Cardiac disease diagnosis is an important topic that came into this 
context due to its importance as the statistics show that cardiac disease is still the main 
factor of human mortality. It has also been reflected on by many researchers that the 
screening accuracy is not as satisfactory as it could be. The accuracy is low in primary 
healthcare centers, particularly in children who are sent as a precaution measure to 
children hospitals or specialized centers for cardiac examination. A great majority of the 
referred individuals are healthy, but not cleared during the first visit. This comes from 
the fact that cardiac auscultation is considered as the first screening technique, which is 
a fairly complicated task; a reliable interpretation of heart sounds needs both the 
experiences and the expertise. It is well-known that discrimination between normal 
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physiological heart sounds from the pathological ones is difficult, especially in pediatric 
cases, as studies show that as many as 70% of children can have physiological murmurs, 
while only 0.8% of them are born with congenital heart disease. Consequently, 
development of a decision support system for improving the screening accuracy can be 
of a special benefit for the global healthcare system. 
Early studies of this topic were initiated in 1990th in which artificial intelligence was 
employed as the mathematical means of extracting medical information from heart sound 
[1][2]. Neural networks, as well as the several other statistical techniques, have been 
well-sounded for the classification purposes [3][4]. Our previous studies have led to 
innovative methods for processing heart murmurs [5][6][7][8]. We have also developed 
intelligent method for assessing specific heart diseases [9][10][11]. However, 
development of a robust system for screening children with mild lesions is still 
considered as a challenge. One of the related challenges is screening of the abnormalities 
that may not produce any murmur i.e. bicuspid aortic valve, as most of the existing 
screening methods are based on the murmur classification. 

This paper proposes an original method for developing a decision support system 
for detecting heart disease in children, even when the abnormality is mild. The main 
focus of the paper is on the processing method for extracting information from the heart 
sound time series. We proposed a hybrid method for the classification purpose, based on 
the encouraging results of our previous studies. The current study tailors the method in 
a way to include both the first heart sound, and the murmur, to cover a broader patient 
group. The processing method can be implemented on a portable computer to provide a 
decision support system for primary healthcare centers.  

2. Material and methods 

2.1. Data Preparation 

Heart sound signals were recorded from the children referrals to the echocardiography 
lab at the hospital of Children Medical Center, Tehran University of Medical Sciences, 
Tehran, Iran, using a WelchAllyn Meditron stethoscope in conjunction with a DELL 
laptop. Each signal contains 10 sec duration of heart sound, recorded at a sampling 
frequency of 44100 Hz. The informed patient consent was obtained from the legal 
guardians or from the patients according to the Good Clinical Practice. The study 
complied with the Declaration of Helsinki and had been approved by the local ethic 
committee. The patient group was defined as the referrals with Bicuspid Aortic Valve 
(BAV) and Mitral Regurgitation (MR), against a reference group that constituted of the 
healthy referrals with or without physiological murmurs, named Innocent Murmur (IM) 
and No Murmur (NM), respectively. Table 1 lists the patient population 

Table 1. Patient population 

Heart Condition Number of Patients Average Age ± STD (years) 
Bicuspid aortic valve (BAV) 20 6.6±1.2 
Healthy with innocent murmur (IM) 25 6.7±3.7 
Healthy without any murmur (NM) 30 8.6±3.4 
Mitral Regurgitation (MR) 15 11.8±4.1 
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All the referrals were investigated by at least one pediatric cardiologists, and also 
underwent echocardiography, ECG and chest x-ray as the procedural gold standard of 
the hospital.  

2.2. The Processing Method 

The processing method is based on the use of our hybrid method, which is a combination 
of the Hidden Markov Model (HMM) and support vector machine. The HMM has two 
states, corresponding to the first heart sound (S1) segment and the systolic period after 
the S1 segment (S1-2). A temporal window with fixed length of 50 sec, slides over the 
signal with an overlapping percentage of 75%, to extract information from the signal. 
Figure 1 illustrates the state model of the method. 

 
Figure 1. The state model of the method. 

Each window is characterized by its spectral contents, using the conventional 
estimation method, the Priodogram. The Fisher criteria is utilized for finding the most 
discriminant frequency band, where the spectral contents of the band provide an optimal 
segregation between the classes [14]. The 8 bands with the highest Fisher value are 
selected for calculating the spectral energies, which are later mapped to the patterns of 
numerical symbols, using the Mahalanobis distance. The symbol probabilities are 
employed as the discriminative features for the classification, which is performed by the 
support vector machine technique with quadratic kernel. Theoretical foundation for 
calculating the probability features can be found in [6][8]. 

2.3. The Statistical Validation 

Performance of the method is statistically validated by two different methods, the 
repeated random sub-sampling (RRSS) and the 5-fold validation method, using the 
accuracy (Iac), sensitivity (Isn) and specificity (Isp) as the three performance measures: 

Iac = 100(NTP+NTN)/(NTP+NTN+NFP+NFN)    (1) 
Isn = 100NTP/(NTP+NFN)      (2) 
Isp = 100(NTN)/(NTN+NFP)      (3) 

where NTP and NTN are the number of the correctly classified recordings from the 
abnormal and healthy group, respectively. NFP is the number of the recordings from the 
healthy group, classified as the abnormal subjects and NFN is the number of the abnormal 
patient classified as healthy. To apply the RRSS, 50% of the data is randomly selected 
for training (equally from each class) and the rest for testing the method, after which the 
performance measures are calculated. This procedure is repeated several times, and the 
performance measures are calculated accordingly. In a 5-fold validation, each class of 
data is grouped into 5 divisions, and one division of each class is used for testing and the 
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rest for training the method. This procedure is repeated 5 times, with one single data 
being used only once for the testing. At the end, the performance measures are calculated. 

3. Results and Discussion 

The proposed processing method contains two states, including S1 and S1-2, for the 
purpose of screening different conditions i.e. bicuspid aortic valve where the murmur 
might be missing. The method is trained using the dataset, represented in Table 1, and 
the average values of the probability features are calculated for each class (see Table 2).  

Table 2. The average value of the discriminative features for the 4 classes defined in Table 1 

Class F1 F2 F3 F4 F5 F6 
BAV 0.86 0.46 0.19 0.48 0.59  0.21  
MR 0.34  0.26 0.29 0.27 0.62        
IM 0.11        0.16 0.22 0.18 0.25  0.69  
NM 0.09 0.12 0.15 0.13 0.16 0.17 

RRSS was applied to the study data, with 100 iterations, and the performance measures 
were calculated. Table 3 lists the descriptive statistics of the results. 

Table 3. Descriptive statistics of the performance measures 

Performance Measure Average (%) Median (%) Standard Deviation 
Accuracy  86.4 86.7 3.1 
Sensitivity 85.6           85.7 5.3 
Specificity               87.0 87.3 3.9 

To provide a better representation of the misclassification results, the confusion matrix 
of the RRSS is listed in Table 4.  

Table 4. The average value of the discriminative features for the 4 classes defined in Table 1 

 Abnormal (System) Healthy (System) 

Abnormal (Actual) 30         5 
Healthy (Actual)  7         48 

Previous studies showed that the screening accuracy of a typical pediatric cardiologist is 
below 80%, relying on the conventional auscultation [10][14][15]. As it could be seen 
from the Table 3, the accuracy of the method is estimated to be 86.4%, which is 
significantly higher than the accuracy of a typical pediatric cardiologists. It is also shown 
that the system is sensitive enough to be employed in primary healthcare centers. In our 
previous studies, we achieved an accuracy/sensitivity rates of 88%/86% by using the 
previously proposed method [13]. However, adding the patients with BAV diminished 
the performance by 6%/10%. Using the proposed hybrid model could sustain the 
discriminative power at 86.4%/85.6%, thus showing effectiveness of the proposed 
method to extract relevant information from the signals.  
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Abstract. Mobile health is fast evolving into a practical solution to remotely 
monitor high-risk patients and deliver timely intervention in case of emergencies. 
Building upon our previous work on a fast and power efficient summarization 
framework for remote health monitoring applications, called RASPRO (Rapid 
Alerts Summarization for Effective Prognosis), we have developed a real-time 
criticality detection technique, which ensures meeting physician defined 
interventional time. We also present the results from initial testing of this 
technique. 

Keywords. mHealth, Critical care alerts 

1. Introduction 

Remote health monitoring through the use of clinically approved wearable sensors, 
integrated with the smartphones, is emerging as a promising technological intervention 
to overcome the lack of affordable access to quality healthcare and timely delivery of 
critical care.  Sensors are now available for monitoring as many as 30 vital cardio-
metabolic health indicators, including blood pressure, blood glucose, electrocardiogram, 
and oxygen saturation to alert any impending critical conditions.  

To ensure that critical events are detected and timely alerts generated, we also need 
to consider the following domain specific challenges too: 

• Some of the body parameters change quickly in case of a critical event 
compared to others. For e.g., an ST level change could occur within few 
minutes, while a change in blood glucose levels occur over a longer period of 
time.  

• Patient profile: a similar sensor parameter in a younger person could be 
considered less severe, when compared to an older person.  

• We have also observed from experience that the physicians are often reluctant 
to depend upon a fully automated criticality alerting system, owing to it’s wide 
variability among patients, leading to overwhelming number of alerts. 
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We have developed a rapid summarization and severity detection system that we 
call RASRPO (Rapid Alert Summarization for Effective Prognosis). It integrates 
physician feedback with an adaptive severity detection technique, which is able to 
effectively detect critical events in remote healthcare applications. 

Earlier work on identifying trends and discords in large time series data have been 
discussed in detail by Banaee et al [1], Keogh et al. [2] and Shibuya [5]. Although these 
techniques have achieved real-time analysis, they are mostly computationally 
expensive to be run efficiently in smartphones. To our best knowledge, the alert 
mechanisms already proposed in literature, like the one proposed by Bai et al. [3] are 
targeted towards generating alarms in an ICU, and could not satisfy all of the above 
requirements that we set out with. Building on our previous work [4], where we have 
used a motif-based representation for multi-sensor medical data, we present a novel 
time-inverted alert and dynamic severity detection technique in this paper. 

2. RASPRO Architecture 

The patient side architecture begins with sensors attached to human body for measuring 
and monitoring a variety of physiological parameters. In general, let us consider N vital 
sensors, s1, s2, …,sN, each with a sampling frequency, F. The sampling proceeds 
continuously for an interval of I time units, following which there may be a gap of Γ 
time units, and then the sampling resumes for the next interval I, etc. Many such 
intervals constitute the total observation window Φ. For instance, sampling may occur 
for I=15 minutes every hour for a day, in which case, Γ = 45 minutes and Φ = 24 hours. 
The relative durations I, Γ, and Φ are patient and disease specific and are set by the 
physician. Then a sensor data specific comparator quantizes the digital sequence into 
one of Q possible severity symbols.  For instance, if Q is taken to be five, the levels are 
labeled A--, A-, A, A+, and A++ with the symbol A indicating normality, and 
subscripts "-" and "+" indicating sub-normal and above normal levels of increasing 
severity. The different severity levels are selected from the medical interpretation as 
well as physician’s input based on the patient profile. The severity symbol sequences, 
all assumed to be of same frequency, are multiplexed at the granularity of one symbol 
per sensor. Its output is a sequence of timed vectors, with each vector consisting of N 
values, one from each sensor sampled at that particular instant.  

These vectors become the elements of a three dimensional Multi-Sensor Matrix 
(MSM), with F*I columns, and Φ rows, and each element depth equal to N. The MSM 
can be thought of as consisting of N two dimensional Single Sensor Matrices (SSM[1], 
SSM[2], ..., SSM[n], ... SSM[N]), each of F*I columns and Φ rows. In the next stage of 
RASPRO, the MSM is used for discovering frequent trends in sensor values that is 
called consensus abnormality motifs (CAM), which is detailed in our previous work [4]. 
For the clarity of discussion, we define the following terms below. 

2.1. Motifs 

Candidate Motif, μCAN[n] is a temporally ordered sequence of quantized values, 
A*t, A*t+1, A*t+2, …, A*t+Lof length L that is selected from SSM [n].  

Normal Motif, μNOR[n] is a candidate motif in which all values represent the 
normal severity level, which means each and every value is equal to A. 
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Consensus Motif, μCON[n] is a candidate motif satisfying the following two 
conditions: its hamming distance from μNOR[n] does not exceed a physician prescribed 
sensor-specific near normality bound, dNOR[n] and, its total hamming distance from all 
other μCAN[n] is the minimum. μCON represents the observed patient-specific near 
normal trend. 

Consensus Abnormality Motif, μCAM[n], is a candidate motif satisfying the 
following two conditions: its hamming distance from μNOR[n] exceeds a physician 
prescribed sensor-specific near normality bound, dNOR[n] and, its total hamming 
distance from all other μCAN[n] is the minimum. 

3. Adaptive Severity Summarization and Alert Computation 

3.1. Alert Measure Index 

At the end of each observation window Φr, for every patient, we define an aggregate 
alert score, called the Alert Measure Index (AMI) (see Figure 1). This is calculated as 

AMI[Φr] = �
���

�
� � � �����

���
���� ���� � � � �����  (1) 

Wherein, the inner summation takes each severity value in the μCAM of the ith sensor, 
converts it into a numerical value (e.g., A± is assigned 1, A++/-- is assigned 2), scales 
it up by a severity specific factor Θ[j], and the outer summation scales it up by a sensor 
specific weightage W[i], both of which are derived from medical domain expertise.  
We call these two factors W and Θ as severity factors, and the resulting AMI is 
indicative of the immediacy of patient priority for physician's consultative attention. 

 
Figure 1. Computation of the Motifs and Alert Measure Index from sensor matrices. 

3.2. Interventional Time 

The goal of delivering the alerts to the physician is to indicate the upper bound on the 
time that can elapse before which the physician's intervention is imperative to pull the 
patient out of danger.  In order to capture this, we define the severity factors W and Θ 
as follows: 
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���� = ��
����

 , W[n] = ��
����

                      (2) 

where, �[�] is the upper bound on the time for intervention for severity level �, �[�] is 
the upper bound on the time for intervention for sensor n. In (2), constants K1 and K2 
can be set by the physician considering the context of patient's health condition. 

3.3. Adaptive AMI Calculation 

AMIs also serve as a feedback mechanism to modulate the frequency of running 
criticality detection algorithms. A low or high AMI represents a corresponding 
inversely proportional resultant intervention time as well, referred to TINT. Table 1 lists 
a patient specific data with AMI calculated from only two sensors.  

 

Table 1. AMI and time for intervention are given in this table for a particular patient-disease condition. 

BP (mmHg) Glucose (mg/dL) AMI TINT (minutes) 

240 / 110 > 420 4 – 5 20 

200 / 110 280 – 420 3 – 4 40 

180 / 100 200 – 280 2 – 3 80 

< 140 / 90 120 – 200 1 – 2 360 

 

We model the frequency of AMI calculation using a linear model as: 

���� �
��

����������
� ��� � ������� � ��������    (4) 

In (4), C1 is the intervention time constant in the first term, which ensures that the next 
AMI is calculated within the current TINT. C2 is the growth rate constant that modifies 
the frequency based on rising or falling trend in previous AMI calculations.  

4. Implementation and Preliminary Results 

We have built an initial implementation of the RASPRO architecture, and carried out 
preliminary testing of the alerting techniques on anonymized patient data at our 1500-
bed super-specialty hospital, namely, the Amrita Institute of Medical Sciences. We 
have seen very encouraging results during the early trials of the system at the hospital. 

Figure 2 shows blood glucose levels measured using continuous glucose 
monitoring (CGM) interstitial chips from a patient. The continuously collected 24 hour 
raw values are analyzed for criticality (in terms of AMI) at a fixed frequency and then 
using the adaptive AMI calculation technique of (4), where C1=1 and C2=0.5. The 
initial frequency was �� � � per hour. The second plot in Figure 2 is the AMI (1 to 5) 
calculated once in every 20 minutes from the raw sensor values from the CGM chip. 
We observe that the AMI levels are following expected trend, w.r.t. the actual sensor 
values. In the third plot, the frequencies vary from a maximum of 3/hour to a minimum 
of 0.75/hour according to (4). The second plot suggests that fixed frequency is able to 
pick up all the events in line with the data. However, this is true only if the frequency is 
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equal to the highest possible one. The third plot is comparable to the second plot, 
except that AMI calculations are far less and spaced out in time, when AMI is less 
critical and vice versa, hence providing support for the argument that an adaptive AMI 
calculation technique performs as good as a fixed one. Similar observations were made 
in other patient data as well, all though due to space constraints we have omitted from 
reporting here. 

 
Figure 2. Performance of Adaptive Feedback based Alerts for blood glucose level variations, as compared to
fixed frequency alerts. 

5. Conclusion 

The RASPRO framework combined with a dynamically adapting severity calculation 
model presented here helps in optimizing criticality detection, balancing the need for 
timely detection and avoiding redundancy. This will in turn reduce the power and 
bandwidth requirements for such applications. Results from our initial pilot 
implementation carried out jointly with practicing physicians are highly encouraging.  
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Abstract. In order to provide for best possible child health care, timely access to all 
relevant medical data is of vital importance. The aim of this study is to investigate 
the use of unique identifiers, a key instrument in this regard, in the countries of 
Europe. A survey was carried out in all 28 European Member States plus 2 European 
Economic Area countries in 2015, and refreshed in 2016. In 23 countries unique 
identifiers are used to link children’s health records. Five countries indicated they 
currently do not link child health records, and two have no such plans. There is 
variety as regards the type of number and the issuing process.  

Keywords. Child health; Intersectoral health care; eHealth and intersectoral 
documentation, health telematics; Health Data Management and networking 

1. Introduction 

The UN Convention on the Rights of the Child (to which all European Union (EU) and 
European Economic Area (EEA) Member States are signatories) defines the highest 
attainable standard of health care as a fundamental right of every child [1]. The extent to 
which this requirement is met in practice by national health care systems varies 
considerably among the countries of Europe, and is the core purpose of the Horizon 2020 
funded project Models Of Child Health Appraised (MOCHA), running from 2015 to 
2018 [2]. This reported study embedded within MOCHA is focussed on appraising the 
variations of national health care record linkage systems to identify optimal possibilities, 
bounded by the ethical and legal concerns regarding the linkage of personal clinical data.  

One aspect of the MOCHA study is to examine the role of record keeping in support 
of primary care, especially electronic child-centric health records, since a precondition 
for delivery of safe and efficient quality health care is effective and timely access to 
reliable and inclusive records. Some children, for example neonates, are particularly 
vulnerable to fragmented clinical information over a comparatively short time, and thus 
risk receiving sub-optimal care: they are born in one location, supported thereafter by the 
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primary care system and possibly by post-natal midwifery follow-up, may be referred to 
paediatric specialist services in the event of a health problem, and finally may be taken 
to emergency services in the event of accidental injury or sudden onset illness. 
Subsequently, clinical (and social) conditions may change rapidly, necessitating access 
to timely and complete record systems to ensure that the treating health professional has 
the full picture of their health history. 

However, the reality is often that such vital data are fragmented and locked in 
different provider-based silo systems. Linked health records can provide the complete 
picture including possible causes of disease, prior health problems or reactions to 
previous treatments. Thus they provide information in a far more comprehensive manner 
than can be expected from a child or parent, or from a single provider record [3].  

This is of particular importance for those patient groups who are not themselves in 
a position to provide this kind of information because of a lack of capacity, be it for 
reasons of age or illness or because of the intrinsic complexity of multi-provider health 
care provision. Parents may not always know, or give, a full picture, or may not be 
present. The importance of record linkage in children’s health care has been recognised 
for over 30 years, e.g. [4-6] 

The use of a unique record identifier (URI) is a key instrument in this regard. A URI 
is a nationally organised number (alpha-numeric or numeric) allocated to each citizen, 
including children, to link their health records. To be effective for children’s record 
linkage it needs to be given at the time of birth to link all records from that time, though 
in practice in some countries it is given some time later, compromising safe care.  

The URI may be a national citizen ID and used in health, or it may be specific for 
health only. It is national, in that it follows the child if he/she moves internally. The aim 
of this study is to investigate the variation in the use and application of time of birth URI 
systems in the countries of Europe, and possible factors hindering implementation. 

2. Methods 

A key methodological feature of the MOCHA project is the retention in each study 
country of a local expert in child health services, who obtains data from local indigenous 
sources. Questions asked of these Country Agents are passed through internal and 
external scientific scrutiny to confirm rationale, relevance, and clarity.  

Within this frame of the project a survey of unique record identifiers for new-born 
children was carried out between 14th October and 11th November 2015 (and updated 
for new data). The questionnaire was designed as a semi structured survey instrument. 
MOCHA Country Agents were asked to complete the questions on the basis of their 
expertise, or in cases where this was not possible, to gather data from other sources or 
national experts on individual questionnaire items. The replies of all participants were 
analysed using descriptive statistics.  

The questionnaire asked whether the country had a specific unique record identifier 
for children, when this was issued, the structure of the number and what type of records 
it linked (e.g. was it solely for health, or also a unique citizen identifier for all services). 
The study also enquired whether the identifier, if it existed, was issued to the parents or 
to the health system. The questionnaire also asked about whether there were on-going 
plans or policy debates on strengthening children’s record linkage. 
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3. Results 

Replies were initially received from 28 countries. The majority of European countries 
use a number mechanism to link child health records. Eight of these issue the URI right 
at birth, the other counties at a later stage. In nine European countries health-specific 
URI are applied and in 14 more general citizen numbers are used for health record 
linkage. These 23 countries all use the URI for all records, electronic as well as paper.  

Five countries - Austria, Germany, Ireland, Latvia and Slovakia - currently do not 
link child health records. These five countries differ, however, in the extent to which 
there are plans for URI implementation. Whereas in Austria, Germany and Ireland there 
are concrete plans and a set timescale for implementation of a URI including for children, 
their possible implementation is under debate in Latvia. Slovakia has a number 
mechanism in place but currently does not use it for record linkage.  

Among the countries that link medical records, there is variety as regards the type 
of number used, the issuing process and details contained as well as the application of 
URI. Three countries out of 28 reporting differentiated between the application of URI 
regarding public and private health provision; these are Croatia, Cyprus and Malta.  

Figure 1 illustrates the different functionality of URI in different countries, and to 
whom the number is issued.  

 
Figure 1. Overview on national functionality and to whom issued 

None of the countries issues the identifier only to the health system, which means in 
all countries with a URI there is awareness, if not full involvement, of parents. Thirteen 
countries issue the URI to both health system and parents simultaneously, while ten 
countries issue it to the parents or child, giving them a key role in ensuring linkage. 
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Whether this is a hindering or supportive factor as regards healthcare access or health 
record linkage if parents cannot or do not want to provide the URI has not been included 
in this study.  

The assumption that the overall functionality of the number would have an effect on 
who the identifier is issued to holds true, in that for those countries where the URI is 
restricted to health, or health and welfare, linkage it is likely to be issued to both the 
health system and the parents simultaneously (6 out of 7 such countries).  By contrast, 
where it is a national identifier or citizen number, only 6 out of 14 such countries issue 
it to the health system directly. This adds another step, and thus potential source of delay 
or error, when seeking to link records swiftly in times of healthcare need. 

The Bulgarian and Icelandic policies are exceptional in this respect as the unique 
identifier is issued to the new-born child directly. Although this at first sight seems 
unusual as a child will for their first years need adult representation, upon reflection it is 
an implicit progressive statement that the child is the focus of care, and that the adults 
are agents for the child, not controllers of the child’s health data. Normally parents will 
act as agents for the child, but this system aids continuity in times of family restructuring.  

In Bulgaria, Estonia, Finland, Iceland, Lithuania and the Netherlands the URI is a 
numerical code issued at birth, in all other countries at a later stage. What was not 
ascertained in this initial study is how, and how effectively, data about the delivery and 
early days of the child are linked to ongoing health records if the unique identifier is not 
available from the start of the child’s life. This suggests a potential risk of treatments or 
preventive measures being based on incomplete data, and requires further study. 

Data protection approaches show conflicting attitudes across a spectrum. In some 
countries data protection is given such gravity that it is a barrier to introducing record 
linkage, or linkage of clinical items, even if this creates a treatment risk. In some 
countries a firm middle ground is taken, with linkage only for health, or health and social 
care, purposes, and an identifier itself containing no data items. At the other end of the 
spectrum a more liberal approach supports linkage for all public services, use of a general 
citizen number, and inclusion in the URI of data items (such as date of birth) which 
stricter countries rate as personal data not to be revealed openly. This study has not 
considered in more depth the impact and value of these alternative views, and though 
local values are important further discussion would seem merited. 

All these responses provide an insight to the extent that the patterns of record 
keeping mean that medical decisions in child primary care can be based on timely, 
accurate and reliable health data. This will aid the MOCHA project in considering how 
future models of children’s healthcare might be optimised. 

4. Conclusion 

Based on a variety of historic and traditional factors, and the lack of a common vision or 
standard, there continues to be significant variation in achieving the essential quality 
enablement of good child health delivery through linkage of early health records. The 
safety and efficiency of child primary care, as well as trust and convenience for children 
and parents, is at stake. In every country, this is a national health infrastructure policy 
determining practice for all citizens including children (and parents). Despite the 
importance of rapid record continuity, only 8 countries out of 28 enable record linkage 
from the time of birth, with 3 more planning this. Two countries have no plans for linkage, 
while 15 have an issuing system implemented some time after birth. These 17 countries 
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appear prepared to let lack of timely and complete record linkage impede safe care to 
their children, even in a modern e-health age.  

Data protection concerns are deeply rooted and paradoxical.  In some countries data 
protection seems to over-ride safety of health and care. At the other extreme, other 
countries allow identifiable personal information to be embedded in the identifier. The 
construct and intrinsic characteristics of the URI also vary considerably between 
countries. While key criteria are utility and acceptability, the current variation does beg 
further consideration of whether certain characteristics should prevail. However, and 
criteria to guide the implementation and properties of URI in child primary care in 
Europe need to be tailored to the special needs of children and cannot simply be 
transferred from adult-based systems.  

The results obtained within the frame of this first phase of the MOCHA study mark 
a preliminary insight into the use of unique identifiers in child primary care in Europe. 
They will serve as a building block for further research on the facilitators and barriers to 
the development and maintaining effective models of electronic health record support to 
the delivery of optimal models of child primary care, and will be integrated into the final 
conclusions of the project in 2018. 
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Abstract. Harnessing the power of IT solutions in child primary care requires 
strategic thought at national level, and good health care delivery needs this support. 
The aim of this study was to investigate whether children’s needs are considered in 
national e-health strategies in Europe. In 2016, a survey was carried out in all 28 
European Member States plus 2 European Economic Area countries. Sixteen 
countries fail to mention children’s needs at all. Only eleven of 27 countries 
mention children and adolescents in their national e-health strategy documents 
ranging from mere data protection concerns to comprehensive IT approaches for 
the improvement of child primary care.  

Keywords. e-health strategies, Child primary care, Europe, informatics, policy 

1. Introduction 

In May 2012, the Estonian President Toomas Hendrik Ilves, Chair of the independent 
high-level European Commission’s e-Health Task Force said: “We know that in 
healthcare we lag at least 10 years behind virtually every other area in the 
implementation of IT solutions. We know from a wide range of other services that 
information technology applications can radically revolutionise and improve the way 
we do things” [1]. 

In child health the issues are even more important for a number of reasons. Infants 
and young children cannot speak for themselves, give their own history, or supply past 
health information, thus an up-to-date health record is therefore vital. This is even more 
essential where parents may not know the full details (such as clinical factors at birth), 
are themselves stressed or confused, or in those cases where for whatever reason the 
parents neglect their child’s best interests. In these cases, as Rigby has previously 
indicated, the record acts as the child’s advocate [2]. Electronic health records give a 
modern effective way of ensuring that accurate, timely data is available at the point of 
clinical contact, or in ensuring that all preventive services have reached a child. 
However, not only is the pattern of implementation of e-health very varied across 
Europe, but in many cases systems are designed and implemented to a generic model 

                                                         
1 Prof. Michael J. Rigby, Section of Paediatrics Faculty of Medicine, Imperial College of Science, 

Technology and Medicine, Reynolds Building, St. Dunstan's Road, London, Hammersmith W6 6RP, United 
Kingdom; E-mail: m.rigby@imperial.ac.uk  

Informatics for Health: Connected Citizen-Led Wellness and Population Health
R. Randell et al. (Eds.)

© 2017 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-753-5-58

58

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



based on adults’ needs, without awareness of the particular issues of child e-health 
records – ranging from the need to link records even before the child has a formal name 
or civil citizen status, through to the child-specific data items which are important to 
record such as accurate preventive care (screening and immunisation), growth analysis 
and developmental status, child protection concerns, and interface with dedicated 
adolescent health services. 

E-health is a complex field, which at the same time should be harmonised and 
compatible between installations and applications. A strategy to direct planned multi-
agent investment is a necessary tool to ensure orderly and efficient progress, focused 
on clear health benefit objectives. WHO encourages the development of national 
strategies. In 2012 the WHO and the International Telecommunications Union (ITU) 
published a national e-Health Strategy Toolkit to offer support to those countries 
developing an e-health vision and strategy as well as for those where there is a 
necessity to revitalise available strategies [3]. According to WHO and the ITU, such 
strategies should be based on national health priorities, available and potential 
resources, and the current e-health environment. In practice, however, a considerable 
number of countries are struggling with meeting these requirements. In order to 
ascertain the currency of national policies, the WHO holds for each country a 
repository of e-health policies and claims this to be a collection of current national e-
health strategies [4].  
This paper provides a locally informed view as whether these policies are up-to-date 
and whether children have been considered in the national e-health strategies. It is 
based on a study to identify to what extent European countries have defined the health 
needs of children and adolescents in their national strategies and to what extent ICT 
solutions have been considered as possible means for the implementation of these 
strategic goals. 

2. Methods 

The Horizon 2020 funded project Models Of Child Health Appraised (MOCHA), 
running from 2015 to 2018, is charged with identifying optimal models of primary care 
for children, including the role of electronic records to support care delivery [5]. In 
February 2016, in order assess how well children were supported in national e-health 
policies, the project carried out an analysis of available national e-health strategies as 
contained in the WHO depository (http://www.who.int/goe/policies/countries/en/, 
(access dates 8 and 9/02/16). A key methodological feature of the MOCHA project is 
the retention in each study country of a part-time Country Agent – a local expert in 
child health services – who acts as the informant for obtaining data requested by the 
principal scientists in the project, using local indigenous sources. Questions asked of 
Country Agents have passed through internal and external scientific scrutiny to confirm 
their rationale, relevance, and clarity.  

To investigate whether children and e-health are considered in national e-health 
strategies, data were gathered between 21st March and 29th April 2016 through the 
MOCHA country agent network, thus ensuring local analysis in national languages. 
The questionnaire was designed as a semi structured survey instrument and asked 
whether the e-health strategy available in the WHO depository was the current 
document for each country, and whether it was the only one. MOCHA country agents 
were asked to list any other relevant e-health document, and to ascertain the presence 
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of content of each document regarding e-health and children, or the total absence of 
mention of children. 

At the time six out of 30 national e-health strategies were readily available in 
English with a working link, for 16 countries the documents were available in the 
countries’ own languages only and for eight countries the document was not accessible 
at all either because a false link was provided or the document was not available at the 
link provided.  

3. Results 

Replies were initially received from 27 countries. Eleven out of 27 countries’ MOCHA 
Country Agents replied that the e-health strategy contained in the WHO depository (as 
of April 2016) was the latest. Twenty said that beside the documents contained in the 
WHO depository there were other national strategies. Only eleven countries - Cyprus, 
Germany, Hungary, Ireland, Latvia, Lithuania, Norway, Poland, Portugal, Spain and 
the UK - mentioned that their countries’ e-health strategy contained considerations on 
children and adolescents. Sixteen replies stated that their national e-health strategy did 
not consider children and adolescents. Data for 3 countries are still outstanding. Details 
are given in table 1 and Figure 1. 

 Table 1: Overview on document currency and context (April 2016) 1/,2 
Is the WHO document the latest? Is the WHO document the only document? 

Yes No Yes No 
         Bulgaria 

Cyprus� 
Finland� 
Hungary 
Italy 
Latvia 
Lithuania 
Portugal� 
Slovakia 
Spain� 
Sweden 
 
 
 
 
 
 
� WHO update 

since June 2016 

         Austria� 
Belgium� 
Croatia 
Czech Rep� 
Estonia 
Germany 
Greece� 
Iceland� 
Ireland� 
Luxembourg 
Malta 
NL 
Norway 
Poland� 
Romania 
UK 
 

         Finland� 
Hungary 
Italy 
Latvia 
Romania 
Slovakia 
Sweden 
 

         Austria� 
Belgium� 
Bulgaria 
Croatia 
Cyprus� 
Czech Rep� 
Estonia 
Germany 
Greece� 
Iceland� 
Ireland� 
Lithuania 
Luxembourg 
Malta 
NL 
Norway 
Poland�  
Portugal� 
Spain� 
UK 

11 16 7 20 

1 Independent of the analysis in this paper, the WHO has updated the repository on 
national e-health strategies in June 2016. Because field work had been completed in 
May 2016, it has not yet been possible to update the paper.  
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Only eleven of 27 countries mention children and adolescents in their national e-
health strategy documents, ranging in some cases from mere reflections of data 
protection concerns, to other countries‘ comprehensive approaches covering a broad 
variety of potential areas for the improvement of child primary care through 
information and communication technology. Whether this weak coverage is due to lack 
of awarenss of the importance of specific data items and healthcare delivery processes 
for children, insufficient prioritisation of child healthcare, a lack of appreciation of ICT 
solutions in the healthcare context, or a lack of resources to sufficiently address 
challenges linked to a possible implementation, can not be answered at this stage. It is, 
however, astonishing how little strategic thought is currently spent on the potenial of 
ICT approaches to make child health care safe and efficient. Clear descriptions of 
current child health needs, definitions of goals for improvement in child health care, 
stakeholders to be involved and aligned ICT measures as means of improvement are 
largely missing.  

Figure 1 provides an overview on countries considering children and adolescents 
in national e-health strategies and those that do not, independent from the actual 
implementation status of the strategies. This is based on the content analysis of national 
strategy documents and the MOCHA country agents‘ evaluation on whether children 
and adolescents were considered in theory. In cases where national e-health strategies 
do not refer to the needs and vulnerability of children and adolescents, this has to be 
considered a potentially serious gap given children‘s dependence on effective modern 
systems as being a necessary prerequitie to making child and adolescent health care 
safe and efficient.  

 

Figure 1. Overview on national e-health strategies 
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4.  Conclusion 

Sixteen (59%) of the 27 reporting MOCHA countries fail to give any consideration of 
children in their national health strategies, and of the 11 (41%) which mention children, 
seven are in a stage of early adoption of e-health solutions to child health. This 
underpins how little strategic thought is spent on child health interests and the ICT 
solutions for more effective and safer child health care, even though IT applications in 
child health have been a proven cost-effective European innovation for over 50 years [6, 
7].  

The appropriate development of electronic health records and e-health services for 
children is severely compromised if under 50% of reporting countries have any 
mention of the particular needs of children and adolescents, their health, and equitable 
efficient and effective modern health delivery and monitoring. The findings of this 
study do not accord with the societal and health system duty of care to children who are 
dependent on them and cannot advocate for themselves.  

This work will be progressed through an inventory of system availability (in hand), 
and matched to other MOCHA work on patterns of healthcare provision and optimal 
future models of delivery of children’s primary care. Enhanced e-health support will be 
part of that visioning, and this first policy analysis will help formulate the degree and 
direction of strategy development needed, as well as initiating discussion on the issues. 
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Abstract. Engaging patients in the self-management decision-making provides 
opportunities for positive health outcomes. The process of shared decision making 
(SDM) is touted as the pinnacle of patient-centred care, yet it has been difficult to 
implement in practice. Access to tools resulting from the integration of all health 
data and clinical evidence, and an ease of communications with care providers are 
needed to engage patients in decision making. Personal health record (PHR) 
technology is a promising approach for overcoming such barriers. Yet there is a 
scarcity of studies on system design for SDM via PHR. This paper describes a study 
protocol to identify functional requirements of PHR for facilitating SDM and factors 
that would influence the embedding of the proposed system in clinical practice. 

Keywords. Personal health records, shared decision making, normalization process 
theory, mixed methods, self-management, patient engagement  

1. Introduction 

Today, there is increased interest in health information technology (HIT) interventions 
that engage patients in decision making as part of self-management. Shared decision 
making (SDM) has been suggested as an optimal approach to making healthcare 
decisions and today touted the pinnacle of patient-centred care [1]. SDM is a 
collaborative process that allows patients and their providers to make decisions together, 
taking into account the best available evidence and the patient’s values and preferences 
to identify the best strategy at a particular point in time [2]. While there is associated 
evidence of patient outcomes [3], a few obstacles still slow SDM spread in practice [4].  

For patients to be effective and engaged participants in SDM, they require access to 
their healthcare information and decision support tools. Increasingly, patients are 
engaged through online, mobile and digital routes [5]. A personal health record (PHR) is 
an internet-based application that allows patients to access, input, manage and share their 
health information, access decision support tools and education, and to communicate 
with care providers [6]. PHRs remain underutilized, but are a major opportunity to 
improve patient engagement and decision making [7]. 

To effectively engage patients and support SDM,  systems must be designed for that 
purpose [8]. But using such systems in routine clinical practice is still problematic; a 
translational gap that Normalization Process Theory (NPT), may be able to address [9].  
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Evaluation with NPT focuses on a specific set of activities that bring about the 
embedding of a complex healthcare practice. NPT describes those determinants that 
influence the promotion or inhibition of complex interventions and offers a foundation 
on which the likelihood of successful implementation can be judged [10].  

The target population of the study protocol is youth (18-24 years old) with Type 1 
diabetes (T1DM). T1DM is the second most common chronic disease in children [11] 
and an increasing prevalence [12]. While youth can perform diabetes self-management 
tasks, they still need help making decisions. In terms of engaging diabetic youth in self-
management decision making, SDM provides opportunities for positive health outcomes 
[13]. Still, there are few targeted interventions to support their involvement in SDM [14].  

1.1. Objectives 

The research objectives are: 
● To analyze the functional requirements of an integrated shared decision making–

personal health record (iSDM-PHR) system  
● To explain the factors that promote or inhibit the incorporation of iSDM-PHR into 

routine clinical practice 
● To describe the ‘normalization potential’ of iSDM-PHR 

1.2. Guiding Theoretical Framework 

NPT matches four social processes (the “what”) with mechanisms (the “how”) and 
describes the participants’ actions which positively affect the embedding of a healthcare 
intervention. Using iSDM-PHR, the sixteen analytical NPT claims are applied (Table 1 
adapted from [15][16][17]). 

Table 1. NPT Theoretical Framework for SDM via PHR 

Mechanisms 

Social Process  
Meaning and Sense-
making work 

Commitment and 
Engagement work Enacting work Appraisal work 

Normative 
restructuring 

Understand how SDM 
via PHR differs from 
existing practice  

Believe it is right for 
them to be involved 

Support and 
resource SDM 
via PHR within 
its social 
contexts 

Identify or 
measure SDM-
PHR benefits and 
issues 

Reworking 
conventions 

and group 
processes 

Shared understanding 
of the purpose and 
expected benefits 

‘Buy into’ the idea 
of SDM via PHR 
and persuade others 
to participate 

Create and 
communicate 
knowledge about 
SDM via PHR 

Shared evaluation 
of contributions to 
and value of SDM 
via PHR  

Enacting 
practices 

Understand the 
specific tasks and 
responsibilities in 
implementation of 
SDM via PHR 

Willing to drive 
implementation of 
SDM via PHR 

Operationalize 
tasks of SDM 
via PHR and 
produce 
outcomes 

Evaluate 
contributions to 
and value of SDM 
via PHR  

Projecting 
practices 

into the 
future 

Understand the value 
and benefits of SDM 
via PHR 

Commit and 
contribute to SDM 
via PHR for 
sustainability  

Allocate roles 
and 
responsibilities 
clearly 

Attempts to alter 
SDM via PHR are 
made 
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2. Methods 

2.1. iSDM-PHR application 

Based on a conceptual framework developed by Davis et al. [18], the design of an iSDM-
PHR system was developed and explained elsewhere [19]. The proposed iSDM-PHR 
ecosystem is described as an internet-based, electronic health record (EHR) systems 
environment. It is complemented by autonomous integrated applications whereby data is 
kept separate from the applications, enabling greater innovation in the applications [20], 
and built on standards for privacy, security and data exchange, and uses a messaging 
system for timely, asynchronous interactions . In this way, provider EHR systems and 
iSDM-PHR may interact to exchange relevant data and communicate. Patients access the 
system anywhere, anytime using any device with internet access. The iSDM-PHR 
functional model maps the elements in the SDM process with a PHR function by patient 
activity with specific system actions for patients. 

2.2. Study Design 

The evaluation strategy involves a two-phased, sequential assessment. The protocol is 
under review by the University of Victoria Human Research Ethics Board. Phase 1 will 
inform the iSDM-PHR functional model via task/function mapping, a user-centred 
design approach. This process specifies the users’ functional requirements of the system. 
The resultant user-validated, functional model of iSDM-PHR will be used in Phase 2. 

Phase 2 will assess the ‘normalization potential’ of the system from multiple user 
type perspectives. A pre-implementation assessment will be used to identify factors for 
a successful implementation. Semi-structured interviews will be used to explore 
participants’ opinions of iSDM-PHR. Concurrently, the Normalization MeAsure 
Development (NoMAD), a NPT-based survey instrument [21], will be used to measure 
implementation processes and predictive relationships between these processes and 
outcomes.  Qualitative and quantitative data will be equally-weighted.  

2.2.1. Phase 1 Functional Requirements Evaluation 

A purposeful, maximum variance recruitment strategy will be used to gain different 
perspectives of the requirements of the two target groups: T1DM youth and healthcare 
providers (physician specialists and certified diabetes educators). The final number of 
participants will be determined when saturation is reached within data collection; 10-20 
participants per target group is anticipated. 

  Basic descriptive data will be collected including use of technology. Data will be 
primarily collected via a functional model validation activity and analyses will occur 
simultaneously. Participants will match a user task with the system function using a 
task/function matrix, adapted from Maguire [22]. Matching is accomplished when the 
user identifies a system function for a given SDM task as critical to task, for occasional 
use, or not useful/applicable to the task. Data collected from each additional participant 
will be iteratively compared. A functional model will be indicated by 75% of tasks being 
reliably mapped to functions. As a secondary method of data collection, a brief, semi-
structured individual interview will commence in order to clarify and to gain a richer 
understanding of the participant responses in the functional model validation activity. 
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2.2.2. Phase 2 Implementation Process Evaluation 

Purposeful, maximum variance sampling will be used to assess the ‘normalization 
potential’ of iSDM-PHR. The three target groups for this phase are T1DM youth, 
healthcare providers, and organizational providers (responsible for the design, 
development, implementation or management of EHR systems). Phase 1 participants 
may participate in Phase 2. Based on similar studies  [7][23][24], a study sample of 80 
participants (about 20 from each target group) is planned. 

  Data will be collected concurrently using the following manner: (i) online NoMAD 
instrument. The NoMAD instrument uses a 5-point Likert scale for 20 items reflecting 
the full range of normalization processes and 3 items to assess participants’ general 
expectations of the implementation process; (ii) small fixed response survey of practice 
related outcomes – e.g. “I feel that iSDM-PHR would positively impact engagement in 
self-management decision making?”; and (iii) semi-structured phone interviews that will 
use an interview guide (Table 2) and be audiotaped and transcribed.  

Table 2. Sample Interview Questions 

NPT Social Process Mechanism  Questions/Probes using the NPT theoretical 
framework  

Meaning and Sense-
making work 

Projecting practices into 
the future 

What do you understand to be the value, benefits and 
importance of iSDM-PHR? 

Normative restructuring How would you describe iSDM-PHR? 
Commitment and 
Engagement work 

Normative restructuring Do you believe it’s right to engage in the use of 
iSDM-PHR? 

Enactment work Projecting practices into 
the future 

How does the iSDM-PHR affect roles and 
responsibilities or training needs? 

Reworking conventions 
and group processes 

Will iSDM-PHR make people’s work easier? Will it 
impact division of labour, resources, power, and 
responsibility? 

Appraisal work Enacting practices How will you judge the value of iSDM-PHR in 
terms of the effects on you? 

  
 Demographic, clinical, instrument and survey data will be summarized via descriptive 

statistics using SPSS to indicate where participants express more positive or negative 
responses and to inform associations between factors influencing normalization and 
engagement in decision making. Data from interviews will be analysed with NVivo 11 
Pro and coded using a NPT-based coding frame. Salient themes will be grouped to reflect 
the promoting or inhibiting factors of iSDM-PHR into routine practice for diabetic youth. 
Finally, both quantitative and qualitative data will be merged to a unified whole and 
analyzed as a composite picture for the purposes of complementarity in the interpretation 
and description of the outcomes in relation to the research objectives of the study. 

3. Discussion 

The state of SDM in clinical practice is a question of understanding the operationalization 
of SDM for patients and providers within today’s EHR environment in order for it to 
become routine. By actively integrating SDM into PHR technology, iSDM-PHR may not 
only improve self-management decision making in diabetic youth, but facilitate 
improved patient-provider relationships and systematic discussions on further disease 
management strategies and potential intervention points. 
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4. Limitation 

A non-representative sample does not permit generalization to other populations and 
cognitive bias cannot be quantified. However, if mixed methods are applied, valid 
conclusions can be drawn with regard to system design and implementation for use.  
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Abstract. Successful medication adherence particularly in elderly with chronic 
diseases will improve their self-management. Medication reminder systems could 
be useful to improve this adherence. This study consists of two phases, designing a 
mobile medical app based on Android platform and then its evaluation. To develop 
this application, first, the use case scenarios have been hypothesized in partnership 
with health professionals and patients used to take medications daily. Unified 
Modeling Language was used to model the use cases. The evaluation was 
performed with usability testing and efficacy testing. The results show that the app 
was well accepted both in young people and older adults. Engaging target users 
and health professionals in the conception and development of a health-related app 
could have better results in the usability and the efficacy of the app. 

Keywords. mHealth, Reminder System, patient adherence,Mobile Applications 

1. Introduction 

Improving medication adherence particularly in older adults with chronic disorders will 
enhance their disease management. This would be more serious when the medicines are 
vital. Most patients occasionally forget to take their medications[1]. Patient adherence 
to medication is clinically crucial in reducing mortality of serious diseases and total 
health care costs [2]. 

Patients with chronic conditions, regardless of age, take generally multiple daily 
medications with various frequencies. This will increase the risk of medication errors 
or non-adherence to medication treatment. Non adherence to medication is a complex 
problem that can lead to exacerbations of chronic health conditions, hospital 
admissions, and other avoidable health care costs [3]. 

Smartphones have been rapidly adopted by the general population and now 
represent a promising technology that can improve health care [4]. The intersection of 
mobile technology, apps and healthcare is currently in its most dynamic phase. Since 
the information and communication technology (ICT) develops, a system using mobile 
phones to support medication-taking will become increasingly necessary as a part of 
the m-Health (mobile health) system [5]. 

There are more than 165000 health related apps available in the global markets 
today [6]. All of these apps are not necessarily “good” ones and studies have shown 
that many of these applications have some problems concerning content validity, 
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security, usability, etc. [7]. Unfortunately, the five-star rating scale provided in the app 
stores is not a reliable assessment method [8]. Some studies in the literature have 
already demonstrated that older people differ from young people in their perceptions, 
preferences and usage of mobile technology. There are also differences within the older 
adult groups regarding mobile technology adoption [9]. Generally, the people using 
new technologies are young; it seems that the elderly may use mobile applications 
rarely. However, older adults may have more need to a medication reminder system 
than the youngsters.   

Well-designed applications that are proper for elderly would be adopted by the 
elderly. We hypothesized that a medication reminder system would be used among all 
age ranges if it is designed with the participation of its target users and health 
professionals. 

Therefore, in this study, a medication system reminder app has been designed and 
evaluated by the users from various age ranges. 

2. Methods 

In the analysis phase, first, we identified the main actor who is the application user. 
Each user can add one or more patients (medication consumers) and for each patient, 
the user could allocate various medications. In the first step, the user should identify 
the patient information including name, gender, and date of birth, height, and weight 
and phone number (only the name is mandatory). 

For visualizing, constructing and, documenting the application, all of the use cases 
should be recognized. Two IT specialists and two medical doctors and two patients, 
one above 50 years old and the other under 50 years old, both used to take various 
medications daily, agreed on the list of use cases and validated the model obtained. 

The recognition of the activities of the system was the second step of the 
development. The activity diagram helps to understand the main business of the system. 

Once the application had been developed, one medical doctor and two users tested 
the application to find bugs and defects. 

The evaluation was then performed on the efficiency and the user friendliness of 
the application. We have created a questionnaire including two questions assessing the 
function efficacy of the app and 10 usability questions. The usability questions were 
derived from SUS method [11]. We have adapted the SUS questions for mobile 
application use. We asked 60 users (30 under 50 years old and 30 over 50 years old) to 
use the application for at least 10 days and answer to the questionnaire. The evaluators 
were from both sexes. We have then analyzed the global user satisfaction and the 
application efficacy and compared the results in the two groups. 

3. Result 

3.1. Development 

The actor list includes the user (the person who uses the application for himself or for 
others), medication consumer (the person who should take the medication), medication 
(the medication that should be taken by the patient), patient relative (if user does not 
take medication, a text massage will be sent to the patient’s relative) and trip (Specify a 

M. Fallah and M. Yasini / A Medication Reminder Mobile App 69

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



 

time limit for providing the medicines in sufficient quantities. Figure 1 shows the use 
case model. 

 
Figure 1. Use case Model 

 

 
Figure 2. User Creation Activity 

The system activities include: user creation, medication creation, consumption on a 
trip. Figure2 presents an example of activities (the user creation activity). 

Our app database contains five tables: User, Alarm, Medication-alarm, User-
Medication, and Medication-Info. 

3.2. Evaluation 

Table 1 shows the efficacy questions and the SUS questions adapted to mobile apps 
and the mean score for the two groups of users. Both efficacy and usability test results 
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are promising. We did not find a significant difference in efficacy and global usability 
between the two groups of study.  

 Table1. Efficacy and usability evaluation of the application. The data is shown by mean values 

Efficacy questions Under 50  Over 50 P value 
 Compared to the period when I did not  
use  the app, the number of missing 
medication is reduced (0 for no , not at all 
and 10 for yes , definitely)  
 

8 8.3 0.2 

Compared to the period when I did not use 
the app, I miss less my medication but I 
take them sometimes with a delay which is 
generally more than 1 hour (0 for totally 
disagree , 10 for totally agree)  

2.6 2.9 0.18 

Usability questions ( 0 for totally 
disagree , 5 for totally agree) 

   

1. I think that I would like to use this 
app frequently 

4.1 4.6 0.001 

2. I found the app unnecessarily 
complex 

1.2 1.4 0.04 

3. I thought the app was easy to use 4.5 4.7 0.09 
4. I think that I would need the 

support of a technical person to be able to 
use this app 

1.1 1.7 0.0001 

5. I found the various functions in 
this app were well integrated 

4 4.5 0.001 

6. I thought there was too much 
inconsistency in this app 

1.3 1.4 0.2 

7. I would imagine that most people 
would learn to use this app very quickly 

4.4 4.4 - 

8. I found the  app very cumbersome 
to use 

1.3 1.4 0.2 

9. I felt very confident using the app  4.3 4.5 0.1 
10. I needed to learn a lot of things 

before I could get going with this app 
1.2 1.6 0.002 

SUS Score 87.8 88.2 0.4 
    

4. Discussion and Conclusion 

Medication adherence can affect patient health positively, improve the quality of the 
relationship between the patients and their health provider, and decrease health 
resource consumption [12]. Traditional reminder methods remind passively to take 
medication and are inefficient for complicated regimens.  

In this study we’ve created a medication reminder app that could be appropriate for 
whom needing support with his drug regimens. The app can engage the medication 
consumer’s entourage and the consumer should not carry a separate reminder device. 
The comparison between the two groups of study shows that the application was well 
accepted in the elderly and the young generation both in efficacy and usability scores. 

A number of researches studied the use of smartphones in the medical settings. 
One systematic review study found that the short-term effectiveness of electronic 
reminders, especially Short Message Service (SMS) text messaging reminders and 
internet interventions could enhance medication adherence of the patients [12, 13]. The 
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results of our study corroborate the findings of other studies and show that the age of 
users does not affect the usability and efficacy of the app. We have found significant 
differences in some usability aspects and contrary to our expectations; they were better 
noted by the older group. This may be due to the comparison that the young people do 
when assessing an app. The young people have seen and tested more apps than the 
older group. Therefore, the expectations of this group may be higher.    

One of the limitations of this study may be our small sample size. Another 
limitation would be the fact that we have evaluated our own app and the results may 
not be generalizable to other solutions. However, we believe that if the target users and 
health professionals participate in the conception and the development of the app, it 
will obtain a good level of acceptance[8]. Other usability and efficacy evaluation 
methods could be used in the future to validate these results. We considered "age" as a 
primary factor in this study. However, other factors including the knowledge, illness 
status and perceived support could be integrated in the future revisions of this study. 
The future app may have a verity of features including medication information, multi-
platform functionality, and interoperability with the electronic patient records and 
particularly order entry systems. 
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Abstract. Recently a new buzzword has slowly but surely emerged, namely the 
Internet of Things (IoT). The importance of IoT is identified worldwide both by 
organisations and governments and the scientific community with an incremental 
number of publications during the last few years. IoT in Health is one of the main 
pillars of this evolution, but limited research has been performed on future visions 
and trends. Thus, in this study we investigate the longitudinal trends of Internet of 
Things in Health through bibliometrics and use of text mining. Seven hundred 
seventy eight (778) articles were retrieved form The Web of Science database 
from 1998 to 2016. The publications are grouped into thirty (30) clusters based on 
abstract text analysis resulting into some eight (8) trends of IoT in Health. 
Research in this field is obviously obtaining a worldwide character with specific 
trends, which are worth delineating to be in favour of some areas. 

Keywords. scientometrics, ubiquitous health, pervasive health, text data mining 

1. Introduction 

A new buzzword has come into the foreseen recently, namely Internet of Things. Kevin 
Ashton claim the first use of term Internet of Things (IoT) in 1999 [1] linking the idea 
of RFID in a supply chain. A lot of definitions are attempted with the Oxford 
dictionary defining IoT as “the interconnection via the Internet of computing devices 
embedded in everyday objects, enabling them to send and receive data”. The IEEE 
Internet Initiative definition as explained in [2] distinguishes between low and high 
complexity, thus it established separate definitions. Following the work of pervasive or 
ubiquitous computing, the Internet of Things in Healthcare is one of the key focus areas 
with examples including use in Active and Healthy Aging environments [3], 
"personalised preventative health coaches” [4],  full body exergames to mobile devices 
[5] and others. 

Bibliometric analysis provides a summary for research reported in scientific 
literature enabling researchers to generate quantitative information from existing data 
[6]. Text data mining can complement the bibliometric analysis and fulfil the need for 
faster content analysis and categorisation [7]. Text data mining or text mining involves 
information retrieval, text analysis, information extraction, clustering, categorization, 
visualization, database technology, machine learning and data mining [8]. 
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A recent study for Internet of Things using bibliometrics revealed [9] an increased 
number of publications in the last 5 years, while emerging and established research 
clusters were identified. Furthermore, there are a number of organisations which 
foresaw the rapid expansion of Internet of Things. The US National Intelligence 
Council include it in 2008 in a list of six “Disruptive Civil Technologies” with 
potential impact on US national power [10]. The UK government sees IoT as a 
transformative development which has enormous potential to change all of our lives 
[11] and foresees the potential areas for development of IoT in Healthcare to be 
prevention and early identification, research and tailored healthcare. The EU state that 
IoT represents the next step towards the digitisation of our society and economy and by 
2020 the market size of IoT expected to exceed one trillion Euros [12]. 

Different organisations have different research priorities around Internet of Things 
in Health. Reviews on Internet of Things aiming to set the vision and identify the 
application and concepts have been made [13], [14], as well as an analysis via rigorous 
bibliometric and network analytics [9]. However, to the best of our knowledge there is 
no current research identifying the Trends of Internet of Things in Health through 
bibliometrics and text mining. This paper taking into consideration the field diversity in 
healthcare aims to answer the following questions: What are the IoT in Health 
bibliometrics? What are the themes in IoT in Health research? Are there any trends for 
IoT in Health research? What can be envisaged in the future in this domain? 

2. Methods 

Inspired by the work of Hung [7] we followed a similar methodology. 
Data Collection: We chose the Web of Science as the source database since 

includes journals with highest impact in science and it is a bibliometric database which 
enables detailed bibliometric analysis. The following query was used to identify the 
relevant papers: TS=("Internet of Things" OR IoT ) AND (ehealth OR health* OR 
medic* OR nurs*) NOT (impairment oriented-training OR Integrated outpatient 
treatment OR Immunotech OR intravenous injection of endotoxin) in order to include 
the term “Internet of Things” or the acronym IoT and one or more of words which 
relates IoT with health (e.g. ehealth, health, healthcare, medicine, medical, nurse, 
nursing, etc.) in the Abstract, Title and/or Keywords fields of a record. The acronym 
“iot” is used for different health related terms which excluded from the results. A total 
of 778 papers were retrieved. The search period was set from 1st of Jan 1998 to 30th Sep 
2016. Despite the fact that not all the 2016 papers included, the latest papers might 
change the scene on the trends of internet of things in Health. 

Data Analysis: The bibliometric data generated by the Web of Science downloaded 
locally and a set of bibliometric indicators were extracted, which describe the IoT in 
Health. BibExcel used to calculate co-occurrences of countries per paper and Pajek to 
visualise it. Text mining and clustering analysis performed using WordStat. The 
algorithm used is based on hierarchical clustering of key words (a text mining approach 
for automatic taxonomy generation and text categorisation), using as similarity metric 
the Adjusted Phi coefficient, a measure of association for two binary variables. In 
addition, the clustering method that was chosen was based on co-occurrence profiles 
(Second Order Clustering), considering that two keywords are close to each other, not 
necessarily because they co-occur but because they both occur in similar environments. 
Pre-processing involved stemming and exclusion of common words and phrases. 
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3. Results 

Publication Data Collection: Figure 1(a) summarises the number of publication 
between 1998 and 2016. Publications of 2016 are included as they appear in Web of 
Science until September. The solid line represents the number of articles, while the 
dashed represents the moving average trend line. As the figure reveals the publications 
of IoT in Health are continuously growing. Document Type: The majority of the 
published literature in IoT in Health are proceedings papers while less than half are 
articles in journals. Twenty (20) are reviews while editorials, book chapters and 
abstracts are also present (Figure 1(b)). 

 

  
Figure 1. IoT in Health : a) publication trends ; b) document types 

The most prolific countries based on authors’ affiliations are People's Republic of 
China (134) followed by USA (113), while UK (63), India (63), Spain (43) and South 
Korea (42) follow (Figure 2(a)). However, research is being conducted worldwide as 
figure 2(a) reveals with exceptions of Africa, a part of South America and middle Asia. 
The highest collaborations between countries is between People's Republic of China 
and USA, and as figure 2(b) depicts high cross-country collaboration exists. The most 
prolific source titles are LNCS (21), Sensors (20), Applied mechanics and materials 
(16) and Procedia Computer Science (15), while the 778 papers are published in 679 
different sources. 
 

  
Figure 2. a) World research on IoT in Health based on authors’ affiliation. b) Collaboration between 

countries based on authors’ affiliations using BibExcel and Pajek. 
Text Mining analysis through automatic clustering analysis created a dendrogram 

of 30 key term clusters. The 30 clusters interpret by two domain experts. Clusters with 
less than 5 articles and one cluster with noise (papers that were irrelevant to the topic) 
were dropped resulting to 745 articles. Since most of the terms exist in more than one 
article, frequency of cluster terms per article was used, to assign each article into a 
single cluster. As a result, a total number of eight (8) categories were formed by 
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combining several clusters together. As a further step, publishing trends were 
calculated for each category. Time trends are depicted in the Figure 3(b). 

 

  
Figure 3. a) Trends identified and number of articles per trend for the selected period (Jan 1998 – Sep 2016). 

b) Time trends of articles identifying the growing interest of trends (number of articles per year). 

The distribution of articles in C1, C2 and C6 trends follow the general worldwide 
research pattern, while C3 – “Industrial potential of IoT” trend apart from the 2 
dominant Countries (Peoples Republic of China and USA (40% of the articles) ) 
articles comes mainly from European countries (46% of the articles). C8 – “Ambient 
Assistive Living & Active Healthy Aging” is led by Greece, with the rest of the 
research spread worldwide. C4 – “Data Sciences analysis, storage and connectivity” 
which includes research on Big data, cloud computing and semantic web, is one of the 
few trends where Peoples Republic of China are not leading. Instead USA (20% of the 
articles), UK (15.7% of the articles) and India (10% of the articles) are the origin 
countries of this research topic. The C5- “Quality management and privacy” topic 
authoring country origin is led by European countries (43 % of articles), followed by 
Asia (30%) and North America (20%). Similar pattern applies for C7-“Smart Cities” 
with Europe to author 52.4% of the total articles followed by North America (23.8%) 
and Asia (20%). 

4. Discussion and Conclusion 

As the term ‘Internet of Things’ was claimed to be coined in 1999 we have selected the 
time range of the queries to be between 1998 and 2016. The growth of published 
research started in 2010, while a higher increase occurred after 2014 as Figure 1(a) and 
3(a) depict. Since articles for 2016 are not included in full due to the time the search 
took place, the decreasing curve in the number of articles after 2015 is expected. The 
authors selected to include articles authored in 2016, since those formed differently the 
trends and allowed the latest focus of the published articles to be included. 

The increased number of proceedings papers in comparison with journal articles 
(Figure 1(b)) might be an indicator for the rapid expansion of the field and the need for 
presenting early results and concepts, despite the fact that proceedings age faster they 
play a particularly important role in computer sciences (about 20% of the 
references)[15]. 

The institutional country of the authors reveals the countries where relevant IoT in 
Health research occurs (Figure 2 (a)) with the two dominant countries (Peoples 
Republic of China and USA) to have also the highest rate on collaboration between 
them through co-authorships (Figure 2(b)). As can been seen from Figure 2 cross-
country collaborations are essential for this emerging field. 

Internet of Things in Health Trends Articles
C1 Systems /Services design and implementation 258

C2
Communication/Connectivity Protocols & 
Algorithms 151

C3 Industrial potential of IoT 13
C4 Data Science analysis, storage and connectivity 92
C5 Quality Management and Privacy 23
C6 Efficiency and Cost of Application 172
C7 Smart Cities 15
C8 Ambient Assistive Living & Active Healthy Aging 21
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Some of the trends include more articles than others (Figure 3(a)). This could be 
linked with previous knowledge (e.g. C1, C2, C6) but also with research fields 
expansions such as big data and semantic web (C4), and the Active and Healthy Aging 
(C8). The time trends of articles identify a growing interest on the recognised topics.  
According to Figure 3(b), topics such as IoT industry potential (C3), quality 
management and privacy (C5) and smart cities (C7) are recently emerging trends since 
their numbers are increasing since 2014, while other more mature trends include 
ambient assisted living area (C8), systems design & implementation (C1), 
communication protocols (C2), data sciences (C4) and cost of implementation (C6), 
dating back in 2013 and 2011. 

In this paper we formed eight (8) trends in Internet of Things in Health research 
through a bibliometric analysis. Research is worldwide with specific trends seen in 
certain countries. The findings of the study are limited and do not intended to be 
exclusive. This study might have missed articles in other scholar databases or articles 
that are in the process of publication. Different sets of keywords used in the search 
might generate different results that influence the trends of IoT in Health. This 
classification is by no means exhaustive and different classifications could be used. It is 
nevertheless already didactic from this piece of research that there exists already 
preferred domains of IoT applications which look not only promising for researchers 
but for facing societal challenges like active and healthy ageing as well. 
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Abstract. mHealth and Telehealth technologies are increasingly used to provide  
personalised, interactive and timely access to health data, thereby helping patients 
take a more active role in their care process. However, similar to any intervention, 
the use of these technologies has to be assured to justify that they do not compromise 
patient safety. In this paper, we discuss the development of a safety case for MediPi; 
a research prototype for a low-cost open-source digital platform that collects 
physiological data from patients, at home, and makes it available to decision-support 
systems used by clinicians. We identify potential hazardous failures associated with 
the use of MediPi and examine current risk controls. We also explore the modular 
structure of the overall safety case of the platform. We conclude with a discussion 
of patient safety challenges related to the unsupervised nature of the care setting and 
the use of commercial off-the-shelf personal devices. 

Keywords. mHealth, telehealth, open source, patient safety, safety case. 

1. Introduction 

Mobile Health (mHealth) and Telehealth technologies are considered two central digital 
solutions for enabling patient-centred care [1]. By offering timely, personalised and 
interactive access to health data and services, a primary aim is to empower patients to 
take a more engaged role in their care process and improve the quality of the coordination 
of care between patients and carers. Importantly, the active participation of the patients 
makes them providers of context- and person-specific health data rather than mere 
consumers of generic health services. 

In particular, the number of mHealth apps that support self-management and self-
monitoring has increased significantly. It is estimated that, by 2017, 65% of these apps 
will focus on capturing and communicating data to measure patient conditions, with 
emphasis on managing chronic diseases [1]. Within the UK, the telehealth market is 
expected to grow by 13% (Compound Annual Growth Rate) [2] per annum in the next 
few years with estimated yearly average costs at £2,000 per patient [3]. This sharp 
increase is attributed to advances in smart mobile phones, combined with reduced cost 
of ownership and ease of access to apps and wearable devices. 

However, claims concerning the benefits of these digital technologies have to be 
supported by the necessary evidence of efficacy, cost-effectiveness, usability, safety and 
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security. In particular, the potential of these systems to improve or compromise patient 
safety remains an open question [4]. This adds to the overarching challenge concerning 
assuring patient safety in the community, as highlighted by Vincent and Amalberti, 
“patient safety in the home has not been addressed in a systematic manner” [5]. For 
example, remote digital communication between the clinician and patient can increase 
the risk of missing subtle conditions that are likely to be detected in person [6]. Further, 
a wider technological issue relates to the reliability of publicly available mHealth apps. 
A recent assessment of 46 mHealth apps for calculating insulin dose concluded that the 
majority of these apps lack protection against incorrect or inappropriate dose 
recommendations that put users at risk of catastrophic overdose [7]. 

Needless to say, our objective is not to undermine the role of mHealth and Telehealth 
technologies. Rather, it is to highlight potential patient safety risks posed by these 
technologies and the need to justify and establish control measures that detect and 
mitigate these risks. That is, similar to any intervention, mHealth and Telehealth 
technologies are expected to undergo evaluation and produce assurance evidence that is 
proportionate to the criticality of these technologies to patient safety. Unfortunately, 
current regulations and guidelines are still evolving and the characteristics of such 
assurance evidence for mHealth solutions are hard to determine. 

In the UK, the Personalised Health and Care 2020 Plan makes a commitment to 
“working in the open and ensuring all new source code is open and reusable, and 
published under appropriate licences, unless there is a convincing reason not to” [8]. In 
this paper, we examine how this notion of openness can be extended to safety assurance 
by augmenting open-source software artefacts with open safety cases. Such open and 
publically available safety cases comprise specific assurance claims about the open-
source technology and the argument and evidence to support these claims. 

As a use case to explore the assurance of mHealth, we focus on MediPi, a prototype 
for a low-cost open-source digital platform that collects physiological data from patients, 
at home, via physical devices (e.g. oximeters and blood-pressure cuffs) and makes it 
available to clinicians. The system supports the return of information from clinicians to 
the patient. The development of MediPi is clinically led and follows an agile lifecycle. It 
aims to provide a generic and open-source platform for mHealth solutions that can be 
customised for self-management for different health conditions. 

2. Methods 

2.1. Setting 

In the current prototype, MediPi collects and transmits data as-is with no modification 
or filtering. Any clinical interpretation of, and reaction to, the information are exclusively 
the responsibility of the clinicians. The MediPi platform does not provide any direct 
treatment or diagnosis. A high-level model of the MediPi architecture is shown in Figure 
1. Devices are commercial off-the-shelf USB- or Bluetooth-enabled physiological 
measurement hardware. Data is collected by the MediPi Patient Interface software and 
transmitted to a Concentrator, which makes it available to Clinical Systems. The Clinical 
Systems and Devices are out of scope for the MediPi platform. The Concentrator holds 
all data collected from the patients, in a raw form, and provides a query mechanism for 
Clinical Systems, which are responsible for any processing and raising notifications. The 
Concentrator will forward these notifications to the patient. 
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Figure 1. MediPi Solution Architecture 

MediPi has a multi-layered approach to security. All connections between MediPi 
entities occur behind a VPN hosted by NHS Digital. All messaging ‘in transit’ is 
mutually authenticated (2-way SSL) using MediPi Device certificates and ‘at rest’ is 
encrypted and signed using MediPi Patient certificates. Asymmetric encryption allows 
access to only intended recipients and the signature ensures the identity of the sending 
party. Although for the purposes of the current pilot study Raspberry Pi is used as the 
main hardware platform, there is no requirement for this to be the case in further 
deployments. MediPi is an open-source Java solution and is platform agnostic. The 
source code and design are publically available via GitHubii, which allows third parties 
to access the code for their own implementation. A port to Android is under way. 

2.2. Approach 

We performed a preliminary safety evaluation of MediPi by following the requirements 
for risk assessment defined in the NHS Digital safety standard for Health IT development 
[9]. This standard follows the safety principles established for medical devices. The risk 
assessment of MediPi generated two primary artefacts: Hazard Log and Clinical Safety 
Case Report. The Hazard Log is a mechanism for recording the on-going identification, 
analysis and resolution of system hazards. The Clinical Safety Case Report documents 
an argument, supported by evidence, for why the system is safe for a given application 
in a given environment. 

For hazard analysis, we conducted a What-If Analysis, focusing on four categories 
of failure: Omission, Commission, Timing and Incorrect, following the guidewords 
defined in the Software Hazard Analysis and Resolution in Design (SHARD) technique 
[10]. For the safety case report, the safety argument was depicted graphically using the 
Goal Structuring Notation (GSN) [11]. GSN captures the individual elements of the 
safety argument, e.g. claims, context and evidence, and the relationships that exist 
between these elements. Both the Hazard Log and the Clinical Safety Case Report will 
be made publically available alongside the MediPi source code and design specification. 

3. Results 

Nine potential hazardous failures were identified and analysed (Table 1). An additional 
generic failure was also identified that concerns patient misidentification. The primary 
output of MediPi is information, in the form of clinical notifications (e.g. from a GP) or 

                                                           
ii http://rprobinson.github.io/MediPi and www.medipi.org  
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prompts (e.g. periodic reminders to measure blood pressure). As such, MediPi cannot 
directly cause physical harm. That is, hazards in this context are actions or inactions by 
the users to which MediPi notifications and prompts could contribute. For example, the 
user might not take a blood pressure measurement at the correct time (i.e. inaction or 
omission event) due to the lack of a prompt by MediPi. 

Table 1. Identified Hazardous Failures 
 Clinical Notifications Clinical Prompts 
Omission MediPi does not present clinical notification  MediPi fails to provide a prompt  
Commission MediPi presents clinical notification when not required MediPi provides a prompt when not required 
Timing MediPi presents clinical notification later than required MediPi provides prompts earlier than required 

MediPi provides a prompt later than required 
Value MediPi presents incorrect clinical notification MediPi provides an incorrect prompt 

For each hazardous failure shown in Table 1, existing risk controls were examined 
and additional mitigations were identified in order to reduce the likelihood/severity 
associated with these failures. These mitigations specify safety requirements that have to 
be satisfied by the gh the deployment 
of specific measur

 
Figure 2. Overall Modular Safety Case 

Concerning the safety case, modularity in the MediPi platform, e.g. separate 
modules for devices, Concentrator and Clinical Systems, lends itself to modularity in the 
safety reasoning, i.e. self-contained safety arguments for the individual system modules. 
As such, the overall safety case for MediPi is modular, organised based on 
interdependent argument modules. These are summarised as follows (Figure 2): 

� Clinical Safety Argument Module: defines a hazard-directed argument 
concerning how the risk of identified care hazards has been mitigated; 

� Devices Argument Module: captures assurance about the behaviour of the 
commercial off-the-shelf devices, e.g. reliability of the measurements;  

� MediPi Argument Module: provides a justification concerning two aspects of 
the platform, Patient Interface and Concentrator, focusing on how the hazardous 
failures identified in Table 1 have been mitigated; 

� Clinical Systems Argument Module: captures assurance concerning the 
contributions to care hazards made by the clinical inputs.  

In particular, the Clinical Safety Argument Module is context-specific and as such it 
is expected to vary to justify the safety of the specific characteristics of the different care 
settings and system configurations. The correspondence between the compositional 
design of the MediPi solution and the modular organisation of the safety case is intended 
to reduce the effort involved in reusing both the solution and its associated safety case 
without the need to perform the safety assurance from scratch for each deployment. 

next design phase (e.g. further redundancy) or throu
es in the care setting (e.g. user training).  
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4. Discussion and Conclusions 

The preliminary safety case for the MediPi platform highlighted a set of assumptions that 
are the subject for further investigation. Firstly, concerning the care setting, each 
deployment of the platform is customised to meet the specific clinical needs, social 
setting and personal preferences of the patients. Applicable hazards and their associated 
levels of risks are expected to vary across the different settings. As such, the safety case 
for MediPi is considered dynamic and will evolve to provide assurance that is specific to 
each care setting and cohort of patients. For example, in the current pilot system, 
physiological measurement devices are read-only and raise no alerts. No apparatus is 
implemented in the system for treating the patient. Clinical staff members make all 
decisions. However it is not hard to envisage an evolved version that did perform some 
control over measurement devices, performed active monitoring, and was able to make 
decisions or assist the patient in making decisions for themselves. This would lead to an 
expectation of greater safety rigour in the development of the MediPi platform (MediPi 
Argument Module) and associated clinical systems and the choice of devices.  

Secondly, safety cases for systems used in hospital settings tend to appeal to the 
availability, professionalism and competency of a clinician, i.e. the clinician is in the 
loop. For an mHealth solution such as MediPi, little credit can be given to the user as a 
risk control, e.g. the ability of a patient to detect invalid but plausible data is limited. As 
such, in the current pilot deployment, MediPi is not used to communicate any critical 
clinical notifications. Thirdly, tradeoffs between technological risks, clinical risks and 
economic constraints have to be explicitly considered and justified, particularly for cases 
where the clinical benefits might outweigh residual technological risks. That is, high 
levels of rigour will not be required for cases where patient safety risk is low or further 
risk reduction is grossly disproportionate to the benefits gained. 

Finally, as with any safety case, no conclusive evidence can be provided concerning 
the safety of the system. Publically-available and open safety cases, particularly for open-
source systems, should benefit from the review of the community, thereby helping to 
improve the assurance of these systems and promote a shared and open learning culture 
around patient safety and digital health. 
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Abstract. As a result of increasing demand in the face of reducing resources, 
technology has been implemented in many social and health care services to 
improve service efficiency. This paper outlines the experiences of deploying a 
‘Software as a Service’ application in the UK social and health care sectors. The 
case studies demonstrate that every implementation is different, and unique to each 
organisation. Technology design and integration can be facilitated by ongoing 
engagement and collaboration with all stakeholders, flexible design, and attention 
to interoperability to suit services and their workflows.  
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1. Introduction 

Health and social care systems worldwide are facing increasing pressures, driven by an 
ageing population and increasing prevalence of long term conditions [1]. As a result, 
there has been a pressing need to enhance service efficiency and deliver high quality care 
at a lower cost [2]. As this strain increases, technology will play a greater role in the 
management of health and wellbeing [3]. 

Technology has been implemented in many services to help reduce the gap between 
supply and increasing demand [4], providing an opportunity to improve services and 
outcomes at a reduced cost [5]. Technology can provide many advantages in health and 
social care including improved efficiency, quality of care, health outcomes, and 
provision of new services [6].  

With substantial advances in health technology, and increase in funding set aside for 
future digital projects [7], there is a growing need to better understand the development 
requirements of technology to integrate with existing services to improve uptake and 
longevity [8]. Research has identified the importance of ongoing engagement with all 
stakeholders [4], [9], and for organisations to be aware of the resource cost of adopting 
a new technology [10]. It is advantageous to have adaptable technologies to meet 
changing needs and requirements of an organisation [9], and interoperability is vital [11]. 

Whilst there is extensive research into factors surrounding technology design and 
implementation, there are few practical case studies that provide real world 
implementation guidance. This paper will discuss the implementation of a Software as a 
Service (SaaS) application to manage health and wellbeing in a number of different case 
studies. 
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2. Case Study – Software as a Service 

Lincus is a SaaS tool for recording and monitoring health and wellbeing information, 
providing both self-care and shared care capabilities. Lincus allows individuals to 
quantify and record subjective and objective measures of health and wellbeing using 
picture based surveys.  

 

 
Figure 1. Lincus survey. 

 
Events and/or interventions can be logged, enabling the impact they may have had 

on health and wellbeing to be identified. Nutrition, physical activity, and clinical 
measurements can also be recorded. Over time, this provides a history of health and 
wellbeing, which is communicated to stakeholders using a variety of data visualisations. 
 

Lincus pilot trials have demonstrated usability across a range of user groups. System 
users have reported numerous benefits as secondary outcomes, including improved 
health and wellbeing, identification of previously undiagnosed conditions, and enhanced 
engagement and communication with service providers.  

2.1.  Case Study 1 

Lincus was first piloted in 2013, after considerable co-development with stakeholders, 
as a usability trial with a service that supports those with multiple and complex needs at 
risk of homelessness [12]. Initial co-development identified that the system would be 
used in a way other than anticipated, with support workers helping the participants to 
complete five surveys (mental health, housing/homelessness, general health, 
alcohol/substance abuse, offending) to facilitate communication. Events that occurred 
and interventions performed by organisational staff were also recorded. 

A secondary outcome from this trial was behavior change, which led to National 
Institute for Health and Care Excellence (NICE) recognition as an evaluation tool which 
facilitates behavioral change interventions [12]. Other benefits included participants 
feeling more listened to, and Lincus providing an auditable log of care provision. 

The smooth running of this trial was facilitated by ongoing co-development and 
engagement. The existing culture of openness to technology and positive change played 
a major factor in this success. Communication also enabled co-developed adaptations to 
the tool to meet additional requirements.  

Lessons learned include the potential for disconnect between the expectations of the 
technology developer and consumer [13]. Therefore, frequent engagement with 
stakeholders was vital throughout the technology design and implementation process. 
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2.2. Case Study 2 

As an ongoing collaboration, Lincus was adapted and trialed with a learning disabilities 
charity to assess usability for individuals with learning disabilities living in supported 
accommodation [14]. The system was adapted through engagement with subject matter 
experts to develop survey questions and approach. Events and interventions were logged 
to enable their impact on wellbeing to be assessed. Support workers would assist end 
users to report information on Lincus. 

Lincus demonstrated usability as a tool for communicating perceived overall health 
and wellbeing in this user group. As a result of the outcomes from this trial, Lincus was 
widely deployed by the charity. 

During the trial many adaptations were made, and continue to be made, to improve 
usability. For example, no events or interventions were recorded during the first 
deployment. As a consequence, the system was developed to automatically prompt users 
after completing a survey to ask if they wished to add an event, which improved logging. 

Following discussion with staff, many did not have the time to log in to monitor 
Lincus. Consequently, a new feature was developed to send reports from the system to 
the individual’s email with desired information at a frequency that suited them. 
Considerable effort was made to improve end user engagement, including customisable 
interfaces, accessibility view, regular updates, tablet optimisation and new functionality.  

Strong collaboration and flexibility in the design of the tool has resulted in long term 
commissioning of the technology, expanding use from a person centered recording 
platform to a total care management system.  

2.3. Case Study 3 

Lincus was further developed for individuals with long term conditions for use as part of 
a person centered coaching programme. Multiple changes were made to the system 
including interface redesign to make it more appealing to the wider population, and the 
integration of an activity tracker. The technology developers continued to adapt and 
modify the technology in line with feedback relating to user experience. 

At completion of a limited 12 person trial, 100% of the participants said they would 
recommend the programme, stating that they had benefited from the intervention, and 
would continue to make improvements to their lifestyle based on what they had learnt. 
Integration of the activity tracker also led to self-reported behavioural change. 

Though the whole coaching model has not been directly commissioned UK, the 
technology developments have been adopted by new and existing customers and partners.  

2.4. Case Study 4 

Lincus was tailored for a 12-month project with a City Council to support 300 individuals 
across a range of services, including supported living, care homes and young people 
during transition.  

The project was commissioned by senior management without early inclusion of 
service providers who would be using the technology. This led to a lack of engagement 
at the start of the project due to service provider resource constraints. With further 
engagements, providers gained a better understanding of the system and how it could 
benefit them. It also changed the way the platform would be used for the project, with an 
increased focus on utilising the shared care capabilities, rather than self-care alone. 
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The authority also found it difficult to identify service providers, therefore the 
technology providers supported commissioners in identifying potential service providers 
where use could be beneficial. 

After a revised project start date, multiple staff and service users have reported 
positive feedback when using the tool. However, outcomes of this project are yet to be 
identified. 

Lessons learned include the need to involve those that will work with the system 
early on in the commissioning process to increase engagement during implementation. 
Organisations must also see the value in the tool, and must be willing to commit the 
required resource to adopt a new technology. 

2.5. Case Study 5 

Lincus has also been used as the underlying technology to deliver a Clinical 
Commissioning Group (CCG) sponsored programme to identify high blood pressure, and 
educate people on the importance of blood pressure in collaboration with an existing 
health service provider. Blood pressure screening clinics were set up around the city over 
a six-month period by the provider, and each person screened was given the opportunity 
to use Lincus. A tailored website was also developed with close consultation with the 
CCG and service provider to provide interactive information on blood pressure. 

The programme was highly successful, with more than 1,000 people screened. Many 
individuals with high blood pressure were identified as a result of the screening. A key 
learning point from this programme is to work with a provider partner early on, and 
leverage existing services to co-develop a solution. 

3. Discussion 

There have been many lessons learned throughout the case studies outlined in this paper, 
which have informed development. The case studies highlight that each implementation 
is unique, therefore it is beneficial for the technology to be developed in a way that can 
be adapted to suit different services.  

In order to achieve this, long term collaboration and engagement strategies must be 
utilised to develop technology that is designed to meet the needs of an organisation [9]. 
It is beneficial to engage with all stakeholders in this process, with the support of senior 
staff [4]. This can also help to overcome any concerns or issues, and identify more 
effective ways of using technology or integrating services early on in the implementation 
process [9]. Ongoing engagement has been a key reason for the success of a number of 
Lincus trials which have led to long term collaborations [12], [14]. 

 Technology must also be adaptable to changing needs [9]. This can also lead to 
extended use of the technology within an organisation, as evidenced in Case Study 2. 

Organisations need to be aware of the resource required to adopt a new technology, 
and be willing to dedicate internal resources to the implementation process [10]. Failure 
to do so can heavily impact implementation, especially in the early stages of adoption. 

Finally, interoperability and integration with current systems, infrastructures, and 
ways of working are paramount for implementing new technologies in social and health 
care services [11]. It is vital adapt technology to fit workflows as closely as possible to 
ensure adoption, ongoing use, and benefit to organisations [13]. 
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4. Conclusion 

The case studies demonstrate that each implementation is different and unique. 
Collaborating closely with organisations and stakeholders on an ongoing basis is key to 
successful adoption. A shared learning process, and flexible system design allows 
adaptability for changing organisational needs. It is essential to design technologies to 
suit services and the complexity of their workflows and cultures to maximise success.  
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Abstract. Sequencing data will become widely available in clinical practice within 
the near future. Uptake of sequence data is currently being stimulated within the UK 
through the government-funded 100,000 genomes project (Genomics England), 
with many similar initiatives being planned and supported internationally. The 
analysis of the large volumes of data derived from sequencing programmes poses a 
major challenge for data analysis. In this paper we outline progress we have made 
in the development of predictors for estimating the pathogenic impact of single 
nucleotide variants, indels and haploinsufficiency in the human genome. The 
accuracy of these methods is enhanced through the development of disease-specific 
predictors, trained on appropriate data, and used within a specific disease context. 
We outline current research on the development of disease-specific predictors, 
specifically in the context of cancer research. 

Keywords. Prediction, sequence data, variant, annotation, point mutation, indel. 

1. Introduction 

Substantial improvements in sequencing technologies, and rapidly falling costs, will 
result in the widespread use of DNA sequence data within clinical practice. This trend is 
being encouraged within the UK through the Genomics England (100,000 genomes) 
project. Interpretation of these datasets poses challenges, from the size and complexity 
of the data through to the necessary linkage of DNA sequence data with other types of 
data, such as clinical covariates. For the analysis of DNA sequence data, a crucial 
challenge is the ability to distinguish which genetic variants are functional in disease, 
against a background of many disease-neutral variants. Accurate understanding of which 
genetic variants are pathogenic will improve our understanding of the molecular 
mechanisms underlying human disease and our ability to provide targeted therapies. 

In recent research we have developed a variety of methods for predicting the 
pathogenic impact of genetic variants. In Shihab et al (2015) [1] we proposed an 
integrative classifier for predicting whether single nucleotide variants (SNVs) are 
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functional in human disease, or neutral (for both coding or non-coding regions of the 
human genome). A number of sources of data are relevant to predicting if a SNV is 
functional in disease or is neutral. Consequently we used a variety of feature groups, or 
sources of data, which could be informative. In the construction of these prediction 
methods we used sequence conservation across species, histone modification (ChIP-Seq 
data), transcription factor binding site data, open chromatin data (DNase-Seq peak calls 
across cell lines from ENCODE), GC content, genome segmentation, and annotations 
describing DNA footprints across cell types (from ENCODE [3]). Thus, for example, 
sequence conservation across species proved to be a highly informative source: if a SNV 
occurs in a genomic region which is highly conserved across species it is much more 
likely to be functional in disease relative to a SNV which occurs in a region with high 
variability across species.. 

In our study, Shihab et al (2015) [1], we therefore used an algorithm-based approach 
capable of data integration i.e. the algorithm uses and learns to weight these different 
types of data, according to relative informativeness. In this study we used a specific 
approach to data integration called multiple kernel learning [2], though other data 
integration methods can be used. The method was called FATHMM-MKL (see 
fathmm.biocompute.org.uk for the prediction tool). Aside from giving a predicted label 
(pathogenic or neutral), the method also assigns a confidence measure to this label. At 
the default threshold on this confidence measure, FATHMM-MKL has a balanced test 
accuracy of 89.7%, with a false-positive rate of 3.8%. With a higher cutoff threshold on 
the confidence, the test accuracy slightly drops to 88.0% but with the false-positive rate 
dropping to 1.2%. A number of other groups have also proposed predictors for estimating 
the pathogenic impact of SNVs [4,5,6,7,8]. 

We have extended this line of investigation in a variety of directions. Small 
insertions and deletions (indels) can also have a significant influence in human genetic 
disease. In terms of relative frequency, indels are second only to SNVs as mutations. To 
date, classifiers for predicting the functional impact of indels have been restricted to their 
effect in the human exome (e.g. [9,10,11,12]). However, non-coding regions also contain 
many functional elements. Indeed, the vast majority of catalogued SNV-trait associations 
fall within non-coding regions of the human genome [13]. We have proposed an 
integrative predictor for estimating the pathogenic impact of indels in non-coding regions 
of the human genome [14]: the method is called FATHMM-indel and is available via the 
Web (indels.biocompute.org.uk). Using nested cross validation, this classifier achieves 
a balanced accuracy of 86%. In other work [15] we have proposed a Genome Tolerance 
Browser to visualise the possible pathogenic impact of SNVs in the genome (this tool is 
available at gtb.biocompute.org.uk). A further project has been to develop a state-of-the-
art predictor, called HiPred, for estimating the effect of haploinsufficiency [16]. Cells in 
the human body are diploid, they contain two complete sets of chromosomes, one from 
each parent. Haploinsufficiency occurs if there is only one functional copy of a gene, and 
this single copy does not produce a sufficient amount of a gene product, resulting in a 
disease trait. 

2. Disease-specific prediction 

The predictors for SNVs and indels have a high accuracy in many simple disease contexts 
but are still not sufficiently accurate when applied to more complex multifactorial 
diseases. For a complex disease, such as cancer, oncogenesis is typically driven by a 
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combination of disease-enabling genetic variants. For construction of a prediction tool, 
this creates a label-dependency problem during classifier training: a single point 
mutation could be labelled pathogenic or neutral, depending on the labels at other 
locations in the cancer genome. In any case, training a classifier with domain-specific 
data, such as sequence data exclusively from a particular type of cancer, would likely 
offer improved accuracy. Indeed, our previous studies have suggested that disease-
specific predictors are more accurate than generic predictors [18]. 

With this motivation we are devising cancer-specific predictors, for predicting the 
oncogenic impact of single point mutations. As for FATHMM-MKL, these predictors 
are trained using a variety of data sources falling into three main categories: genomic 
(genomic features include GC content, sequence spectra, repeat regions and measures of 
region uniqueness), evolutionary (as for FATHMM-MKL, evolutionary features include 
a comprehensive set of conservation-based measures) and consequences (for coding 
regions only: data derived from the Variant Effect Predictor [19] and other sources). To 
train the classifier for handling single point somatic mutations, we used high recurrence 
rate SNVs from the COSMIC cancer database [20] as the positives, with negatives 
derived from the  1000 Genomes project [21]. We achieved state-of-the-art performance 
with a substantial gain over competitors (Figure 1, left). This predictor is called CScape 
and is available via the Web (cscape.biocompute.org.uk) [22].  Evaluated via leave-one-
chromosome-out cross-validation (LOCO-CV), the approximately balanced test 
accuracy is 72.3% in coding regions and  62.9% in non-coding regions. As with 
FATHMM-MKL we also devised a confidence measure associated with the predicted 
class label. 

Though promising, the test accuracy of the resultant classifiers remains inadequate 
for use by cancer researchers. However, if we restrict prediction to the highest confidence 
instances then it is possible to achieve 91.7% test accuracy (with LOCO-CV, coding 
regions only). Given a positive predictive value (PPV) of 0.78, and a large number of 
true positives, this test accuracy is not achieved by predominant accurate prediction of 
negatives (non-oncogenic single point mutations). This strong performance comes at the 
expense of yielding predictions for just 17.7% of coding region nucleotide positions 
(Figure 1, right). Nevertheless, this becomes an experimentally usable level of accuracy. 

However, this classifier (cscape.biocompute.org.uk) still remains generic, in that it 
is trained on COSMIC data [20], derived from a variety of cancer types. Thus further 
improvement can be achieved by developing predictors trained on, and specific to, 
individual types of cancer. As an example, using data from the Cancer Genome Atlas 
[22] and the International Cancer Genome Consortium [23] we have derived specialist 
predictors for particular types of cancer. Thus for a specialised breast cancer predictor 
(CScape-brca), we can achieve a baseline predictor (coding regions, all nucleotide 
positions) with approximate 80% accuracy and capable of a greater test accuracy, if 
restricted to higher confidence predictions. 
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Figure 1. Left: ROC curves for a comparison of the proposed classifier (CScape) for predictions in the 
coding regions of the cancer genome, against alternative methods. Right: the solid curve gives the test 

accuracy (approximately balanced), the dashed curve gives the proportion of nucleotide positions with high 
enough confidence for prediction at the given level of test accuracy: this dashed curve is derived from test 

data, the 12.1% figure quoted in the text is for whole-genome prediction (coding regions). 

3. Discussion 

These new methods indicate that usable levels of accuracy can be achieved for predicting 
the pathogenic impact of genetic variants. Aside from predicting possible new drug 
targets, the refined insights from these tools could assist in establishing subtypes of 
disease, hence improving personalised approaches to therapy and predicting an 
individual’s response to a drug. There is the prospect that these methods can be further 
enhanced through the incorporation of additional sources of data. Aside from disease-
specific prediction, another avenue for investigation would be region-specific prediction, 
for example, dedicated predictors for non-coding variants residing at or near splicing 
regions. We will report on these developments in later work. 
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Abstract. Clinical evidence demonstrates that BRCA 1 and BRCA2 mutations can 
develop a gynecological cancer but genetic testing has a high cost to the healthcare 
system. Besides, several studies in the literature indicate that performing these 
genetic tests to the population is not cost-efficient. Currently, our physicians do 
not have a system to provide them the support for prescribing genetic tests. A 
Decision Support System for prescribing these genetic tests in BRCA1 and 
BRCA2 and preventing gynecological cancer risks has been designed, developed 
and deployed in the Virgen del Rocío University Hospital (VRUH). The 
technological architecture integrates a set of open source tools like Mirth Connect, 
OpenClinica, OpenCDS, and tranSMART in addition to several interoperability 
standards. The system allows general practitioners and gynecologists to classify 
patients as low risk (they do not require a specific treatment) or high risk (they 
should be attended by the Genetic Council). On the other hand, by means of this 
system we are also able to standardize criteria among professionals to prescribe 
these genetic tests. Finally, this system will also contribute to improve the 
assistance for this kind of patients. 

Keywords. Learning Healthcare System, genetic testing, gynecological cancer, 
breast cancer, ovarian cancer 

1. Introduction 

Breast Cancer (BC) is the most common tumor which affects to women in the western 
world. Ovarian Cancer (OC) is the fifth malign tumor in women. However, difficulties 
in its diagnosis and its therapeutic treatment imply a high mortality, greater than 50% at 
5 years since diagnosis. The International Agency for Research on Cancer estimated a 
worldwide incidence of 1.67 million new BC cases diagnosed per year and over 0.23 
million of OC [1]. Although the appearance of these tumors is usually sporadic, around 
10-15% of diagnosed cases are heritable. BRCA1 and BRCA2 genes described 
germinal mutations which are inhered dominantly and with a high penetrance in 7% of 
BC and about in 11-15% of OC [2]. In fact, BRCA1 and BRCA2 mutations increase 
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the risk of BC and/or OC. Concretely; people with BRCA1 mutations have a 57% risk 
of developing BC and around 40% of developing OC. For BRCA2 mutations, the risk 
is 49% in BC and of 18% in OC [3-5]. Another significant element is its behavior 
pattern. Hereditary gynecologic cancer usually starts in younger people while this trend 
is not usual for sporadic cancer. Also, it has a more invasive histopathological pattern. 
However, its diagnosis is important because the answer could be positive with 
determined treatments [6]. Due to it, it is important for people with family history to 
know the risk of having a hereditary cancer. Moreover, if the risk is not known, it will 
provoke patient anxiety and concern. Each treatment of patients is different, because it 
depends on the BRCA1 and BRCA2 gene mutation. If the mutation is positive, patients 
will receive monitoring or preventative measures. If the result is negative, it will 
decrease the anxiety level of patient. In this sense, there are some studies which 
demonstrated that patients are benefited by the genetic testing results [7-9]. These 
studies found out a significant decrease in patient concern about developing cancer. In 
clinical practice, general practitioners and gynecologists are the first in the attendance 
of patient concern. However, these genetic tests have a high cost to the healthcare 
system. Besides, several studies in the literature indicate that performing these genetic 
tests to the population is not cost-efficient [10]. In this sense, criteria were defined to 
identify patients with high risk for developing these mutations. For this purpose, there 
were consensus between the scientific society and the official organization in the 
definition of these criteria. [11]. Genetic testing is only recommended for patients with 
previous family and personal history. Providing to physicians a Learning Healthcare 
System (LHS) to improve the performance of genetic testing is the key to optimize the 
prescription of this kind of tests. Authors of this paper have experience in the 
development of a LHS for pulmonary thromboembolism in a context of intrahospital 
use [13]. 

2. Method 

In this section the implemented LHS to support physicians about medical prescription 
of genetic testing is described. Our proposal is based on an open source Clinical 
Decisions Support System (CDSS),  a service-oriented architecture and the use of 
interoperability standards defined by HL7 (Virtual Medical Record (vMR)) and OMG 
[14]. These standards are being materialized through the initiative OpenCDS [15]. 
Besides, the set of data registered and decision rules are defined. The CDSS defines the 
level of risk of possible existence of BRCA1 or BRCA2 gene mutation. In addition, it 
will generate an information document for the evaluated patient. Those patients with 
low risk will receive a document with general recommendations whicht is identical to 
information provided to healthy population. On the other hand, those patients with high 
level of risk will receive information and the possibility to be derived to the hereditary 
familial Gynecological Pathology Consultation for proper genetic counseling and 
request of genetic testing. Furthermore, the LHS includes tranSMART [16] for 
analyzing data and improving the decision rules based on knowledge.  

C. Suárez-Mejías et al. / Learning Healthcare System for the Prescription of Genetic Testing 97

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



2.1. Architecture of LHS 

In the technological architecture (Figure 1), some open source tools were integrated: 1) 
Mirth. An enterprise service bus (ESB) which manages the communication and 
integration between the different components of the whole architecture; 2) OpenClinica. 
A clinical trial management system that implements the end user interface to allow 
physicians register patient information through electronic forms; 3) OpenCDS. A 
CDSS that executes rules modeled by JBoss Guvnor and following the vMR reference 
model. This system executes the decision support rules taking into account not only the 
information registered by means of OpenClinica but also the information extracted 
from the Hospital Systems.; and 4) JBoss Drools Guvnor. A rule modeler that imports 
the vMR reference model to design decision support rules.. Besides, a custom database 
has also been used to map data from OpenClinica to vMR format.  Both clinical and 
technical teams have worked together to model in Guvnor the decision support rules 
related to gynecological cancer. All these rules were automatically accessible through 
OpenCDS. Finally, the LHS also integrates tranSMART, a translational biomedical 
research datawarehouse that integrates data from heterogeneous data sources in order to 
provide end users the capabilities to search, view, and analyze all data stored within.  

Figure 1. LHS architecture. 

2.2. Decision Rules Implemented  

The minimum set of data and decision support rules used in the CDSS were designed 
taking into account the guideline defined by Spanish Society of Medical Oncology [17]. 
This guideline evaluates patient risks and recommends the performance of a genetic 
test. The system also records other genetic and clinical information about patients. The 
hypothesis establishes that data mining analytical techniques could evolve, based on 
evidence, the minimal set of data and rules required. It could also ensure the continuous 
improvement of effectiveness of the developed system. According to the guideline of 
the SEOM, the information recorded in the system is the following one: 

� Patient with BC or OC: Woman diagnosed of papillary serous OC of high 
grade; or woman diagnosed of BC before 30 years old; or woman diagnosed 
of BC and OC; or woman diagnosed of bilateral BC, when one of the tumor 
was before 40 years old; or woman diagnosed of triple negative BC before 50 
years old; or men diagnosed of BC.  
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� Undiagnosed patient of cancer. Woman with 2 cases of cancer in first degree 
relatives and also: one of the tumors was diagnosed before 50 years old; or 
there was one relative with BC and OC; or there was one male relative with 
BC and there was another relative with BC or OC; or there were 3 or more 
relatives with BC where at least 2 of them were first degree relatives. 

 
The CDSS will recommend performing a genetic test if the patient accomplishes 

any of before criteria. On the other hand, other information is also registered in the 
LHS for the generation of new hypothesis: age of diagnosis in case the patient has BC 
or OC, first and second degree relatives with BRCA1 or BRCA2 mutations (name and 
type of the mutation using Human Genome Variation Society) and relatives with any 
kind of tumors (type, age of diagnosis and kinship). All this information is also 
integrated in tranSMART, which provides users the capability to analyze all the 
information and generate new knowledge for improving in a continuous way the LHS.  

3. Results 

The LHS has been designed, implemented and deployed in the VRUH infrastructure. 
Currently, this LHS is accessible for our physicians and we plan to start the pilot stage 
in the following months. During this pilot, we are going to perform the following flow 
(Figure 1). 1) The specific rules modeled with Guvnor are automatically available to 
use by OpenCDS; 2) The healthcare professionals record information in the defined 
forms; 3) The ESB will connect with the hospital systems to get additional patient data; 
4) The ESB extract the information from the hospital systems; 5) There is executed an 
automated process to map information from OpenClinica format (including both data 
that the healthcare professional has completed in the OpenClinica web interface, and 
data extracted from the hospital systems) to vMR format; 6) The ESB generate and 
XML structure in vMR format; 7) The ESB calls the OpenCDS services; 8) OpenCDS 
provides a recommendation from the CDSS; 9) The clinical decision support 
recommendation is shown to the healthcare professional. Finally, physicians analyze 
data and propose new hypothesis through tranSMART tool.  

4. Discussion 

In order to use OpenCDS, it is necessary to model the decision support rules by means 
of a HL7 reference model known as vMR. We must realize that vMR is very extensive 
due to it try to cover all the necessary concepts and entities in a health scenario. As a 
result, vMR is presented in an abstract way that, although it is very interesting in a 
conceptual point of view, it might be difficult to manage. As a consequence, the rule 
modeling process for a real scenario using vMR and a mapping process between 
OpenClinica and vMR format have been very hard tasks. In fact, the new version of 
OpenCDS is migrating from vMR to HL7 Fast Healthcare Interoperability Resources 
[18] reference model, a new standard easy to learn, adapt and implement.  
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5. Conclusion 

A LHS for prescribing BRCA1 and BRCA2 genetic testing has been developed. This 
system allows general practitioners and gynecologists to decide about performing these 
genetic tests in the prevention phase and early detection of BC and OC. For this 
purpose, the system was developed using OpenCDS and others open source tools. 
Nowadays, the LHS is being piloted with real cases. It will permit to standardise the 
criteria and improve the process of assistance of these patients. We have also surveyed 
final users through a Technology Acceptance Model to evaluate the opinion of the LHS. 
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Abstract. Exploratory Clustering is a novel general purpose clustering tool which 
is especially appropriate for medical domains in which we need to identify 
subpopulations that are similar in two different data layers. The tool implements the 
multi-layer clustering algorithm in a framework that enables iterative experiments 
by the user in his search for relevant patient subpopulations. A unique property of 
the tool is integration of clustering and feature selection algorithms. Differences in 
values of most relevant attributes are used to demonstrate decisive properties of 
constructed clusters. Usefulness of the tool is illustrated on a task of discovering 
groups of patients with similar cognitive impairment. 

Keywords. Data clustering, biomarkers, Alzheimer's disease 

1. Introduction 

In this work we present a novel publicly available web application for data clustering, 
which is useful for detection of relevant subpopulations that are similar in two different 
data layers at the same time. A typical application domain is medicine where, for 
example the first layer comprises biological or genetic data while the second layer 
comprises clinical data. Detection of subpopulations homogeneous in these two layers is 
relevant for understanding relations between biological and clinical variables and for 
biomarker identification. If the objective of data analysis is medical prognosis, then the 
first layer can consist of baseline patient information while the second layer can contain 
corresponding longitudinal data. A nice property of this approach is that if the resulting 
clusters are homogeneous at the same time in different data layers, the quality of 
clustering increases (e.g., in multi-view clustering [1] and redescription mining [2]). 

It is known that objective evaluation of the quality of clustering is practically 
impossible [3]. For the same data different solutions are possible and selection of the 
optimal one depends on human understanding of the data analysis problem, meaning that 
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human expert knowledge is essential for high quality clustering. Our goal when 
developing the Exploratory Clustering tool was to design an extremely simple tool that 
medical researchers will be able to use by themselves. This should make it easier to 
generate medically and scientifically relevant data analysis results. 

Section 2 presents the basic concepts underlying the implemented tool, Section 3 
describes the data upload page, while Section 4 presents and discusses the results for a 
small set of patients with cognitive impairment extracted from the Alzheimer's Disease 
Neuroimaging Initiative (ADNI) database [4]. 

2. System Description 

Exploratory Clustering is a web application, therefore the user does not need to download 
and install any software. Instead he uses the web browser to upload data to the computing 
server, to interactively guide the analysis process and to get the results of the analysis. 

The analysis with the Exploratory Clustering tool is an iterative process. The user 
uploads data and receives a result that is optimal according to the implemented clustering 
algorithm. In the next step the user can ask for the refinements of the current solution. 
The refinements can go in two directions. Either the user can ask for modification of the 
current solution by increasing or decreasing the size of the constructed clusters or he can 
ask for a new clustering solution from a different subset of input data. The process can 
be iterated many times, enabling the user to employ his expert preferences in order to 
select the optimal clustering result from a large set of potentially good solutions. It must 
be noted that the user selects the direction in which the refinements should be executed, 
while the clustering algorithm determines how each refinement is actually implemented. 
This ensures that results of all iterations reflect relations existing in the data and present 
potentially good solutions. 

Exploratory Clustering combines clustering and feature selection algorithms. 
Integration of feature selection into the clustering process is important because it enables 
detection and elimination of irrelevant variables, making it possible to cluster also high 
dimensional data where instances are described by many variables (attributes). 
Additionally, this approach enables detection of variables that are most responsible for 
the current clustering result. By showing these variables to the user and especially by 
computing and presenting their average values (or mode values for categorical variables) 
for each cluster, the user can better understand the meaning of the constructed clusters 
and significance of differences among them. Specifically for exploratory clustering this 
information is of ultimate relevance for the user because it is the basis for selecting the 
optimal solution. 

The tool is based on the multi-layer clustering methodology described in [5, 6]. We 
decided to use this methodology because it enables both single and two layer clustering 
and because it can work with correlated layers (e.g., in multi-view clustering correlations 
between views are not allowed [1]). The second property is important especially for 
medical applications. In contrast to most other clustering tools [7], the multi-layer 
clustering algorithm determines the number of clusters and their optimal size 
automatically, thus users do not have to adjust any parameters of the clustering algorithm. 
In the final result some or even many instances may remain unclustered. In this way the 
constructed clusters correspond to sets of similar instances, while other instances remain 
unclustered. In some cases unclustered instances may be interpreted as outliers. 
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3. Exploratory Clustering Web Application 

Exploratory Clustering tool is available at http://rr.irb.hr/exploC/. Because of 
the limited space we are not able to include the screen-shot of the data upload page but 
the reader can check it on the web. The page also has the link to instructions for data 
preparation, which include two tutorials describing the tool and its application. 

In its basic form the Exploratory Clustering can be used as a standard clustering tool 
for data sets with up to 1,000 instances and up to 1,000 attributes. In this case it is only 
necessary to specify a data file for layer 1. Optionally, the user can upload also a file with 
the names of attributes, a file with the names of instances, and a file with some known 
classification of examples. Upload of optional files does not affect the clustering result 
but it can increase the understandability of the results that are presented to the user. 

For two-layer clustering the user has to prepare and upload also the data file for layer 
2. If biological data are uploaded in layer 1 then layer 2 is for clinical data or if baseline 
data are in layer 1 then longitudinal data are in layer 2. The second layer can include also 
up to 1,000 attributes. Optionally, the user can upload also the names of attributes in the 
second data layer. 

The user does not have to specify any parameters but can select increased reliability 
of the results. Increased reliability means execution of more iterations for computation 
of the similarity of instances [5, 6]. With this option the computation takes more time 
and its use is not recommended for data sets with more than 500 instances. 

4. Illustrative Example 

A data set of 197 male patients that have problems with dementia in used to illustrate the 
use of the tool. The data set is a subset of patients from the ADNI database [4] for which 
extensive clustering experiments have been performed and already reported in [5, 6]. In 
the first layer are 15 biological measurements like ABETA peptides, TAU and PTAU 
proteins, and MRI volumetric data together with 41 laboratory variables like number of 
red blood cells and total bilirubin values. In the second layer are 147 clinical variables 
like Alzheimer's Disease Assessment Scale (ADAS13) and Mini Mental State 
Examination (MMSE) score together with 40 symptoms like nausea and dizziness. 

Besides biological and clinical data we also upload attribute names for both layers, 
names of examples and classification of examples according to the medical diagnosis 
that is not used as input data for clustering. Names of examples are a combination of the 
patient's RID number and the medical diagnosis that can be CN (cognitive normal), 
EMCI (early mild cognitive impairment), LMCI (late mild cognitive impairment) or AD 
(Alzheimer's disease). Classification of instances is in four classes so that patients with 
diagnosis CN are in class 1 while AD patients are class 4. 

Figure 1 illustrates clustering results obtained on the described data set. The central 
part of the report is the list of constructed clusters. Each cluster is represented by a list 
of included instances. In this case the solution consists of four clusters with a total of 47 
instances. The result demonstrates a high non-homogeneity of input instances with 150 
out of 197 instances remaining unclustered. If the user is not satisfied by such weak 
clustering result he can iteratively press the tab "Merge FURTHER" at the bottom of the 
web page. In this way he can get even a solution with all 197 instances in only 2 clusters. 
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Figure 1. Clustering result for 197 male patients with cognitive problems. 

By checking the names of instances included into clusters we can conclude that 
constructed clusters are pretty consistent in respect of the diagnosis. In clusters 1 and 4 
are mostly CN patients, in cluster 2 are mostly AD patients while in cluster 3 are mostly 
LMCI patients. Because we have prepared the file in which different diagnoses are coded 
with values 1-4 we have enabled generation of the classification report at the bottom of 
the web page. From this report it is easy to assess the consistency of clusters. For 
example, we see that in the largest cluster with 22 instances there are 17 CN patients, 4 
EMCI patients and 1 LMCI patient. There are 166 misclassified instances, which 
corresponds to the sum of the number of unclustered instances and the number of 
minority class instances in all the clusters. 

For expert evaluation the most interesting part of the report is the list of 5 most 
relevant attributes from each layer. For these 10 attributes the tool computes their average 
values for all 197 instances and then its average value for every constructed cluster. Large 
differences between reported values mean that the tool has been successful in detecting 
clusters that are substantially different. For example, for attribute ADAS13 the average 
value for all instances is 15.34 while average values for clusters 1 and 4 are about 8 and 
for clusters 2 and 3 the average values are about 27. But the data may reveal also some 
unexpected properties of constructed clusters. For example, for attribute ICV we have 
the average value for all instances 1,569,  for cluster 2 with majority of AD patients we 
have substantially lower value 1,463 while for cluster 3 with majority of LMCI patients 
we have a substantially increased value equal to 1,747. In contrast, for attribute ventricles 
all clusters 1-3 have values higher than the average value for the complete population 
with highest value being 52,006 for cluster 3. This information can be very interesting 
for expert evaluation and for the user's decision if the constructed clusters are relevant. 
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5. Conclusion  

To the best of our knowledge the Exploratory Clustering is the only clustering tool 
available as a web application, the tool that besides clusters of instances themselves also 
presents characterization of the constructed clusters, and the only tool that enables 
effective search for optimal solution over a set of different potentially good solutions. A 
simple user interface and parameter free clustering algorithm are additional advantages 
of the tool. Integration of feature selection into the clustering algorithm enables that in 
contrast to many other clustering algorithms that have a problem with the curse of 
dimensionality this tool can be used also for data sets with a large number of non-
informative variables. 

A serious drawback is time complexity of the tool, which is growing fast with the 
number of instances. An additional problem, especially when the data set has many 
variables, is that the refined solutions can only be slight modifications of the current 
solution and the user has to go through many iterations in order to get substantially novel 
clusters. 
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Abstract. Treatment effectiveness plays a fundamental role in patient therapies. In 
most observational studies, researchers often design an analysis pipeline for a 
specific treatment based on the study cohort. To evaluate other treatments in the data 
set, much repeated and multifarious work including cohort construction, statistical 
analysis need to be done. In addition, as treatments are often with an intrinsic 
hierarchical relationship, many rational comparable treatment pairs can be derived 
as new treatment variables besides the original single treatment one from the original 
cohort data set. In this paper, we propose an automatic treatment effectiveness 
analysis approach to solve this problem. With our approach, clinicians can assess 
the effect of treatments not only more conveniently but also more thoroughly and 
comprehensively. We applied this method to a real world case of estimating the drug 
effectiveness on Chinese Acute Myocardial Infarction (CAMI) data set and some 
meaningful results are obtained for potential improvement of patient treatments. 

Keywords. Treatment effectiveness, medication hierarchy, myocardial infarction 

1. Introduction 

Treatment effectiveness is referred as the treatment's effect in the real world of medical 
practice. Treatment effectiveness helps clinicians to judge whether their therapies helps 
to improve the patients’ health. Thus, how to evaluate the treatment effectiveness 
correctly and comprehensively is so much relevant to the intervention of the disease 
progress conditions.  

In many observational studies, researchers design an analysis pipeline for some 
specific treatments they care about. Using drugs as an example, many studies focus on 
whether some classical drugs are effective or helpful to treat the patients. However, there 
are a mass of drugs can be used even towards curing one kind of symptom. Typical kinds 
of drugs only take a very small percent of the whole picture and the drugs are often with 
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intrinsic hierarchical relationships. To dig out which kind of treatment is best for curing 
the patients’ disease, thorough mining is very necessary, which means multiple 
treatments should be evaluated instead of only some typical ones. Thus, an automatic 
approach to explore all the rational treatments or comparable treatment pairs given a data 
set is very necessary. The approach proposed in our paper offers a way to achieve this 
function.  

We demonstrate our approach on a real world case study of drug effectiveness 
analysis on Chinese Acute Myocardial Infarction (CAMI) data set. The CAMI data set 
is from the national CAMI Registry project which aims to provide a long-term platform 
for clinical research and achieve more knowledge of AMI patients by real world evidence 
[1]. The CAMI Registry started in the year of 2013 and 26,103 patients with AMI were 
registered until 2014. After data quality control and data selection, our paper includes 
18744 patients and 104 features including clinical features, treatments and outcome 
finally. In the past years, the effect of some typical therapies such as statin [2-3], diuretic 
[4], beta blockers [5], etc. for the acute myocardial infarction (AMI) have been analyzed 
by many studies. However, most of the research only focus on a single treatment variable. 
Given the pre-defined medication hierarchy, our approach gives a more thorough and 
comprehensive assessment for the effect of different kinds of medication intervention for 
the AMI patients.  

2. Methods 

The workflow of our approach is illustrated in Figure 1. Two kinds of inputs are needed 
here. One is the data set of patients’ records and the other is the information of the pre-
defined treatment hierarchy. The first step of our approach will generate a rational target 
treatment based on the input hierarchy. Then the target cohort will be selected from the 
whole study population according to the target treatment. Several sub-steps are recruited 
in the third step which mainly complete the confounding reduction and effectiveness 
evaluation function. Details will be described in the following text.  

 
Figure 1. Workflow of our automatic approach for analyzing treatment effectiveness based on medication 

hierarchy. 
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2.1. Target Treatment Generation 

The highlight part of our approach is the target treatment generation step. In this section, 
we will use medications in the CAMI data as an illustration to introduce the way we 
generate the target treatment. There are three levels in the medication information 
hierarchy including pharmacy class, pharmacy subclass and ingredient. Figure 2 shows 
different types of medication and their associated hierarchy information existing in the 
CAMI data set.  

 
Figure 2. Different types of medication and their hierarchy information in the CAMI data set. 

For the drug nodes whose parent node is the root in the hierarchy, only one kind of 
treatment variable named treatment_1vs0 will be generated by our approach where the 
case group are patients who take the drug while the control group are patients who don 
not take it. 

For other drug nodes in the hierarchy, other three types of treatment variables will 
be derived besides the treatment_1vs0. Using aspirin as an example which is shown in 
Figure 3, we will generate three new target treatments for this single node. They are 
taking the aspirin versus not (Type 1), taking aspirin versus taking another kind of drug 
belonging to antiplatelet subclass (the parent node of aspirin in the Figure 2) such as 
P2Y12 inhibitor (Type 2), taking the aspirin versus taking any of the other drugs under 
the antiplatelet subclass (Type 3). 

 
Figure 3. Three types of target treatments derived from Aspirin 
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2.2. Cohort Construction 

Once the treatment variable is defined, the target patient cohort will be determined 
accordingly. It is worth mentioning that while generating new treatment variables, they 
can be linearly dependent on the original variables. Thus, our approach deletes those 
columns corresponding to that condition. For the drug included in the target treatment 
generation, their parent nodes and children nodes will be deleted from the data set. 

2.3. Confounding Reduction & Effectiveness Evaluation 

In the effectiveness calculation step, our approach uses the univariate logistic regression 
where outcome is the dependent variable and the treatment we derive is the independent 
variable as the baseline assessment.  

As most of the real world cases are observational studies, confounding reduction 
procedure should be recruited to avoid selection bias. Our approach first using feature 
selection method to choose the possible confounding factors existing among the 
exposures. Next, we compute the propensity score [6] for each patient based on the 
confounding factors utilizing MatchIt package [7] in R. Then confounding reduction can 
be achieved by case control matching by the propensity score. After the matching 
procedure, some patients in the control group will be excluded and a new cohort will be 
generated. Finally, the adjusted odds ratio of the multivariate logistic regression with the 
propensity score and treatment as the independent variable is output as the treatment 
effectiveness.  

3. Result 

Our approach totally generates 53 rational treatment variables on the CAMI data set 
where twenty-five in type 1, nineteen in type 2 and nine in type 3. Table 1 lists some 
typical results we get. For example, our result shows that the diuretics is a significantly 
risk factor by baseline method but becomes significantly protective by the confounding 
reduction method. The confounding factors selected by our method under this scenario 
are sex, hypertension, the hospital patients live and so on. Thus the result makes sense 
as these variables also have possibilities to infect the outcome of AMI patients. The 
antihypertensive is a significantly protective factor by the two methods. In the pairwise 
drug comparisons, oral TCM seems more protective than intravenous TCM and beta 
blockers seems more protective than other antiarrhythmic.  These results we obtained 
here are valuable for potential improvement of patient treatments, and could be further 
verified by performing specific clinical trials. 

Table 1. Typical effectiveness result of the drugs on CAMI data set 

Single drug effectiveness 
 Baseline Confounding reduction 

Treatment variables OR p-value OR p-value 
taking Beta blockers vs. not taking Beta 
blockers 0.301 <0.001 0.681 <0.001 

taking statin vs. not taking statin 0.317 <0.001 0.72 <0.001 
taking Diuretics vs. not taking Diuretics  1.733 <0.001 0.791 0.004 
taking Antihypertensive vs. not taking 
Antihypertensive 0.416 <0.001 0.679 <0.001 

Y. Li et al. / An Automatic Approach for Analyzing Treatment Effectiveness 109

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



taking Antihyperlipidemic vs. not taking 
Antihyperlipidemic  0.317 <0.001 0.732 0.001 

pairwise drug comparisons in the same class/subclass 
Oral TCM vs. Intravenous TCM 0.404 0.003 0.534 0.055 
Beta Blockers vs. Other antiarrhythmic 0.282 <0.001 0.738 0.066 

drug  vs. other drugs in the same class/subclass 
ACEI_ARB vs. DrugsInSameGroup 0.324 <0.001 0.747 0.080 

4. Discussion 

The pipeline we designed here offers a way to automatically explore the treatment 
effectiveness from the given data set in batch. Although we use drugs in the CAMI data 
set as an illustration, our approach can be easily generalized to other kinds of treatments. 
For example, the treatment trajectory can be viewed as a treatment type. The convenience 
of our approach can be more obvious on it because evaluation would be very 
computational complex in the manual way. In addition, patients clustering procedure can 
also be recruited to our approach to gain a more accurate assessment. Via clustering 
procedure, we categorize the whole patient cohort into several subgroups according to 
their nature characteristics. Then treatment effectiveness can be evaluated further on each 
sub-groups. Multiple testing should also be done to the p-values of the odds ratio for 
further improvements of our pipeline. [8] More precise result could be got from this. 
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Abstract. Metabolomic data can potentially enable accurate, non-invasive and  

low-cost prediction of coronary artery disease. Regression-based analytical 

approaches however might fail to fully account for interactions between  

metabolites, rely on a priori selected input features and thus might suffer from  

poorer accuracy. Supervised machine learning methods can potentially be used in 

order to fully exploit the dimensionality and richness of the data. In this paper, we 

systematically implement and evaluate a set of supervised learning methods (L1 

regression, random forest classifier) and compare them to traditional regression-

based approaches for disease prediction using metabolomic data.  

Keywords. coronary artery disease, random forest, machine learning, EHR 

1. Introduction 

Coronary artery disease (CAD) is one of the leading causes of morbidity and mortality 

worldwide [1]. Definitive diagnosis is by coronary angiography, an invasive procedure 

that can lead to severe complications [2]
 

or by additional often costly imaging  

techniques. Non-invasive blood testing, using circulating metabolites
 

[3] [4], could 

potentially minimize unnecessary tests and predict CAD with higher accuracy.  

Previous research however has been mainly restricted to classical regression-based 

methods [5] [6] and potentially fails to fully exploit the dimensionality and richness of 

the data by accounting for interactions between metabolites. Supervised machine 

learning (ML) methods might be better-placed to address these challenges but have yet 

to be systematically evaluated in this context. Our aims were to a) investigate and 

evaluate supervised ML methods for CAD prediction using metabolomics data and  b) 

compare their accuracy with traditional regression-based approaches. 
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2. Background 

Metabolites are small molecules produced during metabolism or generated by microbes 

within the body [7]. Metabolites are the end-products of gene expression, a process 

closely related to protein/enzymatic reactions and therefore potentially offer a direct 

molecular reflection of the cellular milieu that leads to pathophysiological changes.  

Circulating metabolites may help predict the presence of CAD by firstly identifying 

metabolic disturbances, relevant for atherosclerosis (e.g. diabetes and insulin resistance 

[8] [9]). Additionally, since atherosclerosis occurs at the blood-vessel wall interface, 

blood metabolite measurements could plausibly directly reflect this chronic process and 

help predict CAD existence and stability. However, for selected metabolites studied to 

date, the incremental predictive utility over routine clinical assessments has been  

modest and restricted to a few candidates measured using non-scalable methods.   

Recent high-throughput, low-cost and high-dimensional methods [4] (e.g. nuclear 

magnetic resonance spectroscopy), have re-invigorated hope for using metabolic 

signatures for CAD prediction but analyses of these complex data present new challenges 

before realized. 

ML techniques are data-driven approaches designed to discover statistical patterns 

in large high-dimensional multivariate data and have been previously used for creating 

accurate risk prediction models [10]. Supervised ML methods are a set of techniques 

which aim to infer a function from a labelled training dataset which can predict the  

class of future input vectors. We evaluated penalized logistic regression and random 

forest to assess the predictive performance of metabolites on CAD in a contemporary 

cohort of patients referred to hospital for chest pain investigation or planned coronary 

angiography.  

3. Methods 

3.1. Case and Exposure Definitions 

We used data from the Clinical Cohorts in Coronary disease Collaboration (4C) study 

(n=3409) which recruited patients with acute or stable chest pain from four UK NHS 

hospitals [11]. Patients consented to having their EHR extracted
  

and provided blood 

samples. We defined presence of CAD as a >50% stenosis [12]
,

 occurring in ≥1  

coronary arteries using data from: a) coronary angiography reports and b) EHR  

evidence of previous coronary revascularization procedures (Percutaneous Coronary 

Intervention, Coronary Artery Bypass Graft) recorded in EHR. Participants in whom 

CAD could not be ascertained were excluded. For each participant, 256 metabolites  

were quantified using an NMR technique.  Full details have been published elsewhere
 

[4] [11].  Missing metabolite values were imputed and zero mean unit standardized by 

multiple imputation [13]
 

(predictive mean matching
 

[14]) and standardized to zero  

mean unit variance by first subtracting the means and dividing by the standard  

deviations. Data were randomly split into training and test subsets using a 3:1 ratio. 

3.2. Statistical Methods 

We performed logistic regression on each of log+1-transformed metabolite values 

adjusting for known risk factors. We derived principle component factors for the 
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standardized metabolite values and selected the first six for analyses as they accounted 

for >95% of the data variability. We then performed logistic regression on each of the 

Principal Component Analysis (PCA)-derived metabolite factors, and multiple logistic 

regression including all six. Adjusted (age, sex, use of statins, hypertension) and 

unadjusted models were Bonferroni corrected (p<0.05). We performed penalized  

logistic regression using the Lasso penalty which was defined as the lowest error 

obtained from a 50-fold cross-validation. We trained a random forest classifier using 

Gini impurity and 5,000 trees per ensemble. Initial cross-validation was conducted on 

the training set for both the proportion of variables used per tree as well as the  

maximum tree depth. A second cross-validation was conducted on the number of 

variables alone, whilst allowing trees to grow to their maximum depth. This removed  

the uncertainty of tuning a second parameter, and the possible increase in variance due 

to increased depth was considered well counterbalanced by using a very large number of 

ensemble trees. Final predictions were the average individual pooled predictions  

[13] [14] across imputed datasets and evaluated by calculating the percentage of correct 

predictions, ROC curves and AUC.  

4. Results  

We identified 1474 patients with metabolomics in whom CAD was ascertained (Table 1). 

 

Table 1. Summary of study population 

Clinical Characteristics  Clinical 

Characteristics 

   

Men (%) 1106 (78%) Statin use (%) 447 (30%) 

Age (Years) 62.4± 11.6 Diabetes (%) 523 (35%) 

BMI (kg/m2) 29.4± 5.3 Current smoker (%) 278 (28%) 

Diagnosed hypertension (%) 1146 (77%) CAD present (%) 1037 (70%) 

4.1. Comparison of Model Predictiveness 

In the unadjusted models, the random forest classifier had the highest AUC and  

accuracy values and highest ROC curve (Figure 1) and both ML models outperformed 

PCA regression (Table 2). AUC, raw accuracy and PPV were mostly similar across 

models. All models had significantly higher sensitivities than specificities, but PCA 

regression had the most extreme values as it predicted the vast majority of positive  

CAD cases correctly but nearly none of the negative CAD cases. The large disparity in 

sensitivity and specificity for the two other two models shows that they failed to 

accurately distinguish between disease states. When adjusting for confounders, PCA 

regression had the best accuracy but higher AUC and accuracy values compared to 

unadjusted models were observed in all models.  

 

Table 2. Adjusted/unadjusted prediction results; highest AUC values highlighted. 

Model Accuracy AUC Sensitivity Specificity PPV NPV 

PCA regression 0.686 0.625 0.984 0.026 0.691 0.429 

PCA regression adjusted 0.759 0.767 0.957 0.322 0.757 0.771 

L1 regression 0.688 0.663 0.882 0.261 0.725 0.550 

L1 regression adjusted 0.767 0.765 0.949 0.339 0.760 0.750 

Random forest 0.713 0.675 0.941 0.209 0.724 0.615 

Random forest adjusted 0.732 0.711 0.937 0.278 0.741 0.667 

H. Forssen et al. / Evaluation of Machine Learning Methods to Predict Coronary Artery Disease 113

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



 

Figure 1. Unadjusted (left) and adjusted (right) ROC curve  

4.2. Model Compositions and Predictive Metabolites 

Logistic regression: In individual metabolites, strong CAD associations after 

Bonferroni correction were primarily related to lipids, (e.g.  HDL and VLDL), 

apolipoprotein A-I, the ratio of triglycerides to phosphoglycerides and the ratio of 

omega-6, monosaturated, polysaturated values to total fatty acids.  With logistic 

regression on individual PCA-derived factors, the first PCA factor  (VLDL, ratio of 

apolipoprotein B to apolipoprotein A-I, ratio of apolipoprotein B to apolipoprotein A-I, 

0.404 variance) remained statistically significant. When using all factors and adjusting 

for confounders, the first and second factors (IDL and LDL, 0.165 variance) were 

statistically significant. 

Penalized logistic regression: In the unadjusted models, the ratio of  

apolipoprotein B to apolipoprotein A-I was found to have the largest, statistically 

significant negative association with presence of CAD. This was followed by  

cholesterol esters in small LDL which had a large positive association with presence of 

CAD. Saturated fatty acids also had a large negative association, whilst phospholipids  

in chylomicrons and extremely large VLDL had a large positive association. Overall  

~70 predictive metabolites where included in each model with 117 metabolites  

included in at least one of the models used to average the prediction. This suggests that 

whilst excluding confounders, it is difficult to select a small profile of metabolites to 

accurately predict the presence of absence of CAD using penalized regression.  When 

adjusting for confounders, substantially fewer metabolites were selected; the ratio of 

monounsaturated fatty acids to total fatty acids and triglycerides to total lipids ratio in 

IDL had the largest statistically significant positive association while glutamine and 

acetoacetate had negative associations. 

Random forest: In the unadjusted classifier, creatinine was the most strongly 

significant metabolite followed by triglycerides to total lipids ratio in IDL,  

phenylalanine, albumin and lactate. Similar predictors were observed in the adjusted 

models with age being the most significant component followed by creatinine, 

triglycerides to total lipids ratio in IDL, phenylalanine, albumin and lactate. Similar 

metabolite profiles for adjusted/unadjusted models suggest that random forest does not 

incorporate the additional information of confounding variables as well as the other 

models. 
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5. Concluding Discussion 

While ML approaches predicted presence/absence of CAD in the unadjusted models 

(using metabolite data only) with high accuracy/sensitivity, when adjusting for 

confounders they were outperformed by PCA regression in terms of ROC AUC and 

accuracy suggesting that a small number of metabolites can potentially be included in 

prediction models. Multiple individual metabolites that were found statistically 

significant are in agreement with previous literature and our pathological understanding 

of CAD and its development. Among these, the atherogenic lipid particles such as LDL 

are known to be causally related to atherosclerosis, while others such as creatinine  

reflect renal function and are also established markers of CAD risk. Several other 

metabolites have no previous robust association with CAD including phenylalanine and 

lactate and represent potentially novel avenues for investigation. However in seeking a 

metabolic signature to predict CAD, ML models suffered from low specificity. 

This exploratory analysis has identified and exemplified the value of ML models  

for CAD prediction using high-dimensional data, and shown that accuracy of  

traditional regression-based approaches can be surpassed. Nonetheless further research 

is required before these methods can be translated into clinical solutions. 
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Abstract. The aim of this study is to present novel algorithms for prediction of 

dermatological disease using only dermatological clinical features and diagnoses 

collected in real conditions. A combination of the Adaptive Neuro-Fuzzy Inference 

Systems (ANFIS) and Genetic algorithm (GA) for ANFIS subtractive clustering 

parameter optimization has been suggested for the first level of fuzzy model 

optimization. After that, a genetic optimized ANFIS fuzzy structure is   used as input 

in GA for the second level of fuzzy model optimization. We used double 2-fold 

Cross validation for generating different validation sets for model improvements. 

Our approach is performed in the MATLAB environment. We compared results 

with the other studies. The results confirm that the proposed model achieves 

accuracy rates which are higher than the one with the previous model. 

Keywords. Adaptive Neuro-Fuzzy Inference System, Genetic Algorithm, Cross 

Validation, Prediction, Dermatological Diseases 

1. Introduction 

Dermatology is a study of skin disease that is very complex and difficult to diagnose, 

and ultimately may be a leading cause of skin cancer. Differential diagnostic procedure 

is a systematic diagnostic method used to identify the presence of a disease entity where 

multiple alternatives are possible. This method is essentially a process of elimination or 

at least a process of obtaining information that shrinks the "probabilities" of candidate 

conditions to negligible levels, by using evidence such as symptoms, patient history, and 

medical knowledge. The five different categories: pityriasis, seboreic dermatitis, lichen 

planus, pityriasis rosea and cronic dermatitis have been observed in this study. They all 

share the clinical features of erythema and scaling with very few differences [1] so 

usually it is difficult to identify the particular diseases present in a patient. Numerous 

authors contributed various data mining algorithms for the diagnosis of dermatology 

diseases. H.Altay Guvenir et.al [2] has proposed a new classification algorithm VFI5 that 

is voting feature interval and has achieved 96.25% accuracy. 

Our previous research [1] presented a new approach based on ANFIS model for the 

detection and recognition in different types of dermatological diseases where five ANFIS 

classifiers were used to detect different types of dermatological diseases. Each of the 

ANFIS classifiers was trained so that they are likely to be more accurate for one class of 
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disease than for the others. Authors in paper [3] have developed a hybrid model based 

on SVM and artificial neural network. G. Castellanoe et al. present in their recent work 

[4] the application of a particular neuro-fuzzy system, named KERNEL, to the problem 

of differential diagnosis of erythemato-squamous diseases. In study [5] is shown a hybrid 

model based on multilayer perceptron, decision tree and LDA. Our recent study [6] 

presents a GA-ANFIS expert system prototype for prediction of dermatological diseases 

and has achived 97,8 % accurancy. Proposed algorithms in this study, aim to predict the 

dermatology diseases with highest accuracy using only clinical features without biopsy 

results. The results are compared with other studies and they show the effectiveness of 

the proposed approach.  

The paper is set in three parts. The introduction part describes problems about 

differential diagnosis of dermatological diseases. We have listed some research studies 

on artificial intelligence approaches. In part two we have explained the methodological 

framework used in our research along with the description of proposed algorithm and 

double 2-fold validation process. We have described the proposed system design 

architecture using the MATLAB user interface. In this part are also shown the numerical 

training results and test error compared with the other results. Finally, the discussion and 

conclusion is summarized in part three. 

2. Methodological Framework and Results 

The diseases observed in this group are: pityriasis, seboreic dermatitis, lichen planus, 

pityriasis rosea and cronic dermatitis. All observed diseases share the clinical features of 

erythema scaling with very few differences [2]. Data base investigated in this study 

consisted of 345 analysed data cases [7]. 285 analysed patents are used for training and 

checking, and one independent data set consisting of 60 individuals is used for model 

validation. We used cross validation on 2-folding levels to obtain 27 different data sets 

(for training, test and validation) as is presented in Figure 1. The nine input attributes 

are: erythema, scaling, definite borders, itching, Koebner phenomenon, polygonal 

papules, follicular papules, oral mucosal involvement and knee and elbow involvement. 

We used three different statuses for features (3-obviously present, 0-not present, 1-2 

intermediately presented values). In earlier approach we used triple ANFIS method [8] 

based on Sugeno models using fuzzy logic and fuzzy sets. Each of them is based on skin 

features due to chromosome structure limitation length and processor memory limitation. 

The Sugeno model we used has three inputs (skin features), one output (type of diseases), 

and 27 IF-THEN knowledge base rules. 

The novel proposed algorithm uses all 9 features at once. We used 27 different data 

that we created using double 2-cross validation (one set for training, one set for test, and 

one set for validation) as is presented in Figure 1 as inputs in the ANFIS model. The GA 

based on evolutionary paradigm (crossover, mutation, population, generation and fitness 

function) is used in this study. The main function of GA is to share four ANFIS 

subtractive parameters structure and then optimizes fuzzy sets in knowledge rule base 

with the aim of arriving at the best prediction of dermatological diseases. 

In the first step, we use a novel algorithm to make genetic optimization of ANFIS 

subtractive clustering parameters (range of influence, squash ratio, accept ratio, reject 

ratio) resulting in the best subclustering points. The size of independent variables for the 

fitness function is 4 and chromosome structure is generated by ANFIS subtractive 

clustering parameter. After applying the best subtractive clustering parameter, each of 
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the obtained clusters will constitute a prototype for a particular behavior of the system 

under analysis. So, each cluster can be used to define a fuzzy rule capable of describing 

the behavior of the system in some region of the input–output space. This genetic 

optimized fuzzy structure (we denote it as GA ANFIS SC*) is used as an input in the 

second phase, where we used GA to optimize GA ANFIS SC* fuzzy structure on 

membership functional level which resulted in the best prediction of dermatological 

diseases. The size of chromosome structure-fuzzy structure on membership functional 

level was generated by ANFIS computational complexity [9]. Proposed novel GA GA 

ANFIS algorithm is described in Figure 1. 

 

Figure 1. Proposed model: GA GA ANFIS algorithm 

We needed an additional validation of the system that goes to the application, which we 

achieved with different validation datasets (60 separated patients) as is presented in 

Figure 2. 

The Matlab GUI (Figure 3 (a)) consists of five parts. The first part contains pre-

processing dermatology data. The second part is used for genetic optimization of 4 

ANFIS subtractive clustering parameters. This part is also aimed at creating of GA 

ANFIS SC* fuzzy structure (with best (GA) SC parameters). Third part is used for GA 

parameterization (population size, number of generations, GA operators). The fourth part 

is aimed at genetic optimization of GA ANFIS SC* structure. The last, fifth part 

integrates all the previous data and functions into operations with a disease class and an 

error prediction. We made validation of prototype through 27 experiments. The ANFIS 

training error, statistical measure of performance (Sensitivity, Error/Sensitivity, Error
2

 

/Sensitivity and (Error /Sensitivity)
2

) were used as the fitness criterion in the evaluation 

function. Finally, Figure 3 (b) shows the comparison of the predicted value versus target 

value of the validation data for the best model. 
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Figure 2. Double 2-fold cross validation 

 

 

Figure 3 (a) GA GA ANFIS GUI and (b) Predicted vs. Expected values 

Table 1 shows the comparison results of the validation success of proposed algorithms 

(GA ANFIS and GA GA ANFIS) versus the other ones previously used as follows: 

Table 1. Compared results – proposed method vs. other studies –Dermatology data set 

Authors Methods GA ANFIS GA GA ANFIS 

Proposed method in this 

study 

(double 2-Fold Cross 

validation) 

27 data sets, GA-GA-

ANFIS 

 

Train Err: 2.4e-14 

Check Err: 0.207 

Sensitivity:0.97 

Specificity:0.93 

TA:96.6 

Train Err: 8.0-05 

Check Err: 0.003 

Sensitivity:1 

Specificity:0.93 

TA:98.66 

Begic L.et al [6] GA-FUZZY TA:97.89  

Amarathunga. et al. [10] GA,SVM TA:85%  

Barati E. et al. [3] Machine learning TA: 92,5%  

Begic Fazlic L. et al. [1] ANFIS TA: 95,56  

Pappa G.L. et.al  [11] GA-MOGA TA: 76,5-86,5  
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3. Conclusion  

The comparison results show that the proposed algorithm based on two step cascade GA 

optimization has a better performances than the ones in [1][3][6][10][11]. Proposed 

model runs in two steps.  

In the first step algorithm combines double 2-fold cross validation to generate 

different data sets for training, test and validation (27 data sets).   

In the next step, ANFIS and GA capabilities are used to generate best subtractive 

clustering parameters producing GA ANFIS SC* structure which is used in GA 

optimization for different values of fitness function. Results show that the proposed 

model can be used in detecting classes of dermatological diseases by taking into 

consideration only clinical features. 
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Abstract. While the digitization of medical documents has greatly expanded 
during the past decade, health information retrieval has become a great challenge 
to address many issues in medical research. Information retrieval in electronic 
health records (EHR) should also reduce the difficult tasks of manual information 
retrieval from records in paper format or computer. The aim of this article was to 
present the features of a semantic search engine implemented in EHRs. A flexible, 
scalable and entity-oriented query language tool is proposed. The program is 
designed to retrieve and visualize data which can support any Conceptual Data 
Model. The search engine deals with structured and unstructured data, for a sole 
patient from a caregiver perspective, and for a number of patients (e.g. 
epidemiology). Several types of queries on a test database containing 2,000 
anonymized patients EHRs (i.e. approximately 200,000 records) were tested. 
These queries were able to accurately treat symbolic, textual, numerical and 
chronological data. 

Keywords. Electronic Health Records, Information Storage and Retrieval, Search 
Engine, Controlled vocabulary 

1. Introduction 

Electronic Health Records (EHR) play a central role since they include a long-term 
record of care and a record of events from different types of care, including instructions, 
prospective information such as plans, orders and evaluations. In this context, the goal 
of an Information Retrieval (IR) System on EHR is to provide physicians with the 
correct information at the right place for the right person. Several tools and frameworks 
for searching in EHRs for one patient have been proposed. These tools are adapted 
according to each data format: structured, not structured or mixed. The main system is 
Informatics for Integrating Biology and the Bedside (I2B2), an open source platform 
developed in the USA and dedicated to translational research. The I2B2 center focuses 
on developing a scalable informatics framework to bridge clinical research data with 
basic sciences research data. The framework uses coded data, biological data and other 
genomic data. The scope of the search concerns clinical search and statistical data 
analysis. Data semantics is particularly important as it derives from the concrete 
healthcare providing process in hospitals. EHR data is mainly composed of several key 

                                                         
1 Pr. Stéfan J. DARMONI, MD, PhD, Department of Biomedical Informatics, 1 rue de Germont 76031 

Rouen Cedex, France, Cours Leschevin, Porte 21, 3éme étage, Email : Stefan.Darmoni@chu-rouen.fr 

Informatics for Health: Connected Citizen-Led Wellness and Population Health
R. Randell et al. (Eds.)
© 2017 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-753-5-121

121

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



entities semantically related to one another: (a) patient, (b) hospital, (c) stay and then 
(d) the "classical" and more basic levels (procedures, diagnosis related group (DRG) 
coding, lab tests, reports, metadata from reports etc.). As a consequence, IR from EHR 
is more difficult and different when compared to the "classical" IR. In this context, the 
aim of this study was twofold. First, describe a conceptual data model (CDM) which 
represents the conceptual and intuitive representation that non-IT medical provider 
users can have of EHR data. Secondly, describe a query language (QL) used to query 
those data and providing users the possibility to build queries accessing the entire set of 
EHR entities by taking advantage of the semantic network of entities. This study has 
been carried out within the context of the Retrieval and Visualization In Electronic 
Health records (RAVEL) project. 

2. Materials 

EHR Data Sources: A corpus of 2,000 anonymized patients and 200,000 reports from 
Rouen University Hospital (RUH) was used in this study, approved by the French 
National Commission on Computers and Liberty. Almost any clinical information 
available in the EHR is integrated in the RAVEL model, e.g. DRG codes (ICD10), 
patient data (age, gender), lab tests and all medical reports. 

EHR Conceptual schema and data model: The underlying database of the system 
is based on a generic Entity-Attribute-Value (EAV) physical data model [1]. This data 
model is able to integrate all types of data in only a few tables without structural 
changes to the data model (e.g. columns or tables addings). This helps to optimize IR, 
maintain the database and manage heterogeneous data types. A dedicated CDM was 
designed to abstract the EHR data contained in the physical database data model. The 
query language syntax is patterned on that CDM instead of the physical database 
schema which provides the Search Engine (SE) with semantic features and capabilities. 

3. Materials 

3.1.  Query Language Description 

The specific QL syntax is based on the CDM. Hence, building a query only requires 
real-life knowledge of existing entities in the database, their properties and their 
relationships with each other. This QL has three main characteristics: 

� Semantic IR capabilities: The QL is built with an entity-oriented vision. It 
enables semantic information retrieval since it provides the ability to display 
and query EHRs semantically related entities on any level (patient, stay, 
procedure, biology etc.). It can also deal with multiple terminologies and 
hierarchical relationships. 

� Scalability & flexibility: The QL automatically handles modifications on the 
CDM (i.e. new conceptual entities, attributes and relationships between 
entities) without any SE modification. This enabled an easy and rapid 
extension to omics data [2]. 

� Comprehensive querying: The full scope of entities can be queried using 
constraints built upon several types of data: Textual and symbolic data (e.g. 
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patient(gender="M")), Numerical data (e.g. medicalTest(6<numericResult<= 
6.25)) and Chronological (eg. stay(entryDate>2010-03-10)). All comparators 
and operators available are specified in Table 1. 

Table 1. Types of data handler by the search engine 

Data type Available operators Available comparators 
Character string data None = (equal), != (not equal), * (wildcard) 
Numerical data + (add), - (substract),  

* (multiply), / (divide) 
=, !=, < (lower), <= (lower or equal), 

> (greater), >= (greater or equal) 
Chronological data +,- =,!=,<,<=,>,>= 

3.2. Query Language Description 

Basic querying: The query language is basically composed of nested syntactical units 
with the following syntax ENTITY(CONSTRAINTS_CLAUSE). ENTITY can correspond 
to any kind of entity of the CDM (e.g. patient, stay, medicalUnit etc.) and specify the 
type of object that the SE should return (or target when nested). For instance, the 
queries patient() and medicalUnit() would respectively return all the patients and all the 
medical units of the database. The CONSTRAINTS_CLAUSE is a boolean expresion 
enabling to apply constraints to the targeted ENTITY. For instance, the query 
patient(birthDate=1937-01-01 AND gender="M") uses the two attributes birthDate 
and gender of the patient entity to return all male patients born on 1937-01-01. 
stay( leavingDate–entryDate>=10) will return stays with a duration of 10 days or more. 

Semantic querying: The strength of the query language originates from its ability to 
deal with nested syntactical units. For instance the query stay(patient(id= 
"DM_PAT_42")) targets stays link to at least one relationship to the patient 42. More 
complex queries can be performed by using the relationships between these entities 
(Table 2). This nesting functionality allows the exploitation of the relationships 
between entities and thereby enables to build queries based on the full semantic 
network. The QL has other querying capabilities: full text search, minimum and 
maximum on numerical data, hierarchical expansion, chronological and temporal 
queries. 

4. Result 

Several use cases were successfully answered in the RAVEL project: 
� Use case 1: Visualize over time the neutrophil rate of a patient with 

rheumatoid arthritis, 
� Use case 2: Produce all the medical reports containing the concept of 

metastasis, 
� Use case 3: Retrieve all stays where "REMICADE" (infliximab) was used. 
The use cases resolution required to use: Automatic Indexing in medical records, 

full text search, and multiple terminological resources. Some of the queries used to 
answer these three use cases are shown in Table 2. 

R. Lelong et al. / Querying EHRs with a Semantic and Entity-Oriented Query Language 123

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



4.1. Comparison to I2B2 workbench 

The I2B2 workbench and the QL described in this study are both tools designed for 
searching in EHRs. However, the two tools have differences which are summarized in 
Table 3. The I2B2 workbench provides numerous default features which cover a lot of 
use cases. It notably enables to detect the number of occurrences of an event contrary to 
the QL described in this study. The database on which the QL operates integrates 
currently 69 English and French terminologies which represent 2,340,655 concepts 
partially translated into French. I2B2 workbench includes 14 terminologies (cf. Table 
3) English for the major part. Other terminologies can be added. In contrast to I2B2 
workbench, reports are automatically indexed and can be queried using the terminology 
terms with the QL. As regards cohort patient selection, I2B2 and the QL share most of 
their functionalities such as: numerical, chronological and textual constraints, full-text 
search on reports, search using concept subsumption, use of clinical data as constraints 
(stay, medical unit, patient, etc.) and omic variant data management. 

Table 2. Query examples 

Se
m

an
tic

 q
ue

ry
 e

xa
m

pl
es

 stay(patient(id_"DM PAT 1736") AND medicalUnit(label="Cardiology")) 
All the patient 1736 stays which occur in the Cardiology medical unit. 
stay(icd10SC(label="Burns involving less than 10% of body surface")) 
stays with a diagnosis of Burns involving less than 10% of body surface (T31.0 sub category of 
ICD10). 
medicalTest(medicalTest(label="Sodium") AND numericResult<lowerBound AND 
patient(id="DM PAT 125")) 
For a given patient (number 125), display all hyponatremia test results. 
patient(stay(icd10SC(id = "CIM SC T31.0") AND medicalTest(exe(label="Sodium") 
AND numericResult>upperBound))) 
patients coded with the T31.0 sub category of ICD10 DRG code showing hypernatremia in that stay. 

R
A

V
EL

 q
ue

rie
s 

stay(patient(id="DM PAT 21") AND procedure(label="BLOOD SAMPLE")) 
Patient 21 stays in which a blood sample procedure was performed. 
medicalUnit(stay(patient(id="DM PAT 21") AND procedure(label="BLOOD 
SAMPLE"))) 
Medical units of the patient 21 stays in which a blood sample was taken. 
biologicalTest(patient(id="DM PAT 1078") AND exe(label="Platelets") AND 
10*numericResult<lowerbound) 
Patient 1078 platelet tests with a result more than 10 times lower than normal level. 
procedure(ccamMP(id="CCA AM EQQM006") AND procedureDate="MAX") 
The last procedure coded with EQQM006. 
 

Table 3. QL vs I2B2 Functionalities 

 QL I2B2 
Querying scope 1 or n entity n patients 
Querying Textual query Graphical query 
Detection of number of event occurrences NO YES 
Lab test unit choice NO YES 
Defaultly supported terminologies 69 14 
Record Automatic Indexing YES NO 
Omic data expression analyses (genes, proteins, micro-RNA, exons) YES PARTIALLY 

5. Discussion 

As described by Terry et al.[3], there are five basic options for searching specific data 
in EHR: (i) pre-determined queries: users select a query option from the software 
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menu; (ii) simple customizable queries: users have some input into the queries to 
generate reports; (iii) advanced customizable queries: allow a greater amount of user 
input than the second level, often using Boolean logic; (iv) structured query language 
interface: using a special interface to enter Structured Query Language (SQL) 
commands; (v) data extraction and analysis with database tools. To date, the query 
language described in this paper is able to deal with levels 1 to 4 of Terry et al [3]. The 
global architecture of the underlying EHR system and the data querying strategy is 
closer to level 5 than to level 4 since, as reported by Terry et al [3] regarding level 5, 
the query language is based on the EHR's conceptual model. However, more advanced 
data analysis querying possibilities would probably be necessary to be considered as a 
full level 5 search options. Despite the fact the query language is quite complex to use, 
the public health professionals to whom it has been presented in fact stated that they 
would be able to use it after basic training. This training should also enable medical 
librarians, information scientists and IT specialists to use it. However, in contrast, 
several graphical user interfaces will be needed for health care professionals. These 
interfaces should provide access to more customizable queries than simple search. The 
I2B2 graphical interface could be a source of inspiration. To address this difficulty, an 
information extraction method was also designed in [4] to allow physicians to query 
EHRs using natural language instead of the dedicated QL. The SE has been tested 
outside the Rouen University Hospital, Normandy: at Bordeaux University Hospital, 
Aquitaine, France. However, the current model still does not operate on the 
establishment level but should become operational in the near future. Furthermore, the 
comparative evaluation of this query language with I2B2 should be improved. A parser 
enabling to share data between I2B2 data model and the RAVEL data model could be 
implemented to accurately assess precision as well as querying scope of the query 
languages. A scaling up study is underway at Rouen University Hospital with all the 
patients with at least one stay (in or outpatient) in the dermatology department since 
1992 (n=65,000). This study aims at querying EHR data in a multi-patient context in 
order to create a patient cohort. 
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Abstract. Extracting concepts from medical texts is a key to support many 
advanced applications in medical information retrieval. Entity recognition in 
French texts is moreover challenged by the availability of many resources 
originally developed for English texts. This paper proposes an evaluation of the 
terminology coverage in a corpus of 50,000 French articles extracted from the 
bibliographic database LiSSa. This corpus was automatically indexed with 32 
health terminologies, published in French or translated. Then, the terminologies 
providing the best coverage of these documents were determined. The results show 
that major resources such as the NCI and SNOMED CT thesauri achieve the 
largest annotation of the corpus while specific French resources prove to be 
valuable assets. 

Keywords. Information extraction, Semantics, Natural Language Processing, Data 
storage and retrieval, Vocabulary controlled 

1. Introduction 

Indexing medical documents such as clinical reports as well as biomedical articles is a 
key to various information retrieval tasks in medical information management. 
Automatic indexing can deal with the increasing amount of new material being 
produced in biomedical fields that has made manual indexing slow and expensive. 
Annotating medical documents and the following applications is actually a frequent 
topic in English-speaking scientific literature. Various annotating tools are available for 
English text, as well as the resources provided by the National Library of Medicine in 
association with the Unified Medical Language System (UMLS). Several vocabulary-
controlled approaches for indexing documents have been proposed. Aronson et al. use 
MetaMap and the tri-gram method to extract UMLS terms, and then refine them to 
MeSH concepts [1]. Natural Language Processing (NLP) techniques can be also 
applied to annotate documents with UMLS [2]. Gurulingappa et al. use the JSRE 
system combining Support Vector Machines (SVMs) with different kernels specially 
designed for the NLP and relation extraction [3]. Vector space model (VSM) is also a 
common approach that can be mixed with NLP techniques. Jonnalagadda et al. adopt 
this approach to identify UMLS concepts in the i2b2/VA concept extraction corpus [4] 
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French-speaking texts do not benefit from such various tools and resources. French 
is lowly represented in the UMLS [5] As provided in the 2016AA release, the French 
UMLS thesaurus manages 9 resources while 128 resources are available in English, 
providing a French concept for 85,685 concept unique identifiers. Only 3.11% of 
English UMLS terms are available in French and while each English term has an 
average of 2 synonyms, only 1.54 synonyms are available for each French term. 

Since 2005, our team develops the Health Terminology/Ontology Portal 
(HeTOP)  [6] providing an access to 55 terminologies in French and English, partially 
translated into French. A major application of this multi-lingual portal includes a multi-
terminology automatic indexing tool called ECMT [8] based on HeTOP resources. 

The aim of this study is to analyze the coverage of 32 terminologies available in 
French in the HeTOP on the French medical corpus LiSSa [7]. These 32 terminologies 
were selected among the 55 available terminologies as the most relevant for this task. 
This corpus was indexed with the ECMT tool to help reduce (i) the amount of 
terminologies used in automatic indexing, (ii) the noise generated by using multiple 
terminologies, especially with some specific types of concepts and (iii) the amount of 
redundant concepts. 

2. Methods 

2.1. Automatic Indexing with ECMT 

The ECMT tool is designed to identify clinical concepts in biomedical documents 
using terminologies included in HeTOP. ECMT relies on the "bag-of-words" algorithm 
and also on pattern-matching designed for discharge summaries, procedure reports or 
laboratory results which contain symbolic data (presence or absence), numerical data 
and units of measurement [8]. 

Each concept identified in a document and its metadata (the concept type, original 
identifier, terminology) was stored for subsequent analysis. Prior to the analysis of the 
coverage, the indexing terms, which presented the highest occurrence frequencies 
throughout the corpus, were manually reviewed to detect common and regular indexing 
errors, and excluded in relevant cases. 

2.2. The French Medical Corpus LiSSa 

The corpus of the bibliographic database LiSSa2 contains more than 850,000 articles in 
French. Among them 50,000 articles were randomly selected and each title, abstract 
and set of keywords were indexed using the ECMT tool with 32 terminologies. These 
resources as well as the versions used are available in HeTOP3. The source language of 
these resources varies: 13 terminologies are published originally in French while 19 
have been totally or partially translated. 
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3. Results 

The amount of all concept occurrences identified in each terminology is determined for 
each document category: titles, abstracts and sets of keywords. The results are detailed 
in Table 1 and Figure 1. Distinct concepts (i.e. counted only once)  

Table 1. Terminology coverage of the French corpus LiSSa for each document category. 

Titles Abstracts Keywords 
Terminology Concepts Terminology Concepts Terminology Concepts 
NCIt 150,224 NCIt 2,040,356 NCIt 52,423 
MeSH 106,170 SNOMED CT 1,543,456 MeSH 50,937 
SNOMED Int. 96,771 MeSH 1,238,133 TSP 47,237 
SNOMED CT 95,409 TSP 1,089,331 SNOMED Int. 45,879 
TSP 84,989 SNOMED Int. 827,714 SNOMED CT 36,771 
MedDRA 45,164 LOINC 502,964 MedDRA 25,802 
LOINC 36,483 MedDRA 395,434 LOINC 15,491 
FMA 24,300 FMA 182,398 ICNP 13,585 
ICNP 24,244 ICNP 161,341 FMA 8,819 
ICD-10 14,022 CLADIMED 87,924 HPO 7,633 
Others 77,273 Others 641,766 Others 40,583 
Total 755,049 Total 8,710,817 Total 345,160 
 

identified in each terminology were also determined for each document category. The 
results are detailed in Table 2. 

The five terminologies obtaining the most indexing terms in each document 
category, NCIt, SNOMED CT, SNOMED Int., MeSH and TSP are consistently the 
same for each group. The NCI thesaurus obtains the best coverage in all document 
categories, while the Thésaurus Santé Publique (TSP), a French Public Health 
thesaurus is the only French ressource to appear in the first third of the ressource 
ranking. More specialized resources such as HRDO (rare diseases) or ATC (chemical 
therapeutics) achieve much less coverage than expected. The five first terminologies 
giving the best coverage of the corpus add up 65% to 70% of the whole indexing term 
set depending on the document category. However, some smaller resources published 
originally in French achieve a good coverage of the corpus in spite of a limited French 
indexing terms. These resources such as the CISMeF thesaurus [9] or the Q-Codes 
classification [10] are actually developped to fit clinical and non-clinical information in 
abstracts and complete larger terminologies as the MeSH or the SNOMED Int. 

 
Table 2. Terminology coverage by distinct concepts of the French corpus LiSSa for each document category. 

Titles Abstracts Keywords 
Terminology Concepts Terminology Concepts Terminology Concepts 
MeSH 11,324 MedDRA 19,281 MeSH 5,908 
SNOMED Int. 10,396 SNOMED Int. 17,968 SNOMED Int. 4,290 
MedDRA 8,644 MeSH 17,353 NCIt 4,249 
SNOMED CT 7,996 SNOMED CT 17,192 MedDRA 4,024 
NCIt 7,247 NCIt 12,683 SNOMED CT 3,491 
TSP 3,617 TSP 5,799 TSP 2,801 
LOINC 1,822 FMA 3,903 LOINC 1,012 
FMA 1,815 LOINC 3,372 FMA 935 
ICD-10 1,758 HPO 2,997 ICD-10 870 
HPO 1,488 ICD-10 2,812 HPO 823 
Others 7,186 Others 11,612 Others 4,082 
Total 63,293 Total 114,982 Total 32,485 
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Figure 1. Terminology coverage of article abstracts in the LiSSa corpus. 
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4. Discussion and Conclusion 

LiSSa is a bibliographic database in French providing a large corpus of titles, abstracts 
and authors’ keywords. ECMT was able to annotate these three corpora. Overall, NCIt 
is surprisingly ranked first in the three corpora although only 60000 terms are now 
translated in French while over 90000 are translated for the MeSH and 137000 for 
SNOMED CT. When analyzing with distinct concepts, the ranking is very different 
(MeSH ranked first for titles, MedDRA for abstracts). This coverage of distinct 
concepts should be refined at the concept scale to evaluate the concept redundancy 
between the top ten ranked resources. This study is still ongoing and a phase of manual 
annotation of the corpus by field experts to validate the automatic indexing results and 
refine these observations is currently processed. In the near future, we will reproduce 
the same study on a corpus of discharge summaries. Terminologies developed for this 
purpose should be better ranked, in particular SNOMED CT and ICD-10. 
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Abstract. Clinical care and research data are widely dispersed in isolated systems 
based on heterogeneous data models. Biomedicine predominantly makes use of con-
nected datasets based on the Semantic Web paradigm. Initiatives like Bio2RDF cre-
ated Resource Description Framework (RDF) versions of Omics resources, enabling 
sophisticated Linked Data applications. In contrast, electronic healthcare records 
(EHR) data are generated and processed in diverse clinical subsystems within hos-
pital information systems (HIS). Usually, each of them utilizes a relational database 
system with a different proprietary schema. Semantic integration and access to the 
data is hardly possible. This paper describes ways of using Ontology Based Data 
Access (OBDA) for bridging the semantic gap between existing raw data and user-
oriented views supported by ontology-based queries. Based on mappings between 
entities of data schemas and ontologies data can be made available as materialized 
or virtualized RDF triples ready for querying and processing. Our experiments based 
on CentraXX for biobank and study management demonstrate the advantages of 
abstracting away from low level details and semantic mediation. Furthermore, it be-
comes clear that using a professional platform for Linked Data applications is rec-
ommended due to the inherent complexity, the inconvenience to confront end users 
with SPARQL, and scalability and performance issues. 

Keywords. Semantic Web, Linked Data, Semantic Querying and Data Integration  

1. Introduction 

Within translational research there is a demand to semantically process and integrate 
clinical care and biomedical research data from different heterogeneous resources. In-
stead of schema matching approaches (e.g. for relational databases) the Semantic Web 
paradigm uses the Resource Description Format (RDF) for the flexible representation of 
facts together with a semantic layer for describing corresponding types and relationships 
by ontologies (RDFS, OWL). Efficient frameworks for distributed queries across multi-
ple RDF data sources are used in many application areas; amongst others in biomedicine 
and less often in healthcare [2, 3]. In clinical care usually Relational Database Manage-
ment Systems (RDBMS), i.e. mature products like Oracle, MS SQL or MySQL, are used.  

Ontology-Based Data Access (OBDA) is a new paradigm for accessing and inte-
grating data, whose key concept is to resort to a three-level architecture with an ontology, 
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data sources, and mappings between both [4]. The ontology defines a high-level global 
schema of data sources and provides a vocabulary in terms of concepts, roles, i.e. binary 
relations and attributes for user queries. The mapping layer explicitly specifies the rela-
tionships between the domain concepts and the data sources. Afterwards an OBDA sys-
tem rewrites such queries and ontologies into the vocabulary of the data sources and 
delegates the actual query evaluation to a suitable query answering system such as SQL 
for RDBMS. The ontology together with the mappings exposes a virtual RDF graph, 
which can be queried using SPARQL, the standard query language for RDF data. This 
virtual RDF graph can be materialized by using RDF triplestores, or alternatively it can 
be kept virtual and queried only during query execution. 

2. Methods and Material 

In the following we present several ways to adopt the OBDA approach by accessing data 
from the RDBMS-based CentraXX system for biobank and study management [5].  

2.1. Ontop Used As a Plugin within Protégé 

Ontop is one of the most popular OBDA systems [6]. This open source software is 
available amongst others as plugin for the ontology editor Protégé. First, a domain on-
tology with relevant concepts like patients, encounters and diagnoses and their relation-
ships are defined. Second, original data sources are connected and mappings are man-
aged. The mapping includes how classes of instances and relationships are mapped to 
the database entries by SQL statements, see Fig 1. Finally, SPARQL queries are created 
and executed by Quest, a query answering engine with OWL 2 QL/RDFS entailment.  

 
Figure 1. Realizing OBDA with the Ontop plugin within Protégé, applied to the CentraXX database. 

 
The mappings expressed in W3C standard R2RML (RDB to RDF Mapping) can be 

constructed semi-automatically by domain experts or by using a bootstrapper that creates 
the ontology and mappings automatically by analyzing the database schema. Further-
more, Ontop works with Teiid as open source Java software for data virtualization, used 
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for federating different heterogeneous RDBMS behind one JDBC interface. The use of 
Ontop as plugin in Protégé was not fully sufficient, for mainly two reasons: First, the end 
users of the envisioned OBDA-based query system should not be forced to enter 
SPARQL queries. Second, there is a limitation when trying to follow up with linked data 
applications based on the resulting RDF triples. 

2.2. Optique Platform with OptiqueVQS as a Visual Query System 

Optique (Scalable End-user Access to Big Data) is an EU-funded project where novel 
solutions based on the OBDA idea have been developed [7]. The Optique Platform has 
been made available as an app that can be installed and deployed within the Information 
Workbench, see chapter 2.3. The platform features a visual query system (VQS) where 
query dialogues are rendered based on the ontology, see Fig 2. However, in spite of the 
impressive potential of the VQS, the flexibility with regard to the desired query frontend 
was not sufficient, since this can mainly be influenced by cumbersome modifications of 
the ontology. 

Figure 2. Screenshot of the query interface generated by OptiqueVQS. 

2.3. Information Workbench (IWB) - A Platform for Linked Data Applications 

For flexibility reasons we decided to work directly with the Information Workbench 
(IWB) [8]. The software provides a generic frontend for customizable user interfaces 
based on Semantic Wiki technologies, enriched with a large set of widgets for data ac- 

Figure 3. Information Workbench for linked data applications based on relational data from CentraXX. 

cess, navigation, visualization, analytics and data mashups with external data sources [9]. 
It can be further customized and extended for domain specific applications through a 
SDK. Techniques for OBDA from chapter 2.1 and 2.2 like Ontop are included in the 
platform.  
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For federated queries, i.e. sending decomposed SPARQL subqueries to various data 
services and integrating the results virtually, the FedX module is available [10]. The In-
formation Workbench is available as a Community Edition under an open source license 
as well as an Enterprise Edition with a commercial license. We used IWB for creating a 
demonstrator that provides an ontology based query frontend for accessing RDBMS data 
of the CentraXX system enriched by linked data, see Fig 3. 

3. Results and Discussion 

The IWB greatly facilitates the creation of an ontology with concepts, relationships and 
attributes of interest and relevant R2RML-mappings to the relational database used for 
example by CentraXX. This allows to materialize corresponding RDF triples internally. 

 
Figure 4. User frontend and technical details of the demonstrator using the IWB 

By using further ontologies like the Disease Ontology [11] or the Unified Medical Lan-
guage System (UMLS) [12] the triples could be semantically enriched by ontological 
mappings, especially taking the ICD-10 codes within the CentraXX data into considera-
tion. By extracting finding sites from mapped disorder concepts in SNOMED CT and 
adding this anatomical codes to the RDF repository. For example, it becomes possible to 
query all data from patients or samples that are located at the digestive tract. An example 
for such a query is shown in Fig 4. Compared to ICD-10 based retrieval this is an example 
for the kind of added values that should be further explored. Additionally, it is possible 
to use annotated Disease Ontology or UMLS codes for accessing linked data of interest 
like disease associated genes from the SPARQL endpoint of DisGenNET [13]. There are 
much more linked data of interest that we might include similarly, e.g. accessing litera-
ture from MEDLINE. 

On the userinterface, the customization is done in a completely declarative way, re-
sorting to a rich pool of widgets and creating template pages in wiki syntax, which are 
associated with elements of domain ontologies. In our preliminary experiments this sig-
nificantly simplifies and speeds up the application development. The OBDA paradigm 
is a promising approach within clinical research informatics because a lot of existing 
applications are based on relational database systems. 
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Abstract. Mathematic models of epidemics are the key tool for predicting 
future course of disease in a population and analyzing the effects of possible 
intervention policies. Typically, models that produce deterministic are applied 
for making predictions and reaching decisions. Stochastic modeling methods 
present an alternative. Here, we demonstrate by example why it is important 
that stochastic modeling be used in population health decision support systems. 

Keywords. Epidemiological models, Stochastic processes 

1. Introduction 

Epidemiological processes are usually derived from probabilities of disease events. In 
spite of this, arguably, most epidemiological modeling studies employ deterministic 
dynamical systems, usually (Ordinary) Differential Equations (ODEs) to simulate the 
processes and make predictions. Classic textbooks such as [1] do not elaborate on 
stochastic approaches. Apparently, despite the more true-to-reality nature of stochastic 
models, the value of stochasticity is presumed to be low. 

All models are wrong by some measures [2]. For an epidemiological model to be 
useful (as they often are in decision support and control frameworks), it needs to be 
accurate, transparent (its logic easily understood, if not its dynamics) and flexible [3]. 
As Andersson and Britton [4] claim, “stochastic models are to be preferred when their 
analysis is possible”. This is because typically they do well by all 3 criteria.  

There are several ways of introducing stochasticity into models that may produce 
benefits and they stem from different reasons. One is parameter uncertainty: Since 
model parameters are unknown exactly, sampling them from (posterior) distributions 
and using the sampled values to propagate simulated model trajectories would reflect 
that uncertainty. Another is event driven process stochasticity: when the target 
population is small or the number of individuals in a group (e.g. the number of 
infected) is small, fluctuations due to the randomness of transitions of individuals is 
significant. A third reason is stochasticity due to inaccurately modeled processes: 
By their nature, models typically leave out multiple time-varying processes that affect 
the modeled variables. Unless a process is the specific focus of the study or its effects 
are critical for reasonably accurate modeling, it is typically left out. The effects of 
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unmodeled processes need not diminish as population sizes increase and they can add 
up to significant process “noise”.  Last but not least is observation noise: Most 
observational data in epidemiology is the result of partial, biased, error prone sampling 
of the real system. Therefore, observations are not exact measures of the model 
variables. The difference can be accounted for by modeling the observations as a 
distribution that is conditioned on the model state variables.  

Introducing probabilistic aspects to models does, however, come at a price in terms 
of model developer time, computation time, number of state variables or the 
complexity of their interactions. In recent years, however, the availability of cheap 
computation-intensive hardware and the development of general purpose probabilistic 
programming tools [5] such as Stan [6] and PyMC [7] have substantially lowered the 
difficulty of such tasks. Unfortunately, the literature on the subject is typically not 
aimed at epidemiologists or is math-heavy and technical. Additionally, the literature 
often focuses on the analysis of the dynamics of such models rather than on estimating 
their parameters (e.g. [8, 3]). The goal of this paper is to provide a gentle exposition by 
example. We present the deterministic (ODE based) and re-stochastised versions of a 
basic epidemiological model (The SIRS compartmental model) and learn its parameters 
using Stan. We then analyze the learned models and show that estimating parameter 
distributions and simulating predicted trajectories with the deterministic ODE model 
(allowing only for parameter uncertainty) can lead to significant inaccuracies in 
expected values and confidence ranges compared with its stochastic counterpart.  

2. Methods 

Simulations and parameter estimation were performed with code written in Stan [6, 9]. 
Stan is a freely available probabilistic programming language for specifying statistical 
models and a tool for sampling from those models, conditioned on observations, using 
state-of-the-art self -tuning MCMC methods.  

 
Figure 1 SIR (Susceptible - Infected - Recovered) model. a: Table of possible events. b. Graphical 
representation of compartments and transitions. c. Definition of , the deterministic ODE model and of G, 
the covariance matrix (based on the events table). Eq. (1) is the resulting SDE model. 

2.1. Deriving Dynamic Bayesian Models (DBNs) from ODEs and Model Simulations      

Most compartmental models are described as ordinary differential equations 
(ODEs),  ,  where d is the number of 
compartments or state variables. These equations in turn stem from a set of possible 
independent transition events from one compartment to another or injections (a.k.a. 
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births) that are sometimes called the master equation description of a system. Allen [8] 
describes a Standard method for converting such ODE systems into Stochastic 
Differential Equations (SDEs), whose Euler integration at (sufficiently small) fixed 
time interval comprises a Standard Dynamic Bayesian Model (DBN) where the 
transitions from time t to t + dt are normally distributed with  as their mean and 
covariance,  where  is a matrix function of the previous state 
derived from the events and their state dependent rates. For the sake of brevity, we 
explain this derivation method by example for the classic SIR model in Figure 1 (with 
fixed population size and loss of immunity, a.k.a. SIRS), which often serves as a basis 
for more specialized models. This model is typically implemented as the deterministic 
ODE system  of Figure 1.c . The (Euler integration of the) SDE model is given in 
differential form in Eq. (1). dW(t) is a Wiener process, which, in this Euler integration 
is simply a Standard normally distributed noise variable N(0, I) 4 (dimension 
corresponding to the number of possible event types) multiplied by , hence 
describing a DBN with non linear Gaussian transitions. Note that other approaches 
could be taken for converting an ODE model to a DBN. In [10], a direct approach is 
taken, letting modelers choose the types of distributions as they see fit. They also 
describe how to perform more accurate integration steps such as Runge Kutta.  

We chose to present the SDE method here because the introduction of stochasticity 
is principled and stems from the original assumed sources of event uncertainty. We 
further modified the SDE in some of the simulations to model a parameter which is not 
constant but is, rather, fluctuating with time. Specifically, we assumed that the 
infection force, β, is an Ornstein–Uhlenbeck process [11]. I.e. its course is described by 

where μβ is the equilibrium mean of the fluctuations 
(set to 1.0) , σ (0.05) is a volatility parameter and θ (also 0.05) is a dissipation rate. 
Thus β(t) in this scenario acts as a fourth state parameter whose integrated dynamics 
are determined by the independent Gaussian samples. Details of the simulations 
performed are in Figure 2. Since these simulations were not conditioned on 
observations, the sampling did not involve Stan’s MCMC sampling engine (just simple 
sampling from prior distributions)  

 
Figure 2 SIR Simulations. a: simulation results for S, I and R populations (as % of total) and the β variable. 
Columns differ in total population size and sources of noise. Solid lines represent single sample trajectories 
(one per column). Dashed lines are the deterministic ODE trajectories without noise. Ribbons show the 5th, 
25, 75, 95 percentiles for 20,000 simulations. b: Estimated distributions (smoothed histograms) of the 
infected population at the last time point for all the configurations (columns on left). All simulations were 
performed for 200 time units at dt = 0.1 with parameters β = 1.0 (+ Wiener process fluctuation), γ = 0.5 and 
b = 0.1 from fixed initial conditions close to equilibrium (S=60%, I= 8%, R= 32%) 
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2.2. Parameter Fitting     

Parameter fitting for β, b and γ was performed in a semi-realistic scenario: A single 
trajectory for a population of size N = 1000 was generated with both β and event-driven 
stochasticity. Observations were generated at 20 time points along the trajectory by 
sampling the number of infected versus not-infected from a binomial distribution 
(assuming sampling with replacement) with sample size of 200 and rate determined by 
the (hidden) true proportion of infected individuals in the population. Parameter 
learning (by posterior sampling) used Stan’s NUTS MCMC method [12] (with 4 chains 
and 2000 iterations, 1000 burn-in, to produce 4000 samples) with uniform parameter 
priors (parameter stochasticity) in the ranges shown in Figure (3.c), from Dirichlet 
distributed initial starting points (Dirichlet α parameter at 10 ×  the true initial 
proportions). Fitting was performed twice: using either the ODE model (with parameter 
uncertainty but no process noise) or the DBN model (SDE implementation as described 
by Eq. (1) with β fluctuations with known μβ and θ parameters).  

3. Results 

Figure (2) shows S, I, R and β trajectories simulated with fixed known parameters and 
the distributions at the last simulation time point comparing different conditions. As 
expected, a smaller population size leads to an increase in process noise due to the  

 
Figure 3 Parameter fitting for ODE model (left) and SDE model (center). a: Pairs scatter plot of posterior 
samples of the parameters and log probability (“lp”). Red lines indicate true values when within range. b: 
Posterior sampled trajectory distributions for S, I, R and β (not time dependent on left). Dashed lines are the 
median trajectories. Ribbons are 90% empirical confidence intervals (between 5th and 95th percentiles). 
Solid lines are the true (unobserved) values. Magenta points + bars are the sampled observations of infecteds 
(scaled appropriately) and their 2 Standard-deviation confidence intervals (binomial with sample size of 200). 
c: Single parameter histograms overlaid for the two models (corresponding to the pairs plots’ diagonals). Plot 
ranges reflects the prior distribution ranges. 

uncertainty of the events driving the process. The introduction of fluctuations in the β 
variable add noise whose variance does not diminish with population size (variance of 
β(t) at equilibrium around μβ is σ2⁄2θ). Importantly, even for a large population, the 
effects of event-caused variability may be significant when one of the compartments is 
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small, as is the case for the infected population in this simulation. Furthermore, such 
fluctuations may even move the system from the diseased equilibrium to the disease 
extinction state with non-negligible probability.  

The model learning (posterior sampling) results are shown in Figure 3. It is clear 
that the fully stochastic model was better able to fit the fluctuating signals while also 
producing parameter distributions that better cover the parameters of the true trajectory. 
The model employing only parameter stochasticity produced too narrow posterior 
parameter distributions, giving the true parameters essentially zero probability and 
producing trajectory distributions that fail to capture not only the fluctuations 
themselves (as would be expected) but also their ranges, especially of I, resulting in 
trajectories that do not even overlap with many of the observations’ confidence 
intervals. Such a model might still make sensible predictions of expected equilibria and 
short term expected median behavior but would be bad at estimating the correct 
confidence intervals which are essential for answering queries regarding robustness of 
predictions and chances of extreme events.  

4. Summary 

We showed here an analyzed example of the effects of modeling process noise on 
epidemiological process analysis and prediction. Our contribution is not to the models 
and algorithms, but rather to the analysis of the effects of properly modeling process 
noise on parameter estimation and trajectory fitting. We show that by limiting the 
modeled sources of uncertainty there is a real risk of deriving overly narrow confidence 
intervals for parameters and trajectories even when working within the Bayesian 
framework of parameter estimation. This may lead to ineffective policies when such 
models are used in decision making regarding disease intervention and control. Given 
that currently existing tools are advanced enough for stochastic process dynamics, 
modelers should consider using them to improve parameter estimations and predictions. 
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Abstract. We study information theoretic methods for ranking biomarkers. In 
clinical trials, there are two, closely related, types of biomarkers: predictive and 
prognostic, and disentangling them is a key challenge. Our first step is to phrase 
biomarker ranking in terms of optimizing an information theoretic quantity. This 
formalization of the problem will enable us to derive rankings of 
predictive/prognostic biomarkers, by estimating different, high dimensional, 
conditional mutual information terms. To estimate these terms, we suggest efficient 
low dimensional approximations. Finally, we introduce a new visualisation tool that 
captures the prognostic and the predictive strength of a set of biomarkers. We 
believe this representation will prove to be a powerful tool in biomarker discovery. 

Keywords. Predictive biomarkers, prognostic biomarkers, mutual information 

1. Introduction 

We present an information theoretic approach to disentangle predictive and prognostic 
biomarkers. In clinical trials, a prognostic biomarker is a clinical or biological 
characteristic that provides information on the likely outcome irrespective of the 
treatment. On the other hand, a predictive biomarker, is a clinical or biological 
characteristic that provides information on the likely benefit from treatment. One of the 
key challenges in personalised medicine is to discover predictive biomarkers which will 
guide the analysis for tailored therapies, while discovering prognostic biomarkers is 
crucial for general patient care [9]. We should clarify that our work focuses on hypothesis 
generation (exploratory analysis), instead of hypothesis testing (confirmatory analysis) 
[5]. 

In our work we will focus on a clinical dataset D = {yi,xi,ti}n
i=1, where, y is a 

realization of a binary target variable Y, t is a realization of binary treatment indicator T 
(i.e. T = 1 if patient received experimental treatment, 0 otherwise), and x is a p-
dimensional realization of the feature vector X, which describes the joint random variable 
of the p categorical features (or biomarkers). To make the distinction between prognostic 
and predictive biomarkers more formal we will follow a strategy introduced by various 
previous works [4, 5]. Let us assume that the true underlying model is the following 
logistic regression with up to second order interaction terms: 
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logit

Prognostic term  term

Covariates with non-zero β coefficients are prognostic, while with non-zero δ 
coefficients are predictive. Our work proposes an information theoretic framework for 
deriving two different rankings of the biomarkers, one that captures their prognostic 
strength, and one that captures their predictive strength. On top of that, we introduce a 
visualisation tool that captures both the prognosticness and the predictiveness of a set of 
biomarkers. This tool enables us to identify potentially undiscovered biomarkers, worthy 
of further investigation. 

2. Background on Biomarker Ranking 

Here we connect the problem of biomarker discovery with the machine learning problem 
of feature selection and the clinical trials problem of subgroup identification. 

2.1.  Prognostic Biomarker Discovery and Feature Selection 

We now demonstrate that the problem of selecting prognostic biomarkers is equivalent 
to feature selection using a supervised dataset {yi,xi}n

i=1. There are many different 
methods for feature selection, but we will focus on information theoretic approaches, 
where, firstly we rank the features and then we select the top-k ones that contain most of 
the useful information. The underlying objective function is to find the smallest feature 
set X  that maximizes I(X ;Y), or in other words that the shared information between X  

and Y is maximized.  Brown et al. [2] derived a greedy optimization process which 
assesses features based on a simple scoring criterion on the utility of including a feature. 
At each step we select the feature Xk that maximizes the conditional mutual information 
(CMI): JCMI(Xk) = I(Xk;Y|Xθ), where Xθ is the set of the features already selected. As the 
number of selected features grows, the dimension of Xθ also grows, and this makes our 
estimates less reliable. To overcome this problem low order criteria have been derived. 
For example, by ranking the features independently on their mutual information with the 
class, we derive a ranking that takes into account the relevancy with the class label. 
Choosing the features according to this ranking corresponds to the Mutual Information 
Maximization (MIM) criterion; where the score of each feature Xk is given by: JMIM(Xk) 

= I(Xk;Y). This approach does not consider the redundancy between the features. By 
using more advanced techniques, we can take into account both relevancy and 
redundancy between the features themselves, without having to compute very high 
dimensional distributions. Brown et al. [2] showed that a criterion that controls relevancy, 
redundancy, conditional redundancy and provides a very good tradeoff in terms of 
accuracy, stability and flexibility is the Joint Mutual Information (JMI) criterion [11]:

JMI .  
 Our aim is to explore how the above framework can been extended to be useful 
in clinical trial scenarios, i.e. dataset D = {yi,xi,ti}n

i=1. The extra treatment variable T 
provides interesting dynamics, but before showing our suggested extension, we will 
briefly present the literature on predictive biomarkers and subgroup identification. 
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2.2. Predictive Biomarker Discovery and Subgroup Identification 

The problem of deriving predictive biomarkers is closely related to the problem of 
subgroup identification [5]. In clinical trials, patient populations cannot be considered 
homogeneous, and thus the effect of treatment will vary across different subgroups of 
the population. Exploring the heterogeneity of subject responses to treatment is very 
critical for drug development, which is underlined by a draft FDA (Food and Drug 
Administration) guidance [9]. As a result, consideration of patient subgroups is necessary 
in multiple stages of trial development. Berry [1] gives the following definition: 
subgrouping is a partition of the set of all patients into disjoint subsets or subgroups and 
it is usually determined by a small number of measurable covariates, which are the 
predictive biomarkers. In the traditional subgroup identification problem, the set of 
predictive biomarkers is relatively small, i.e. 2-3 biomarkers [6]. 

In the literature, there are many different methods for subgroup identification. A 
popular one is recursive partitioning of the covariate space, using criteria that capture 
the interaction between T and Y [6, 7, 10]. Another solution builds upon the 
counterfactual modelling idea: firstly, by deriving a new variable for each patient that 
captures the treatment effect and then using this variable to select or rank the covariates. 
For example, Foster et al. [4] can be seen as exploring the covariate space which 
maximizes the odds-ratio between T and Y. In the following section, we will show that 
starting from a natural objective function, we can derive predictive biomarkers by 
exploring areas that maximize the mutual information between T and Y. 

3. An Information Theoretic View on Biomarker Ranking 

Our work extends the feature ranking framework from supervised to clinical trial data. 
The treatment variable T provides extra useful information, and a natural way to capture 
this is by the following criterion: to maximize the shared mutual information between 
the target Y and the joint random variable of the treatment T and the optimal feature set 
X , or in information theoretic notation: X  = argmax I(XθT;Y). By using the chain rule 
[3], this objective can be decomposed as follows in the following way: 

    
Prognostic term  term

              

The first term, captures the features with prognostic power, while the second captures the 
features with predictive power. By optimizing these two terms independently we can 
derive two greedy optimization process, where at each step we select the feature Xk that 
maximizes the following terms: Prog( )= ( ; | Prog) and  ( )= ( ; | Pred), 
where Prog are the features already been ranked as prognostic, while Pred as predictive. 
As the number of selected features grows, the dimension of Prog and Pred also grows, 
and this makes the estimates less reliable. To overcome this issue, with the following 
theorem we derive low-order approximations, such as the one presented in Section 2.1. 
Theorem 1. The first two order approximations are given by: 

                  
Prog Pred

Prog Prog Pred Pred

 

Proof sketches: For prognostic, the proof is identical to [2], while for the predictive we 
can prove these approximations by combining the results of [2] with the chain rule [3]. 
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For example, by making assumptions similar to the ones of MIM, we can derive the 
1st-order criteria for deriving prognostic and predictive rankings respectively. These 
criteria do not consider interactions between features, and thus fail to capture the 
redundancy. To overcome this limitation so we can use higher order criteria, such as JMI, 
which explores 2nd-order interaction terms between features. 

4. Predictive–Prognostic (PP) Graphs 

We now present a visualisation tool that captures both the prognostic and the predictive 
power of a set of biomarkers (PP-graphs). We believe that this representation will provide 
useful information over both the prognostic and predictive power of each biomarker, and 
it will be helpful for controlling false discoveries in clinical trials. For example, in 
subgroup-identification (Section 2.2), we define interesting subgroupings by using 
predictive biomarkers. Many methods, such as the counterfactual modelling, i.e. Virtual 
twins suggested by [4], derive as predictive, biomarkers that are strongly prognostic. 
Using a PP-graph we get more insight over the prognostic and predictive power of each 
biomarker and this may help in eliminating this type of errors. 
      Now we will show these graphs through a motivating example. We will use the same 
data generation model as in [4]. Let us assume that we simulate randomized trials with 
1000 patients, and the Xs are generated as independent Xj ∼ N(0,1), j = 1...15. We consider 
logit models for data generation: 

logitP(y = 1|t,x)= −1+0.5(x1+x2−x7+x2 x7)+0.1t +1.5tI(x1 > 0∩x2 < 0∩x3 > 0). 
The patients with (x1 > 0∩x2 < 0∩x3 > 0) will have an enhanced treatment effect. As a 
result the three variables, X1 ,X2 and X3, are the predictive biomarkers. Furthermore, X1,X2 

and X7 are the three prognostic biomarkers and the other nine biomarkers are irrelevant. 
Figure 1 shows three PP-graphs. In the x-axis, we have the normalised score of each 

biomarker derived by a prognostic ranking. We normalised scores to take values from 
[0,1], where 1 is the score for the most-prognostic biomarker. In the y-axis, we have the 
normalised scores for the predictive ranking. The red area (vertical shaded region) 
represents the top-k prognostic-biomarkers, while the green (horizontal shaded region) 
the top-k predictive, for these specific PP-graphs we used k = 3, which corresponds to the 
score cut-off value of (p − k)/p = (15 − 3)/15 = 0.80. The intersection of these two areas 
– orange area (top right shaded corner)– should contain the biomarkers that are both 
prognostic and predictive. We plot the average predictive/prognostic rankings over 100 
sample datasets, using Virtual-twins [4] and our two approaches suggested in Theorem 
1. For estimating mutual information, the features were discretized in 4 equal width bins. 
As we observe, Virtual-twins, tends to push a prognostic biomarker (X7) into the 
predictive area –false positive. The 1st-order approach classifies X1 only as prognostic and 
not as predictive –false negative. While, our 2nd-order criterion distinguishes biomarkers 
perfectly. 

5. Conclusions and Future Work 
In this work, we focused on disentangling rankings of the biomarkers that quantify their 
predictive and their prognostic power. We presented an information-theoretic approach, 
where we started from a clearly specified objective function and we suggested lower 
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Figure 1. P-P graphs when: X1,X2 and X3 are truly predictive, X1,X2 and X7 are truly prognostic, and the rest 
nine biomarkers are irrelevant. Note that our 2nd-order approximation distinguishes perfectly between 
predictive and prognostic. 

order approximations. Lastly, we introduced a new graphical representation that captures 
the dynamics of biomarker ranking. 
       While in this paper we present results only from simulated datasets, we have a 
forthcoming work that applies our methodologies to a dataset coming from a real clinical 
trial on the progression free survival in a lung cancer study [8]. Our preliminary results 
confirm that the presence in the tumor of a mutation of the epidermal growth factor 
receptor (EGFR) gene is a predictive biomarker for two different treatments: gefitinib 
versus carboplatin–paclitaxel.  
      Another interesting future direction is to improve the interpretability of the P-P 
graphs. For example, in the 1st-order approach, instead of plotting the ranking score of 
each biomarker, we can plot a p-value, derived from a univariate testing of whether the 
biomarker is predictive or prognostic. 
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Abstract. This paper describes how the Swedish national Health Information 
Exchange platform can be used to facilitate clinical research in the future. 
Different e-services for different user groups are being developed using a user-
centered design approach. The main user groups are study participants, clinical 
researchers and healthcare professionals. The different e-services are based on an 
in-depth analysis of the clinical research process, and the main identified needs 
relate to recruitment of study participants, access to clinical data from different 
sources as well as improved tools for patients’ self-reporting. The national 
Swedish HIE platform has the potential to enable a seamless connection between 
patients/citizens as study participants, health care professionals and everyday 
clinical work and clinical researchers in both academia and industry.  

Keywords. Clinical Research Informatics, eHealth, User-Centered Design 

1. Introduction 

Clinical research is an important part of healthcare and clinical research informatics 
provides essential tools to support and reshape the landscape of clinical research [1][2]. 
Clinical research informatics is a relatively young field of research, and there are many 
challenges that need to be addressed, whereof  data access and recruitment issues are 
often mentioned as some of the most important ones [3][4]. Many international studies 
are focusing on addressing the challenges of gaining access to clinical data, from e.g. 
the electronic health records (EHR), for research purposes [5][6]. 

In parallel with the progress within clinical research informatics, participatory 
health is a growing area in which individuals are using health social networks, 
smartphone health applications, and personal health records to achieve positive health 
outcomes. In Sweden, a national eHealth infrastructure [7] is currently being 
implemented enabling health data to be accessible across care providers and to patients.  

Mobile technology and self-tracking devices are also radically impacting the way 
we collect, use and share health related data, and when patients pool their data together 
powerful data sets are created that can be of great importance to clinical research. In the 
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US, the Precision Medicine Initiative is aiming to explore how such large data sets 
capturing can help create treatments that are adapted to individual variability in genes, 
environment, and lifestyle for each person [8]. In Sweden, several initiatives are 
exploring the opportunities of utilizing the national eHealth infrastructure for 
secondary purposes, e.g. to support clinical research. In this paper, we aim to describe 
how the Swedish national Health Information Exchange (HIE) platform can be used to 
facilitate clinical research in the future.  

2. Methods and Materials 

IntegrIT is a 2-year project with the goal to develop new services and improve routines 
for patient recruitment to clinical research projects, systematic, ongoing collection and 
analysis of structured clinical data for research directly from medical records, and 
integration of clinical data with patients’ self-reporting and data from biobanks and 
registries. To be able to access data from many different EHR systems currently used 
within Sweden, the solutions are based on the national HIE platform and will be part of 
a new national research infrastructure. The infrastructure will be integrated with the 
already available national virtual patient portal 1177 Vårdguiden (http://www.1177.se/) 
and the corresponding portal for healthcare professionals. The purpose is to promote 
clinical research in daily care while reducing administrative time for both researchers 
and study participants.  

2.1.  The Swedish National Health Information Exchange Platform 

Sweden has chosen to implement a national HIE platform to facilitate the 
communication between different health information systems and eHealth services. The 
national HIE platform enables a single point of connectivity for client applications, 
making all Swedish EHRs appear as a national, virtual EHR. Client applications may 
be targeted for patients, professionals, researchers, payers, byers and follow-up. The 
national HIE platform allows exchange of health care data between different health 
information systems (HIS) according to nationally defined service contracts. Rather 
than having direct integration between HIS, all integration is with the national HIE 
platform which then redirects requests for information and transactions to the 
appropriate system. In summary, the national HIE platform forwards the request 
message from a system or a service to the appropriate source systems, often e.g. EHR 
systems used by different care providers and returns the response, which may be 
aggregated from multiple sources [9].  

2.2. User-Centered Design 

A user-centered design approach [10] has been applied in the IntegrIT-project to ensure 
that the solutions are usable and adapted to the context of the different user groups. The 
main user groups were identified as study participant, clinical researchers and health 
care professionals, and an in-depth analysis of their needs was performed using 
qualitative methods; interviews [11] and contextual inquiries[12]. Based on the 
contextual inquiries with clinical researchers, a hierarchical task analysis [13] was 
performed which formed the basis for the proposed functionality for different user 
groups.  
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3. Results 

In this paper we provide an overview of the e-services developed in the IntegrIT project. 
As an important part of the context description, we first present the different user 
groups, and then continue to describe the services proposed in the project.  

The stakeholders are many in clinical research, and there is great interest in a 
clinical research infrastructure. Within the IntegrIT project we have chosen to focus on 
3 main user groups which are described further in table 1.  
Table 1. Description of IntegrIT’s main user groups.  

User group Description 
Clinical researchers Clinical researchers (physicians, nurses, physiotherapists etc). Work situation 

and incentives differ a lot between researchers in the hospital and primary care 
contexts, as well as clinical researchers in industry.  
Research nurses is a specific sub-group of clinical researchers who work almost 
exclusively with clinical research but rarely as Principal Investigator (PI) 

Study participants Patients are the main type of study participants in clinical research, but we also 
include next-of-kin in this category (e.g. parents of children participating in 
clinical studies). In addition to patients, healthy volunteers are also an important 
sub-group that could have an interest in IntegrIT’s e-services.  

Health care 
professionals 

In many clinical studies that are performed in daily care, health care 
professionals are required to contribute to the study by e.g. recruiting study 
participants and collecting study data.  
In this category we also include healthcare managers who need to approve the 
participation of staff as well as access to clinical data.  

 
As part of the user needs analysis, a hierarchical task analysis was performed based on 
the contextual inquiries made with clinical researchers. The activities or tasks 
researchers go through within a clinical study was identified and broken down in 
several layers. Here, we only present the top layer which corresponds to the overall 
phases in a clinical study, figure 1. Whereas there were many tasks identified in all 
phases, the analysis indicated that IntegrIT’s e-services could be most useful in phase 3 
and 4 – preparing and conducting the study.  
 
 

 
Figure 1. Top layer of the hierarchical task analysis 

The analysis of activities in the clinical research process formed the basis for 
identifying the core functionality needed to create useful tools to support different users 
through the clinical research process (figure 2). 
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Figure 2. An overview of the services proposed by IntegrIT 

In the first stage of the project, an initial set of e-services was developed based on the 
main needs identified as well as the feasibility of providing the functionality through 
the national HIE platform.  
Table 2. Description of IntegrIT’s main e-services.  

e-service Description 
Study Guide 
 

A study guide was developed based on the need to support less experienced 
researchers in planning and preparing a study. The study guide e.g. describes 
what approvals are needed, as well as where and how to obtain them.  

Study service – 
Researchers 

Clinical researchers can log in to register their studies. Current functionality 
includes support for recruiting participants through the national patient portal 
and to set-up recruitment rules for matching with EHR data, to handle study 
participants from first contact to inclusion, to handle informed consent 
(electronically or manually) and to collect data from EHRs (with patient and 
care provider consent). Researchers can also invite other investigators and add 
further study sites.  

Study service - 
Study participants 

The study service for citizens/patients is intended to be reached through the 
national patient portal with secure log-in. After log-in, the user can search for 
available research studies in a study catalogue, use an EHR matching service to 
find studies that could be relevant based on the information in the EHR, contact 
studies that are interesting with a request to participate, receive information and 
provide informed consent (and have access to consents given and study 
information in retrospect).  

Study service – 
Care provider 

This service contains two main functions; (1) to approve that a study can gain 
access to EHR data, and (2) a matching function similar to the one used by the 
patients themselves but intended to be used by healthcare professionals together 
with the patient during an encounter. A so called Clinical Trial Alert [5] 
function is also under development in collaboration with EHR vendors.  

 
In addition, an iPhone app for self-reporting of study data has been developed based on 
the Apple Research Kit [14], for study participants to be able to report their allergy 
symptoms on a daily basis during the allergy season. The app was used in a study 
during the summer 2016 and evaluation from a user perspective is ongoing. The app is 
not yet integrated with the study services described above.   
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4. Discussion and Conclusion 

The national Swedish HIE platform has the potential to provide not only useful tools 
for clinicians (e.g. the national patient overview) and patients (e.g. online access to 
one’s own EHR) but also to enable a more seamless connection between 
patients/citizens as study participants, health care professionals and everyday clinical 
work and clinical researchers in both academia and industry. In this paper, we have 
presented the initial steps of developing a national clinical research infrastructure based 
on the national HIE platform. The e-services developed in the first stage of the project 
have undergone formative evaluation through usability testing, however further pilot 
testing in clinical studies is required to ensure that both infrastructure and e-services are 
sufficient to support clinical research in the future.  
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Abstract. Combining research data and clinical routine data is a chance for 
medical research. We present our method for the transformation of paper-based 
research data into a concept-based representation. With this representation the 
study data from research projects can be combined with data from clinical tools 
with less integration effort. We applied and verified our method using data from a 
current research study. In this paper we also show our main challenges and lessons 
learned. Clinical assessment data and study diaries from a long term study (n=24, 3 
months observation time each, 17 different clinical assessments) stored on paper 
were used as the data set. An openEHR-based electronical health record platform 
was adapted for acquisition and representation of the research data. To avoid 
transcription errors, the data was entered twice by different student assistants. A 
third compared and corrected both data sets. Content models (17 archetypes and 
five templates from openEHR concept) based on clinical assessments were created 
manually. Web forms for data entry were created automatically on the basis of this 
concept-based content models. Additionally, form functionalities to support data 
entry and comparison were implemented. In total, 829 compositions were entered 
by the student assistants. With our developed method, we are able to represent the 
study data in a clinical concept-based platform, which means less integration effort 
for access and processing of research and clinical data. Some minor difficulties 
occurred during the process. All in all, adapting routine tools, like the EHR 
platform, seems to be convenient to deal with research data. 

Keywords. openEHR, data representation, concept-based, data integration 

1. Introduction 

Nowadays, it is more and more common to publish research data to increase the 
reproducibility of research results and give other researchers the chance to do further 
research on this data. In the research project GAL-NATARS [1] it is also intended to 
make the obtained data publicly available.  

At Hannover Medical School in the project HaMSTR [2] the research focuses on a 
concept-based provisioning system for making clinical routine data for research 
purposes available. Concretely, a clinical data warehouse prototype with an openEHR 
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based data storage layer is deployed. Combining research data and clinical routine data 
is considered to have plenty of potential for medical research. 

This led to the idea of testing a concept driven EHR-platform for the acquisition 
and representation of research data.  

Being aware of the fact that nowadays probably most research data is captured 
digitally and integration of this data is of great importance, in this paper we present our 
method for the transformation of paper-based research data into concept-based 
representation on the example of the assessment results from the GAL-NATARS study. 
Furthermore, we want to share our experiences and lessons learned. 

2. Material and Methods 

2.1. Data 

The Peter L. Reichertz Institute had a prolective, multicentre observational trial about 
multimodal activity monitoring for home rehabilitation, called GAL-NATARS [1]. 
Three clinics took part in the trial. All in all 24 subjects were observed1. All of them are 
aged over 70 and had a fracture affecting their mobility. After geriatric rehabilitation 
the single-living people were equipped with different sensor systems. During the three 
months lasting observation time a study nurse visited the subject once a week to check 
the technical system and do assessments. 

At the begin and at the end of observation 16 assessments2 were done in two days 
each (T0a, T0b, T3a, T3b). Every 4th week a subset of those assessments (T1, T2) was 
done to record the subjects recovery development. Furthermore every week the BMI, 
the fall risk, and their pain experience were documented (T+), see figure 1. Additional, 
every day the subjects themselves or their relatives made a short diary entry. In a 
structured way they wrote down the personal comfort of the subjects, potential 
occurred falls, visitors in their flat and in an additional field for notes the extraordinary 
events that happened that special day.  

2.2. Platform 

Among other things, openEHR provides standards for clinical content models and 
connection points to terminology - the openEHR archetypes and templates.  

Every archetype is the representation of a medical concept in a semantically 
unambiguous and machine readable form, like the blood pressure or the body mass 
index. Archetypes are intended to be reused in different use cases. Templates describe 
the composition of information units like archetypes for a specific use case. [3] Beyond 
that it offers a concept-based query language named Archetype Query Language 
(AQL) and it defines interfaces, like a REST-API, to access and modify the data. 
openEHR is used in several countries for example Australia, Norway, Sweden and the 

                                                         
1 In the paper [1] only 13 subjects are mentioned, because the study was still running when the paper 

had been published 
2 Barthel Index, Body Mass Index, Clock Drawing Test, Falls Efficacy Scale, Geriatric Depression 

Scale, Grip Strength Meausurement, Activities of Daily Live, Mini Mental State Examination, Mini 
Nutritional Assessment, Prevention of Falls Network Europe, Questionnaire on Technical Readiness, Short 
Physical Performance Battery, Social Situation, Timed Up and Go, Tinetti, Visual Analog Scale 
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UK [4]. The Think!EHR Platform by Marand implements the concept of a semantically 
enabled health computing platform on the basis of openEHR. The platform is used 
among others in Moscow City as an Integrated Medical Information System and in 
Slovenia as a basis for the National health information exchange network. [5] 

 
Figure 1. Measurement points and the corresponding templates 

2.3. Methods 

First the concepts behind the medical assessments are modelled as archetypes. In the 
next step the archetypes become combined in templates, like they were combined on 
the single assessment days at the subjects home. 

The form builder from Marand is used to create a form description from a template 
definition automatically. This definition can be extended manually with tags to bind for 
example custom functionalities special form elements. Those functions can be 
implemented using JavaScript.  

For manual data input a tool was created based on JavaScript and the REST-API 
offered by the Think!EHR Platform. The form description is used in the JavaScript 
renderer library from Marand for an automatic visual representation. The tagging 
mechanism was used with JavaScript to implement functionality like summing up 
scores or calculating the body mass index.  

For validation all data is entered twice into the system. Both entry processes are 
independent from each other. Afterwards a comparison of both data sets has to be 
performed. Therefore a comparison tool to highlight the differences should be used. 
Since no tool exists to compare openEHR compositions, retrieved as JSON-objects 
from the REST-API, a self-developed solution has to be created. The self-developed 
tool compares JSON-export files from every subject and every assessment and colors 
the spotted differences to support the comparing person. 

During the comparison process the data sets will become equalized, so that both 
data sets represents the original data and to avoid transmission errors from paper to 
openEHR. 

3. Material and Methods 

The Archetype Editor from the openEHR Foundation Version 2.8.972 Beta was used to 
build the 16 evaluation archetypes and one composition archetype. Since one central 
idea of detailed clinical models is using the same archetypes in different settings and 
reusing existing ones, we looked for existing openEHR archetypes and other detailed 
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clinical models [2] und [6]. We did not find models that allowed us to exactly represent 
our paper forms used in the GAL-NATARS project. To prevent distortion of the 
research data we decided to create our own models. For template creation the Template 

Table 1. Types of templates 

Template Use Number compositions 

T03a First of two days at starting and ending observation time 44 

T03b Second of two days at starting and ending observation time 44 

T12 Big assessment after one and two months 47 

Tplus Weekly, in case there is no bigger Template to be done 177 

TDiary Daily 23 or much more 
 

Designer 2.6.1214 Beta was used. All in all five different templates were created, see 
table Table 1. There is also shown, how many compositions were created by the 
student assistants for the different template types.  

For digitalization of the data two student assistants retyped the data independent 
from each other into the openEHR-platform. They used the Google Chrome Browser 
(Version 54.0.2840.71 m) and entered the data for 24 subjects, each with up to 15 
assessment days. A feature of archetypes are constraints. They may be useful to ensure 
that the necessary data is filled in. In our first archetypes all fields had the occurrence 
constraint to be exactly one. This turned out to be a problem, when the paper 
assessments were not filled completely. So we had to adapt all archetypes to work 
without that preferred constraint.  

After entering the data (829 compositions in total) a comparison of both data sets 
was done by a third student assistants. The comparison for the assessment based 
archetypes worked without difficulties, but the diary entries were special. 

From each student assistants the diary entries (each day as instance of an 
archetype) were entered in different orders, but with correct dates. Thus the comparison 
tool spotted differences between both identical data sets due to the different item order.  
An additional sorting function had to be used before the comparison.  

For the export of data we used AQL. When a query is executed with archetype 
fields this can look very confusing, because attributes sometimes cannot be called by 
the name, but by the attribute identifier, like att0035. 

4. Discussion 

With our developed method, we are able to represent the study data in a clinical 
concept-based platform, which means less integration effort for access and processing 
of research and clinical data. However, there were some challenges and lessons learned, 
which are presented in the following paragraphs.  

The most complex task was building the content models (archetypes and 
templates). The student assistants entered different numbers of diary entries in one 
composition. So, one student assistants needed more compositions than the other. That 
is why, in total, an odd number of compositions exists. Constraints for single fields are 
useful during data entry to enhance data quality. Using constraints in the process of 
digitalization can cause problems, except when there is a possibility to explicitly define 
a value as missing. 
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Combining data from research and routine is possible in two different ways. The 
first possibility is dealing with both data sets separately using tools from research or 
routine respectively, but this results in a bigger effort integrating them. The other 
option is adapting the tools from one domain to deal with requirements from both and 
have less effort integrating them. Our experiences showed no major problems for 
adaptation of a tool from routine to the research requirements. Since we did not 
benchmark our openEHR-based tool chain against professional tools for clinical studies 
that may support form generation, double data entry and comparison, we are not able to 
state that one approach is superior. Finally, experiencing no major problems in one 
example implementation cannot prove the absence of potential problems within that 
approach in general. 

5. Conclusion 

We developed a method for the transformation of paper-based research data into 
concept-based representation using the example of the assessment results of the GAL-
NATARS study. The study data from real subjects is now digitalized for further 
research. Therefore, the entered data will be made publically available, along with the 
related archetypes and templates. Some minor difficulties occurred during the process, 
but all in all adapting the routine tools to deal with research data seems to be 
convenient. 
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Abstract. Data about patients are available from diverse sources, including those 
routinely collected as individuals interact with service providers, and those provided 
directly by individuals through surveys. Linking these data can lead to a more 
complete picture about the individual, to inform either care decision making or 
research investigations. However, post-linkage, differences in data recording 
systems and formats present barriers to achieving these aims. This paper describes 
an approach to combine linked GP records with study observations, and reports 
initial challenges related to semantic and syntactic interoperability issues. 

Keywords. Data Linkage, Electronic Health Records, PEARL, ALSPAC 

1. Introduction 

Cohort studies increasingly implement comprehensive record linkage programs to 
retrospectively and prospectively collect information on study participants. To 
effectively combine linked data with survey data it is necessary to bring these disparate 
data into one single, heterogeneous representation. The Project to Enhance ALSPAC 
through Record Linkage (PEARL) is developing a data processing and warehousing 
solution (DWH) to help resolve these issues. The approach typically taken is to create a 
single DWH constructed according to a well-defined data model. In a clinical context, 
electronic patient records (EPRs) are typically arranged as an event sequence. In contrast, 
observational studies tend to collate observations in wide, flat, file structures; where each 
record represents a participant, and each file a data collection exercise. The PEARL 
DWH combines both clinical and self-reported information into a single event record. 
This format is familiar to clinical researchers, is novel in a cohort context, and contrasts 
with other contemporary approaches [1,2]. This format allows users to efficiently extract 
data using standard querying languages available in routine analytical software. This 
paper describes: the chosen data model; data pipeline workflows that combine EPRs and 
self-reported participants’ data of the Avon Longitudinal Study of Parents and Children 
(ALSPAC); and, the methods developed to overcome interoperability challenges.  
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2. Background 

ALSPAC is a longitudinal birth cohort study collecting information of participants’ life 
course exposures, and health, social and well-being outcomes. ALSPAC recruited 
pregnant women - living in, and around, the City of Bristol - due to deliver between 
01/04/91 and 31/12/92 [3]. An initial total of 14,062 live-born children were enrolled. 
Data is collected via questionnaires, study assessment visits, biological and ’omic 
characterisations (see: www.bristol.ac.uk/alspac/researchers/access/). PEARL (PI John 
Macleod) was designed to complement these self-reported data through the secondary 
use of linked routinely collected records. Ethical approval was obtained from the 
ALSPAC Ethics and Law Committee and NHS Research Ethics Committee (Ref: 
Haydock 10/H1010/70). To help ensure acceptable data usage, PEARL implemented a 
‘Data Safe Haven’ governance framework [4]. The safe haven incorporates a ‘UK Secure 
eResearch Facility’ (UKSeRP) developed by the Welsh Farr Institute as a secure data 
repository and analysis platform. In 2013 Boyd and Macleod, with Egton Medical 
Information Systems (EMIS) Ltd and Apollo Medical Systems (Apollo) Ltd, used this 
framework to extract a pilot 3,166 EPR instances, relating to 2,249 ALSPAC participants, 
from 181 General Practices. An exemplar use-case was identified to test the functionality 
of the data warehouse. The use case – an investigation into genetic and environmental 
influences on asthma – will use linked EPRs to assess: i) clinical validation of self-
reported data; ii) impact of prescribed treatment; and, iii) value of EPR data in missing 
data methods. The initial data migrated into the data warehouse relate to this use case. 

3. Method 

Within clinical data, we can distinguish between existential facts and value-bearing facts. 
Existential facts record only the fact that something occurred e.g. a diagnosis. Value-
bearing facts record not just an occurrence but also some value associated with it such as 
a BMI reading and the corresponding value and unit of measurement. Three types of 
structured value have been identified in both clinical and non-clinical data and we use 
the ISO21090 data types [5], which are: Physical quantity (ISO21090 type PQ) where 
there is a numeric (scalar) quantity and a unit of measurement; Coded Ordinal (ISO21090 
type CO) where there is an ordinal scale of values to which both a numeric value and a 
meaning (a code) are assigned; and Coded Value (ISO21090 type CD) where there is no 
numeric value or order over a range of values.  

An event-based model is chosen, since we believe that all data sources can be 
rendered into a sequence of events. Thus, each data point is recorded as a distinct fact, 
with a single timestamp relates to precisely one individual. GP data sources already use 
an event-based representation. Equally, a self-reported questionnaire can be viewed as a 
series of events where each answer to a question is a single event. Some existing, and 
widely used, standards define conventions for the exchange of healthcare data between 
clinical sites. Four of these adopt an event-based representation: HL7 Reference 
Information Model (RIM, www.hl7.org); OpenEHR (www.openehr.org); Continuity of 
Care Record (CCR); and Continuity of Care Document (CCD). CCD and CCR have 
significant limitations for longitudinal studies, in that they do not support non-numeric 
values (CO and CD) - such as those generated by most questionnaire questions - and that 
for PQ data elements only a single reading is actually stored. Both OpenEHR and HL7 
RIM support all the above data types. However, the availability of a database schema 
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with an inbuilt provenance model made the HL7 option the obvious one. We have also 
adopted the ISO 21090 data types known as the Constrained Information Model (CIM) 
[5], which has not, to date, been used to store non-clinical data.  

3.1.  The HL7 RIM-based Data Model 

The main classes in the data model are, as shown in Figure 1: Subject – contains details 
of birth, death and administrative gender; Clinical Statement – records events such as: 
Observations – diagnoses, reporting of symptoms, measurements and any other 
observation, and Procedures – anything performed on the subject, of which a special case 
is Substance administration – medications, vaccines etc; and Organisation. 

 
 
 
 
 
 
 

 
Figure 1. High-level class diagram of data model 

For observations, there are ‘code’ and ‘value’ fields. For existential observations, 
the ‘code’ field is set to a coded value indicating a ‘diagnosis’ or ‘finding’. The ‘value’ 
field is used to record the nature of the diagnosis. For value-bearing observations, the 
‘code’ is again set to a coded value (e.g. indicating a laboratory test or vital sign). The 
‘value’ field is used to record the reading. Here, the value may be of data type PQ, CO 
and CD. For data type CO, both a code and an (ordinal) numeric value are stored. For 
data type PQ a (scalar) value and unit of measurement are recorded. HL7 requires that 
all units of measurement must be recorded in UCUM (Universal Convention for Units 
of Measurement, www.dmd.nhs.uk). HL7 also requires that where a coding system is 
used it should be specified by means of its OID (Object Identifier). Therefore, each 
concept is specified by a code and OID defining the coding system and optionally a 
display name describing the concept and a free text string describing the coding system.  

Table 1. Summary of GP Data from Two Sources 

         Attribute          EMIS Data Apollo Data 
No. Patient Record Instances 2787 379 
No. Clinical Facts  400975 60668 
No. Clinical Facts Processed 377681 53476 
Non-medication Coding system Read v2, SNOMED-UK Read v2 
Medication Coding System SNOMED-UK, Local codes Read v2 
Units of Measurement Mostly present Missing 
Format OpenHR XML CSV files 

A majority of data (EMIS) is exported as XML files according to OpenEHR schema. 
A minority of the data (Apollo) is held in tab-delimited files. Table 1 summarises key 
features of the two data sources. Units of measurement, which are necessary for PQ-
value facts, have two problems. First, it is missing in Apollo data and for some of EMIS 
data. Second, in EMIS data, the units are not specified in UCUM. Thus two further 
mappings are required: Non-standard unit to UCUM unit; and Read v2 codes for vital 
sign, lab test etc. and actual value to the UCUM unit. These were constructed on an ad 
hoc basis by PEARL staff and confirmed by clinical review. 

Procedure Observation 
Substance 

Administration 

Organisation Subject 
Clinical 

Statement 
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3.2. Incorporating Questionnaire Data into HL7 RIM 

Non-clinical data may relate to medical matters, such as self-reported (or parent/ carer) 
disease, symptom or medication use. It may also relate to non-medical matters such as 
housing, diet, lifestyle or opinions (e.g. do you like your teacher?). Of the non-clinical 
data available to PEARL, only questionnaire data has been formally considered to date. 
The Asthma use-case comprised of a subset of 217 questions from 34 ALSPAC mother 
and child questionnaires. All questions from the use case required a constrained 
response, where participants had to complete either a multiple-choice answer, with a 
prescribed set of answers or a numerical or timestamp reply. 

Non-clinical data are recorded as observations, which do not differ substantially 
from clinicians recording survey responses, or consultation questions without any 
independent corroboration. Therefore, non-clinical questionnaire data with structured 
replies can be recorded as a value-bearing observation. Analysis of the asthma use case 
shows that all replies can be recorded as data types PQ, CD and CO.  

The terms describing clinical facts are comprehensively recorded within structured 
coding systems (e.g. Read or SNOMED codes). However, survey responses do not have 
comprehensive code frames (although domain specific vocabularies’ such as HASSET 
and MESH exist). Therefore, we have developed KASPER (King’s Auxiliary System for 
Provisionally Encoding Records). PEARL uses SNOMED codes, where they exist, to 
code attributes such as height or body mass. Where questionnaire concepts are not 
supported by any terminology, a new KASPER code is created for the root concept. For 
data of types CO and CD, KASPER leaf codes are created for each of the possible replies 
that can be given. KASPER has its own OID registered with HL7. Figure 2 gives an 
example of how replies to questions are mapped to KASPER codes. The PEARL data is 
supplied with each subject being identified by the UKSeRP anonymised linkage field 
(ALF). This is unique to each subject and is the means by which records from different 
sources can be linked within the UKSeRP environment. 

Code Display Name Value (code) Value (number) Display Name 
S1003R Disinfectant exposure in utero S1002L3 3 Once per week 
S1004R Bleach exposure in utero S1002L2 2 Most days 
S1005R Window cleaner exposure in utero S1002L4 4 < Once per week 

Figure 2. Mapping of Questionnaire Replies to KASPER codes 

Questionnaires results are held in a CSV files. Each row represents one subject. The 
meaning of each variable is defined in the ALSPAC documentation. The data model 
requires that each attribute addressed either by a questionnaire question or composite 
score be represented by a code. Each variable in the asthma use case was checked against 
the ALSPAC documentation. Where the attribute had an existing SNOMED code e.g. 
body height, this was used. Otherwise a KASPER code was created. For CD and CO 
data types, it is necessary to create also leaf codes for each possible value. For variables 
of type PQ a unit of measurement in UCUM was specified.  

3.3. Data Pipelines 

The EPR extract and loading process has three stages. 1) Clinical facts are extracted and 
parsed into objects of type ‘Fact’. 2) Data are cleaned and transformed to create a 
‘PEARL Fact’ object, where: a ’Fact’ with numerical values is set to a PQ-value 
observation; a ‘Fact’ with a code listed in the CD or CO mappings is set to a CD-value 
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or CO-value observation respectively; a ‘Fact’ with a code listed in the vaccine mappings 
is assumed to be a substance administration. 3) ‘PEARL Facts’ are loaded into the DWH. 

4. Conclusion 

There is a great importance for the linkage of clinical data to make it available for medical 
research. This paper describes an approach utilising an event based data model to 
combine participants’ clinical data with their self-reported questionnaire data. A number 
of broad approaches exist, but mainly focus on clinical data of the same nature [7], or 
choose alternate data models [1,2]. The primary challenges in adopting event based 
models relate to syntactical issues with the representation of questionnaire data. This was 
addressed through time-consuming clerical work, which is likely to be unsustainable 
over the whole of the ALSPAC data set or in other studies. In future, alternative coding 
schemes – such as MESH, HASSET or the Data Documentation Initiative (DDI) 
formatted cohort data dictionary developed by the CLOSER cohort consortium 
(http://www.closer.ac.uk/data-resources/closer-search-platform/) may be more efficient 
if they are found to fully combine clinical and inter-disciplinary survey domains. Other 
problems relate to missing clinical measurement units, which can be resolved by 
changing the EPR extraction protocols. Despite some initial problems, our work to date 
suggests the validity of this data warehouse design. Future work will integrate a wider 
range of data (ALSPAC clinical assessment data, genetic data) to complete our use case 
data set and then use the data warehouse to conduct exemplar epidemiological 
investigations using our asthma use case. 
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Abstract. Record linkage (RL) is the process of identifying pairs of records that 
correspond to the same entity, for example the same patient. The basic approach 
assigns to each pair of records a similarity weight, and then determines a certain 
threshold, above which the two records are considered to be a match. Three 
different RL methods were applied under privacy-preserving conditions on 
hospital admission data: deterministic RL (DRL), probabilistic RL (PRL), and 
Bloom filters. The patient characteristics like names were one-way encrypted 
(DRL, PRL) or transformed to a cryptographic longterm key (Bloom filters). 
Based on one year of hospital admissions, the data set was split randomly in 30 
thousand new and 1,5 million known patients. With the combination of the three 
RL-methods, a positive predictive value of 83 % (95 %-confidence interval 65 %-
94 %) was attained. Thus, the application of the presented combination of RL-
methods seem to be suited for other applications of population-based research. 

Keywords. Duplicates, health services research, hospital, record linkage 

1. Introduction 

Record linkage (RL) is a common task in health care. Usually, new information is 
linked to an already existing record by clerical edit or by file matching using a unique 
identifier such as a social security number. However, clerical edit is inefficient for large 
data sets; one-to-one identifiers may be missing or may contain errors. Furthermore, 
due to data privacy, the use of unencrypted person characteristics or identifiers could be 
restricted. Under such constraints, RL could be performed “privacy-preserving” [1]. 
Typically, privacy-preserving RL is based on one-way encrypted person characteristics, 
either as a deterministic (DRL) or probabilistic approach (PRL). Some drawbacks of 
DRL and PRL could be avoided by a recently proposed RL-method using Bloom filters 
[2]. Bloom filters allow the computation of identifier similarities while preserving the 
privacy of the encrypted data. Currently, it is not clear, which RL-methods should be 
used for what kind of specific purpose. Therefore, this project aimed at a combination 
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of DRL, PRL and Bloom filters for hospital admission due to the high importance of 
avoiding duplicates in hospital information systems. Although this application does not 
require a privacy-preserving approach, a preselection of possible duplicates would 
facilitate manual corrections beyond the admission unit. 

The project was set up in two stages. The three RL-methods were adapted to the 
use case hospital admission in a development stage [3]. In this paper, the results of the 
validation stage is reported. On one hand, the aim was to give recommendations for the 
application of the different RL-methods in the use case of hospital admission. On the 
other hand, experiences should be gained with a large real world data set in health care 
that could be transferred to other scenarios as well. 

2. Methods 

2.1. Preprocessing 

The data set used for this work included patients from the University Hospital of 
Munich from 1995-2014. Each patient’s record contained 12 variables such as family 
name and date of birth. All variables had missing values. In total, 3,174,240 records 
were available in the data set. The data set included records that do not correspond to 
an identifiable natural person, for example, the record has been entered for 
experimental studies (“dummy patients”) or are unidentified emergency patients.  

For DRL and PRL, the records were standardized in order to catch common errors 
or ambiguities. This process was based on the UNICON-approach (cf. [4]). Common 
standardization steps were to replace all non-German accented characters by their 
unaccented replacements, removal of special symbols, converting to uppercase, and 
normalizing German characters. Names (family, given, and birth names) were split into 
3 components, where common affixes were collected into the third field. For each 
name, the corresponding phonetic encoding was created [5]. In total, the 12 variables 
were mapped into 25 fields. Finally, the records were anonymized by using the hash 
values generated with the SHA-256 algorithm (along with a random salt string). Bloom 
filters were independently computed for all records of the data set. A newly created 
record identifier (ID) guaranteed the comparison between DRL, PRL and Bloom filters. 
For validation purposes, the data owner preserved a mapping table from the ID to the 
originally patient number. The 3,174,240 records were randomly split into two sets of 
1,587,120 records, one for the development stage, and one for the validation stage. 
During development, parameters for all used methods were estimated. Based on these 
estimates, the procedures were applied to the validation sample. To evaluate 
discrepancies between the validation sample and the results of the proposed procedures, 
a small sample of records was checked manually.  

2.2. Deterministic and probabilistic record linkage 

The most straight forward way to compare records is to simply take a pair of records 
and compare it field by field. Since we had to work with hash values, similarities 
between field values are meaningless. Based on the development stage, records were 
identified as match if A) they shared 23 field values or B) the values agreed in the 
fields phonetic first name, phonetic last name, first component of birth name, date of 
birth and post code. 
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A version of the algorithm developed by Fellegi and Sunter [6] was used for PRL. 
The idea is to determine the partial weight of a field by considering both the frequency 
of the values in the underlying data set and the probability that a value may contain 
errors. The partial weights for the fields are then summed up to yield the weight for the 
record pair.  

In our application, missing values were treated specially. If at least one field was 
empty, the partial weight was zero. An extension to this algorithm was also used here 
(“array matching”). Groups of fields, as the three components derived from the family 
name, were not only compared against their immediate counterparts but also against 
other attributes of that group. This was done in order to catch instances where names 
had been swapped, such as the name “Theresa-Marie” having been recorded once as 
“Theresa-Marie” and another time as “Marie”. The threshold between matches and 
non-matches was determined by a semi-supervised algorithm called Classification for 
Record Linkage with Artificial Training Sets (CLARA) [7]. In the development stage, 
CLARA calculated a weight of 34,897 ± 0,700 as threshold. 

2.3. Bloom Filters 

Two different sets of variables were used. Set A includes first name, last name, birth 
name, sex, date of birth, place of birth, and nationality, set B additionally post code, 
place of residence, title, and name supplements. For both sets, the cryptographic 
longterm key was set up with a length of 1,000 bits and 10 hash functions. Matches 
were defined as pairs with a Tanimoto similarity of 1 for set A and 0.95 and higher for 
set B, as determined by the Multibit tree algorithm [8]. 

2.4. Adaptation to the Use Case Hospital Admission 

The validation should mirror one year of inpatient hospital admissions. Assuming 100 
daily admissions with 80 % initially as new identified patients, a 2 % sample of records 
was randomly extracted from the validation data set. Those records represented new 
patients. The remaining records represented known patients. After the exclusion of a 
few suspecting records, the sample of new patients comprised 31,742 records, the 
sample of known patients included 1,554,732 records. Blocking was applied based on 
the fields phonetic first name, phonetic last name and year of birth.  

2.5. Validation 

A pair of two records, one from the data set of new patients and one from the data set 
of known patients, was considered a match if it exceeds the threshold of the specific 
RL-method. The other pairs were considered as non-matches. For the validation of the 
results, a sample size calculation gave a minimum of 30 pairs necessary to distinguish 
between positive predictive values (PPVs) of 50 % and 25 % with a power of 80 % and 
an alpha of 0.05. Staff from the University Hospital of Munich consulted the hospital 
information system and rated a match as “true”, “twin”, “false”, “unclear” and 
“dummy”. From these results, the PPV was calculated based on the optimal 
combination of the different approaches. 
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3. Results 

After blocking, 6,570 potential pairs remained (cf. figure 1). The application of 
CLARA in the development data set resulted in a slightly lower weight of 34,642 ± 
0,730 leading to a threshold of 33,912. DRL found 69 matches, one of them solely 
identified using rule B (see above, PRL-weight was 60,207). Nine out of 69 matches 
(13 %) had a weight below the CLARA-threshold for the PRL (minimum 27,768). PRL 
gave 156 matches (weight maximum 95,635). With Bloom filters, 115 matches were 
found (PRL weight between -5.988 and 83,795), 43 already identified by PRL and 39 
already identified with DRL. Thirty-three matches were identified by all three RL-
methods.  

For evaluation purposes we selected a non-random sample of 15 PRL matches 
closest to the CLARA-threshold, the DRL match identified by rule B, and 14 PRL non-
matches closest to the CLARA-threshold either identified as match using DRL or 
identified as match using Bloom filters. From the 30 Matches, nineteen were rated as 
true duplicates, six as dummy patients, and five as unclear. Neither twins nor false 
positives were observed. For the PPV-calculation we rated dummy patients as true 
matches. Then, the PPV was 83 % (25 true matches out of 30 matches, 95 %-
confidence interval 65 %-94 %).  

 

 
Figure 1. Flow chart of the data selection and RL steps. 

4. Discussion 

With the combination of the three RL-methods, we achieved a PPV of 83 % confirming 
the result from the development stage for DRL. This PPV is quite satisfactory for the 
use case at hand, the detection of duplicates at hospital admission. For that use case, the 
PRL-threshold could be further lowered to minimize the number of false negatives. The 
combination of the three RL-methods could be applied each night for patients admitted 
as new ones. Then, the matches would be manually inspected the next day. Based on 
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this study, we now estimate an amount of 5 per thousand duplicates in the data base. 
Therefore, even after carefully checking all admissions with the support of a hospital 
information systems, around 400 duplicates out of 80.000 inpatient admissions will 
occur annually in our study hospital.  

Moreover, even with clear text and using all available information, it was not 
possible to distinguish between true and false positives in 17 % of the matches (5 out of 
30 matches). During hospital admission, such cases can be avoided by using context 
information or by collecting more information from the patients. However, without 
those options, the risk of linkage errors by matching unrelated records is relevant in 
clinical practice. Since the clinical consequences of such linkage errors may be 
unbearable, the application of RL-methods for clinical work cannot be recommended 
yet. However, the application of the presented combination of the RL-methods seems 
to be suited in population-based research (cf. [9, 10] as examples).  

Some research questions remain. Detecting the threshold in DRL and PRL still 
remains a major issue. Unfortunately, it was not possible to increase the validation 
sample due to lack in resources. The discrepancies between DRL and PRL on one hand 
and Bloom filters on the other hand might be due to different loss functions used for 
the determination of matches: Avoiding false positives (DRL, PRL) or avoiding false 
negatives (Bloom filter).  
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Abstract. This paper presents the application of correspondence analysis (CA) for 
investigating associations using confidence regions (CRs) with a focus on 
facilitating mining the data and hypothesis generation. We study the relationship 
between locations and “less-healthy” food consumption by UK teenagers. CA 
allows for a quick visual inspection of the various association structures that exist 
between the categories of cross-classified variables in large datasets derived with 
varying study designs. The hypotheses generated by the visual display can then be 
independently tested using suitable regression models. CA makes use of readily 
available software tools and of robust statistical tests amenable to interpretation.  

Keywords. Correspondence Analysis, Confidence Regions, Hypothesis generation,  
Hypothesis testing, clustered data, hierarchic data, location, food-group, healthy. 

1. Introduction 

Effective public health policies are needed to discourage less-healthy eating habits.  
Identifying where such habits develop may facilitate any intervention to modify them. 
Recently, the location of eating has been related to change in social context [1] and also 
linked to diet quality in adolescents [2]. In order to investigate the latter issue further, 
we used the National Diet and Nutrition Survey (NDNS) database for the years 2008-
2011 to analyse the association between eating locations and “less-healthy” food-
groups consumed by UK teenagers aged 11-18 years. The published description of the 
NDNS programme [3] is used by the federal Government to monitor progress on diet 
and nutrition objectives. We focused on teenagers as habits taken up at that stage may 
have an effect throughout life and thus are potential intervention targets. 

The response rate for the completion of a four-day food diary and a lifestyle 
interview was 56%. A total of 884 teenagers aged 11 to 18 years responded, providing 
a total of 62,523 diary records. The mean (standard deviation) of number of diary 
entries over four days for an individual teenager is 71  (22). Such entries are not 
independent of each other due to a two-level hierarchy of correlation in the diary 
records: individual and meal-time. Our analysis was performed purely on instances 
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rather than quantities and addressed the open question whether there is a relationship 
between less-healthy eating and the location where the food is consumed. 

2. Methods 

We randomly selected half the NDNS data diary entries for hypothesis generation by 
cross-tabulating foods and eating locations, and the remaining half of the diary entries 
were used for performing the hypothesis tests that we generated.  

2.1. Correspondence Analysis CA and Confidence Regions (CRs) 

The contingency table (frequency matrix) was analysed by Correspondence Analysis 
(CA) (cf [4] for practical guide and [5] for a historical and up-to-date theoretical 
treatment of CA). CA allows us to investigate the relationship between the categories 
of two variables, by projecting them on two dimensions (axes) that jointly represent a 
large percentage (displayed on the axes) of the χ2 deviation (called inertia) of the table 
from the condition of independence between the two variables (foods and locations).  

There are two ways to plot CA results in the two most informative dimensions: 
symmetric plots and biplots. In symmetric CA plots, both row and column profile-
points are normalised. This is useful for row-row and column-column associations but 
distorts [4] associations between rows and columns. Hence we preferred the biplot 
where row profiles are normalised (rescaled) but column profiles are not (or vice versa) 
and the direction of the column profiles are shown as arrows from the origin to  
facilitate the interpretation of row-column associations via the size of the angle 
between the categories. We can also sometimes find meaning for an axis by 
considering the opposition and placement of points along that axis. Importantly, this 
descriptive method does not require any assumptions about the data. Therefore, it can 
be used to explore correlated data. We also verified that the complex survey design 
should not affect the CA [7] and the application of survey weights in the analysis 
yielded negligible differences in the results/plots.  

Two algorithms using the freely available “R” software routines are available to 
enhance CA plots with elliptical confidence regions (CRs) for each profile-point: 
CAvariants uses algebra and parametric-assumptions [8] and CABOOTCRS uses a 
bootstrap method [6]. We used CRs from CABOOTCRS with a 95% confidence level to 
eliminate those locations and food-groups with larger CRs that overlap the origin, since 
their deviation from the average profile could be explained by sampling variation. 
Associations amongst the remaining food-groups and locations suggested hypotheses 
which were tested using logistic regression/Generalized Estimating Equations (GEE).  

Our CA plots for all food-groups were cluttered with too many overlapping profile 
points and CR ellipses. So, when constructing the CRs, we sub-divided the food-groups 
into categories:  “healthy”, “neutral” and “less-healthy” as defined in [9] using the UK 
Food Standards Agency (FSA) nutrient profiling system detailed in [10]. 

The CA method allows profiles to be sub-divided without introducing 
inconsistencies:  this is one reason  for using “inertia” as the metric in CA analysis [4].  
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2.2. GEE and Odds Ratios ORs 

For hypothesis testing, we accounted for correlation by performing logistic regression 
by Generalised Estimating Equations (GEEs) yielding population mean ORs. GEEs 
provides unbiased estimates [11] of ORs despite our ignorance of the true correlation of 
diary entries within mealtimes, and within/between individuals. Since the correlation 
structure in the model is unreliable, the GEE model (via the SAS procedure 
GENMOD) provides empirical estimates of standard errors.  

3. Results 

Using a random process to split the diary records for the top 25 food-groups resulted in 
a hypothesis generating dataset of 20,567 diary records and a testing dataset of 20,455. 

We plotted twelve of the top 25 food-groups which were classified as less-healthy: 
Biscuits, Crisps, Chocolate and Sweets, Buns & Cakes, Miscellaneous Foods, Cheese, 
Low-fibre Cereals, Sausages, Fried Chicken,  Lower-fat spreads, Meat-pies & Pastries, 
Jams. Figure 1 and figure 2 are CA plots that summarise various associations. For both 
figures, the first axes reflects the greatest correlation (66.82%) between foods and 
location while the second axis accounts for 21.4% of this association. Therefore figures 
1 and 2 reflect 21.4%+66.82% = 88.22% of the association between the two variables 
and so provides an excellent visual summary of how the two variables are related. 

 
Figure 1. Biplots of Less-Healthy Foods with 95% bootstrap CRs for Locations H-Home  S-School  W-
Work  F-Friends/Carers  L-Leisure  M-Mobile  X-Other 

In the top-left quadrant of figure 1, Cheese, Less-fat spreads and Biscuits appear 
associated with School and Work. Moving anti-clockwise, we find Crisps, Cakes and 
Pastries are associated with non-Home locations. At the bottom of figure 2, we find 
Fried Chicken is associated with Leisure locations.  

In both figures, Meat-Pies and Chocolate appear in the bottom-left quadrant 
associated with Leisure, Friend’s & Carer’s homes, Other and Mobile locations. In 
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figure 2, the “Chocolate & Sweets” CR appears entirely inside the CR for Meat-Pies; 
this invited further investigation. 

In figure 2, the locations have aligned themselves in three main directions which 
we have used to simplify our hypotheses: Home, then School and Work together, and 
then all Other locations (Leisure, Mobile, Other, Friend’s & Carer’s homes). As it is 
usually harder to collect information on eating behaviour at “Other” locations, we focus 
on those food-groups associated with eating locations away from Home and away from 
School among which Meat-Pies and “Choc and Sweets” are the main candidates, based 
on the biplots. 

 
Figure 2. Biplots of Less-Healthy Foods with 95% bootstrap CRs for Food_Groups H-Home  S-School  W-
Work  F-Friends/Carers  L-Leisure  M-Mobile  X-Other 

Based on the findings from the two CA plots, we tested two hypotheses using 
logistic regression (adjusted by sex, age, weekend and socio-economic status): that 
“Choc and Sweets” and Meat-Pies were more likely to be consumed when a teenager 
finds himself/herself at “Other” locations away from School/Work and away from 
Home.  Our results are summarised in Table 1:  

Table 1. Adjusted Odds Ratio estimates for food-groups as outcomes and location-types as exposures. 

Food-Group OR   vs 
Home 

99% CI 
p-value 

OR   vs 
School-Work 

99% CI 
p-value 

Choc and 
Sweets 2.5 

(1.8, 3.4) 
p<0.0001 1.8 

(1.2, 2.8) 
p=0.0002 

Meat Pies 2.8 
(1.5, 5.0) 

p<0.0001 1.3 
(0.6, 3.0) 
p=0.44 

 
We also detected strong evidence (p=0.002) of a linear trend for age so that each 

additional year of a teenager’s age increases the odds of his/her eating a Meat-Pie by a 
factor of 1.15 with 99% CI (1.02, 1.30). 
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4. Discussion and Conclusion 

In this paper, we showed how correspondence analysis with confidence regions 
facilitated the systematic investigation of the relationship between categorical variables 
from a large dataset. This analysis generated plausible hypotheses concerning 
associations which were then tested using regression methods that take into account the 
correlation between observations.  

Our specific aim was to explore and test for associations between foods consumed 
and eating locations, recorded in NDNS  diet diaries. We focussed on less-healthy 
foods and found evidence of higher odds of consumption of those at locations away 
from Home and School. Therefore, public health interventions are warranted to reduce 
the consumption of foods like meat-pies and chocolate and sweet snacks in other 
locations. 

Some methodological challenges still arise from our work. For example, the CRs 
in CA pertain to statistical significance of each of the categories of the variables and 
not to any measure of the association between the categories. Moreover, while the CRs 
were the key data-mining tool, it is plausible that the correlation in the data warrants 
further investigation to refine CA and the CRs. Another fundamental issue that may 
affect the results here is the possible bias due to under-reporting should  the probability 
to report eating a  food vary according to eating location. However, evidence of under-
reporting for diet diaries is likely related to amount rather than to reporting vs non 
reporting, which we have overcome by counting food instances (0/1) rather than 
summing food quantity (grams) per location. 

Despite these challenges, we stress the usefulness of CA and its CRs as a data 
mining tool for hypothesis generation for the analysis of cross-classified categorical 
variables.  

References 

[1] Holm L., et al, 2016, Changes in the social context and conduct of eating in four Nordic countries 
between 1997 and 2012: Appetite 103, p. 358-368. 

[2] Williams J.L., 2016, Spaces between home and school: The effect of eating location on adolescent 
nutrition: Ecology of Food and Nutrition, v.55-1, p.65-86. 

[3] www.gov.uk/government/uploads/system/uploads/attachment_data/file/310995/NDNS_Y1_to_4_UK_re
port.pdf , 2013, NDNS Report Y1 to Y4. 

[4] Greenacre M. J., 1993, Correspondence Analysis in Practice: London, Academic Press, 195 p. 
[5] Beh E. J., Lombardo R., 2014, Correspondence Analysis: Theory, Practice and New Strategies, Wiley.  
[6] Ringrose T. J., 2012, Bootstrap confidence regions for correspondence analysis: Journal of Statistical 

Computation and Simulation, v. 82, p. 1397-1413. 
[7] Nyfjall M., 2002, Aspects on Correspondence Analysis Plots under Complex Survey Sampling Designs, 

Research Report, Department of Information Science, Division of Statistics, Uppsala University. 
[8] Beh E. J., Lombardo R., 2015, Confidence Regions and Approximate p-values for Classical and Non 

Symmetric Correspondence Analysis: Commun.. in Statistics-Theory and Methods, v. 44, p. 95-114. 
[9] Pechey R., et al. 2013, Socioeconomic differences in purchases of more vs. less healthy foods and 

beverages: Analysis of over 25,000 British households in 2010: Social Science & Medicine, v. 92, p. 
22-26. 

[10] www.food.gov.uk, 2011, Nutrient Profiling Technical Guidance, in F. F. S. Agency 
[11] Liang K. Y., Zeger S.L., 1986, Longitudinal data-analysis using generalized linear-models: Biometrika, 

v. 73, p. 13-22. 

A.N. Chapman et al. / Application of Correspondence Analysis170

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use

http://www.gov.uk/government/uploads/system/uploads/attachment_data/file/310995/NDNS_Y1_to_4_UK_report.pdf
http://www.gov.uk/government/uploads/system/uploads/attachment_data/file/310995/NDNS_Y1_to_4_UK_report.pdf
http://www.food.gov.uk/


Data Driven Quality Improvement of 
Health Professions Education: Design and 
Development of CLUE – An Interactive 

Curriculum Data Visualization Tool 
Claire Ann CANNINGa,1, Alan LOE 

a, Kathryn Jane Cockett a, Paul GAGNON 
a, Nabil 

ZARYb 
a

 Lee Kong Chian School of Medicine, Nanyang Technological University, Singapore  
bDepartment of LIME, Karolinska Institutet, Stockholm, Sweden 

Abstract. Curriculum Mapping and dynamic visualization is quickly becoming an 
integral aspect of quality improvement in support of innovations which drive 
curriculum quality assurance processes in medical education. CLUE (Curriculum 
Explorer) a highly interactive, engaging and independent platform was developed 
to support curriculum transparency, enhance student engagement, and enable 
granular search and display.  Reflecting a design based approach to meet the needs 
of the school’s varied stakeholders, CLUE employs an iterative and reflective 
approach to drive the evolution of its platform, as it seeks to accommodate the ever-
changing needs of our stakeholders in the fast pace world of medicine and medical 
education today.  CLUE exists independent of institutional systems and in this way, 
is uniquely positioned to deliver a data driven quality improvement resource, 
easily adaptable for use by any member of our health care professions. 

Keywords. Curriculum mapping, visualization, design based approach, online 
interactive map, searchability functions 

1.�Introduction 

In Medical Education, and increasingly in higher Education in general, curriculum 
mapping has become an essential component of curriculum integrity, serving many 
purposes for multiple stakeholders.  For example, it enables (i) learners to dynamically 
track their progress and thus promote transparency of the taught curriculum, (ii) 
educators to maintain perspective with respect to the alignment of the curriculum with 
intended outcomes, and (iii) administrators to more effectively manage the quality 
assurance mandate [1]. There are few examples in the literature of detailed curriculum 
mapping tools, despite their prevalence in use in Medical Education.  One example is 
LOOOP, a curriculum mapping tool that was developed to map, plan and accredit 22 
competency based courses across Europe, Africa and Asia [2].  This mapping process 
was developed using 4 out of the 10 windows described by Harden [1], namely outcomes, 
content, learning opportunities and assessment. Although some curriculum mapping 
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tools are in use in many medical schools, they don’t exist independent from underlying 
institutional technological environments which limits their use in other contexts. 
Furthermore, the data is not structured in a manner that complies with existing technical 
standards which therefore doesn’t allow the sharing and benchmarking of curricula 
across different curriculum mapping systems.  The aim of this project is thereby to design 
and develop a new bespoke curriculum mapping system that addresses both stated 
shortcomings. The targeted system is named CLUE. 

2.�Methods 

2.1 Mapping the Curriculum 
 
A bespoke outcomes based curriculum was developed for a systems based undergraduate 
MBBS programme. Learning outcomes were developed (along with the relevant learning 
material) which were aligned to the UK’s General Medical Council (GMC), the 
Singapore Medical Council (SMC) and the Accreditation Council for Graduate Medical 
Education (ACGME). The day to day learning opportunities along with specific learning 
outcomes and learning resources over two years were developed de novo and captured 
in the iLKC (Compass) suite, allowing students and faculty alike to navigate a digital 
learning environment throughout the 5 years of their undergraduate curriculum [3].  For 
the purpose of this report we are focusing on the first two years of the undergraduate 
MBBS curriculum.  No previous curriculum mapping system was in place, and the 
intended use is for research, curriculum development and quality improvement purposes.  
The stakeholders currently utilizing this system are medical education researchers, 
faculty, students and senior management.  The curriculum is mapped to three overarching 
themes which span across 5 years (see Figure 2), with greater emphasis on each theme 
as the student’s progress through the appropriate stage of learning and training, Theme 
1: Scientific Basis of Medicine, Theme 2: Clinical Management and Patient Centred Care, 
Theme 3: Healthcare Delivery and Professional Standards.  Underpinning these themes, 
especially in the early years, are horizontal and vertical courses focusing primarily on 
Integrated Science in a Medical Context.  A course such as Human Structure and 
Function spans the majority of year 1 and year 2 and is comprised of blocks of time 
(teaching blocks, a total of 8 across the first two years) devoted to human body systems, 
e.g. the Cardiorespiratory system.  The Cardiorespiratory block is subsequently divided 
into various topics and so on.  Each individual topic e.g. Haemorrhage, has multiple 
learning outcomes related to the curriculum.  Each learning event is mapped to the 
fundamental units of our curriculum, e.g. anatomy, communication, disease investigation.   
In addition, each learning event is mapped to an appropriate mode of assessment.  The 
final layer of mapping is the alignment of learning opportunities to governing 
frameworks, e.g. GMC, SMC and ACGME, to ensure our taught curriculum maps to 
desired graduate outcomes and competencies.  
 

2.2 Approach to Design and Develop the Curriculum Mapping System 
 

To ensure the most effective design and development process a design based approach 
was adopted [4]. Stakeholders were encouraged to provide regular input on how best to 
(i) visualise the data and (ii) deliver the required functionality. Using this interactive and 
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iterative process, our current curriculum mapping tool CLUE, or Curriculum Explorer, 
emerged. CLUE draws upon the curriculum materials already defined by our school, 
existing as a mapped dataset within iLKC. The suite supports the curriculum 
management of learning outcomes, targeted learning resources and timetabling of 
associated learning activities within each teaching block across the years.  Each of these 
components has its own designated database (See Figure 1).  Data from each of these 
databases is transferred and stored in a data warehouse.  The curriculum mapping tool 
(CLUE) then draws the transformed data from the data warehouse, and enables 
subsequent tracking of changes to outcomes, resources etc.  

 

 
Figure 1. Iterative systematic design of CLUE. 

 
Figure 1. Curriculum, Timetable and Learning Resources data is transformed and 

migrated to the data warehouse.  Curriculum and Technical Leads devise the functional 
requirements.  The data are fed into the first iteration, a function prototype, which is 
modified to become the user interface prototype (2nd iteration) which ultimately 
culminated in the final iteration, CLUE.  

3.�Results 

3.1 CLUE Visual Explorer 

Here we describe the generation of CLUE, focusing on the first two years of an 
undergraduate MBBS programme, and we describe the searchability and mapping 
functions of this dynamic and interactive resource. CLUE can be visualized via multiple 
paths depending on the level of the curriculum being interrogated.  One main path is via 
an inherited mode, where one navigates through the curriculum starting at the top of the 
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hierarchy, i.e. Theme level, and proceed through the underlying Fundamentals and 
relevant Domains, as demonstrated in Figure 2 A.  The same type of search can be 
completed in a non-inherited mode simply by clicking on the desired domain, e.g., 
Anatomy. Either approach will highlight all areas in the curriculum, and all learning 
events where Anatomy is taught across the years.  The user can then review the learning 
outcomes and learning resources specific to the Anatomy topics highlighted, as well as 
the mode of assessment relevant to that learning activity.  A complementary approach to 
visualising the curriculum is to search by year, by course, or teaching block etc. and to 
manually trace through the curriculum in a hierarchical manner (Figure 2 B).  
Alternatively, a free text search function allows the user to narrow in on any topic of 
interest, e.g. Blood Gases (Figure 2 C).   

 

 

Figure 2. The various exploration paths of CLUE 

 
Figure 2. The curriculum Themes, Fundamentals and Domains can be searched in 

a hierarchical manner (Figure 2A).  Alternatively, by searching by year (e.g. year 2) one 
can search the courses taught in year 2, e.g. Basic Pharmacology, and all the areas where 
Basic Pharmacology is taught will appear as highlighted icons (Figure 2B).  Lastly, an 
open text search allows you to search the curriculum by free text (Figure 2C). 

4.�Discussion 

We have developed a curriculum visualization system (CLUE) that supports future 
iterations tailored to our specific shareholder’s needs. CLUE enables the user to navigate 
through each of the 5 years of our curriculum via multiple paths.  For example, by 
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choosing a particular year, the courses taught within that year are immediately visible.  
In the same manner, it is also possible to view where integrated courses are taught 
throughout and across the years.  Our curriculum is comprised of three Themes, and the 
curriculum mapped can then be viewed at the level of each these Themes, the underlying 
curriculum Fundamentals and learning Domains, in a hierarchical manner (e.g., Theme 
1>Scientific Basis of Medicine > Fundamental > Structure and Function of the Human 
Body in Health > Domain > Anatomy).  In this manner, the user steps down through the 
curriculum hierarchy and arrives at a granular display of all the learning outcomes that 
are mapped to Anatomy.  Alternatively, the user can choose a course, e.g. Basic 
Pharmacology (BP), and see via highlighted areas where, across the years, Basic 
Pharmacology is taught.  In an individual teaching block, e.g., the Neuro, ENT, Eye 
(NEE) teaching block in year 2, the user can click the BP icon and it will show all the 
learning outcomes related to Basic Pharmacology and relevant to the NEE teaching block.  
Clicking any of the displayed learning topics will lead to the full display of the learning 
outcomes, the relevant assessment mode, and how this topic has been mapped to 
curriculum Themes, Fundamentals and Domains.  Finally, this learning event is also 
mapped to the outcomes of multiple competency frameworks, namely the GMC, the 
SMC and the ACGME.  An additional feature of CLUE is a search function by free text, 
which enables the user to search the curriculum, for any free text content, e.g., if one 
were to search for “Blood Gases”, one would be taken to all the courses across the five 
years where Blood Gases are taught.  CLUE builds on an iterative and dynamic process 
to reflect and support the fast pace of curriculum change in medicine today. As the 
curriculum evolves, occasioned by reviews of accreditors, and modifications to 
competency frameworks, so too must CLUE.  CLUE must be adaptable and easily 
modifiable if our multiple stakeholders are to use the tool to identify changes to 
Outcomes, associated Learning Resources and the variety of Assessments internal to the 
successful training and development of our trainee doctors.  In this manner, and with 
these attributes, CLUE forms part of an innovative and exciting research approach to 
curriculum design development and programme evaluation in Medical Education. 
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Abstract. Recent advances in big data analytics provide more flexible, efficient, and 
open tools for researchers to gain insight from healthcare data. Whilst many tools 
require researchers to develop programs with programming languages like Python, 
R and so on, which is not a skill set grasped by many researchers in the healthcare 
data analytics area. To make data science more approachable, we explored existing 
tools and developed a practice that can help data scientists convert existing analytics 
pipelines to user-friendly analytics APPs with rich interactions and features of real-
time analysis. With this practice, data scientists can develop customized analytics 
pipelines as APPs in Jupyter Notebook and disseminate them to other researchers 
easily, and researchers can benefit from the shared notebook to perform analysis 
tasks or reproduce research results much more easily. 

Keywords. Healthcare Data Analytics, Jupyter Notebook, Analytics Application 

1. Introduction 

Emerging theories and tools in data science benefit researchers who work on analyzing 
healthcare data. Among which, Jupyter Notebook is a user-friendly and open source tool 
that allows data scientists to develop analysis programs and capture the analysis process 
and results in an agile way. There have been some reference cases of using Jupyter 
Notebook to perform collaborative and reproducible analyses in many scientific research 
areas [1], [2], [3], healthcare data analytics also included [4], [5]. 

However, current practice requires researchers to develop programs to analysis data 
with programming languages like Python, R, etc. Although there are courses teaching 
biomedical researchers to learn these programming languages [6], for many researchers, 
there is still a steep learning curve for them to grasp skills of developing or understanding 
program source code, especially for those without a background in computer science 
education. Besides, when explaining the data analysis process and results to other 
researchers, tables and charts are better ways to communicate than program code. 

How can we make data science more approachable to all researchers? In this study, 
we aim at develop a practice and designing a system for users to develop user-friendly 
and reusable data analytics APPs (applications), so that researchers can convert existing 
notebooks to analytics APPs with very limited efforts. The converted analytics APPs, 
with rich interactions and real-time analysis capabilities, can then be used to perform 
specific analytics tasks on different datasets. In this way, data scientists can develop 
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customized, reusable applications with rich interactions to make their analytics methods 
and solutions more approachable to all researchers. 

2. Methods 

2.1. Develop Analytics Pipelines using Jupyter Notebook and Open Data Science Tools 

Incubated from interactive scientific program developing practice, Jupyter Notebook is 
a tool now widely used in areas like scientific research and education. Researchers and 
students benefit from Jupyter Notebook’s features of elaborating data process pipelines 
with runnable program source codes, comments, and explanations, as well as prompt 
results like tables, charts, and HTML elements. The developed pipelines can then be 
shared to validate or reproduce previous analytics pipeline with very little efforts of 
configuring environments. Among tens of programming languages supported by Jupyter 
Notebook, Python and R are currently most popular ones in the data science community. 
By using open source libraries like pandas, matplotlib, scipy, scikit-learn, etc., 
researchers can perform tasks like data cleansing, wrangling, and visualization, as well 
as statistical analysis and modeling. 

 

 
Figure 1.  Screenshot of a patient similarity analysis pipeline notebook 

B. Hao et al. / Developing Healthcare Data Analytics APPs with Open Data Science Tools 177

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



In our practice of analyzing clinical registry data in Jupyter Notebook, we developed 
reusable pipelines using open source packages for data cleansing, exploration, 
visualization, and modeling. Users can configure some parameters to achieve specific 
goals, for example, try different algorithms and parameters for modeling. After setting 
these parameters, the pipelines can then generate analysis results presented as tables or 
charts for researchers. Figure 1 demonstrates a sample notebook pipeline to perform 
patient similarity analysis developed in Python. The process of this pipeline can be 
described as 1) import related packages, 2) load a dataset, 3) cluster patients into several 
groups and summary the patient features of each group as phenotyping (the detailed 
implementation of clustering algorithms is encapsulated in the 
“insight_sdk.modeling.similarity” Python module). 

2.2. Convert Analytics Pipelines to Interactive APPs 

In this part, we introduce two components, namely Jupyter Declarative Widgets [7] and 
Jupyter Dashboards [8], to convert notebooks into analytics APPs. The Jupyter 
Declarative Widgets extension provides a mechanism to bind front-end variables or 
HTML elements (like JSON object, input elements) to back-end data variables (like 
DataFrames) or functions in a live notebook, so that users can invoke code execution by 
clicking HTML element and get real-time results rendered into interactive HTML 
widgets like d3 based charts and tables. Whilst the Jupyter Dashboards provides an 
interface to arrange notebook cell outputs to HTML pages with self-defined layouts. 

As shown in Figure 1, codes in the last two cells implement two declarative widgets 
via the composition of some customized HTML DOM elements provided by the Jupyter 
Declarative Widgets. The binding is implemented by 1) binding HTML input element 
attributes to function arguments, function invocation, and function returned value; 2) 
binding the returned value to a DataFrame variable container at front-end; 3) using a 
front-end template encapsulated charts or table widget to render the DataFrame variable 
at front-end. So once the user clicks the invocation button, the widgets will obtain 
parameters from front-end and send a request to back-end with parameters to execute the 
function. The execution result will be returned to front-end and update the HTML charts 
in real-time which it was bound. 

Key techniques used in the analytics APP is to bind back-end variables in notebook 
kernel to front-end JavaScript variables. In order to implement the binding, Jupyter 
Declarative Widgets consist of both front-end and back-end components for two-way 
communication. The back-end part provides interfaces to facilitate interacting with code 
running on the kernel, and the front-end part sync variables with back-end through the 
kernel. Although we only demonstrate a Python notebook, the Jupyter Declarative 
Widgets also supports notebooks written in R and Scala. As a result, front-end elements 
can be reused as independent components even outside notebook or dashboards. 

3. Results 

Figure 2 shows an analytics APP converted from a notebook, where users can interact 
with the APP by inputting parameters and clicking buttons, and the real-time results will 
be displayed as charts below. Firstly, the user can input a data file path and click the 
button to load dataset. Then the user can preview and explore the loaded data in the below 
data exploration widget. After which, the user can choose a clustering algorithm and set 
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parameters of the number of groups in the clustering analysis. Once the clustering 
algorithm finished, the charts below will display summary information of patient features 
in each clustered group. 

In this user interface, the source code is invisible, so that users can focus on 
interactions and the results. What’s more, the visualization is bound to back-end 
variables, which means once the backend data is changed, the charts will update to show 
the latest results. 

Compared to our previous practice of developing web applications for users to 
perform analysis tasks, this approach has significantly reduced the workload and 
simplifies the process of connecting the user interface to the back-end functions. When 
developing analytics APPs, data scientists can put analytics code written in back-end 
programming languages and the declarative implementation of front-end widgets in one 
notebook, and each notebook becomes an independent analytics APP. This method 
allows data scientist to leave more time on creating stronger solutions based on analytics 
with rich user interactions instead of using conventional web framework to connect front-
end presentation and backend function executions. For scenarios like different dataset 
with similar schema (e.g., only one DataFrame), or streaming data, this practice helps 
give power to the user for rapid insights from data quickly. 

 

 
Figure 2  Screenshot of a patient similarity analysis APP converted from notebook  
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4. Discussion 

Recent advances in big data analysis enable researchers to gain insights from healthcare 
data more conveniently. Among many data analytics tools, Jupyter Notebook and open 
source data analytics packages have proven to be a popular combination to analysis data 
and share insights. While developing code to conduct analysis is still not approachable 
for many researchers. With the help of Jupyter Widgets and Jupyter Dashboards, we have 
developed a practice to convert existing notebooks to user-friendly analytics APPs that 
allow researchers focus on interactions and analysis results. The converted analytics APP 
can then be used by researchers to perform customized analysis tasks with no need to 
read or modify the source code. 

Comparing to conventional analytics tools like Weka, SPSS, SAS, etc., this practice 
offers both flexibility and rich interactions to users. With limited efforts, data scientists 
can convert their notebooks into reusable analytics APPs for researchers who cannot 
develop programs. This makes data science more approachable to researchers in the 
medical informatics areas. For example, an analytics APP to conduct statistical tests can 
be disseminated in the form of a Jupyter Notebook analytics APP, where end-user can 
use the APP by inputting several basic parameters in a web form rather than 
understanding and modifying the source code. In this way, researchers can focus on the 
analytics tasks and get rich format charts and tables. 

One limitation in this practice is that for each analytics APP, the functions might be 
bound to some specific dataset schemas because analytics tasks are usually very ad-hoc 
and different datasets can vary a lot in the schemas. It is still hard to create an all-in-one 
APP that can handle all scenarios. Especially when handling with datasets in non-
standard schemas of relational database tables, it is challenging to adapt analytics 
programs to different dataset schemas. One of our future research directions is trying to 
find a way to handle with different dataset schemas so that the analytics APPs can be 
adapted to different datasets more easily. 
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Abstract. We present a framework for feature engineering, tailored for 
longitudinal structured data, such as electronic health records (EHRs). To fast-
track feature engineering and extraction, the framework combines general-use 
plug-in extractors, a multi-cohort management mechanism, and modular 
memoization. Using this framework, we rapidly extracted thousands of features 
from diverse and large healthcare data sources in multiple projects. 
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1. Introduction 

Feature engineering is the process of deriving informative features from data for a 
machine learning task. It requires tailoring to the source data, and is often assisted by 
domain knowledge. Following the increase in size and complexity of data, feature 
engineering has become a much more challenging, programmatically multifaceted, and 
time-consuming task. We describe a framework for enhancing the process of feature 
engineering from EHR data. This framework is based on extensive experience in 
analyzing such data, gathered during more than a decade of research on multiple 
disease areas and data sources. 

2. Feature Extraction Framework 

The basic elements of the proposed framework are feature extractors (shortened as 
extractors). Each extractor derives a set of features from the source data, or from 
features computed by other extractors. The features computed by an extractor are 
determined by a predefined, configurable set of parameters. Commonly-used extractors 
and their parameters are described in Section 2.1. The dependencies between different 
extractors are presented by a directed acyclic graph, termed the extractors graph. 
Typically, this graph has a single root, which represents the final output features matrix. 
The extraction engine orchestrates the entire extraction process; it instantiates and 
manages the extractors graph, and provides additional utilities that manage: (1) access 
to the data source; (2) parameters; (3) cached features; and (4) train-data statistics. The 

                                                         
1 Corresponding author, Healthcare Informatics Department, IBM Research - Haifa, Haifa University 

Campus, Haifa, 3498825, Israel; E-mail: ozery@il.ibm.com. 

Informatics for Health: Connected Citizen-Led Wellness and Population Health
R. Randell et al. (Eds.)
© 2017 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-753-5-181

181

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



input to the extraction engine defines both the extractors graph and the analyzed cohort. 
The latter is managed in a cohorts repository. Figure 1 illustrates the extraction 
framework and its components.  

Figure 1. Overview of feature engineering framework. 

 

2.1. Feature Extractors 

Extractors are the building blocks of the feature extraction process. These plug-ins 
allow users to add new extractors without requiring a code change of the framework. 
Below we describe commonly used extractors, starting with those accessing a 
structured data source directly: 

1. Event extractor: computes various aggregations on a sequence of events, 
where each event has a patient identifier, event name, time point/interval, and 
a value. A similar notion was previously described in [1].  

2. Numerical and Categorical Table extractor: computes various aggregations 
on numerical and categorical data columns in a table, respectively. The input 
table has the following columns: patient identifier, time [optional], and one or 
more data columns.  

3. Time-to-Index-Date extractor: computes various aggregations on the 
difference between date-columns in a table and the patient’s index-date 
(index-dates will be discussed in Section 2.2).  

For example, features like “average value of a <lab-test>” can be generated either 
by Event or Numerical Table extractors, and features like “indicator of a <diagnosis>” 
can be generated by either Event or Categorical Table extractors. The choice of 
extractor depends on the format of the source data. The Time-to-Index-Date extractor is 
used for computing “age” at index-date, or features like “time since first <diagnosis>”. 
The sequence of events / data table, as well as the aggregation type and observation 
window, are configured by parameters. An SQL query is automatically built for each of 
these extractors, allowing the bulk computation to be performed in the database.   

On top of the above-listed “atomic” extractors, the following extractors combine 
and manipulate features computed by other extractors:  

1. Group extractor: concatenates output features of multiple extractor nodes. 

M. Ozery-Flato et al. / Fast and Efficient Feature Engineering for Multi-Cohort Analysis182

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



2. Family extractor: executes a given extractor across a (configurable) list of 
parameter configurations and concatenates the resulting output features. 

3. Filter extractor: filters out features (e.g., sparse features). The filtering type is 
configurable. 

4. Transformer extractor: transforms features (e.g., algebraic transformations 
or second-tier aggregation of features). The transformation type is 
configurable. 

One of the functionalities provided by the framework is the management of train-
data statistics, to support extraction from new data, e.g., during the test phase. For 
example, an extractor that filters sparse features may keep statistics identifying the 
filtered features, so the same set of features will be filtered for new data; or an extractor 
that computes normalized features (e.g., weight percentile). Extractors that require 
train-data statistics are often context-sensitive, that is, features’ vectors computed for 
the same individual may change for different cohorts. Extractors that depend on a 
context-sensitive extractor are expected to be context-sensitive as well. 

2.2. Multi-Cohort Support 

Often there is an interest in analyzing two or more related cohorts; for example, all 
patients having a disease; women who have the disease; and women in a certain age 
range having the disease. The framework manages all the cohorts in a cohort repository, 
which compactly represents each cohort by a list of quartets, termed samples. A sample 
is comprised of four fields: (1) patient identifier; (2) start-date; (3) index-date; and (4) 
end-date. The start-date and end-date bound and limit the overall time period for which 
data is analyzed for the patient. The index-date partitions this time period into two: (1) 
baseline period [start-date, index-date], and (2) the follow-up period [index-date, end-
date]. In a prediction task, features are extracted from the baseline period, while the 
predicted outcome is extracted from the follow-up period. The framework allows for 
the same individual to appear more than once in a cohort, under the restriction that the 
corresponding samples have different index-dates.  

2.3. Speeding Up and Tracking Feature Extraction 

Data analysis, and feature engineering in particular, are typically an iterative process, 
where different iterations may involve overlapping feature sets and/or cohorts. Our 
framework provides an efficient modular memoization mechanism for the extraction 
process, which identifies and reuses previously computed features. The extraction 
engine automatically assigns each extractor node with an ID that uniquely maps to the 
node’s configuration, cohort, and dependencies in the graph. This ID is then used for 
associating each extractor with its cached output features and train-data statistics. 
Multi-cohort analysis, including cross validation and bootstrapping, often involve sub-
cohorts of a larger cohort. To optimize the extraction for sub-cohorts, the memoization 
of every extractor that is not context-sensitive is performed at the level of the larger 
cohort. Finally, the output features include the ID of the root extractor, which can be 
used for tracking the configuration of the entire extraction process, e.g., for 
reproducibility purposes. This ID should also be used in the test phase, so the 
framework can locate the train-data statistics of each extractor. 
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We extended the framework to support Big Data analysis using Apache Spark [2]. 
In this extension, the feature matrix is built in a distributed manner using Spark 
DataFrames, and the entire extraction process can be integrated into a Spark machine 
learning pipeline (MLlib [3]). 

3. Framework Demonstration 

We demonstrate the usefulness of our feature engineering framework on a real-world, 
de-identified (structured) claims dataset of 320K patients, for risk factor analysis across 
multiple cohorts. The considered risk was for urgent care visits during a one-year 
period. Previously, we effectively extracted thousands of features from this dataset for 
applications such as risk prediction [4] and contextual anomaly detection [5]. We 
evaluate the predictivity of the extracted features for the outcome and compare their 
importance for three chronic conditions: epilepsy, diabetes, and hypertension. We use 
the cohort of all patients as a reference.  

The baseline period was defined as the first two years of the data (2002-2004) in 
all four cohorts. Each of the three chronic condition cohorts was defined by requiring 
that patients have at least one relevant diagnosis (i.e., hypertension, diabetes, or 
epilepsy) during the baseline period. The outcome was defined as having at least one 
urgent care visit during the one-year follow-up period (2004-2005). We extracted 
features from all the entities available in the data: diagnosis and procedure codes, 
pharmacy prescriptions, lab values, and patient demographics. We used HCUP-US 
Clinical Classifications Software (CCS) for grouping related ICD9 (diagnoses) and 
CPT (procedures) codes. We utilized the National Drug Code (NDC) Directory to 
cross-index each NDC to its corresponding generic drug components. Sparse features 
with less than 100 non-zero/valid values were filtered out. We imputed missing values 
in lab test features using the average of existing values and used Random Forest and its 
Gini-importance [6] for ranking the importance of features. The results of the analysis 
are summarized in Table 1. The extracted features were found to be informative in 
every cohort (out-of-bag AUC between 0.69 and 0.72). Inspection of the top-10 ranked 
features in each cohort revealed that risk factors for urgent care are dominated by 
utilization features, such as number of claims and number of prior urgent care visit. 
Risk factors not directly related to utilization included “Age” and features associated 
with the cohort (e.g., “Epilepsy; convulsion: count” in the epilepsy cohort). 

4. Conclusion 

We described a framework that enhances the process of feature engineering and 
extraction in a  multi-cohort analysis of longitudinal structured data. Our framework 
offers: (1) efficient management of cohorts; (2) an extendible library of reusable feature 
extractors; (3) a modular memoization mechanism for accelerating the extraction of 
overlapping feature sets; and (4) a tracking mechanism for reproducibility of former 
extractions. The usability of this framework was successfully used in a variety of 
applications, including risk analysis [4] and detection of unexpected response to 
treatment [5]. 

EHRs contain longitudinal data on patients of various types: diagnoses, drug 
prescriptions, lab test results, medical procedures, and more. The dynamic and irregular 
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nature of EHR data often requires engineering features that provide different summary 
statistics per patient, such as: the average value for each lab test result; or the 
proportion of days covered for each drug. Our extractors library enables simplified 
definition and reliable computation of such features for configurable time windows and 
cohorts. The repertoire of supported summary statistics is relatively large and is 
constantly growing. 

One of the unique traits of the framework is its support of context-sensitive 
features. The framework provides infrastructure for managing train-data statistics for 
context-sensitive feature extractors. Moreover, its memoization mechanism, which 
optimizes extraction of sub-cohorts, automatically identifies context-sensitive 
extractors and properly handles their memoization.  

We further supplemented our framework with a plug-in for Apache Spark [2] that 
extends our capabilities to analyze Big Data. Future work includes improving user 
experience via a graphical user interface that will further simplify the use of the 
framework, and an integrated visualization layer previously described in [5] that will 
allow inspection of defined cohorts as well as present longitudinal data of individual 
patients. Following all of the above, our framework offers an unprecedented, powerful 
means for analyzing and manipulating EHR data.   

 

Table 1. Analysis results. #Positive = number of patients with positive outcome; TOP-10 = Non-
utilization risk factors among top 10 ranked, excluding age 

Cohort 

Data statistics Prediction model 

Size #Positive #Features AUC TOP-10 

All 320K 22.5K (7%) 949 0.69 1) Other upper respiratory infections: count  

Hypertension 51.5K 5K (10%) 729 0.69 
1)Essential hypertension: count 
2)TRIG lab: average  
3)CHOL lab: average 

Diabetes 26K 2.5K (10%) 603 0.7 
1)Diabetes mellitus w/o complication: count 
2)TRIG lab: average  
3)CHOL lab: average 

Epilepsy 2K 0.27K (13%) 175 0.72 1)Epilepsy; convulsion: count 
2) CHOL lab: average 
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Abstract. Identifying similar patients might greatly facilitate the treatment of a 
given patient, enabling to observe the response and outcome to a particular treatment. 
Case-based retrieval services dealing with natural language processing are of major 
importance to deal with the significant amount of unstructured clinical data. In this 
paper, we present the development and evaluation of a case-based retrieval (CBR) 
service tested on a collection of Italian pediatric cardiology cases. Cases are indexed 
and a search engine is proposed. Search functionalities, such as interactive MeSH 
normalization and relevance feedback, are proposed. While the qualitative 
evaluation aims to provide feedback and recommendations, the quantitative 
evaluation enables to estimate the precision of the system. In more than half of the 
cases and for up to two thirds of them, the system is able to suggest a similar episode 
of care at first rank. With an improvement of the feedback relevance strategy, we 
can expect an improvement of the precision. The CBR can be expanded to 
multilingual EHR and other fields.  

Keywords. Natural language processing, ontology, electronic health record 

1. Introduction 

Physicians, who are facing complex diseases, show a great interest in finding populations 
of patients similar to their patients. Thus, they can observe the response of a particular 
treatment and learn about the outcomes at different points in time in a given clinical 
pathway. However, a substantial part of the clinical information is stored in unstructured 
textual contents. Therefore, tools are essential to enable the retrieval of similar cases. 
While case-based retrieval (CBR) tools based on structured data are numerous, less 
systems are managing unstructured data. Miotto et al. [1] describe a CBR system aiming 
to identify eligible patients for clinical trials. This system is based on structured data (i.e. 
diagnosis, medications and laboratory results) and unstructured data (i.e. clinical notes). 
Hsu et al. [2] present a CBR system dedicated to patients with intracranial aneurysm. 
This system uses various modalities, such as free-text clinical reports and structured data. 
A model-driven visualization enables to facilitate the understanding of the output. 
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Mourão et al. [3] report on a CBR system based on multimodal data. The system uses 
images to enrich the queries. 

As part of the MD-PAEDIGREE project, a case-based retrieval (CBR) service has 
been developed. This service aims to find similar episodes of care based on different 
modalities: unstructured data (i.e. discharge summaries) and structured data (i.e. gender 
and age). In this paper, we present the development and evaluation of this CBR service, 
on a test collection of Italian pediatric patients with cardiac diseases.  

2. Method 

2.1. Data 

The CBR is based on a set of 47,433 episodes of care, corresponding to 33,674 distinct 
patients consulting for cardiac pathologies. The source data originate from two Italian 
hospitals. Extracted episodes of care contain a discharge summary, called clinical 
synthesis in the following. Textual contents are in Italian. Demographic data (i.e. gender 
and age) are also retrieved.   

2.2. Development of the Case-based Search Engine 

The system harvests electronic health records (EHR) from the MD-PAEDIGREE 
infostructure with a secured API developed by GNúBILA. Normalized descriptors (i.e. 
MeSH) are automatically assigned to each case using MHIta [4], a service developed by 
HES-SO to normalize clinical texts written in Italian with MeSH descriptors. Selection 
of MeSH descriptors is based on a dynamic threshold strategy. Cases are then indexed 
using Apache Solr. At query time, MeSH descriptors are also interactively being 
assigned to the query. The Solr retrieval engine outputs similar cases in EHR. A weight 
of 0.001 is attributed to the age and gender, while the MeSH descriptors and unstructured 
text receive a weight of 1. The user can then assess retrieved episodes of care as relevant 
or not relevant. These judgements are used to reformulate the query with additional 
keywords based on a Rocchio algorithm [5]. Therefore, the user can obtain refined results.  

2.3. Quantitative and Qualitative Evaluation 

While two out of five electronic information systems are abandoned or do not respect the 
requirements [6], the testing and validation of a service is of major importance. Three 
dimensions are commonly considered: the usefulness of a medical system, its robustness 
and its facility of use.  

The qualitative evaluation is based on the usability testing methodology [7]. The 
system is tested by an end-user (i.e. a MD specialized in pediatric cardiology), who 
performs tasks (i.e. to search for similar cases to a given case). During the whole process, 
the end-user is asked to verbalize his thoughts. An evaluator (i.e. a researcher) is 
observing and recording his comments. The data are then coded and classified by the 
evaluator and recommendations to improve the systems are proposed.  

The quantitative evaluation is based on a benchmark, thus following the standard 
practice in the information retrieval domain [8]. A set of 40 queries is created. A query 
corresponds to the clinical synthesis of an episode of care randomly selected among the 
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47,433 episodes of care of the collection. An expert in cardiology manually acquires the 
relevance judgments. The expert executes each of the queries on the CBR and assesses 
the top-10 results with one of the following categories: relevant (i.e. similar to the input 
case) or irrelevant (i.e. judged as not similar to the query). Because this task is precision-
oriented (i.e. the CBR does not aim at retrieving all the similar cases, but rather at 
retrieving some similar cases in order to extract useful information), we focus on 
precision metrics. Precision is the proportion of retrieved instances that are correct.  

3. Results 

3.1. GUI 

The service can be accessed through the MD-PAEDIGREE portal but is restricted to 
allowed users due to the use of confidential data. The CBR service is a 5-step process. 
First, the user describes a patient with natural language, and can optionally add the age 
and gender of the patient. Second, the query can be interactively refined with additional 
keywords automatically suggested: MeSH concepts or keywords obtained by relevance 
feedback (only available after a first iteration). Third, the user can filter the results based 
on the structured data (e.g. show only boys from 3 to 10 year-old). Fourth, the similar 
episodes of care are displayed, ranked by relevance. To facilitate the processing by the 
physician, following information is displayed: demographic information (i.e. gender and 
age), MeSH terms automatically attributed to the clinical synthesis, clinical synthesis, a 
relevance score, link to the full patient history. In addition, a radio button is proposed, 
representing the relevance judgement. The user can then iterates to refine his query and 
thus obtain more relevant results, or he can expand his query to external resources (e.g. 
literature). 

3.2. Qualitative Evaluation 

The end-user appreciated the simplicity of use of the CBR service. Nevertheless, a few 
technical problems have arisen during the evaluation. The two main problems observed 
were truncated reports and the failure to answer to some queries. Those technical 
problems were fixed right after the evaluation session.  

The automatic MeSH normalisation triggered a strong interest from the evaluator, 
which is familiar with the terminological resources as it is used by the MEDLINE digital 
library – the legacy reference for healthcare literature.  

The Rocchio relevance feedback feature showed some limitations during the 
evaluation session. The suggested terms were reported as too general (i.e. common 
Italian words) or not clinically relevant. However, data analysis showed that for more 
than 90% of the queries, a few terms were selected.  

Regarding the similar episodes of care suggested by the CBR, it was reported that 
the system was very efficient to retrieve similar cases when the input case was a regular 
case. However, the system showed difficulties to deal with the detection of the grade (e.g. 
normal, minor, severe, etc.), with the detection of negation or nuance (e.g. may be, 
unlikely, etc.), or with long and complex queries.  

The evaluators also tested the preliminary version of the Rocchio-based relevance 
service. The results were very diverse: for a few queries, some additional relevant 
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documents were retrieved, for others irrelevant documents were added, while for some 
queries, the additional keywords did not bring any change in the ranking of the cases. 

3.3. Quantitative Evaluation 

Among the 40 queries, two queries were excluded due to technical failure. Eight queries 
returned no similar case among the top-10. Table 1 shows different measures of precision, 
for all queries, and for queries with at least a relevant identified answer. In more than 
half of the cases and for up to two thirds of them, the system is able to suggest a similar 
episode of care at first rank. Further, Table 2 presents the results obtained with the 
relevance feedback algorithm. We observe a slight improvement of the P5 and P10 with 
the Rocchio-based results.  

 
Table 1. Evaluation of the first round of results returned by the CBR 

 All queries (38) Queries with at least a relevant case (30) 
P0 0.5 0.63 
P5 0.44 0.55 

P10 0.42 0.54 

 
Table 2. Evaluation of the Rocchio-based results returned by the CBR 

 All queries (24) Queries with at least a relevant case (19) 
P0 0.5 0.63 
P5 0.52 0.65 

P10 0.45 0.56 

4. Discussion 

For eight queries, no similar case was found in the top-10. There are two hypotheses that 
might be considered to explain such phenomena: the system was not able to find relevant 
documents for these queries; the collection did not contain any relevant documents for 
these queries, meaning the case is so rare that there is no similar case. It is useful to 
highlight in this respect, that being the experiment conducted among patients with rare 
diseases (pediatric congenital cardiac malformations), unique cardiac phenotypes are 
often encountered in clinical practice, possibly explaining the lack of similarity match. 
If this second explanation is valid then such queries are artificially decreasing the 
precision of the search engine. The real precision of the system is therefore located 
between these lower (i.e. including the eight queries with no relevant document 
identified) and upper boundaries (i.e. excluding the eight queries).  

The relevance feedback functionality is worth being further explored. Indeed, 
despite its very basic tuning at the moment of the evaluation, the quantitative evaluation 
showed a small positive impact on the precision. Several options are envisaged: 1) 
filtering of the terms suggested by the Rocchio algorithm to clinical terms only; 2) 
investigating negative feedback; 3) filtering words with a high document frequency using 
IDF (Inverse Document Frequency). 

While this approach has been tested on a collection of documents in Italian, it can 
be expended to other languages. Indeed, the cases are automatically normalized with a 
terminology available in multiple languages: the MeSH terminology. Developments are 
being made to integrate episodes of care in English.  
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A limitation of our quantitative evaluation study is first the limited number of results 
assessed for each query and second the single expert who evaluated the results. A higher 
number of results assessed would enable the possibility to tune the system (i.e. to try to 
maximize the number of relevant results in the first positions). Indeed, as we do not know 
if results from position 11 are relevant, any of these results pushed in a top position after 
tuning would decrease the precision.    

5. Conclusion 

We have thus developed a case-based retrieval service dealing with several modalities 
(e.g. structured data, unstructured data, ontologies) and proposing various functionalities 
to search for similar cases (e.g. search in EHR, search in literature, relevance feedback, 
etc.). A methodology to develop and monitor the progress of the CBR prototype has been 
implemented and tested. The feedback obtained from the qualitative evaluation, despite 
the known rarity of the group of diseases analysed, was sufficient to improve the 
application regarding usability. From a quantitative point of view, the current results are 
already regarded as fair to support a case-based retrieval application, although several 
components, such as the relevance feedback service, needs fine-tuning to convince the 
end-users.  
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Abstract. To identify differentially expressed genes (DEGs) in analysis of 
microarray data, a majority of existing filter methods rank gene individually. Such a 
paradigm could overlook the genes with trivial individual discriminant powers but 
significant powers of discrimination in their combinations. This paper proposed an 
impurity metric in which the number of split intervals for each feature is considered 
as a parameter to be optimized for gaining maximal discrimination. The proposed 
method was first evaluated by applying to a synthesized noisy rectangular grid 
dataset, in which the significant feature pair which forms a rectangular grid pattern 
was successfully recognized. Furthermore, applying to the identification of DEGs 
on colon microarray data, the proposed method demonstrated that it could become 
an alternative to Fisher’s test for the prescreening of genes which led to better 
performance of the SVM-RFE method. 

Keywords. Differentially expressed genes, Microarray data, Gene interactions, 
Machine learning 

1. Introduction 

In the analysis of microarray data, one of the most important tasks is the identification 
of differentially expressed genes (DEGs). Due to the large number of genes, univariate 
ranking methods have been widely employed, which can be divided into two categories: 
parametric approaches and model-free ones. The former category, epitomized by the t- 
test and ANOVA, assumes an underlying distribution that the samples are drawn from. 
Model free methods, in contrast, circumvent the assumption about data generation. To 
detect the DEGs, some methods have used a subset of the training sets, in which 
permutation of samples was implemented in order to prevent the false positive error 
from accumulating due to multiple testing. These methods include approaches 
bounding the “Family-Wise Error Rate” (FWER) which is the overall chance of one or 
more false positives and those controlling the “False Discovery Rate” (FDR) which is 
the expected percentage of false positives among the genes deemed as differentially 
expressed [10]. To identify important genes, some researchers have proposed gene 
selection methods, such as the gene pair selection approach [3], correlation-based 
approaches  [11],  Markov   blanket   filtering  [6],   minimum   redundancy  maximum 

                                                         
1 Corresponding author, Farr Institute of Health Informatics Research, Swansea University Medical 

School, Swansea, SA2 8PP, UK; E-mail:s.zhou@swansea.ac.uk. 

Informatics for Health: Connected Citizen-Led Wellness and Population Health
R. Randell et al. (Eds.)
© 2017 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-753-5-191

191

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use

mailto:s.zhou@swansea.ac.uk


relevance [5] and uncorrelated shrunken centroid [12]. The rationale behind this 
scheme is that a good feature subset is highly correlated with the class and uncorrelated 
with each other[11]. The above algorithms as filter methods perform feature selection 
independently of a classifier. In contrast, wrapper feature selection methods use a 
classifier to evaluate a feature subset from which a classifier is trained. A number of 
heuristic search strategies are thus proposed, such as, estimation of distribution, 
sequential search, genetic algorithms [9], as well as a incremental augmenting search 
scheme preceded by univariate gene ranking. In gene selection, embedded methods, on 
the other hand, use the intrinsic property of a specific classifier to evaluate feature 
subsets, such as random forest induced approaches [4] and algorithms measuring the 
importance of genes by weight vectors respectively yielded by Support Vector 
Machines (SVM), known as the SVM-Recursive Feature Elimination (RFE) algorithm 
[7] and logistic regression [8]. 

However, the majority of current methods for the detection of DEGs tend to rank 
genes individually. The problem is that such a paradigm is very likely to dismiss the 
genes whose discriminant powers are trivial individually but significant jointly, as 
exemplified by the rectangular grid dataset contaminated by with different noise levels. 
Thus, in this paper we proposed an impurity metric which can efficiently identify gene 
pairs with good generalization performances. The novelty of this metric is that the 
values of each feature are split into intervals while the number of split intervals is 
considered as a parameter to be optimized for gaining maximal discrimination. The 
significance of a feature pair is measured by the sum of correctly classified training 
samples across all the grids on the plane. The more significant a feature pair is, the larger 
the sum is. The method was compared with the traditional Fisher’s ratio test in the 
contexts of identification of DEGs. Experiments on the colon dataset [1] demonstrated 
that our proposed method could become an alternative to Fisher’s test for the 
prescreening of genes which led to better performance of the SVM-RFE method. 

2. Methods 

Our method starts with splitting each feature into multiple intervals. Then, a pair of 
features divide the data into a specific number of rectangular grids. For the training 
samples, these grids contain either the samples from multiple classes, or the samples 
from a sole class, or no samples. Assuming the total number of training samples within a 
grid is n, among which m samples are from the positive class. The number of correctly 
classified samples is the maximum of m and (n m). The significant feature pair is 
defined as the pair that optimise the problem Eq. (1): 

                                           (1) 

where i and j are the indexes of the feature pair. Representing the number of value 
interval for each feature by #vi, ∆(i, j, k) is the number of correctly-classified samples 
of the k-th grid among the (#vi)2  grids that features i and  j  divides the data into. So the 
significance of a feature pair is measured by the sum of correctly-classified training 
samples across all the grids. The more significant a feature pair is, the larger the sum is. 
The least significant a feature is, the closer the sum is to half of the total number of 
training samples. The rationale behind the algorithm lies in our novel perspective on 

X.-L. Xia et al. / Learning Differentially Expressed Gene Pairs in Microarray Data192

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



the binary classification process, with which the input space is partitioned into a 
specific number of disjoint grids. Each grid carries a specific label which indicates the 
class of all, or the majority, of the inclusive training samples. 

Grid search is employed to find the optimal settings of the parameters. In model se- 
lection, each classifier is trained with the selected hyper-parameters, in which the model 
performance is evaluated on validation data. The grid search selects the settings of the 
hyper-parameters that achieved the highest score in the validation procedure. 

The proposed metric is similar, in terms of its methodology, to the well-known 
metric of gini impurity. But gini impurity is developed in the framework of decision 
trees and thus the range of each feature is split into two intervals, while our method 
allows for multiple value intervals for each feature. 

3. Results of Prescreening Genes for Microarray Data 

The proposed method was employed as a filter method to prescreen genes in microarray 
data for the identification of significant feature pair, in which the SVM with selected 
genes was used to classify the samples. The performance of our proposed method was 
compared with that of Fisher’s ratio test in the SVM-RFE in terms of the prediction 
accuracy of the SVM established upon the selected genes. In our method, each   feature 
pair was assigned a score as the total number of correctly-classified training samples. 
Assuming n genes for a microarray dataset which results in n(n 1)/2 pairing  scores, 

five alternative ranking strategies were proposed: 

Strategy 1: A gene’s rank is decided by the mean of the (n 1) scores from pairing the 
gene with the remaining (n 1) gene respectively. 

Strategy 2:  Among all the n(n 1)/2 pairs, find the genes pairs whose scores are 
among the highest. The union of these gene pairs is used as the candidate 
gene set. 

Strategy 3: Select the genes pairs with the highest scores. Then, with a gene being 
included in one particular gene pair, the gene pairs with lower scores will 
be removed. The union of the resultant set of gene pairs is taken as the 
candidate set. 

Strategy 4:  Among all the n(n 1)/2 pairs, find the genes pairs with the  lowest 
scores. The union of these gene pairs is excluded from further analysis. 

Strategy 5: Select the genes pairs with the lowest scores. Then, with a gene being 
included in one particular gene pair, the gene pairs with higher scores will 
be kept. The union of the resultant set of gene pairs is excluded from 
further analysis. 

For microarray data with normal features less than 100 samples, it is highly 
recommended to employ the bootstrap resampling technique with replacement for an 
unbiased estimate [2]. The overall classification performance is the average of the 
performances on the resampled sets. 

In this study, the colon dataset contains the expression values of 2000 genes with 
highest minimal intensity from 62 tissues. The identity of the 62 tissues is given in file 
tissues. There are 22 normal tissues and 40 cancerous tissues [1]. The data was subjected 
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to base 10 log transformation, followed by each scaled to the value range of [ 1, 1]. 
The five strategies and Fisher’s ratio were respectively applied to the data to reduce the 
number of candidate genes to 1000. The three subplots for Figure 1 from left to right 
corresponds to the setting of #vi at 2, 3 and 4 respectively for our proposed method. In 
each subplot, the six different filtering methods were highlighted in different colors. 

 
Figure 1. The performance of the SVM as a function of the number of DEGs with the 

regularization parameter C = 10: The x-axis is the number of DEGs and the y-axis represents 
the accuracy of the SVM classification. 

Table 1 gives the top 48 pair of DEGs selected by Strategy 2 which corresponds to 
the red solid line in the leftmost subplot of Figure 1. In Table 1, the 1st column 
corresponds to the pairs with the top 12 ranking and the last three columns list a dozen 
of pairs respectively rank 13-th 24-th, 25-th 36-th,37-th 48-th. 

Table 1.  The top 48 pairs of DEGs selected by Strategy 2 
 

1st dozen 2nd dozen 3rd dozen 4th dozen 
(
Hsa.692, Hsa.549

)
 

(
Hsa.1972, Hsa.2645

)
 

(
Hsa.467, Hsa.562

)
 

(
Hsa.6080, Hsa.957

)
 

(
Hsa.823, Hsa.37937

)
 

(
Hsa.541, Hsa.692

)
 

(
Hsa.878, Hsa.8125

)
 

(
Hsa.4689, Hsa.652

)
 

(
Hsa.8147, Hsa.698

)
 

(
Hsa.678, Hsa.9235

)
 

(
Hsa.7877, Hsa.8223

)
 

(
Hsa.5398, Hsa.459

)
 

(
Hsa.831, Hsa.608

)
 

(
Hsa.832, Hsa.7728

)
 

(
Hsa.36694, Hsa.21562

)
 

(
Hsa.6039, Hsa.5392

)
 

(
Hsa.853, Hsa.8374

)
 

(
Hsa.580, Hsa.6472

)
 

(
Hsa.7498, Hsa.579

)
 

(
Hsa.2361, Hsa.6288

)
 

(
Hsa.688, Hsa.462

)
 

(
Hsa.2950, Hsa.36689

)
 

(
Hsa.951, Hsa.41208

)
 

(
Hsa.33965, Hsa.2610

)
 

(
Hsa.442, Hsa.662

)
 

(
Hsa.5971, Hsa.2715

)
 

(
Hsa.81, Hsa.421

)
 

(
Hsa.4252, Hsa.1454

)
 

(
Hsa.451, Hsa.692

)
 

(
Hsa.9972, Hsa.2097

)
 

(
Hsa.8052, Hsa.6814

)
 

(
Hsa.41282, Hsa.2996

)
 

(
Hsa.2357, Hsa.2928

)
 

(
Hsa.61, Hsa.45658

)
 

(
Hsa.24944, Hsa.57

)
 

(
Hsa.24506, Hsa.1410

)
 

(
Hsa.821, Hsa.6317

)
 

(
Hsa.316, Hsa.3331

)
 

(
Hsa.773, Hsa.1254

)
 

(
Hsa.3007, Hsa.29913

)
 

(
Hsa.42186, Hsa.8214

)
 

(
Hsa.36952, Hsa.960

)
 

(
Hsa.2654, Hsa.2821

)
 

(
Hsa.3306, Hsa.612

)
 

(
Hsa.3305, Hsa.6317

)
 

(
Hsa.8175, Hsa.627

)
 

(
Hsa.2471, Hsa.404

)
 

(
Hsa.3135, Hsa.3083

)
 

It can be seen from Figure 1 that, with the setting of #vi = 2, strategies 1, 2 and 3 
all outperformed the Fisher’s ratio. And with #vi = 2, Strategies 2 and 3 still remained 
superior to Fisher’s ratio. With #vi = 4, the performances of the six methods were more 
or less the same although strategy 1 was slightly the  best. 
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4. Discussions 

The proposed metric assessed the importance of gene pairs in terms of the sum of 
correctly classified training samples across all the grids. Although standard grid search 
suffers from the curse of dimensionality, in this study the number of split intervals for 
each gene does not need to be too big. By rule of thumb, for a training dataset with n 
samples, the feasible range of #vi could be [2, n]. In this study, the ∆(i, j, k) increases 
when the number of grids goes up from 4 (corresponding to #vi = 2) to 
16(corresponding to #vi = 4), while decreasing for the number of grids from 16 
(corresponding to #vi = 4 ) to 36 (corresponding to #vi = 6). So as a rule of thumb, the 
optimal #vi should be either #vi = 4 or #vi = 5. 

5. Conclusions 

In order to identify the significant feature pairs, this paper proposed an impurity metric 
to assess the significance of a feature based on the “purity” of the samples for the 
resultant subproblems. The advantage of the proposed method is that the number of 
value intervals for a feature is treated as a parameter to be optimized. In the 
identification of DEGs   for microarray data as a filter strategy, the proposed method 
has demonstrated better performance than Fisher’s ratio method. 

References 

[1] U. Alon, N. Barkai, D. A Notterman, K. Gish, S. Ybarra, D. Mack, and A. J Levine. Broad patterns of 
gene expression revealed by clustering analysis of tumor and normal colon tissues probed by oligonu- 
cleotide arrays. Proceedings of the National Academy of Sciences, 96(12):6745–6750, 1999. 

[2]  C. Ambroise and G.J. McLachlan. Selection bias in gene extraction on the basis of microarray gene- 
expression data. Proceedings of the National Academy of Sciences, 99(10):6562, 2002. 

[3] T. Bo and I. Jonassen. New feature subset selection procedures for classification of expression profiles. 
Genome Biology, 3(4):0017, 2002. 

[4] R. Dı́az-Uriarte and A. de Andrés.  Gene selection and classification of microarray data using random 
forest. BMC bioinformatics, 7(1):3, 2006. 

[5]  C. Ding and H. Peng.  Minimum redundancy feature selection from microarray gene expression data. 
Journal of Bioinformatics and Computational Biology, 3(2):185–206, 2005. 

[6] O. Gevaert, F.D. Smet, D. Timmerman, Y. Moreau, and B.D. Moor. Predicting the prognosis of breast 
cancer by integrating clinical and microarray data with Bayesian networks. Bioinformatics, 22(14), 
2006. 

[7] I. Guyon, J. Weston, S. Barnhill, and V. Vapnik. Gene selection for cancer classification using support 
vector machines. Machine Learning, 46(1):389–422, 2002. 

[8] S. Ma and J. Huang. Regularized roc method for disease classification and biomarker selection with 
microarray data. Bioinformatics, 21(24):4356–4362, 2005. 

[9] C.H. Ooi and P. Tan. Genetic algorithms applied to multi-class prediction for the analysis of gene 
expression data. Bioinformatics, 19(1):37–44, 2003. 

[10] V.G. Tusher, R. Tibshirani, and G. Chu. Significance analysis of microarrays applied to the ionizing 
radiation response. Proceedings of the National Academy of Sciences, 98(9):5116–5121, 2001. 

[11]  E.J. Yeoh, M.E. Ross, S.A. Shurtleff, W.K. Williams, D. Patel, R. Mahfouz, F.G. Behm, S.C. 
Raimondi, M.V. Relling, A. Patel, et al. Classification, subtype discovery, and prediction of outcome in 
pediatric acute lymphoblastic leukemia by gene expression profiling. Cancer Cell, 1(2):133–143, 2002. 

[12] K. Yeung and R. Bumgarner. Multiclass classification of microarray data with repeated measurements: 
application to cancer. Genome Biology, 4(12):R83, 2003. 

X.-L. Xia et al. / Learning Differentially Expressed Gene Pairs in Microarray Data 195

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



Developing a Manually Annotated Corpus 
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Abstract. This paper introduces the annotation schema and annotation process for 
a corpus of clinical letters describing the disease course and treatment of oestrogen 
receptor positive breast cancer patients, after completion of primary surgery and 
radiotherapy treatment. Concepts related to therapy, clinical signs, and recurrence, 
as well as relationships linking these, are identified and annotated in 200 letters. 
This corpus will provide the basis for development of natural language processing 
tools for automatic extraction of key clinical factors from such letters. 

Keywords. clinical letter corpus, annotated corpus, cancer follow-up 

1. Introduction 

In recent years, significant progress has been made in adoption of electronic medical 
records (EMR) with the aim of improving information access and flow within 
healthcare. However, data transfer between clinicians in different facilities remains 
problematic. In situations of shared care, a common form of communication is via 
letters between physicians. Clinical letters are generally free text documents discussing 
major aspects of care delivered, the current status of the patient and plans for future 
care. Even when stored in an EMR, their unstructured format means that details of 
patient care remain hidden, difficult to retrieve and unavailable for automated analysis. 

Cancer treatment and follow-up is a significant part of any health care system, and 
breast cancer is a common malignancy. After initial therapy, many patients with breast 
cancer may receive outpatient based endocrine therapy for several years. This may 
involve clinic visits to different health care providers, and medications can be 
prescribed from multiple sources. In this situation, follow-up care letters shared 
between clinicians are a major source of clinical data regarding treatment outcomes. 

This study examined a corpus of clinical letters regarding breast cancer patients on 
routine follow-up with the aim of (1) identifying major themes and text patterns in the 
clinical letters and (2) developing a reference corpus for subsequent analysis of such 
letters using automated natural language processing methods. 
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2. Background 

The follow-up care of cancer patients is often shared between clinicians and health 
services and information swapped via clinical documents. Natural language processing 
(NLP) has been shown to be able to extract information from such unstructured texts 
[4]. NLP pipelines have been used to identify breast cancer recurrence in clinical notes 
combined with pathology and radiology reports [1], as well as endocrine drug therapy 
patterns from EMR notes [5]. In each case, limited and predefined items of interest 
were extracted from the clinical history, and required the development of a corpus of 
texts in which those items were annotated, for training and evaluation of the NLP 
methods [2]. 

Whether NLP can be used to extract meaning more broadly from clinical notes is 
ultimately dependent on note content. A review of the literature on communication 
between doctors summarised expectations of timeliness and areas of content but also 
noted that in general, content was often considered to be inadequate [7]. Topics thought 
to be important in letters between doctors discussing patients with cancer include 
diagnosis and stage, treatments and side effects, prognosis, clinical status and follow-
up plans [6]. However, there has been little analysis of the actual content of clinical 
oncology letters shared between clinicians. 

3. Data: Clinical Letters 

The clinical cohort was a group of early stage breast cancer patients treated in a single 
cancer centre and seen in the medical oncology or radiotherapy clinics. 200 clinical 
letters were identified for inclusion in the corpus. 

Document selection: The patient cohort comprised patients diagnosed with a 
hormone receptor positive breast cancer in 2009 or 2010, who were treated and 
followed up in a large regional cancer service. The cohort all had oestrogen receptor 
positive breast cancers, had received surgery and radiotherapy but no chemotherapy 
and would normally be offered endocrine therapy. Selected letters were all dated after 
treatments such as surgery or radiotherapy were completed, aiming to capture the 
period where endocrine therapy alone was used. Each patient required a minimum of 3 
follow-up letters within that time period to be considered. 

The documents generally consisted of a narrative summary of the clinic visit, 
major clinical issues and future follow-up plans. Some letters contained a table 
summarising disease stage and treatment, or the time course of major clinical events. 
Of the 200 letters, 134 were from the medical oncology clinic and 66 from the radiation 
oncology clinic, with 64% written by consultants and the remainder by advanced 
specialty trainees. 

Document pre-processing and de-identification: Before annotation each document 
was converted from Word format into plain text for use in the brat annotation tool 
(http://brat.nlplab.org/). Letters were de-identified at this stage. De-
identification included removing patient details as well as clinician names and clinic or 
other addresses. Although each patient had multiple letters in the corpus the aim was to 
annotate each letter independently and so document names were obfuscated to remove 
sequencing order or other identifiable patterns. Text formatting was identified and 
converted into tags at the time of conversion in order to preserve potential additional 
meaning (e.g. bold summaries or tabular data). 
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Letter structure: All letters contained a standard table as a header containing 
patient details, patient record number and date seen. Many letters contained additional 
formatted text. Approximately 45% of letters had a bold text header containing a 
summary of the diagnosis and staging, and 73% contained a table outlining a basic 
chronology of the major events from diagnosis to the date the letter was created. 

Most letters (over 90%) were addressed to the local family physician with others 
sent to the treating surgeon. An additional addressee, typically to medical records or to 
other direct members of the treating team, was common. 

4. Annotation 

A schema for annotation of this set of clinical letters was developed. The schema 
defines major themes expected to be covered in letters for this patient population. 
Spans of text corresponding to specific concepts were identified and marked in the 
letters, and relations between them were captured where possible. 

4.1. Annotation Schema 

There were 6 groups of Concept annotations, as follows (detailed in Table 1):  
� Therapy related: mentions of endocrine therapy (the expected treatment in 

this corpus) but also other cancer and non-cancer related treatments.  
� Clinical: comments on clinical signs or symptoms, names of tests, test results 

associated with clinical findings, indications of the severity of clinical findings 
(or their absence) and note of comorbidities.  

� Recurrence: statements indicating possible recurrence or statements 
indicating lack or absence of recurrence (expected to be a far more common 
event).  

� Follow-up: plans for further appointments with the letter sender. 
� Discussion: statements that noted some discussion had taken place around 

treatments. The purpose of this annotation was to potentially allow distinction 
between mention of other concepts (such as endocrine therapy) in the context 
of a discussion rather than as part of current therapy.  

� Supporting: additional info, such as time points indicating currency of 
therapy (e.g., prior, current, future). 

Relations were also defined, to link concepts within four main areas:  
� Therapy: Linking therapy to timing, toxicities or interventions for recurrence.  
� Clinical: Linking clinical findings to severity, comorbidities or negation.  
� Recurrence: Linking possible recurrence statements to clinical findings.  
� Results-discussion: Linking the discussion to the context of discussion.  

4.2. Annotation Process and Merging 

Two cancer physicians – a radiation oncologist and an advanced trainee in medical 
oncology – annotated the corpus using the schema. The first annotator (GP) created the 
schema and iteratively modified it through regular meetings while annotating a subset 
of the total corpus. The two annotators then jointly annotated a number of documents to 
clarify any initial misunderstandings. 

G. Pitson et al. / Developing a Manually Annotated Corpus of Clinical Letters198

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



Once all documents had been annotated, reviewed and checked by each annotator, 
a single merged corpus was created. For overlapping annotations of the same concept, 
the longest text span was taken. Concepts annotated by just one annotator were added 
to the merged set as long as the new concept did not clash (overlap) with an existing 
concept. Relations were added automatically where the relation and both related 
concepts were to be added to the merged set. 

5. Results 

A summary of the annotations is presented in Table 1 (for concepts) and in Table 2 (for 
relations). A total of 2739 concept and 898 relation annotations were made across the 
200 clinical letters in the corpus. Inter-Annotator Agreement (IAA) was assessed using 
the F1-measure, the harmonic mean (β=1) of Precision (or positive predictive value, 

) and Recall (or sensitivity, ), treating one annotator’s annotations as truth 
and evaluating the overlap of the other annotator’s annotations with those. This 
measure has advantages over other measures in contexts such as this where the 
expected number of true negatives – text lacking annotations – is ill-defined [3]. 

Concept annotation agreement was measured using an exact match (where both the 
annotated text span and annotated concept agreed; results not shown) and an overlap 
match (where the annotated concept matched but the text spans of the annotators 
overlapped; shown in Table 1). 

Concepts: The concepts of No recurrence, follow-up and Timing of therapy had 
low exact F-measures of 0.56, 0.72 and 0.70 but overlap F-measures of 0.85, 0.98 and 
0.92 respectively. Most of the exact match difference was caused by inclusion of text 
identifying the patient (such as the de-identified patient name or pronoun such as ‘she’) 
by one of the annotators. The Discussion concept had low exact match agreement; this 
was due to differing interpretations of the annotation guidelines. Accounting for 
overlap, the Discussion concept F-measure improved to 0.80. 

Table 1: Annotation statistics for each concept type, including total number, number of documents with 
at least one annotation of that type (Doc Cov=coverage), the average number of annotations per covered 
document, and inter-annotator agreement (IAA, using F1-measure). 

Concept Count Doc Cov (%) Num/Doc IAA 
Endocrine therapy 390 186 (93) 2.1 0.97 
Other therapy (non-cancer) 113 57 (29) 2.0 0.88 

Clinical finding 211 136 (68) 1.6 0.94 
Clinical severity 69 53 (27) 1.3 0.95 

Name of test 305 150 (75) 2.0 0.97 
Test result 114 82 (41) 1.4 0.93 
Comorbidity (not breast cancer) 63 47 (24) 1.3 0.86 

No evidence of recurrence 472 177 (89) 2.7 0.84 

Follow-up with this physician 191 190 (95) 1.0 0.98 

Discussion noted 67 41 (21) 1.6 0.80 
Context/Basis of discussion 53 40 (20) 1.3 0.84 

Timing of therapy 291 182 (91) 1.6 0.91 
Time point 400 189 (95) 2.1 0.95 
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Relations: Relations were considered a match if the relation type and both linked 
concepts matched. The lowest F-measure is seen in relations linking concepts that 
themselves have relatively low annotation agreement. 

6. Discussion and Conclusions 

This study has shown that annotation of a corpus of clinical documents in breast cancer 
is feasible. Allowing for concept matching based on overlapping text spans resulted in 
good agreement, with F-measures of 0.80 or above. Themes are consistent across 
letters and include the important clinical information identified by [6]; around 90% of 
clinical letters of early stage breast cancer patients mention the prescribed endocrine 
therapy, disease status and follow-up plans. Toxicity of therapy (or absence) and tests 
performed are noted less frequently. 

This quantitative content analysis of clinical letters in breast cancer patient follow-
up is novel and has confirmed that these unstructured documents contain valuable 
clinical information. Future work will develop natural language processing techniques 
using this data to enable automatic extraction of this information. 
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Abstract. Automated diagnosis coding can be provided efficiently by learning 
predictive models from historical data; however, discriminating between thousands 
of codes while allowing a variable number of codes to be assigned is extremely 
difficult. Here, we explore various text representations and classification models 
for assigning ICD-9 codes to discharge summaries in MIMIC-III. It is shown that 
the relative effectiveness of the investigated representations depends on the 
frequency of the diagnosis code under consideration and that the best performance 
is obtained by combining models built using different representations.  
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1. Introduction 

The digitization of healthcare brought about by the adoption of electronic health record 
(EHR) systems has made vast amounts of data available for processing by computers 
[1]. Secondary use of EHR data enables the efficient and often effective provision of 
clinical decision support at the point of care by building predictive models that learn 
from large-scale observations of historical data to, e.g., automatically assign or suggest 
diagnosis codes. Automating the process of diagnosis code assignment can drastically 
reduce healthcare costs but is challenging due to the inherent difficulty of predicting 
one or more labels from a large set of classes [2]: ICD-9, for instance, includes around 
14,000 unique codes organized in a hierarchical fashion. As a result, many studies have 
limited the task in some way, e.g. by focusing on a small subset of codes, as in the 
CMC challenge [3], or on a specific outcome such as mortality [4] or adverse drug 
events [5]. In reality, the number of distinct combinations of diagnosis codes in EHRs 
is extremely large and the distribution of codes highly skewed, both of which present 
challenges for supervised learning approaches [6]. To address these, Perotte et al. [7] 
proposed a classification strategy that exploits the hierarchy of ICD-9, demonstrating 
improved performance over a flat prediction model (F1: 0.29 vs. 0.21), while a similar 
approach improved performance on adverse drug event detection [8]. In this study, we 
continue to explore these classification strategies, while focusing on yet another key 
issue: text representation. In a classification setting, a document is often represented as 
a bag of words, i.e. using simple (weighted) frequencies. Although such shallow 
representations often yield competitive performance, deep representations that account 
for the semantics of words have been proposed, improving performance on various 
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diagnosis coding tasks [9,10]. These representations derive vector representations of 
words (embeddings) based on their distribution in different contexts: the assumption is 
that words appearing in similar contexts (i.e. co-occurring with overlapping sets of 
words) have similar meanings. Here, we show that the relative effectiveness of these 
representations is related to the frequency of the considered class and that overall 
performance can be improved by combining shallow and deep text representations. 

2. Methods & Materials  

We investigate the use of various predictive models for ICD-9 coding of discharge 
summaries. Two text representations – shallow and deep – are provided to the learning 
algorithm and their effectiveness, w.r.t. predictive performance, is analyzed for 
diagnosis codes of varying frequency. Several strategies for combining predictive 
models that exploit different representations are then explored; the entire analysis is 
conducted using two classification strategies previously proposed in the literature.  

Text Representations: Two popular text representations are used: (1) a shallow 
representation describing each document as a bag-of-words (BoW), i.e. the (weighted) 
frequency distribution of words in some vocabulary, here defined as the 10,000 words 
with the highest Term Frequency - Inverse Document Frequency (TF-IDF) scores in 
the training data; (2) a deep representation describing each document as a TF-IDF-
weighted sum of semantic vectors that have been learned using the continuous bag-of-
words (CBOW) model of Word2Vec (W2V) [11]. The CBOW model trains a single-
layer neural network that learns to predict words based on their contexts, i.e. adjacent 
words within a symmetric window of a given size; the parameters learned in the hidden 
layer give us semantic vector representations of words.  

Combination Strategies: Once predictive models have been trained using a given 
representation, they can be combined in an attempt to improve performance. A 
distinction exists between early fusion and late fusion. In the former, the combination 
takes place prior to learning, typically by combining feature sets. Here, a combination 
strategy named Fusion is investigated, in which features from the two representations 
are simply concatenated prior to learning a single predictive model. Various late fusion 
strategies are also explored. Select One chooses a representation and the corresponding 
model based on the observed best performance for the diagnosis code within a certain 
frequency interval. Two other strategies are based on simple set operations: Union 
takes the union of the predictions, while Intersection takes the intersection of the 
predictions made by the two models. Finally, Probability Averaging takes a weighted 
average of the class probabilities produced by the models; here, the weights are 
determined by the observed predictive performance scores for diagnosis codes within a 
certain frequency interval. A fitted sigmoid was used to obtain probability estimates 
from the trained Support Vector Machine (SVM) models [12].  

Classification Models: Two classification models are used2 [7]: the flat SVM 
model uses all available training examples, while the hierarchical SVM model exploits 
the ICD- 9 hierarchy3. In both settings, the multi-label problem is binarized with a one-
versus-all model per diagnosis code. In the flat classification model, documents to 
which a given diagnosis code has been assigned serve as positive examples and all 
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others as negative examples. In the hierarchical model, codes are augmented by their 
ancestors as follows. Training is carried out from the root downwards: only codes from 
the parent’s sub-tree are considered, where all instances rooted in the code itself serve 
as positive examples and the remaining ones as negative examples. The prediction 
follows the same hierarchical procedure: if a parent node has been predicted as 
negative, no child can be positive, while only leaf nodes serve as final predictions [13].  

Experimental Setup: The experiments were conducted using data from the 
Medical Information Mart for Intensive Care III (MIMIC-III) [14], a publicly available 
database comprising de-identified health data for over 40,000 critical care patients. All 
discharge summaries and assigned ICD-9 diagnosis codes were extracted from the 
database. Codes occurring fewer than 50 times were filtered out, resulting in 59,531 
non-empty discharge summaries with at least one assigned diagnosis code. The 
discharge summaries were tokenized, part-of-speech tagged and lemmatized, while 
common stopwords4 were removed. The preprocessed corpus has a vocabulary size of 
around 125,000, with approximately 44 million instances. The average length of a 
discharge summary is 742 words (± 435.3). There are 1,301 distinct ICD-9 codes that 
occur a total of 634,375 times, resulting in an average of 10.66 (± 5.74) codes per 
summary. The code distribution is strongly skewed towards low-frequent codes: 83% 
of the codes occur in less then 1% of the discharge summaries. For classification, the 
LibLinear SVM [15] implementation was used and all representations were L2-
normalized. The dataset was divided into a training set (80%), a development set (10%) 
and an evaluation set (10%). The following parameters were optimized using 5-fold 
cross-validation on the training set: the window size and dimensionality of the W2V 
models, as well as the c-value of the linear SVM. To limit the parameter optimization 
procedure, a sequential approach was taken whereby, first, the window size (5, 10, 25, 
50, 100, 150, 200, 250) was optimized using a dimensionality of 200; then, the 
dimensionality was successively increased5 (200, 400, 600, 800, 1000); finally, various 
c-values were explored (2x, where x  {0, 1, 2, 3, 4, 5}). The training set was also 
used for comparing the BoW and W2V representations: with the hypothesis that the 
effectiveness of a given representation may depend on the frequency of a diagnosis 
code, the predictive performance was analyzed in three subsets of the training set, 
corresponding to tertiles based on code frequency. Models were then trained on the 
entire training set and, based on the observations of the tertile analysis, the combination 
strategies were evaluated on the development set. Finally, the best single and 
combination models were trained on the tuning and development sets and compared on 
the evaluation set, where McNemar’s test [17], with one degree of freedom, was used 
to verify the statistical significance of the results. 

3. Results  

The parameter tuning favored a large window size and dimensionality for the W2V 
spaces and various c-values for the SVM models (Figure 1). The tertile analysis shows 
that the predictive performance strongly decreases with a lower code frequency (Figure 
2). The shallow BoW model performs better on high-frequent codes; however, for 

                                                         
4 http://www.ranks.nl/stopwords [Accessed October 24, 2016] 
5 Increasing the dimensionality of semantic spaces can lead to improved performance [16]. 
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medium- and low-frequent codes, the deep W2V representation outperforms BoW in 
both classification models. 

 
Figure 1. Parameter tuning: W2V window size, W2V dimensionality, SVM c-value. 

A comparison of various combination strategies showed that the Union and Fusion 
models performed best in both classification models (Figure 2). The Union model leads 
to increased recall at the expense of precision, but outperformed the Fusion model in 
terms of F1-score. When comparing the best single model with the best combined 
model on unseen data, the following was observed. In the flat model, BoW achieved 
58.68% precision, 29.96% recall and 36.95% F1-score. The Union model achieved 
55.10% precision, 33.74% recall and 39.16% F1-score. In the hierarchical model, the 
BoW representation achieved 43.96% precision, 35.98% recall and 37.97% F1-score. 
The Union combination achieved 40.08% precision, 41.69% recall and 39.25% F1-
score. In both settings, the Union prediction model outperformed the BoW 
representation in terms of F1-score, by 2.21 points in the flat and 1.28 points in the 
hierarchical setting. McNemar’s test applied independently within each classification 
model showed that the differences in performance were significant (p < 0.01).  
 

 
Figure 2. Results: Tertile Analysis and Combination Strategies. 

4. Discussion  

The tertile analysis revealed that the relative effectiveness of the two investigated text 
representations depends on the frequency of the diagnosis code under consideration. 
The deep representation outperformed the shallow counterpart for rare and medium- 
frequency codes, which can be explained by the lack of training examples to learn 
from: distributional semantics can then help the classifier to exploit similarities in word 
meaning between different surface tokens. The complementary nature of the 
representations was exploited by combining models trained using different 
representations. A number of combination strategies were evaluated, with the rather 
naive strategy of taking the union of the predictions outperforming the alternatives. 
This late fusion strategy hence outperformed the early fusion strategy; in another study 
on diagnosis code assignment where various late fusion strategies were compared to 
early fusion, this was not the case [18]. The combined model significantly 
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outperformed the best single model and the results are substantially higher than those 
presented in [7], in part due to properly tuning the parameters but largely as a result of 
combining text representations. The performance gain of the Union model can be 
attributed to the fact that in large clinical datasets, an increase in recall of frequent 
codes mostly affects performance gains in terms of F1-score [6]. 
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Abstract. The prevalence of erectile dysfunction (ED) has been extensively studied 
worldwide. Erectile dysfunction drugs has shown great efficacy in preventing male 
erectile dysfunction. In order to help doctors know drug taken preference of patients 
and better prescribe, it is crucial to analyze who actually take erectile dysfunction 
drugs and the relation between sexual behaviors and drug use. Existing clinical 
studies usually used descriptive statistics and regression analysis based on small 
volume of data. In this paper, based on big volume of data (48,630 questionnaires), 
we use data mining approaches besides statistics and regression analysis to 
comprehensively analyze the relation between male sexual behaviors and use of 
erectile dysfunction drugs for unravelling the characteristic of patients who take 
erectile dysfunction drugs. We firstly analyze the impact of multiple sexual behavior 
factors on whether to use the erectile dysfunction drugs. Then, we explore to mine 
the Decision Rules for Stratification to discover patients who are more likely to take 
drugs. Based on the decision rules, the patients can be partitioned into four potential 
groups for use of erectile dysfunction: high potential group, intermediate potential-
1 group, intermediate potential-2 group and low potential group. Experimental 
results show 1) the sexual behavior factors, erectile hardness and time length to 
prepare (how long to prepares for sexual behaviors ahead of time), have bigger 
impacts both in correlation analysis and potential drug taking patients discovering; 
2) odds ratio between patients identified as low potential and high potential was 
6.098 (95% confidence interval, 5.159-7.209) with statistically significant 
differences in taking drug potential detected between all potential groups.  

Keywords. Statistics, Data mining, Erectile dysfunction, Drug Therapy 

1. Introduction 

Erectile dysfunction is sexual dysfunction characterized by the inability to develop or 
maintain an erection of the penis during sexual activity in humans [1]. The prevalence of 
erectile dysfunction (ED) has been extensively studied worldwide [2,5]. Erectile 
dysfunction drugs, such as Sildenafil, has shown great efficacy in preventing male 
erectile dysfunction. However, in China, the use of erectile dysfunction drugs greatly 
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depends on patients’ consciousness. Therefore, it is crucial to analyze who actually take 
erectile dysfunction drugs and the relation between sexual behaviors and drug use [4, 3]. 
Existing linical studies usually used descriptive statistics and regression analysis based 
on small volume of questionnaire data. However, the studies did not clearly unravel the 
characteristic of patients who take erectile dysfunction drugs. 

In this paper, we use statistics, regression analysis and data mining approaches to 
analyze the relation between male sexual behaviors and use of erectile dysfunction drugs 
based on the 48,630 sexual behavior questionnaires. We firstly analyze the impact of 
multiple sexual behavior factors on whether to use the erectile dysfunction drugs. Then, 
we explore to mine the Decision Rules for Stratification to discover patients who are 
more likely to take drugs. In order to learn the impact of sexual behavior factors, we 
firstly use the Pearson correlation coefficient to compute the univariate correlation 
between factors and outcome. Furthermore, we use multivariate logistic regression to 
measure the impact of factors on the outcome. Then, we use Classification And 
Regression Tree (CART) to learn the decision rules to discover patients who are more 
likely to take drugs. The learnt knowledge can help doctors know drug taken preference 
of patients and better prescribe. The insight discovered from the work is validated by 
clinical professionals and is deemed to benefit the related deeper clinical research.   

2. Material & Method 

By web-based digital questionnaires, data were collected in China. The participants were 
the web users accessing the digital questionnaire by Internet. No personal identifying 
information was obtained from any subject. The questionnaire requested information 
on the frequency, erection hardness, time length to prepare (how long to prepares for 
sexual behaviors ahead of time), and whether to use erectile dysfunction drugs and so on. 
Overall, 154,003 questionnaires were collected where 48,630 of them completed the 
questions in questionnaires. For decision rules learning, the 39,032 questionnaire records 
(80% random sampling from full data) are used to develop the model (training cohort) 
and the remain 9,598 questionnaire records (20% random sampling from full data) are 
used to test the model (testing cohort). 

Based on the large questionnaire data, we analyze impact of multiple sexual behavior 
factors for outcome and mine the Decision Rules for Stratification to discover patients 
who are more likely to take drugs.  

2.1. Factor Impact Analysis 

We firstly use the Pearson correlation coefficient [7] to measure the correlation between 
the outcome (whether to use the erectile dysfunction drugs) and each factor. The 
correlation coefficient is a value that quantifies the dependence between factor and 
outcome. 

In order to further associate the outcome with several factors and examine the 
potential confounding effect of certain factor, the logistic regression is usually applied. 
In the logistic regression learning, the derived odds ratio is similar to, but somewhat 
different from, the more commonly understood relative risk or risk ratio. 
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2.2. Decision Rules Learning 

The CART method is an empirical, statistical technique based on recursive partitioning 
analysis [6]. Unlike multivariable logistic regression, it is well suited to the generation 
of clinical decision rules. Furthermore, because it does not require parametric 
assumptions, it can handle numerical data that are highly skewed or multimodal and 
categorical predictors with either an ordinal or nonordinal structure. The CART method 
involves the segregation of different values of classification variables through a decision 
tree composed of progressive binary splits. Every value of each predictor variable is 
considered as a potential split, and the optimal split is selected based on impurity criterion 
(the reduction in the residual sum of squares due to a binary split of the data at that tree 
node). This process continues with both tree building and pruning until statistical 
analysis indicates that the tree fits without overfitting the information contained in the 
data set. As a result, CART analysis produces decision trees that are simple to interpret 
and may be applied at the bedside. 

The ability of the derived decision tree is to determine users to have low, 
intermediate-1, intermediate-2, and high potential for drug taking. The users from the 
test cohort were classified into potential groups based on the learnt CART tree. For the 
outcome of taking drugs, the ORs and 95% CIs between potential groups were 
determined (logistic regression in SPSS version 24, IBM Institute Inc). 

3. Results and Discussion 

Four factors are obtained from the questionnaire data, Age, Frequency of sexual activities, 
Erectile hardness and Time length to prepare (how long to prepares for sexual behaviors 
ahead of time). Because of the question request style, all factors are ordinal values. Such 
as, the values of Age are <20 years old, 20~30, 30~40, 40~50, 50~60 and >60; the values 
of Frequency (Monthly) are 0~2 times, 3~4, 5~6, 7~8, 8~10 and >10; the values of 
Erectile hardness are softness, little hardness, middle hardness and strong hardness; the 
values of Time length to prepare are no time, 1 hours, several hours, 1day and 1week. 
Hence, we firstly use discretization values 1,2,3… to represent them. 

3.1.  Factor Impact Analysis 

Analysis results based on Pearson correlation are shown in Table 1. Apparently, age and 
time length to prepare are positive correlative with taking drugs which means older the 
male is, more potential the male goes to take medicine. Frequency of sexual behaviors 
and erection hardness are negative correlative with taking drugs which means softer the 
hardness is, more potential the male goes to take drugs.  

Table 1. Pearson correlation analysis 

  Age Frequency Hardness Time to prepare 

Whether to 
take drugs 

Pearson 
Correlation 0.094 -0.102 -0.205 0.116 

Sig. (2-tailed) <0.01 <0.01 <0.01 <0.01 
 
Analysis results based on logistic regression are shown in Table 2. Obviously, hardness 
has biggest impact for determining taking drug potential as common sense, and 
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frequency has smallest impact among factors. Moreover, impact trend of each factor is 
compatible with correlation presented in above subsection. Compared with Pearson 
correlation analysis, logistic regression considering confounding effect make difference 
among factor impacts more evident. 

Table 2. Logistic regression analysis 

     95% C.I.for EXP(B) 
 B S.E. Sig. Exp(B) Lower Upper 
Age 0.168 0.010 <0.01 1.183 1.159 0.168 
Frequency -0.059 0.006 <0.01 0.943 0.932 -0.059 
Hardness -0.513 0.013 <0.01 0.599 0.583 -0.513 
Time to prepare 0.217 0.009 <0.01 1.243 1.220 0.217 

3.2. Decision Rule Learning 

 
Figure 1. Predictors of taking drugs and potential stratification for the train cohort 

Fig. 1 depicts the final tree generated by the CART analysis along with the questionnaire 
data for each child node of this tree. These branch points permit user stratification into 
four groups: high potential, intermediate potential-1, intermediate potential-2 and low 
potential. 

Of the 4 variables (Age, Frequency, Hardness, and Time length to prepare) evaluated, 
the CART method firstly identifies Hardness factor as the best single discriminator 
between taking drugs and not taking drugs to split data into two nodes, left leaf node with 
strong-hardness as low potential and right child node with not strong-hardness. The next 
best predictor of taking drugs in not strong-hardness node is time length to prepare. The 
node with not strong-hardness is split into two new nodes, right leaf node with no time 
to prepare as high potential and left child node with some time to prepare. For the node 
with some time to prepare and not strong-hardness, a higher granularity level of hardness 
(middle harness, and little hardness, softness) is used to furthermore partition the data 

38792 records in Cohort 

12.1% Taking 
drug (2,047/16,854) 

26.6% Taking 
drug (5,835/21,938) 

Hardness (strong-hardness) Not strong hardness (middle-hardness,  
little-hardness,  
softness) 

33.1% Taking 
drug (3,471/11,292) 

19.7% Taking 
drug (2,094/10,646) 

Some time to prepare (>=1hours) No time to prepare 

27.7% Taking 
drug (2,248/8,103) 

46.8% Taking 
drug (1,493/3,189) 

Hardness (middle hardness) 
Hardness (little hardness, softness) 
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into two nodes, left leaf node with middle hardness as intermediate potential-1 and right 
leaf node with little hardness or softness as intermediate potential-2. The interesting 
founds is that the patients with little hardness or softness has highest possibilities to take 
drugs rather than middle hardness. 

Table 3. Taking drugs OR values between potential groups in test cohort 

 

Table 3 summarizes the OR results in these 4 potential groups based on test data. The 
OR value between the high-potential and low-potential groups was 6.098 (95% 
confidence interval, 5.159-7.209), with statistically significant differences in taking drug 
potential detected between all potential groups. Although additional nodes involving 
additional variables could be generated, they offered little incremental discrimination. 

Conclusions 

In this paper, we use statistics and data mining approaches to analyze correlation between 
male sexual behaviors and use of erectile dysfunction drugs. In the future, the approaches 
are general and can be adapted to large number of factors analysis tasks. 
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    95% C.I.for EXP(B) 
Low Potential 

(Reference) B S.E. Sig. Exp(B) Lower Upper 
intermediate 

potential-2 
0.572 0.067 <0.01 1.772 1.554 2.021 

intermediate 
potential-1 

0.980 0.067 <0.01 2.664 2.335 3.040 

high potential 1.808 0.085 <0.01 6.098 5.159 7.209 
      95% C.I.for EXP(B) 

 
intermediate 

potential-2 
(Reference) B S.E. Sig. Exp(B) Lower Upper 

 intermediate 
potential-1 

0.408 0.069 <0.01 1.503 1.313 1.721 

 high potential 1.236 0.087 <0.01 3.441 2.904 4.078 

     95% C.I.for EXP(B) 
intermediate 

potential-1 
(Reference) B S.E. Sig. Exp(B) Lower Upper 

high potential 0.828 0.087 <0.01 2.289 1.931 2.713 
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Abstract. National health surveys are routinely conducted to provide value data 
about a country’s health status and the health services being consumed by the 
population. This information is used for surveillance, research, and the planning of 
healthcare services at local and national levels. Although these national health 
surveys are viewed as important resources for public and population health, there 
is limited information as to the type of research being conducted with these 
surveys. This study investigates, through the use of automated text data mining, an 
approach to identify and collate the type of academic literature being published 
using national health surveys. 

Keywords. Text data mining, algorithm, epidemiology, literature review, national 
health survey 

1. Introduction 

National health surveys are routinely conducted to provide value data about a country’s 
health status and the health services being consumed by the population. This 
information is used for surveillance, research, and the planning of healthcare services at 
local and national levels. Because of the availability and comprehensiveness of these 
surveys, this data is routinely analyzed by various academic and government 
institutions with the results being disseminated through the academic literature. Many 
countries engage in conducting national health surveys, as illustrated in Table 1, which 
not only allows for national comparisons, but for international comparisons as well. 

The type of epidemiology and health services research being conducted with these 
national health survey datasets has not been described in the literature to our 
knowledge. Previous studies have examined the use of statistical methods in the 
biomedical literature[1], as well as individual journals[2]. Text data mining has also been 
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applied to examine the statistical methods utilized in the published medical literature[3] 
and within a Canadian national health survey[4].  

The objective of this study was to develop an automated approach for determining 
the type of epidemiology and health services research being conducted using national 
health surveys and published in the academic literature, based strictly upon identifying 
specific keywords and phrases found in the paper’s title. 
   

Table 1. Examples of National Health Surveys 

Survey Country Description 
CCHS Canada           Canadian Community Health Survey (CCHS) is a cross 

sectional survey, conducted since 2001, that collects health 
status, health care services utilization and health determinants 
data of the Canadian population. [5] 

BRFSS United States Behavioral Risk Factor Surveillance System (BRFSS) is a 
health survey, conducted since 1984, collects health related 
risk behaviors, chronic health conditions, and use of healthcare 
services for the United States (US) population.[6] 

NHANES United States National Health and Nutrition Examination Survey 
(NHANES), conducted since the early 1960s, assesses the 
health and nutritional status of adults and children in the US.[7] 

KNHANES South Korea Korean National Health and Nutrition Examination Survey 
(KNHANES) is conducted to evaluate the health and 
nutritional status of the South Korean population. [8] 

2. Methods 

2.1. Literature Search Strategy 

Literature searches were conducted for each of four national health surveys appearing 
in Table 1 using the PubMed bibliographical database. For the CCHS, our search 
strategy consisted of the phrase “Canadian Community Health Survey”; BRFSS 
consisted of “Behavioral Risk Factor Surveillance System”; NHANES consisted of the 
term “NHANES” or the phrase "National Health and Nutrition Examination Survey" 
with both of them excluding the terms “Korea*”; and the KNHANES search consisted 
of term “KNHANES” or the phrase "Korean National Health and Nutrition 
Examination Survey". All of the searches were limited to title and abstract only and 
were conducted on October 24, 2016. We did not assess if the national health survey 
was the major topic of the paper or was only referenced. 

2.2. Data Management and Custom Software 

All of the references were imported into a custom written Java-based literature 
reference management program (Synthesis). This software was created by DWY and is 
described in more detail elsewhere[4]. Synthesis is built upon the open-source Apache 
Lucene database and has the ability to manage textual documents for collating, 
managing, and performing Boolean queries based upon the imported references in the 
Lucene database. The Synthesis software is capable of taking a text definition file 
based upon keywords or phrases, Boolean operators, wildcards, and proximity 
searching and tag every reference that meets the user-defined criteria.       
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2.3. Topic Algorithm Development 

To determine the research topics, DWY and KMF used the CCHS references to 
identify the main categories. Main categories consisted of keywords, phrases, and basic 
algorithms. This was an iterative process, which involved looking for commonly used 
words in the titles of the CCHS references and determining whether it was a suitable 
candidate to include within the main categories. This is described below. 

To aid in the identification of commonly occurring words, a dynamic Word Cloud 
included in Synthesis was utilized. Once a topic/concept of interest was identified, a 
combination of Boolean logic (AND, OR, NOT) and wildcards was used to construct a 
statement that could automatically identify and tag the concept within Synthesis. An 
example of a statement defining the concept of Determinants would be: 
‘title:determinants AND NOT title:"social determinants"’.   

Once a concept was identified and determined suitable for inclusion, it was 
grouped into a higher-level main category. It should be noted that many frequently 
appearing words in the title were not suitable to be included as they were either too 
general and often did not reflect a topic categorization. Titles where the algorithm 
produced no categories were then marked as ‘Unclassified’. We did encounter several 
references in the Unclassified category that could benefit from more in depth analysis 
and rules. An example of this were references that simply had the Outcome and the 
Exposure as the title (e.g. Smoking and oral health status) which would indicate 
belonging to the Association category. However, to categorize these kinds of references, 
a list of potential domain area variables (e.g. smoking, oral health, etc.) would need to 
be constructed which we determined was outside of the scope of this paper.     
 
Table 2. Category Definitions 

Main Category Category Concepts 
Characteristics Characteristics, Epidemiology, Determinants, Factor, Comorbidity, 

Consumption, Behavio(u)r, Burden, Unmet, Inequality, Inequity, Profile, 
Classification, Descriptive, Among 

Association Association, Between, Relationship, Differences, Comparison, Variation, 
Correlation, Disparities, Link 

Estimates Estimates, Prevalence, Incidence, Occurrence, Adjusted 
Surveillance Surveillance, Trends, Increase, Decrease, Change, Pattern, Update, 

Incremental, Screening, Rate 
Risk Risk                   

Utilization Utilization, Usage, Access, Services, Treatment 
Prediction Prediction, Forecast, Impact, Adherence, Determinant 
Evaluation Evaluation, Validation, Accuracy, Reliability 

Implementation Implementation, Application, Planning, Management, Recommendation 
Methodology Methodology, Algorithm, Derive, Design, Develop 

Spatial Spatial, Geographical, Map 
Unclassified No categories identified 

 
In total, eleven main categories were identified: Association, Characteristics, 

Estimates, Surveillance, Risk, Utilization, Implementation, Validation, Prediction, 
Methodology, and Spatial. Each of these main categories consisted of a variety of 
associated keywords/concepts as a main category could represent several associated 
concepts. For example, the Utilization main category consisted of derivatives of the 
following keywords: utilization, usage, access, services, and treatment. A list of the 
main categories and their associated sub-categories can be found in Table 2. It should 
be noted that a paper may be tagged with more than one category. 
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3. Results 

Four separate literature searches were conducted.  The search for the CCHS dataset 
resulted in 996 references, BRFSS 2289 references, NHANES 8286 references, and 
KNHANES 986 references. The 11 main concept algorithm definition file was applied 
within Synthesis to each of the four datasets (see results in Table 3). 

The two most frequent main categories across all datasets were Characteristics and 
Association. Characteristics was identified in 25.0%, 34.1%, 19.0%, and 17.3% of the 
CCHS, BRFSS, NHANES, and KNHANES datasets, while Association was identified 
in 20.1%, 15.3%, 22.7%, and 33.4% of the datasets. The Estimates, Surveillance, and 
Risk main categories were the next most frequent groups, accounting for 7.5%, 7.5%, 
and 5.3% of the CCHS references, 10.2%, 11.7%, and 6.1% of the BRFSS references, 
8.3%, 7.8%, and 8.9% of the NHANES references, and 8.9%, 9.0%, and 9.9% of the 
KNHANES references. The next natural grouping of main categories based upon 
percentages identified in the four datasets consisted of Utilization, Prediction, 
Evaluation, Implementation, Methodology, and Spatial. These main categories were 
represented in the low single digit percentage of all categories amongst the four 
datasets. References where a category could not be identified were labeled as 
Unclassified and percentages across the databases ranged from 9.7% (BRFSS), 12.9% 
(KNHANES), 18.5% (CCHS), to 22.6% (NHANES). 

  
Table 3. Results from Topic Algorithm 

Main Category CCHS BRFSS NHANES  KNHANES 
Characteristics 345 (25.0%) 1214 (34.1%) 2107 (19.0%) 247 (17.3%) 

Association 278 (20.1%) 545 (15.3%) 2516 (22.7%) 478 (33.4%) 
Estimates 104 (7.5%) 362 (10.2%) 914 (8.3%) 127 (8.9%) 

Surveillance 103 (7.5%) 417 (11.7%) 867 (7.8%) 128 (9.0%) 
Risk 73 (5.3%) 217 (6.1%) 989 (8.9%) 141 (9.9%) 

Utilization 77 (5.6%) 166 (4.7%) 199 (1.8%) 23 (1.6%) 
Prediction 54 (3.9%) 102 (2.9%) 419 (3.8%) 47 (3.3%) 
Evaluation 27 (2.0%) 55 (1.5%) 204 (1.8%) 16 (1.1%) 

Implementation 15 (1.1%) 57 (1.6%) 138 (1.2%) 17 (1.2%) 
Methodology 27 (2.0%) 32 (0.9%) 200 (1.8%) 19 (1.3%) 

Spatial 22 (1.6%) 43 (1.2%) 15 (0.1%) 2 (0.1%) 
Unclassified 255 (18.5%) 346 (9.7%) 2499 (22.6%) 185 (12.9%) 

4. Conclusion 

This study provides an approach to using text data mining for categorizing research 
topics of national health surveys based upon the titles of academic publications. This 
study reports on four commonly used national health surveys from multiple countries 
and finds that title topic categorizations are relevantly consistent across all of datasets. 
This indicates that topic definitions could be applied to other health surveys outside of 
the CCHS, for which it was originally developed. 

This study identifies three natural boundaries in the research being produced from 
national health surveys. The first grouping includes Characteristics and Associations, 
which account for roughly 40-50% of the research being published.  The second group 
consists of Estimates, Surveillance, and Risk, accounting for 20-30% of the 
publications. The third group, includes the Utilization, Prediction, Evaluation, 
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Implementation, Methodology, and Spatial main categories, which account for a small 
number of publications from these surveys.   

The high percentage of references in the Characteristic and Association main 
category is expected. As national health surveys are readily available datasets, they 
provide a cost effective and timely solution for conducting much needed research in 
many different areas. The description of patient populations and associations between 
differing variables of interest is an important aspect of epidemiology and its application 
to population and public health. The finding that there were a low number of 
publications in the Implementation category is interesting, and we wonder if this is the 
result of actionable initiatives not being commonly reported in the academic literature. 
Knowing this information provides the opportunity to help guide future health policy 
into which areas should be strengthen and identifying gaps in the research.        

There are several limitations in this study. First, the main categories identified are 
most likely only applicable to national health surveys or domains with a public or 
population health focus. We anticipate that other research areas have their own unique 
set of terminology and focus. An example of this could be clinical medicine, where 
survival analysis and outcome research may be more prevalent and require new 
categories. Second, we only analyzed titles to determine the research topic being 
investigated. Future research should also examine the abstract and full-text of each 
publication which could provide additional information to aid in categorizing the 
research topics.    
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Abstract. Obscuring protected health information (PHI) in the clinical text of health 
records facilitates the secondary use of healthcare data in a privacy-preserving 
manner. Although automatic de-identification of clinical text using machine 
learning holds much promise, little is known about the relative prevalence of PHI in 
different types of clinical text and whether there is a need for domain adaptation 
when learning predictive models from one particular domain and applying it to 
another. In this study, we address these questions by training a predictive model and 
using it to estimate the prevalence of PHI in clinical text written (1) in different 
clinical specialties, (2) in different types of notes (i.e., under different headings), 
and (3) by persons in different professional roles. It is demonstrated that the overall 
PHI density is 1.57%; however, substantial differences exist across domains. 

Keywords. electronic health records, protected health information, de-identification, 
natural language processing, predictive modeling 

1. Introduction 

Healthcare produces an abundance of data that is stored in electronic health record (EHR) 
systems. The secondary use of EHR data, which describes the health conditions and 
treatments of patients over time, holds much promise in facilitating medical research and 
epidemiological activities; EHR data can also be exploited for providing clinical decision 
support at the point of care. However, this requires that privacy-preserving measures, 
such as de-identification, are taken. Automatic de-identification of EHR data includes 
the detection and obscuring of sensitive information in clinical notes. The US Health 
Insurance Portability and Accountability Act (HIPAA) defines 18 types of protected 
health information (PHI) that should be obscured for EHR data to be considered de-
identified [1]. In recent years, there has been a surge in research efforts to construct 
automatic de-identification tools [2,3], many of which rely on machine learning and 
manually annotated corpora for identifying PHI in clinical notes. 

In this study, we seek to estimate the prevalence of PHI in Swedish clinical text. In 
particular, we want to uncover if differences exist in the distribution of PHI – both 
generally and with respect to specific PHI classes – across different types of notes. That 
this may, in fact, be the case is substantiated by the knowledge that one writes differently 
in different clinical specialties and professional roles [4]. The findings from this study 
are also intended to inform future development of automatic de-identification systems. 
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Previous research has attempted to estimate PHI prevalence based on small samples of 
annotated data and covered only a few types of clinical notes. An early study based on a 
sample of nursing notes in MIMIC-II – an EHR database which has indeed been de-
identified and made publicly available for research – revealed that around 0.5% of all 
tokens were instances of PHI [5]. In another study, PHI density in a diverse set of clinical 
domains was found to be 2.9% and name density 1% [6]. In discharge summaries, the 
PHI density amounted to around 3.6% [7]. A similar PHI density was found in the 2014 
i2b2/UTHealth corpus, comprising health records of diabetic patients [8]. In one study, 
the distribution of PHI classes across different types of notes, i.e. written under different 
headings, was described: the most prevalent PHI types were dates, names and phone 
numbers, while the note types with the highest PHI density were Discharge Summary, 
Outpatient Consult, and Admission History and Physical [9]. A few similar studies have 
been performed on non-English languages. In a French corpus comprising clinical notes 
of various types from a range of specialties, PHI density was as high as 11% [10], while 
a study of Danish clinical text revealed a PHI density of around 1.8% [11]. 

2. Methods & Materials 

This study seeks to estimate the prevalence of PHI in Swedish clinical text and to learn 
if differences therein exist between types of clinical text. As manual annotation is 
cumbersome, we estimate PHI prevalence by applying a predictive model that has been 
trained on an existing PHI corpus to a larger unannotated corpus of clinical text. Both 
the annotated corpus [12] and the data extracted for this study are from the Stockholm 
EPR Corpus2 [13], which contains health records from Karolinska University Hospital. 

The annotated PHI corpus comprises 100 health records from five different clinics 
(Neurology, Orthopedics, Infection, Dental Surgery, and Nutrition) in 2008. The corpus 
contains a total of 198,466 tokens (0.1 types/token) and 4,220 annotated PHI instances. 
The PHI density is 2.13% and the class distribution is as follows: Health Care Unit 
(23.9%), First Name (21.7%), Last Name (21.5%), Date Part (16.6%), Full Date (8.7%), 
Location (3.3%), Phone Number (3.2%), Age (1.2%). The average sentence length is 8.9 
(± 6.4) tokens. Approximately 13.7% of all sentences include a least one PHI mention, 
while, on average, there are 0.19 (± 0.55) PHI mentions per sentence. 

This manually annotated PHI corpus was used for training a predictive model. To 
that end, a linear-chain CRF [14] was used that, in addition to being dependent on the 
input features, is also dependent on the previous and subsequent output variable. The 
following features were used: (a) token, (b) lemma, (c) part of speech, (d) capitalization, 
(e) digit, (f) compounds, (g) dictionary matching against SNOMED CT, MeSH etc. The 
same features were used in previous studies on named entity recognition in Swedish 
clinical text [15,16] (see [15] for more details). As is common for sequence labeling tasks, 
IOB-encoding of class labels was used, which indicates whether a token is at the 
beginning (B), inside (I) or outside (O) a given named entity mention. 10-fold cross-
validation was carried out when tuning the CRF hyperparameters: two forms of 
regularization (L1/L2), the c-value governing the balancing between underfitting and 
overfitting, and the window size, which determines to what extent dependencies should 
be modeled between input features and output variables. Considered c-values were 2x, 
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where x � {-2,-1,0,1,2,3,4,5}, while the following symmetric window sizes were 
explored: 1+1, 2+2, 3+3, 4+4. 

A predictive model was then trained on the entire annotated PHI corpus using the 
best-observed set of hyperparameters and subsequently applied on various subsets of the 
unannotated corpus, comprising all clinical notes from a single year: 2009. PHI 
prevalence was estimated and compared along three dimensions: (1) specialty, i.e., notes 
from units belonging to different clinical practices (geriatrics, oncology, orthopedics), 
(2) note types, i.e., notes written under different headings (admission, day, discharge), 
and (3) professions, i.e., notes written by persons in different professional roles 
(physicians, nurses, physiotherapists). Since these subcorpora are not equal in size, we 
use a normalized metric, PHI density, to quantify prevalence: this is defined as the 
number of PHI mentions divided by the total number of tokens in the corpus. 

3. Results 

The results of the parameter optimization are shown in Figure 1. The trend was the same 
irrespective of whether F1-scores were micro- or macro-averaged over classes: L2 
regularization led almost invariably to higher performance, with higher c values favored 
in comparison to L1 regularization. The best results (precision: 92.65%, recall: 81.29%, 
F1: 0.87) were obtained using a narrow context window (1+1) and a c value of 16. 

 
Figure 1. Parameter optimization results with 10-fold cross-validation on the training set 

 
A predictive model was then trained and applied to various subsets of clinical notes from 
a different year. Descriptive statistics of the sub-corpora along with PHI density 
estimates are shown in Table 1. The average sentence length is 9.1 tokens, with no 
domain standing out from the others. There are, however, differences in type-token ratios, 
with larger lexical variation observed in notes written by physicians (0.007) and nurses 
(0.008) compared to physiotherapists (0.015); there is less lexical variation in geriatrics 
(0.016) than in oncology (0.011) and orthopedics (0.010). Interesting to note is that the 
overall type-token ratio is as low as 0.004. On average across domains, the PHI density 
is 1.57%. There is an average of 0.14 PHI tokens per sentence and around 10% of 
sentences contain at least one PHI instance. With respect to different specialties, there is 
a fairly substantial difference in PHI density between orthopedics (1.50%), on the one 
hand, and geriatrics (2.12%) and oncology (2.05%), on the other. Looking at specific 
PHI classes, there are relatively fewer dates in the notes produced in orthopedics; 

A. Henriksson et al. / Prevalence Estimation of Protected Health Information218

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



geriatrics mentions relatively more first names, ages and phone numbers; oncology 

generally stands out less, but there does seem to be a propensity for writing dates. When 

it comes to different types of clinical notes, the observed PHI distribution is even more 

skewed: admission notes comprise the least amount of PHI (1.00%), discharge notes the 

most (2.94%), and day notes somewhere in the middle (1.64%). Names and health care 

units are particularly prevalent in discharge notes in comparison to the other note types. 

Regarding notes written by persons in different professions, differences in PHI density 

are somewhat smaller, with physiotherapist notes exhibiting the least amount of PHI 

(0.97%), followed by physician notes (1.43%) and nurse notes (1.66%). Nurses seem to 

mention names, dates and locations to a greater extent than do the other professions. 

 

Table 1. PHI density estimates across various types of clinical text 

 Specialty Note Profession 

 

Sentence Length 9.9 ± 8.5 9.5 ± 7.0 8.7 ± 6.5 8.4 ± 7.1 9.5 ± 6.9 9.6 ± 8.8 9.5 ± 7.6 8.1 ± 5.8 10.4 ± 8.6 

Type:Token 0.016 0.010 0.011 0.015 0.014 0.017 0.007 0.008 0.015 

PHI Density (%) 2.12 2.05 1.50 1.00 1.61 2.94 1.43 1.66 0.97 

First Name 0.55 0.32 0.33 0.11 0.29 0.58 0.29 0.37 0.31 

Last Name 0.44 0.39 0.45 0.17 0.35 0.68 0.36 0.44 0.22 

Age 0.04 0.01 0.02 0.05 0.01 0.06 0.03 0.00 0.01 

Health Care Unit 0.32 0.30 0.24 0.25 0.20 0.47 0.26 0.16 0.11 

Location 0.07 0.07 0.06 0.10 0.06 0.08 0.09 0.58 0.04 

Full Date 0.30 0.27 0.17 0.10 0.12 0.59 0.17 0.14 0.09 

Date Part 0.32 0.68 0.20 0.22 0.56 0.43 0.22 0.44 0.16 

Phone Number 0.08 0.02 0.03 0.00 0.03 0.05 0.01 0.04 0.04 

4. Discussion 

This study sought to estimate the prevalence of PHI in Swedish clinical text and 

investigate differences across various types of notes. The amount of sensitive 

information (1.57%) is comparable to previous reports on other languages, although 

numbers range from 0.5% to 11%. It is, however, problematic to compare these directly 

as different PHI classes and definitions are used. In contrast to previous work, we looked 

specifically at different types of notes written in different specialties and professions. 

This revealed some notable differences in PHI density, primarily when comparing 

admission, day and discharge notes. The highest PHI density was observed in discharge 

notes: almost 20% of the sentences contained at least one PHI instance. Many plausible 

explanations can be found for the observed differences in PHI density: names, especially 

surnames are, e.g., prevalent in discharge summaries in part because physicians involved 

in the healthcare process are typically mentioned; that physicians mention healthcare 

units and nurses mention locations, respectively, can be attributed to the fact that 

physicians tend to write about the healthcare process both within the hospital and with 

general practitioners, while nurses need also to coordinate with the outside world. 

Knowing about differences in PHI density is useful for development of de-

identification systems, e.g. when creating training data for machine learning. In future 

work, we plan to evaluate the predictive performance on different types of notes in order 

to assess to what extent domain adaptation may be necessary. In comparison to previous 
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studies, in which small annotated corpora were used, we proposed an alternative way of 
estimating PHI prevalence by using predictive modeling. While highly efficient, there 
are limitations in terms of reliability as the estimates are dependent on the performance 
of the predictive model. Here, we obtained an F1-score of 0.87, cross-validated on the 
training set, outperforming previous models trained on the same corpus [12,17,18]; 
however, in future work, we also need to determine the performance on the target 
domains. 
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Abstract. In some randomised trials, the new treatment can be compared with 
usual care which can include multiple treatments and result in a heterogeneous 
control group. In this paper, we use simulation to assess the performance of 
various statistical methods to infer the individual effects of the various control 
treatments. These methods include inverse Probability Weighting, Doubly Robust 
Inverse Probability Weighting, Propensity Score, Disease Risk Score, 
Standardization and Multivariable Logistic Regression. Different scenarios were 
tested including unmeasured heterogeneity with or without confounding. The 
methods perform well when heterogeneity and confounding are both fully 
captured; however, for the scenarios where heterogeneity is not fully captured this 
leads to biased effect estimates, particularly where there is also unobserved 
confounding. Thus, leading to potentially misleading comparative effectiveness of 
individual treatments. 

Keywords. Heterogeneity, confounding, unobserved, trials  

1. Introduction 

Randomised controlled trials (RCTs) are often performed under artificial conditions in 
narrowly selected patient group, while their results are often generalised to more 
diverse patient groups in routine practice [1] [2] [3]. Additionally, RCTs are expensive, 
time-consuming, and often fail to meet their recruitment targets [4] [5] [6]. Pragmatic 
trials, on the other hand, are performed in the real clinical practice environment [1] [4] 
and typically do not have strict entry criteria [1] [7]. They can involve a comparison of 
a new treatment with usual care (rather than placebo) [5]. There are often multiple 
treatments that are used in usual care. While the comparison between the new and the 
usual care group will be unbiased due to the randomisation, the specific comparisons 
with the individual control treatments may be more difficult due to heterogeneity in the 
patient groups using these treatments, which may lead to confounding. Typical RCTs 
do not include heterogeneity in the control arm, while the pragmatic approach in this 
paper does.   

                                                         
1 Corresponding author, Vaughan House, University of Manchester, M13 9GB;  
E-mail: paraskevi.pericleous@manchester.ac.uk. 

Informatics for Health: Connected Citizen-Led Wellness and Population Health
R. Randell et al. (Eds.)
© 2017 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-753-5-221

221

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



 

The aim of this paper is to compare different methods for adjusting for measured 
confounding in the presence of unmeasured heterogeneity that may or may not include 
confounding. We have chosen to do this via simulations and the methods that will be 
compared are multivariable logistic regression, inverse probability weighting, 
propensity score matching, disease risk score adjustment, direct standardisation and 
doubly robust inverse probability weighting; these are some of the commonly used 
methods to correct for measured confounding [8] [9]. These methods are used to 
predict the potential outcome if all patients were treated with the same treatment. The 
effect that treatment has to this potential outcome is called causal effect. This effect 
could either come from a marginal or a conditional model resulting in ‘marginal causal 
effect’ and ‘conditional causal effect’ respectively. To find the causal effect there has to 
be exchangeability and collapsibility. Exchangeability means that the potential 
outcome for each of the treatments and the treatment itself are independent and this is 
ensured by the randomisation [8]. When adjusting for a confounder C, if there is no 
change in the measure then there is collapsibility over C, if there is a change then the 
measure is non-collapsible over C [10]. Scenarios of fully observed heterogeneity and 
partially measured confounding have a non-exchangeability problem as the observed 
confounder is no longer sufficient for confounding adjustment [8] and a non-
collapsibility problem as the outcome depends on the unobserved confounder [10]. 
Non-collapsibility is also a problem for the unmeasured heterogeneity, but since the 
confounding in this case is sufficient for the adjustment, this is no problem for the 
marginal causal effect [10].   

2. Methods 

Let  denote the treatment allocation with  for the new treatment and  for 
two control treatments, where  is assumed to be the baseline control treatment. 
Let  be the number of patients taking part in the trial. , where  denotes 
the number of patients taking treatment . Let  be a binary outcome (e.g. dead or 
alive), and  and  be additional variables (observed and unobserved respectively).  

 is simulated as a binary variable, Bernoulli(0.5), while  is simulated from a 
normal distribution . Patients are randomised to receive the new treatment 
with probability 0.5, and we assume no refusals. Otherwise, patients receive their usual 
care, according to the model: 

 
,     (  otherwise).   (1) 

  
The outcome  is simulated according to 

 
,   (2) 

 
where  denotes the indicator function. 

Each scenario of interest is described in Table 1. 10000 patients and 10000 
replications will be used for all scenarios. Our key interest is in the bias in the 
estimation of  and β2, the log-odds of the new treatment with respect to the baseline 
control treatment and log-odds of the second control treatment with respect to the 
baseline control treatment, respectively.  
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Table 1. Simulation Scenarios 

Scenario Parameter settings 
(a) No unmeasured heterogeneity or confounding α0=α2=α3=β0=β4=0, α1=β1=β2=β3=1 
(b) Unmeasured heterogeneity with confounding α0=β0=0, α1= α2= α3= β1= β3=1, σ=1. 

β2= β4=1 or  β2= β4= -1 
(c) Unmeasured Heterogeneity without confounding α0=α2=α3=β0=0, α1=β1=β2=β3=β4=1, σ=0.7 
 

C             Z             C            Z            C            Z                                   
   
Y                            Y            U            Y            U                                       

(a)                 (b)             (c) 

Figure 1. Causal diagrams for the three scenarios. C, Z and Y, denote an observed confounder, treatment and 
binary outcome respectively. U denotes an unmeasured variable. Panel (a) represents ‘no unmeasured 
heterogeneity or confounding’ scenario; panel (b) the ‘unmeasured heterogeneity with confounding’ 
scenario; and panel (c) the scenario ‘unmeasured heterogeneity without confounding’. 

The methods used for adjusting for confounding are: (1) Multivariable logistic 
regression corrected for the confounder ; (2) propensity score method, which uses the 
probability of receiving a specific treatment given the observed confounder  as a 
continuous covariate  with the other variables [9], (3) Disease Risk Score Adjustment 
method that uses the predicted probability of the event (alive or dead) given the 
observed covariates and used as a continuous covariate with the other variables [9],  (4) 
Inverse Probability Weighting method that uses stabilised weights obtained from the 
propensity score [8] and used as weights without the confounders. (5) Doubly Robust 
Inverse Probability Weighting, like Inverse Probability Weighting but with the 
confounders in the outcome model [8]. (6) Standardisation, which is standardising the 
mean outcome to the confounder distribution [8]. 

3. Results 

Let us denote the mean of all the estimates of  and  from each method as   
and  respectively. Figure 2 represents the estimates of  and  for scenario (a). 
The first four methods estimate the conditional causal effect (Logistic, DRIPW, PS, 
DRS) and the final two estimate the marginal causal effect (IPW and Standardisation). 
All methods are estimating the conditional and marginal causal effects accurately. This 
was expected as the confounding and heterogeneity are fully captured. Figures 3 and 4 
shows the estimates of  and  for scenario (b). In Figure 3, we have β2= β4=1. Here, 
all methods estimating the conditional causal effect find = 0.452, except from 
DRIPW that finds = 0.458. IPW and standardisation find = 0.444 and 0.438, 
respectively. All methods estimating the conditional causal effect find the mean of  = 
0.016, except for DRIPW, which gives a value of 0.003 (same as IPW). Standardisation 
estimates = 0.016. All methods therefore underestimate the marginal and the 
conditional causal effect. For β2, however, even though the actual value of both the 
marginal and conditional causal effects are positive, all the estimated values are close 
to zero with some even negative. Figure 4 again considers scenario (b), but with 
β2=β4=-1. Here, all methods estimating the conditional causal effect find = 1.203, 
except from DRIPW that finds = 1.198. IPW and Standardisation find = 1.141 and 
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1.147, respectively. All methods estimating the conditional causal effect find = 
0.009, except from DRIPW which gives a value of 0.025. IPW and Standardisation find 

= 0.024 and 0.008, respectively. All methods overestimate the marginal and the 
conditional causal effect. For β2, however, even though the actual value of both 
marginal and conditional causal effect is negative, all the estimated values are close to 
zero with some even positive. Figure 5 represents the estimates of β1 and β2 for 
scenario (c). All methods estimating the conditional causal effect find = 0.958, 
except from DRIPW that finds it  = 0.955. IPW and Standardisation find = 0.913 
and 0.915, respectively. All methods estimating the conditional causal effect find  = 
0.957, except for DRIPW which gives a value of 0.955. IPW and Standardisation find 

= 0.913 and 0.914, respectively. The first four methods underestimate the conditional 
causal effect, while the final two estimate accurately the marginal causal effect (IPW 
and standardisation).  
 

      
 

Figure 2. Estimates of β1 (left) and β2 (right), for the 
‘no unmeasured heterogeneity or confounding’ 
scenario. Red: 95% confidence interval (CI) of 
estimates; blue: true conditional causal effect; 
purple: true marginal causal effect. 

Figure 3. Estimates of β1 (left) and β2 (right), for 
the ‘Unmeasured heterogeneity with confounding’ 
scenario (β2= β4=1). Red: 95% confidence interval 
(CI) of estimates; blue: true conditional causal 
effect; purple: true marginal causal effect. 

 

    
Figure 4. Estimates of β1 (left) and β2 (right), for 
the ‘Unmeasured heterogeneity with confounding’ 
scenario (β2= β4=-1). Red: 95% confidence interval 
(CI) of estimates; blue: true conditional causal 
effect; purple: true marginal causal effect. 

Figure 5. Estimates of β1 (left) and β2 (right), for 
the ‘Unmeasured heterogeneity without 
confounding’ scenario. Red: 95% confidence interval 
(CI) of estimates; blue: true conditional causal effect; 
purple: true marginal causal effect. 

 

4. Discussion 

This study found that unmeasured heterogeneity in the control treatments can lead to 
biased comparisons between the new intervention and the individual control treatments. 
This bias occurs when the heterogeneity in the use of control treatments is not fully 
measured (i.e., the individual treatments are used by different patient groups with 
varying risks for the outcome event of interest), whether or not it incorporates 
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unmeasured confounding (i.e. when the unmeasured variable also affects treatment 
allocation). We found that statistical techniques that are commonly used to correct for 
measured confounding did not overcome this bias. If unobserved heterogeneity and 
confounding exist, then treatment effects will be biased. We also found that this bias 
depends on the variance of the heterogeneity, its relation with the binary outcome, and 
its effect on treatment allocation (not shown here). In conclusion, unmeasured 
heterogeneity in the control treatment can lead to misleading conclusions about the 
comparative effectiveness of individual treatments.  
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Abstract. Translational clinical research is often characterized by a unidirectional 
information flow from clinical to molecular data by using phenotypes to elucidate 
molecular disease processes. Here we present the RESIST study which uses 
xenograft information for individual treatment decisions after resistance to a 
specific anticancer treatment establishing a bidirectional information flow between 
patient and molecular biology. The paper discusses the specific challenges related 
to the IT infrastructure for such bidirectional translational projects and proposes 
solutions. A specific focus is the safeguarding genomic privacy.  

Keywords. IT infrastructure, translational research, anonymization / 
pseudonymization  

1. Introduction 

Individualized (personalized, precision, stratified) medicine aims to fit the most 
effective treatment to an individual patient. The actual clinical standard is far from this 
goal. Often, expensive innovative cancer treatments fail because the biology of the 
individual cancer cell does not respond as expected. One strategy to optimize the 
individual treatment in cancer patients is to expose xenografts of the patient’s tumor to 
different substances. Their response is supposed to inform the clinician on the patient’s 
suitable treatment. 

We study the scenario where patients develop resistance to a first line cancer 
treatment and need an appropriate second line approach which is derived from 
xenografts. A clinical trial and a biological sub-study is planned to assess the clinical 
effect of the xenograft strategy, to elucidate the cellular biology of resistance, and to 
find indicators for the prediction of effective second line therapies.   

The information management within this setting is beyond the traditional IT 
infrastructures for clinical trials and we propose an extension for the above described 
setting. 

The challenges met are the following: (data model and data integration) beside the 
clinical trial database we need a database for the complex biological data derived from 
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the xenografts (genomics, transcriptomics, proteomics, metabolomics - OMICS); 
Automatic data input from laboratory analysis machines; Involvement of several 
partners (oncologists, pathologists, biologist, and lab people); Aspects of data 
protection and access control, anonymization, pseudonymization; Identity management 
of patient, related xenografts, and related biomaterial; data input and management 
(query checks, completeness, timing control).  

Figure 1 sketches the two parts of the translational colorectal cancer study 
“RESIST”: First, a registry for an AVATARMODEL to which the patient has to agree 
to be registered and which documents the use of his/her tumor probes. The second part 
consists of a clinical trial: If a metastatic disease is diagnosed, the patient is treated first 
by chemotherapy and cetuximab, until resistance is diagnosed. For second line, the 
patient will be treated with the xenograft derived experimental treatment.  

 

 
Figure 1. Schematic overview of the RESIST study 

2. Methods  

The RESIST study needs an IT infrastructure which combines a clinical database, an 
eCRF system, a data capturing system, and a database for information on the 
biomaterial (OMICS), a software tool which manages the collection and analysis of 
biomedical material as well as derived raw data. Anonymization / pseudonymization 
aspects need appropriate solutions. This is caused by the involvement of several 
medical centers, pathologies, labs, and biobanks. The following requirements need to 
be addressed: (1) Models for clinical and molecular data; (2) Data capturing tools 
(eCRF system); (3) Management of several identifiers (pids) related to the complex of 
patient – avatars – biomaterial (Special anonymization / pseudonymization 
mechanism); (4) Tools to support the project management (Information flow between 
the involved partners); (5) Interaction of clinical and OMICS database; (6)  Access 
control; (7) Data management and quality control; (9) Data protection. 

To meet these requirements we adopt our in-house eCRF system “dbform” [1] and 
combine it with recently developed tools. It runs on a platform providing a webserver 
and database management system (DBMS) environment under Linux, Apache [2], and 

D. Lindoerfer and U. Mansmann / IT Infrastructure of an Oncological Trial 227

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



PostgreSQL [3], respectively. But other environments are possible. The major 
implementation programming language is Perl [4]. 

Our system provides role-based access control the rights can be granular assigned 
to people by study-groups, sites, screen forms and a small number of elementary rights. 
The server is behind a firewall and located in an access-controlled server room. 

For the collection of the biomedical raw data open Biology Information System, 
Electronic Laboratory Notebook and Laboratory Information Management System 
(openBIS ELN-LIMS) [6] techniques will be used. 

To enable the necessary information flow between the involved institutions and to 
guarantee an adequate pseudonymization / anonymization of the patient data we used 
techniques which are comparable to the for Germany developed generic data protection 
concept of the TMF e.V. [5] which need to be extended by instruments regarding 
Genomic Privacy [7], [8]. 

3. Results 

Figure 2 shows the information flow in the RESIST study. Several clinical centers 
provide the patient data using the eCRF system. When a new patient is registered, the 
system creates several identification numbers: pid (the identifier for the clinical data); 
tumor_no (the identifier for the tumor material sent to pathology); liqbio_no (the 
identifier for the liquid biopsy (blood) sent to pathology); av_no (the identifier for the 
connection to the biobank and other research institutions) 

 
 

 
Figure 2. Information flow in a translational colorectal cancer research project. 

 
The pid (Patient Identifier) is the identification number for the clinical data and is 

created when a patient is registered for the first time. This number is transferred into 
the patient’s clinical health records to allow identification at a later stage. Clinicians 
have only access to the data of their own patients. 
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The clinic sends the tumor probe together with the tumor_no to the respective 
pathology where the tumor probe is analyzed and mutational data is inserted into the 
eCRF system. The pathology accesses the eCRF system with the tumor_no with a 
restricted access to see and insert selected data. The pathology extracts the av_no from 
the system and sends a sample of the tumor with the av_no to the biobank.  

The biobank performs the AVATARMODEL research and captures the most 
important data of the AVATARMODEL (biological response, treatment schedule) with 
the av_no through the eCRF system into the database. The responsible persons from 
the biobank have only access to selected data in the database.  

The biomedical avatar raw data from the biobank will be transferred regularly 
using a data-box to a second database to the research institute. The biomedical raw data 
is analyzed by an external research institute and entered into the system using the 
av_no.  

Further, liquid biopsy (blood) will be sent regularly to the pathology and analyzed 
and liquid biopsy numbers (liqbio_no) will be created by the system. 

The ethical review board required a completely anonymization of the data when 
the data capture is closed. Therefore, the pid will be removed from the database and in 
all files replaced by an independent indenture number. Thereby the connection between 
the research data in the database and the patient data in the clinics are capped and the 
research data are completely anonymized. For the identification and combination of the 
different data then the anonymous av_no will be used to analyze the data.  

In order to provide genomic anonymity we process the molecular data using 
techniques proposed by Prasser et al. [7]. 

The overall RESIST data model is shown in Figure 3.  
 

 
Figure 3. Simplified data model of the RESIST study. 

 
 

The data related to the blue filled boxes are captured by the clinics, which requests 
the tumor_no and sends the tumor and tumor_no to the pathology. The pathology 
inserts molecular data with the tumor_no and requests the av_no and sends a tumor 
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sample with its av_no to the AVATARMODEL. AVATARMODEL group inserts data 
with the av_no. Compared to [9] we don’t need to create safe havens, because the 
clinical study setting forces us to work in a safe haven. The data are protected through 
role-based data access and by different identifiers for different institutions.  

The clinical data base will contain 1000 patients which is not challenging for the 
clinical data base. A total number of about 3000 xenografts are expected which creates 
a molecular data base which fits into the openBIS capacities. The RESIST study starts 
to recruit patients. The IT infrastructure was tested and validated by the joining 
clinicians, pathologists, and biologists. 

4. Discussion 

The implementation of biological systems into clinical decision making (like 
xenografts or AVATARMODELS as instrument for treatment selection) poses specific 
challenges for clinical trials. Here, the common separation between clinical database 
and databases for corresponding biological sub-studies are not appropriate as well as a 
unidirectional information flow (from the clinical database to the biological data to 
allow the analysis between phenotype and molecular processes). In contrast, the 
RESIST study implements a bidirectional setting: Molecular data derived from 
xenografts have to be transferred back in the clinical decision process.    

The proposed IT infrastructure meets this bidirectional aspect by combining 
several open source tools: an in-house system, combined with the openBIS ELN-LIMS 
platform, and a management tool to organize the simultaneous processes at different 
institutions.  

An important aspect is the anonymization / pseudonymization constraint regarding 
genomic privacy (implied by a series of different sources for the biomaterial, avatar, 
liquid biopsies, …) which needs handling safe haven besides the simple request of the 
ethical review board to remove patient related identifiers. 
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Abstract. In the recent years, medical and healthcare higher education institutions 
compile their curricula in different ways in order to cover all necessary topics and 
sections that the students will need to go through to success in their future clinical 
practice. A medical and healthcare curriculum consists of many descriptive 
parameters, which define statements of what, when, and how students will learn in 
the course of their studies. For the purpose of understanding a complicated medical 
and healthcare curriculum structure, we have developed a web-oriented platform 
for curriculum management covering in detail formal metadata specifications in 
accordance with the approved pedagogical background, namely outcome-based 
approach. Our platform provides a rich database that can be used for innovative 
detailed educational data analysis. In this contribution we would like to present 
how we used a proven process model as a way of increasing accuracy in solving 
individual analytical tasks with the available data. Moreover, we introduce an 
innovative approach on how to explore a dataset in accordance with the selected 
methodology. The achieved results from the selected analytical issues are 
presented here in clear visual interpretations in an attempt to visually describe the 
entire medical and healthcare curriculum. 

Keywords. Exploratory data analysis, medical and healthcare curriculum, data 
mining, outcome-based education. 

1. Introduction 

Medical and healthcare education (MHE) is a domain which constantly needs to be 
evaluated and accordingly reshaped while it tries to incorporate to the extent possible 
the growing body of medical evidence. Higher education institutions aim to ensure both 
transparency and effectiveness as an educational system but also to create health 
professionals able to cope with healthcare trends and demands [1, 2]. This is a 
significant multifaceted task with underlying challenges and with a considerable level 
of complexity consisting of a number of components which need to be properly 
instrumented to effectively address these challenges. Although there is significant 
progress in using different techniques and methods such as different analytics 
approaches to leverage data successfully in other sectors, there is effort to transfer these 
techniques in higher education [3] but more process is required particularly for the 
complex world of MHE [4]. In previous studies, we have demonstrated how such 
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educational data can be leveraged with the use of Visual Analytics in different cases. 
First in an effort to represent a medical and healthcare curriculum (MHC) from the 
perspective of relations between competencies and learning outcomes addressed in an 
entire medical programme [5]. Then, we used the same method to go deeper to analyze 
and investigate a specific course and its alignment for the same programme [6]. Finally, 
we evaluated the possibilities of all these approaches to support decision making [7] in 
an outcome-based MHE context. We have also demonstrated in another case and from 
another perspective how different analytical approaches, data analysis methods, and 
data representations can be used to collect the dispersed and multi-structured 
educational data to create a blueprint and fully or partially model MHC that would 
allow us to understand and reason for its different components and how they fit 
together in the big picture [8]. 

One of the most important aspects in data analysis is to be able to ask questions 
and get meaningful answers from the data. To achieve this, a deep understanding of the 
examined MHC as an entity is equally needed in order to give us the expertise and 
intuition needed to exploit the data we possess [9]. We have identified the following 
analytical issues, which are focused on how to systematically explore medical and 
healthcare study programmes from the data point of view. Specifically, the aim of this 
study is to investigate: (i) How can we effectively apply data analysis methodologies 
and techniques to identify hidden relations between MHC’s components? (ii) How can 
we visually represent the identified hidden components and measurements in order to 
provide insights on the used pedagogical approaches behind developing and delivering 
learning activities, and analytically describe the entire MHC as an objective to support 
decision making? 

2. Methods 

In this section, we introduce the selected methodological model for data mining as well 
as data analysis and visualization background. In order to systematically describe our 
study programmes including all forms of teaching and learning activities, we developed 
a specialized curriculum management system call OPTIMED [10]. OPTIMED is an 
original platform for optimizing and harmonizing MHC, while supporting the outcome-
based approach to education. Moreover, it provides huge volume of well-organized 
data stored in entity-relation database (detailed formal metadata specification down to 
the level of medical sections, disciplines, courses, learning units, and interconnections 
to the learning outcomes). 

Many different data mining methodologies have been developed and are well 
established in order to systematically approach and solve tasks similar to MHC data 
analysis, modeling and deeper understanding. We have adopted CRISP-DM [11], 
which is often used for medical and healthcare as well as higher education data mining 
tasks [13–15]. This model completely fits to the curriculum exploration, which among 
other things fully supports the following crucial steps: (i) The understanding of the 
curriculum innovation objectives from the academic perspective, which are defined by 
research questions. (ii) The understanding of initial MHC data arrangement including 
the data quality problems identification. (iii) The evaluation and refinement of mined 
results by medical experts in a manner more effective to higher education institutions. 

The six-stage-sequence CRISP-DM process helps us identify, analyze, and 
visualize hidden relations between MHC components as following: (i) The first step is 
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data extraction, where we accessed our PostgreSQL database to obtain raw data. 
(ii) The extracted dataset was then pre-processed, normalized and cleaned. 
Preprocessing phase is partially done by the database server and partially by server side 
application code written in PHP or R language. This produced a well-formed dataset 
with required data types and clear structure. (iii) At the next step we filtered the data to 
exclude entries irrelevant to the analysis purpose. What entries are irrelevant and 
therefore how the entire filtering approach is performed, is very much depended on the 
needs of the data reports recipients (e.g. curriculum designers, teachers), represented by 
the different visualizations. (iv) Following the data preparation we further analyzed the 
data with the use of available statistical software (SPSS, MS Excel, R). In this step, 
anomalies and discrepancies are frequently revealed in the dataset and if necessary the 
first three steps are repeated to refine the data and run the forth step again. This 
produces comprehensive static reports in a form of tables and graphs including legends 
and short data descriptions. (v) After evaluating the data reports, we automated the first 
three phases as described in previous subsection (phase iv) and thereafter this process 
enters a routine and executed daily. Thus, the generated reports are stored in a server 
where can be used in front-end modeling and visualization. (vi) The final step is 
modeling and visualization, where we produce two types of outputs: tables and graphs 
as static images, and web-based interactive graphs and tables with advanced filtering 
features. To plot the graphs, we used D3.js and NVD3 libraries and we followed the 
user-driven exploratory data analysis approach, which is based on additional filtering 
functionalities that enable the user to intuitively adjust visualizations and to explore the 
provided dataset by himself/herself. 

3. Results 

We created visual representations of the curriculum analysis, as a way to make the 
study programme more transparent and more easily understandable to students, 
teachers, faculty management, and potential employers. Graphs and tables show the 
connections and links between the various components of the curriculum. It enabled us 
to explore some general patterns within the study programme in relation to the 
promotion of generic skills. More than 25 various analytical reports have been prepared 
on the General medicine study programme. They show primarily basic overviews 
providing required summarizations in numbers. Below are two selected analytical 
reports from a pool of twenty-five analytical reports in total of explored hidden 
components and measurements in curriculum. We have integrated Bloom's educational 
activities in the curriculum conceptual data model including action verbs. Based on the 
presence of these meta-information in learning outcomes, we are able to categorize 
them in several levels and determine the requirements for students (Figure 1). 

Figure 2 illustrates the ability to extract information about the annotation extent in 
a comprehensive manner. It is not humanly possible to go through the entire contents or 
to imagine how the sections, medical disciplines or courses are described by a set of 
plain text attributes, where a total length is not limited (e.g. meaning or annotation). 
We are able to determine their exact length in standard pages, compare individual 
curriculum components and their measurements, and provide the objective material to 
further discussion and support decision making. 
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Figure 1. The content classification according to Bloom's taxonomy. 

 

 
Figure 2. The annotation length of learning units according to medical sections. 

4. Discussion 

The exploratory analysis focused on curriculum evaluation should be always prepared 
very carefully in order to be of practical use for all stakeholders in the education 
process. We highlight with our results how analytical reports can be useful tools and 
how their usage in an appropriate way could contribute to the evaluation and 
improvement of the curriculum content in general. As we can see on Figure 1, there is 
wide range of Bloom´s taxonomy cognitive domains, which are covered in different 
learning units in analyzed curriculum. We could speak about success when evaluating 
the type of selected outcomes, because the ability to use Bloom’s taxonomy by 
clinician-teachers was very low when we started to prepare the OPTIMED platform. 
Moreover, Figure 2 shows how we compare the annotation length or extent of learning 
units to different medical sections. Despite that the evaluation of the content is 
presumably not the main focus of this study, this information is very useful for 
guarantors of each medical section who could compare whether the learning units 
produced under their leading have the same basic components and to which amount. 
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We anticipate that our approach will support different stakeholders involved in MHE to 
build a deeper understanding of how MHE is currently conducted, use it for different 
education evaluation purposes and also to positively impact decisions concerning 
possible future reformations of MHE. 

5. Conclusion 

In general, the presented analytical reports show global overviews and identify whether 
the intended curriculum structure is actually being well-balanced. Moreover, we are 
able to demonstrate the overlapping or missing links among the different components 
of explored study programme. It helps mainly the staff by displaying these key 
elements of the curriculum and the relationships between them. Teachers and faculty 
management can be clear about their role in the big picture. Combining gained expert 
analytical knowledge with the CRISP-DM data mining process methodology can help 
reaching the core of a defined research questions. It can also advise the process of real 
data analysis and preparation, the features selection, the design and algorithms fine-
tuning, and the evaluation and refinement of mined results in a manner more effective 
to higher education institutions. 
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Abstract. Comorbid diseases are an important concern in oncology since they can 
affect the choice and effectiveness of treatment. What is particularly relevant is the 
fact that the diagnosis of depression in cancer patients has an important impact on 
the quality of life of these patients. Although there is no consensus about a specific 
relationship of depression with certain cancer types, some authors have proposed 
that depression constitutes a risk factor for cancer. The objective of this study is to 
identify the presence of comorbidities in a massive EHR system, between depression 
and the 10 most common cancers in women and men and to determine if there is a 
preferred temporal ordering in the co-occurrence of these diseases. All the cancers 
studied showed a significant co-occurrence with depression, more specifically, 
twice more frequent than what could be expected by chance. A preferred 
directionality was identified between some of the comorbid diseases, such as breast 
cancer followed by depression, and depression followed by either stomach cancer, 
colorectal cancer or lung cancer. Future work will address other potential factors 
that have an influence on the likelihood of suffering from depression in patients with 
cancer, such as drug therapies received, exposure to substance of abuse or other 
comorbidities. 

Keywords. Comorbidity, Electronic Health Records, Depression, Cancer 

1. Introduction 

Comorbid diseases are an important concern in oncology since they can affect the choice 
and effectiveness of treatment [1,2]. Of relevance is the fact that the diagnosis of 
depression in cancer patients has an important impact on the quality of life of these 
patients, anticancer treatment choice and compliance and the health care costs as well 
[3,4]. More than one third of cancer patients suffer from psychiatric disorders, including 
depression, and the incidence rate is 2-3 times higher than in the general population [3]. 
Besides, depression is said to be the least recognised symptom in people with cancer [5] 
and in fact depression is associated with a decrease in survival following the diagnosis 
of cancer [1]. Although there is no consensus about a specific relationship of depression 
with certain cancer types [2], some authors have proposed that depression constitutes a 
risk factor for cancer [3]. In addition, it has been reported that chemotherapeutic 
treatment can result in mood disorders and impaired cognition [2,3].  
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According to the International Agency for Research on Cancer of the World Health 
Organization, the 10 most common cancers in men in Spain are, in order of frequency: 
prostate, lung, large bowel, bladder, pharynx (including oral cavity), stomach, kidney, 
liver, non-Hodgkin lymphomas and pancreas cancers. The 10 most common in women 
are: breast, large bowel, corpus uteri, lung, ovary, cervix uteri, malignant melanoma of 
skin, non-Hodgkin lymphomas, pancreas and stomach cancers [6]. In order to explore 
the comorbidity between cancer and depression, we performed a study on an EHR system 
from Spain. The objective of this study was first, to assess the presence of comorbidities 
between depression and the most prevalent cancers and second, for those cases in which 
a comorbidity is detected, to determine if there is a preferred temporal ordering in the 
diagnosis of both disorders. We report on the preliminary results obtained and point out 
future directions of this work. 

2. Methodology 

2.1. Electronic Health Records (EHR) System 

The IMASIS information system is the Electronic Health Record (EHR) system of the 
Parc Salut Mar Barcelona Consortium, which is a complete healthcare services 
organization [7,8]. Currently, this information system includes and shares the clinical 
information of two general hospitals, one mental health care center, one social-healthcare 
center and five emergency room settings, which are offering specific and different 
services in the Barcelona city area (Spain). At present, IMASIS includes clinical 
information from patients who have used the services of this healthcare system since 
1990 and from different settings such as admissions, outpatients, emergency room and 
major ambulatory surgery with a mean of 6.37 years (SD±6.82) of patient follow-up. The 
database contains hospital-based information on approximately 1.4 million patients and 
half of them have at least one diagnosis coded using The International Classification of 
Diseases ICD-9-CM [9]. IMASIS-2 is the relational model database containing 
anonymized patient information from IMASIS used for research purposes.  

The study was performed on a corpus of 769,988 patient records from the IMASIS-
2 database collected in the period 1990-2016. Based on the ICD9-CM codification all 
the patients diagnosed with depression (in accordance with the DSM-5 mental disorders 
manual) [10] and the 10 most common cancers in Spain were selected. Specifically, we 
selected breast, large bowel, corpus uteri, lung, ovary, cervix uteri cancers in women and 
prostate, lung, large bowel, bladder, pharynx (including oral cavity) and stomach cancers 
in men. The ICD9-MC codes used to select the patients are shown in table 1. 

2.2. Analysis 

The statistical analysis was performed using the R package comoRbidity [11]. This 
package contains several functionalities to assess the comorbidity among diseases, 
including the temporal directionality, sex ratio analysis and provides a variety of 
visualization tools. For each pair of diseases, the Relative Risk (RR) was calculated to 
estimate the degree of association between diseases (RR is estimated as the fraction 
between the number of patients diagnosed with both diseases and the random expectation 
based on the diseases prevalence) [12]. In addition, the Fisher exact test was performed 
to assess the null hypothesis of independence between the two diseases. The Benjamini 
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& Hochberg false discovery rate method [13] was applied to correct for multiple testing. 
From all the pairs of diseases, only those with corrected p-value lower than 0.01 and with 
a RR score greater than 1 were defined as comorbid diseases and further analyzed. We 
then assessed the temporal ordering of the association of two diseases (from disease A 
to disease B and from disease B to disease A) for the comorbidities identified in the 
analysis (directionality analysis). Specifically, the number of patients for whom 
diagnosis A follows diagnosis B, or vice versa, was calculated and an exact binomial test 
was subsequently used with a probability of success equal to 0.5. A preferred 
(significant) direction was assigned to those pairs of diagnoses in which the null 
hypothesis is rejected with p < 0.05.  

 
Table 1. ICD9-CM codes used to select the diseases studied (depression and selected cancers) 

Disease ICD9-MC codes 
Depression 295.7,295.71-295.75,296.2,296.20-296.26,296.3,296.30-296.36,296.4,296.40-296.46, 

296.5,296.50-296.56,296.6,296.60-296.66,301.12,301.13,311,298.0,296.7, 296.8, 296.82, 
296.89 

Breast  174.9,174,174.0,174.1,174.2,174.3,174.4,174.6,174.8,174.9,233.0,238.3,239.3, V10.3 
Bladder  156.0, 1561.1, 156.2, V10.51 
Cervix 180,180.0,180.1,180.8,180.9,233.1,V10.41 
Bowel 153.9,230.3,235.2,V10.05,V10.06 
Lung 162.2,162.3,162.4,162.5,162.8,162.9,V10.11 
Ovary 183.0, 233.9, 236.2, V10.43 
Pharynx 149.0, 230.0, 235.1, 140.0-140.9, 145.9, V10.02 
Prostate 185, 233.4, 236.5, V10.46 
Stomach 151, 151.0-151.9, 209.23, V10.04 
Uterus 179, 233.2,236.0,V10.42 

3. Results 

In IMASIS there are 367,041 women and 402,947 men with at least one diagnosis in 
ICD9-CM. 36,389 women and 26,742 men suffer at least from one of the studied diseases. 
The number of patients with each disease stratified by gender is shown in table 2. 
Depression is the most frequent disorder among the considered diseases, while the least 
frequent is corpus uteri cancer. 
 

Table 2. Distribution of cases of the studied diseases stratified by gender. 
Disease Women Men Total 

Depression 22,859 11,181 34,040 
Breast 9,894 129 10,023 
Bladder 665 2,681 3,346 
Bowel 1,793 2,432 4,225 
Cervix 1,014 - 1,014 
Lung 1,074 5,208 6,282 
Ovary 715 - 715 
Pharynx 119 419 538 
Prostate - 6,181 6,181 
Stomach 771 1,227 1,998 
Uterus 622 - 622 

 
As is shown in table 3 the Fisher exact test for each pair of diseases (depression with any 
cancer) indicates that there is a significant p-value and a Relative Risk (RR) > 1 in all 
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the cancers considered, with at least 30 patients in common in each pair of diseases, 
regardless of gender.  
 
Table 3. Results of the analysis using the R package comoRbidity for association between depression and 
cancer (only significant p-values cases in the Fisher exact test for pairs of diseases are included in the table) 

 Disease A Disease B Cases A & B RR  Directionality 

Women      

Ut           Dp         131   3.383 No directionality 
Br           Dp         1165 1.893 From A to B 
Ce           Dp         164 2.600 No directionality 
St           Dp         117 2.434 From B to A 
Bo          Dp         378 3.392 From B to A 
Ov          Dp         119 3.018 No directionality 
Lu          Dp         208 3.108 From B to A 
Ph          Dp         31 4.184 No directionality 

Men          

Bl           Dp         267 3.590 No directionality 
 Pr             Dp         406 2.367 From A to B 
Lu                   Dp         376 2.600 No directionality 
Bo          Dp         232 3.749 No directionality 
St           Dp         94 2.920 No directionality 
Ph          Dp         46 3.943 No directionality 

Bl: bladder; Bo: bowel; Br: breast; Ce: cervix; Dp: depression; Lu: lung; Ph: pharynx; Pr: 
prostate; St: stomach; Ut: uterus; RR: Relative Risk. 

We then assessed the temporal ordering of the co-occurring diseases, to determine 
if there is a preferred temporal directionality by using a binomial test. The results are 
shown in table 3 under the directionality column. In some cases, as in stomach, lung, and 
bowel cancers in women, there is a preferred ordering in the disease onset where 
depression occurs previously to these cancers. In other cases, the diagnosis of depression 
occurs following the diagnosis of cancer such as breast cancer in women and prostate 
cancer in men. In this first phase of the study we have not analyzed differences of time 
span between the onset of the conditions considered that may offer additional 
information. 

4. Discussion and Conclusions 

The results here presented indicate that the comorbidity between depression and the most 
common cancers in both women and men is very common. Although it is expected to 
find some cases of depression in patients following the diagnosis of cancer, it is 
surprising that there are several associations in which depression precedes cancer.  In 
this sense, some authors propose that depression can be a risk factor for cancer [3]. At 
present, the pathogenesis of this risk is not known and this work is a first step towards 
the analysis of comorbiditites between depression and cancer. Future work includes a 
detailed analysis of the specific diseases at code level (e.g. using each ICD9-CM codes) 
that may show significant comorbidities to gain further insights on the disease subtypes 
involved. In addition, the analysis of other factors that can have potential influence on 
suffering from depression in patients with cancer, such as the use of pharmaceutical 
treatments, substance of abuse or either the presence of other co-occurring disorders and 
comorbidities. 
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There are some limitations that should be mentioned. On the one hand, depression is 
an under diagnosed and complex condition, above all when it coincides with cancer, and 
it is necessary to analyze the existence of other factors such as treatments received, 
substance abuse exposure or diseases. On the other hand, the selection of patients is 
hospital-based and these results can be different from clinical information coming from 
primary care settings. 
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Juliusz DZIADEK1 , Aron HENRIKSSON   and Martin DUNELD   

 Department of Computer and Systems Sciences, Stockholm University 

Abstract. The mapping of unstructured clinical text to an ontology facilitates 
meaningful secondary use of health records but is non-trivial due to lexical 
variation and the abundance of misspellings in hurriedly produced notes. Here, we 
apply several spelling correction methods to Swedish medical text and evaluate 
their impact on SNOMED CT mapping; first in a controlled evaluation using 
medical literature text with induced errors, followed by a partial evaluation on 
clinical notes. It is shown that the best-performing method is context-sensitive, 
taking into account trigram frequencies and utilizing a corpus-based dictionary. 

Keywords. spelling correction, terminology mapping, clinical text 

1. Introduction 

The increasing adoption of electronic health records (EHRs) provides access to vast 
amounts of digitized healthcare data, which is potentially very valuable. There are, 
however, challenges in analyzing EHR data, in particular when it comes in the form of 
unstructured text data, which is known to be noisy and contain a high degree of 
shorthand and misspellings [1,2]. To facilitate the secondary use of EHR data, clinical 
text needs to be mapped to medical ontologies like SNOMED CT [3], which exists in 
multiple languages and has become the de facto standard for the representation of 
clinical concepts. Mapping clinical text to ontologies allows us to tap into medical 
knowledge and to transform unstructured data into a form that can more readily be 
analyzed by computers. 

Mapping clinical text to ontologies and standardized terminologies is, however, 
nontrivial, not least due to the abundance of misspellings. Systems that perform 
mapping in English clinical text exist, such as cTAKES [4]. However, existing methods 
tend to rely largely on dictionary look-up methods, which struggle with misspellings. 
The performance can conceivably be improved by detecting and correcting 
misspellings prior to the mapping process. While spelling correction of clinical text has 
received some attention for English [5,6], less has been done for other languages. Here, 
we evaluate the use of spelling correction methods to Swedish medical and clinical text, 
and evaluate their impact on SNOMED mapping. 
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2. Methods & Materials 

This paper explores various algorithms for spelling correction on two Swedish corpora: 
(1) a literature corpus, comprising edited journal articles, and (2) a clinical corpus, 
comprising notes from EHRs. While the motivating use case is to improve SNOMED 
CT mapping in clinical text, the medical corpus allows for the creation of a synthetic 
reference standard under the assumption that these edited texts do not contain spelling 
errors. The algorithms are thoroughly evaluated on the literature corpus for their ability 
to (1) detect and (2) correct misspellings, as well as to what degree the SNOMED CT 
mapping improves with the different spelling correction strategies. The algorithms are 
also evaluated on the clinical corpus by quantifying the number of additional 
SNOMED CT mappings that were made – through exact string matching – post 
spelling correction, in order to see how they fare on noisier input. Finally, a small-scale 
manual evaluation of a context-sensitive algorithm is carried out by a domain expert. 

2.1.  Algorithms 

Correcting misspellings can be divided into two sub-tasks: (1) misspelling detection 
and (2) spelling correction. For misspelling detection, the Swedish spell checker Stava 
[7] and medical dictionaries are used. The list of candidate misspellings produced by 
Stava is filtered using general and domain-specific dictionaries: tokens that do not 
match any dictionary entry are treated as misspellings. For spelling correction, the 
baseline method is context-insensitive and based solely on Levenshtein distance. A 
number of context-sensitive methods, inspired by [5] and [6], are then evaluated and 
compared to the baseline method. Here, a method is defined as context-insensitive if it 
is deterministic w.r.t. to a token type, i.e., yield the same result irrespective of how 
often and where in the corpus it occurs. In contrast, the context-sensitive methods take 
into account not only the token type itself but also the context in which a particular 
token occurs and how frequent the token types are. Below is a description of the 
spelling correction algorithms. Two evaluations are carried out for each algorithm, 
employing a Levenshtein threshold of either 1 or 3 in the retrieval of replacement 
candidates. 

Levenshtein Distance Candidates are retrieved from a dictionary and ranked 
according to Levenshtein distance to the misspelling, selecting the closest one. 
Candidates with the same Levenshtein distance are handled according to a source 
dictionary prioritization, whereby domain-specific dictionaries are preferred over 
general dictionaries. Trigram Frequencies Given the context of a misspelling in the 
form of a word trigram, where the misspelled word constitutes the middle word (or 
first/last if at beginning/end of sentence), the misspelled word within the trigram is 
replaced by any candidate with a Levenshtein distance ≤ t; the candidate with the 
highest trigram frequency in the corpus is selected. Trigram Frequencies + Frequent 
Misspellings Filtering: Like the previous algorithm, but with the difference that it 
employs a corpus-based dictionary which is used to filter out frequent candidates in the 
misspelling detection stage. Trigram Frequency + Corpus-Based Dictionary: Like 
Trigram Frequencies but employs a corpus-based dictionary which is used to filter out 
frequent candidates in the misspelling detection stage and, in contrast to the previous 
algorithm, also in the candidates retrieval stage. Part-of-Speech Tagging + Frequent 
Misspellings Filtering: When there are multiple candidates with the same Levenshtein 
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distance, those with the same part-of-speech are preferred. It also uses filtering of 
frequent tokens in the misspelling detection stage. 

2.2. Experimental Setup 

The medical literature corpus former comprising articles from the Journal of the 
Swedish Medical Association (1996-2005) [8], a subset of which (~1.3M tokens and 
~0.2M types) is used. This corpus is treated as a reference standard. The algorithms are 
applied to a corrupted version of the corpus, in which spelling errors have been 
artificially introduced. Following [6], the probability of a token being misspelled is set 
to 15%; the misspellings are randomly introduced according to one of the four types of 
Damerau errors: insertion, replacement, transposition or deletion, as well as a 
compound error (i.e., white-space deletion). By comparing the corrected versions of the 
corrupted corpus to the original corpus, we are able to calculate precision, recall and 
F1-score for both misspelling detection and spelling correction. It moreover allows 
SNOMED mapping to be evaluated. The clinical corpus contains notes (~4.4M tokens 
and ~0.1M types) extracted from a database of Swedish EHRs1 Both corpora are 
tokenized using the Swedish spellchecker Stava [7] and part-of-speech tagged with 
Stagger [9]. Dictionaries were compiled from the Swedish versions of SNOMED CT 
[3], MeSH [10] and ICD-10 [11]; but also from NPL [12]: a Swedish registry of 
pharmaceutical products; Läkemedelsboken [13]: the Swedish Medical Products 
Agency’s guidelines for pharmaceutical treatment; and SALDO [14]: a lexical resource 
for modern Swedish written language. The main evaluation criterion with the clinical 
corpus is to what extent more SNOMED mappings are possible post spelling correction. 
As this evaluation method ignores the notion of mapping accuracy, one of the context-
sensitive algorithms is manually evaluated by a senior physician, effectively providing 
an estimation of its effectiveness. 

3. Results 

The results obtained for the two corpora are presented separately, beginning with the 
medical literature corpus. Spelling detection performance is high, particularly in terms 
of precision, with a score of 99.02%; recall is 81.72% and F1-score is 0.895. In contrast, 
the spelling correction module performs considerably worse (Table 1). Spelling 
correction precision varies between 48% and 71%, while recall oscillates between 14% 
and 26%. 

 
Table 1. Spelling correction on the medical literature corpus 

 Threshold=1 Threshold=3 
Algorithm Precision (%) Recall (%) F1-score Precision (%) Recall (%) F1-score 
Levenshtein 69.22 14.74 0.243 58.23 26.03 0.360 
Trigram 69.42 14.77 0.244 57.54 25.73 0.356 
Trigram + Filtering 70.89 14.70 0.244 48.34 21.18 0.295 
Trigram + Dictionary 71.09 14.74 0.244 58.08 25.44 0.354 
POS + Filtering 69.47 14.40 0.238 53.54 23.46 0.326 

 
The impact on SNOMED mapping on the literature corpus is shown in Figure 1, from 
which we can see that all algorithms lead to at least 7% additional token types being 
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mapped. Trigram + Filtering yields the biggest increase: 18.96%. Using a higher 
Levenshtein threshold invariably leads to better performance on both spelling 
correction and SNOMED mapping. In terms of mapping precision, however, Trigram + 
Dictionary performs best. In this case, using a lower Levenshtein threshold invariably 
yields better results. When comparing the former, the context-sensitive ones all 
outperform the context-insensitive baseline. 

 
Figure 1. SNOMED mapping on medical literature. 

 
The result of SNOMED mapping post spelling correction on the clinical corpus is 
shown in Figure 2, which reveals that all algorithms yield substantial mapping 
increases. As with the medical literature corpus, using a higher Levenshtein threshold 
leads to more mappings, with a context-sensitive algorithm resulting in the highest 
increase. 

 
Figure 2. SNOMED mapping on clinical text. 

A subset of the output (571 detected misspellings) from Trigram + Dictionary (with a 
threshold of 3) was then manually evaluated by a senior physician. Of these, 54.99% 
were categorized as spelled correctly; 38.88% were categorized as spelled incorrectly; 
while, for 6.13% of the tokens, the correctness could not readily be resolved. The 
sources of errors were spread across various token types: 68.30% were domain-specific 
words (including 12.78% drug names), while 17.16% were regular Swedish words. 
Moreover, 20.67% of the tokens were abbreviations, 21.72% inflections and 18.91% 
compounds. Of 222 corrected and confirmed misspellings, around 70% of the 
replacement candidates were marked as correct. Around 42% of the erroneous spelling 
correction candidates originated from the dictionary compiled from SNOMED CT. 

4. Discussion 

The manual evaluation revealed large differences in misspelling detection precision 
between the two corpora, indicating that this task is more challenging in the noisier 
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clinical text. It should be noted, however, that a general-purpose spell checker was 
employed for misspelling detection and that the only adaptation was in the form of 
domain-specific dictionaries. Filtering out candidates that were frequent in the corpus 
negatively affected performance on the medical literature corpus, probably because 
misspellings tend to recur. When misspellings had been correctly identified in the 
clinical corpus, however, replacement precision was moderate (70%). As expected, 
employing a lower Levenshtein threshold yields both higher spelling correction and 
mapping precision, while a higher threshold yields higher recall, as well as a larger 
number of SNOMED mappings. A context-sensitive algorithm, exploiting trigram 
frequency information and a corpus-based dictionary, obtained arguably the best 
overall results by yielding a large number of additional mappings with relatively high 
precision. This is encouraging, and it may be possible to obtain further improvements 
by taking into account additional context information: one option would be to leverage 
models of distributional semantics to this end. A more reliable evaluation of 
performance on clinical text would in the future require access to hand-annotated data. 

References 

[1] Helen Allvin, Elin Carlsson, Hercules Dalianis, Riitta Danielsson-Ojala, Vidas Daudaraviˇcius, Martin 
Hassel, Dimitrios Kokkinakis, Heljä Lundgren-Laine, Gunnar H Nilsson, Øystein Nytrø, et al. 
Characteristics of Finnish and Swedish intensive care nursing narratives: a comparative analysis to 
support the development of clinical language technologies. Journal of Biomedical Semantics, 2 (Suppl 
3):S1, 2011. 

[2] Kelly Smith, Beata Megyesi, Sumithra Velupillai, and Maria Kvist. Professional language in Swedish 
clinical text: Linguistic characterization and comparative studies. Nordic Journal of Linguistics, 
37(02):297–323, 2014. 

[3] IHTSDO. International Health Terminology Standards Development Organisation: SNOMED CT, 2015. 
Accessed: July 2, 2015. 

[4] Guergana K Savova, James J Masanz, Philip V Ogren, Jiaping Zheng, Sunghwan Sohn, Karin C Kipper-
Schuler, and Christopher G Chute. Mayo clinical text analysis and knowledge extraction system 
(ctakes): architecture, component evaluation and applications. Journal of the American Medical 
Informatics Association, 17(5):507–513, 2010. 

[5] Jain Zheng Patrick, Sabbagh. Spelling Correction in Clinical Notes with Emphasis on First Suggestion 
Accuracy. In Proc. of the International Conference on Language Resources and Evaluation, 2010. 

[6] Patrick Ruch, Robert Bauda, and Antoine Geissbuhler. Using lexical disambiguation and named-entity 
recognition to improve spelling correction in the electronic patient record. Artificial Intelligence in 
Medicine, 29(1-2):169–184, 2003. 

[7] Kann Hollman. En metod för svensk rättstavning baserad på bloomfilter (In Swedish), 1993. Accessed: 
June 19, 2015. 

[8] Dimitrios Kokkinakis. The Journal of the Swedish Medical Association – a Corpus Resource for 
Biomedical Text Mining in Swedish. In Proceedings of the Third Workshop on Building and 
Evaluating Resources for Biomedical Text Mining (BioTxtM), 2012. 

[9] Robert Östling. Stagger: An open-source part of speech tagger for Swedish. Northern European Journal 
of Language Technology (NEJLT), 3:1–18, 2013. 

[10] NLM. U.S. National Library of Medicine: MeSH (Medical Subject Headings). 
http://www.ncbi.nlm.nih.gov/mesh, 2015. Accessed: July 2, 2015. 

[11] WHO. World Health Organization: International Classification of Diseases (ICD), 2015. Accessed: 
July 2, 2015. 

[12] Medical Products Agency. NPL National Repository for Medicinal Products, instructions for reviewing 
and verifying details in the NPL, 2011. Accessed: June 19, 2015. 

[13] Läkemedelsverket. Läkemedelsboken (In Swedish), 2011. Accessed: June 19, 2015. 
[14] Lars Borin, Markus Forsberg, and Lennart Lnngren. The hunting of the blark - saldo, a freely available 

lexical database for Swedish language technology. In Resourceful language technology. Festschrift in 
honor of Anna Sågvall Hein, pages 21–32. Uppsala University, Uppsala, 2008. 

J. Dziadek et al. / Improving Terminology Mapping in Clinical Text 245

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



 

Medical Text Classification Using 
Convolutional Neural Networks 

Mark HUGHESa, Irene LIa,b,1, Spyros KOTOULASa and Toyotaro SUZUMURAb,c 
a

 IBM Research Lab, Ireland 
b

 Japan Science and Technology Agency, Tokyo, Japan 
c

 IBM TJ Watson Research Center, New York, USA 

Abstract. We present an approach to automatically classify clinical text at a 
sentence level. We are using deep convolutional neural networks to represent 
complex features. We train the network on a dataset providing a broad 
categorization of health information. Through a detailed evaluation, we demonstrate 
that our method outperforms several approaches widely used in natural language 
processing tasks by about 15%. 

Keywords. Clinical text, semantic clinical classification, sentence classification, 
convolutional neural network 

1. Introduction 

Notes are key means of recording information about the health. Health professionals 
spend a lot of time scanning through notes with a view on identifying key problems and 
getting an overall impression of the status of the person. Particularly for complex cases 
that lead to information overload, delays or missing information [9]. With the notable 
exception of the works [1], current approaches rely on dictionaries to represent meaning, 
but introduces limitations at the representation and modeling levels, especially when 
representing social determinants of health. For example, the sentence "the patient lives 
with their mother, who is not able to leave her home" is important in a care management 
setting. It is hard to model using existing tools: first, the fragment refers to the patient's 
mother, rather than the patient; second, it indicates social exclusion without using any 
word that is associated with social exclusion by itself.  

The goal behind this work is to apply machine learning approaches to build models 
that allow an automatically generated context-based and rich representation of health-
related information. Convolutional neural networks (CNNs) have dramatically improved 
the approaches to many active research problems. One of the key differentiators between 
CNNs and traditional machine learning approaches is the ability for CNNs to learn 
complex feature representations. 

We apply a CNN-based approach to categorization of text fragments, at a sentence 
level, based on the emergent semantics extracted from a corpus of medical text. We 
compare our approach with three other methods: Sentence Embeddings, Mean Word 

                                                           
1 Corresponding author, Centre for Innovation, 7 Hanover Quay, Grand Canal Dock, Dublin, Ireland; 

Email: irenelizihui@gmail.com 
 

Informatics for Health: Connected Citizen-Led Wellness and Population Health
R. Randell et al. (Eds.)

© 2017 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-753-5-246

246

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



 

Embeddings and Word Embeddings with BOW (bag-of-word). Our results indicate that 
the CNN-based approach is outperforming the other approaches by at least 15% in terms 
of accuracy in the task of classification. 

2. Related Works 

Classification for health-related text is considered a special case of text classification. 
Machine learning algorithms in Natural Language Processing (NLP) and have been 
successfully applied: e.g. Support Vector Machines and Latent Dirichlet Allocation have 
been used for some tasks like classification on patient record notes [1] or other 
documents in diseases like diabetes showing satisfying results [2,3]. The state-of-the-art 
models on document classification methods are designed for neural networks. Mikolov 
et al. [7] introduce an approach for learning word vector representations, Word2vec, 
which is simple and efficient. For neural embeddings, Le et al. [4] introduce the 
distributed representations of paragraphs, the Doc2vec, capturing the semantics in dense 
vectors. Other studies on CNNs for learning high level features have also shown 
competitive results. Other works by Kalchbrenner et al. [5] develop the Dynamic 
Convolutional Neural Networks for modelling sentences. This work is the first approach 
using such technology to do sentence-level classification of medical text. 

3. Methods 

We describe our method by means of a case study, where we have used Word2vec for a 
large corpus of text and a smaller corpus of pre-categorized text to train our sentence-
level classifier. 

We have used two datasets, procured from the medical domain. Our approach makes 
use of the Word2vec algorithm. It has been shown that performance can be improved by 
training Word2vec models using domain specific data. Therefore, we have procured a 
dataset from PubMed1 for training our Word2vec models. To train our Word2vec models, 
we used a collection of 15k clinical research papers representing a wide range of medical 
subjects. The Word2vec model described in this paper was trained using this PubMed 
collection.  

For sentence level classification, it was necessary to gather training data that had 
been pre-classified by medical professionals. Merck Manual2 dataset contains articles 
from various topics like Brain, Cancer, etc. Each of these articles is classified under a 
parent header representing a specific category of medical issues and conditions. In total 
our dataset consisted of 26 medical categories and 4000 sentences were chosen at random 
for each category extracted from the Merck articles to use as our training data and to 
ensure balance across all categories. Our validation dataset consisted of 1000 sentences 
from each of the categories. 

We apply a CNN-based approach to automatically learn and classify sentences into 
one of the 26 categories in our evaluation dataset. Similar to the approach outlined by 
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Kim [8], we convert each sentence to a word level matrix where each row in the matrix 
is a sentence vector extracted from our Word2vec model. CNNs require input to have a 
static size and sentence lengths can vary greatly. Therefore, we chose a max word length 
of 50 allowable for a sentence which worked well. During the training phase, we applied 
a Word2vec hidden layer size of 100, thus giving our input feature a resolution of 100×50. 
If a sentence contained less than 50 tokens, a special stop word was repeatedly appended 
to the end of the sentence to meet the 50-word requirement. If a sentence contained over 
50 words, only the first 50 were considered to be representative of that sentence.  

 
Figure 1. Outline of our CNN model structure. 

 

During evaluation, we tested various CNN configurations. We applied a grid search 
to ascertain the optimal number of filters and filter sizes. We also experimented with 
multiple configurations of convolutional layers including 2, 4 and 6. From these 
experiments, our best performing CNN model consisted of a configuration of two sets of 
two convolutional layers with each pair followed by a max pooling layer. In this model, 
we used 256 convolutional filters with a filter size of 5 across all convolutional layers. 
After the second max pooling function we apply a dropout function to help preventing 
overfitting. In our model, we use a dropout rate of .5. We then append a fully connected 
layer with a length of 128 followed by a second dropout function. This is followed by a 
dense layer with a size of 26 to represent the number of classification classes with a 
Softmax function determining the output. A visual representation of this model can be 
found in Figure 1.  

4. Evaluation 

In this section, we evaluate our approach against a set of state-of-the-art methods. We 
have compared our model with the following methods: Sentence Embeddings, Mean 
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Word Embeddings and Word Embeddings with BOW (bag-of-word). During training 
word/sentence embeddings, the stop-words are kept and no stemming is adopted, since, 
in this way, we will keep the complete information. We keep the Doc2vec sentence 
embedding dimension to be 100, and the epoch to be 60 for all the experiments. 

Sentence Embeddings (LogR+Doc2vec): Doc2vec, the distributed memory (PV-
DM) model is firstly applied to train on the entire corpus. Once the model has been 
trained, each sentence in the test dataset can be inferred directly from the model. The 
second stage is to apply a Logistic Regression (LogR) classifier given the sentence 
embeddings inferred from the Doc2vec model.  

Mean Word Embeddings (ZeroMean/ElimMean+Word2vec): For each sentence, we 
first took the embeddings of each word, and calculated a pair-wise mean as the sentence 
embedding. The lengths of sentences could be various - however, the dimension of the 
sentence embeddings is constant. When there is a word that is not in our vocabulary, we 
can fill with zeros or eliminate it (ZeroMean+Word2vec and ElimMean+Word2vec 
respectively). The mean word embeddings are the inputs to the above mentioned 
classifiers.  

Word Embeddings with BOW Features (BOW+LogR): The third evaluation 
approach is the widely used Bag-of-Words histogram approach based on word vectors. 
As a part of this approach, Word2vec features are extracted from all entities within our 
dataset. We apply a k-means clustering algorithm with a value of 1000 for K to generate 
a feature vocabulary. Once this vocabulary is generated, a sentence is converted to a 
BOW histogram by assigning each word within the sentence to a vocabulary feature. Due 
to the short length of sentences in comparison to our vocabulary size, to avoid sparse 
vectors, we apply soft assignment when generating each BOW histogram. We use a value 
of 50 for K in the soft assignment phase with a value of 1/R appended to each histogram 
bin where R is the nearest neighbor ranking for the vocabulary feature associated with 
that bin up to a value of K.    

 
Figure 2. Classification Performance. 

Figure 2 shows the accuracy (percentage of sentences classified correctly) of each 
method in our experiments. The first three methods shown in the figure give worse 
performance because the initially pre-trained embeddings are not providing good 
features for the classification. The bag-of-word method performs better - probably due 
to better feature extraction based on the pre-trained word embeddings.  Our CNN-based 
approach has the highest accuracy by a wide margin. This could be explained by the fact 
that our deep learning approach has the ability to capture more complex features 
compared with the other shallow learning approaches. 
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5. Conclusions and Future Work 

In this paper, we introduce a novel approach for sentence-level classification of medical 
documents. We show that it is possible to use CNNs to represent the semantics of clinical 
text enabling semantic classification at a sentence level. When compared with shallow 
learning methods, the multi-layer convolutional deep networks can generate more 
optimal features during the training phase to represent the semantics of the sentence 
being analyzed. Similar to computer vision methods, once these semantic representations 
are learned, they can also be used for many alternative tasks such as text comparison and 
retrieval tasks. With minimum effort, the approach could also be scaled up to generate 
representations at a paragraph or even document level. 

In the future, we wish to implement our technique at a much larger scale and with a 
more fine-grained set of clinical classifications. We would expect that similar to the 
computer vision literature, our convolutional network approaches will provide better 
results when fed with larger datasets. Within the medical domain, we aim to test this 
hypothesis with a much larger collection of data collated from PubMed, relevant topics 
in Wikipedia, as well as medical books and journals. Alternatively, we also could 
leverage existing domain adaptation techniques [6,10] to transfer knowledge from other 
domains to the medical domain. 

We are in the process of deploying a system using a similar technique with 
application to Care Management. Furthermore, we aim to experiment with the feature 
representations generated from a patient's clinical notes and apply them to generate a 
high level semantic representation of each patient. A patient could then be represented 
as a dense and highly discriminative feature vector that captures the medical conditions 
and treatments from their unstructured clinical notes, possibly combined with structured 
data. 
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Abstract. Electronic Health Records (EHRs) are now being massively used in 
hospitals what has motivated current developments of new methods to process 
clinical narratives (unstructured data) making it possible to perform context-based 
searches. Current approaches to process the unstructured texts in EHRs are based in 
applying text mining or natural language processing (NLP) techniques over the data. 
In particular Named Entity Recognition (NER) is of paramount importance to 
retrieve specific biomedical concepts from the text providing the semantic type of 
the concept retrieved. However, it is very common that clinical notes contain lots of 
acronyms that cannot be identified by NER processes and even if they are identified, 
an acronym may correspond to several meanings, so disambiguation of the found 
term is needed. In this work we provide an approach to perform acronym 
disambiguation in Spanish EHR using machine learning techniques. 

Keywords. Acronym disambiguation, natural language processing, machine 
learning, electronic health records, clinical notes 

1. Introduction 

Electronic Health Records (EHRs) and their use in medical institutions are becoming 
more and more popular and its adoption has been increasing during the last years [1]. An 
EHR contains a set of clinical notes with information regarding the history of the patients, 
including their signs or symptoms, previous diseases that have suffered or laboratory 
tests among other relevant information. The access to the unstructured information in 
EHRs (e.g. plain text with descriptions about a patient) is not easy. EHRs were created 
with several aims, including an easy interchange and retrieval of the information, 
however it still remains a difficult task to perform query and answering process in an 
accurate way. 

Most of the works that have been applied to extract information from unstructured 
medical text are based on text-mining or natural language processing (NLP) techniques. 
In [2], a review of the kind of techniques applied in this context in clinical documents is 
presented. In the last years, several tools have appeared to perform automatic analysis of 
biomedical texts to identify concepts and relationships by means of NLP techniques. 
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Some successful approaches in this context of clinical settings are Apache cTAKES [3] 
and MetaMap [4]. Acronyms allow the physicians to speed-up the writing process 
minimizing the number of characters used, however the same combination of characters 
corresponds frequently to different concepts depending on the concrete context. Thus the 
disambiguation of the acronym is a challenge that remains an open problem. Another 
problem that arises when disambiguating acronyms is multilingualism: most of the NLP 
approaches developed over biomedical texts have been developed for English. In the case 
of Spanish language, only a few works have applied with varying successes [5-7]. 

In this work we focus on the automatic analysis of Electronic Health Records written 
in Spanish. Therefore, H2A architecture for NLP presented in [8] allows the analysis of 
free text gathered from EHRs by structuring relevant clinical information, is used. This 
architecture is based on a built-pipeline that is able to detect acronyms and associate them 
with all their corresponding meanings. Moreover, an approach to disambiguate the 
meaning of an acronym is needed. To fill the gaps, in this work we focus in the creation 
of an acronym disambiguation approach that uses machine learning techniques to learn 
the use and meaning of an acronym in each context. 

2. Related Work 

In this section we focus in identifying the main approaches to acronym and abbreviation 
disambiguation. This field, as well as NLP itself, is a vast field of research that has 
produced many results during the last years. For this reason, we focus on the main results 
produced in acronym disambiguation. 

On one hand, some works are based on the automatic extraction and disambiguation 
of acronym-meaning pairs. These perform the automatic detection of the acronyms and 
their definitions allowing to automatically create a corpus of abbreviations and acronyms. 
Wren & Garner published a work based on heuristics to locate and identify acronym-
definition pairs using subsets of Medline records obtaining more than 174,000 unique 
acronyms and 737,000 associated definitions [9]. Melton et al [10] have developed a 
method to improve sense inventories consisting in mapping long form expansions to 
concept in UMLS (Unified Medical Language System). 

On the other hand, several works have been directly focused on the disambiguation 
of the terms found in the texts. Sergei Pakhomov developed one of the main papers 
published in the field. He developed a method in which a semi-supervised maximum 
entropy based approach for the normalization of abbreviations and acronyms in medical 
texts is applied [11]. In 2006, Joshi et al. [12] published a work for word sense 
disambiguation and acronym expansion based on kernel methods: one using knowledge 
derived from unlabeled text, a second one using semantic knowledge from ontologies 
and a third additive kernel consisted in the first two. The same authors performed a 
comparative study [13] of supervised acronym disambiguation methods in a corpus of 
clinical notes using three machine learning algorithms approaches which exceeds 90% 
of accuracy depending of the parameters. Most of the approaches developed have been 
based on knowledge-based techniques, being the machine learning one not very 
significant. Finally, none of the main efforts has been focused in the disambiguation of 
acronyms in Spanish documents. 
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3. Materials and Methods 

Name Entity Recognition (NER) is the task of the NLP which is in charge of identifying 
concepts and their semantic types. Some of the tools previously mentioned like MetaMap 
or cTAKES make use of UMLS to retrieve these concepts. However, the amount of 
acronyms provided by UMLS for Spanish texts are not enough. For this reason the need 
to expand the list of acronyms in Spanish EHRs, led us to use the dictionary of medical 
acronyms available online at Sociedad Española de Documentación Médica2.  

Disambiguating medical acronyms is a complex task even for experts. As an 
example, “PCA” typically refers to “Posterior cerebral artery” or “Posterior 
communicating artery”, both being arteries that are very close, belonging to circle of 
Willis and both can produce ischemia. An expert reading the term in the context of a 
transcranial duplex will understand that it is referred to the posterior cerebral artery. If 
misunderstood, surgery performed can differ and the patient could suffer consequences. 
Acronym disambiguation has been solved using machine learning as a binary 
classification task to determine if a definition is correct. 

3.1. Corpus and dataset 

The corpus used to create the models consists of a 150 clinical notes set of stroke patients 
and is known to be formed only with documents from the same area. The clinical notes 
with a higher number of acronyms have been selected. The reason to use a high-rank 
approach is to obtain a dataset that considers the maximum number of possible acronyms. 
The notes were cleaned up and manually annotated by the researchers. Once the clinical 
notes are annotated and curated, the datasets to train the models are generated. The 
training set consists in a CSV/ARFF3 file where each line represents the acronym-
definition pair found for each acronym together with the corresponding context features. 
Manual selection of features used for the training of the model (see table 1) is performed. 
Table 1. Features used to train the model. Example sentence: “Fuerza proximal MII conservada y simétrica” 

Feature Description Words in the example 
pre-word, post-word Words before and after the acronym. proximal - conservada 

acronym The acronym. MII 
area Area of report. Not used. Future feature. N/A 

definition The definition obtained from SEDOM Miembros inferiores 
section The section of the report where the acronym appears. Exploración 

PoS pre-word, PoS 
post-word 

Part-of-Speech (PoS) of the word before and after the 
acronym. 

ADJ – ADJ 

label True/False, if definition is correct in that environment. True 

3.2. Models creation 

C4.5 decision trees were selected to create the models. WEKA [14] machine learning 
tool has been used for the creation and validation of such models. The validation of the 
models was performed using two approaches: a 10-fold cross validation and a validation 
using a test set of 30 clinical cases randomly selected (but not previously used in the 
training) and manually annotated from a total of 4,071 available clinical cases. In each 
of the datasets used there are a total of 7,148 acronym appearances with 480 unique 

                                                           
2 http://www.sedom.es/ 
3 https://weka.wikispaces.com/ARFF 
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acronyms. The acronym with a higher number of appearances is “U” (meaning “units” 
in most of the cases) with a total of 467 (6.53%). 

 
Dataset 1 (D1) – baseline: Contains 6 features: pre-word, post-word, acronym, area, 

definition, and label. 9,627 instances exist after removing duplicates. 
Dataset 2 (D2): Three more features have been introduced: PoS pre-word, PoS post-

word, and the section in which the acronym is found within a document. We get 
16,635 instances after removing duplicates. PoS helps to generalize the use of a 
meaning, as the same tags surround same meanings for a particular acronym, while 
others change the PoS of the surrounding tags. The section is an important factor, 
as the meaning of an acronym typically is the same within the same section. 

4. Results 

Two validation types have been performed: I) 10 fold cross-validation (CV); and II) Test-
set from a 30 clinical notes subset randomly selected. Confusion matrices in Table 2 
depict the values for performance of the algorithm using both validation methods. 

Table 2. C4.5 Confusion Matrices 

C4.5 

Classification 
D1 – CV 

Classification 
D2 – CV 

Classification 
D1 – Test set 

Classification 
D2 – Test set 

False True False True False True False True 

Expert annotation False 5935 249 10654 383 2082 315 2051 346 

True 404 3039 451 5147 49 490 45 494 
 
From the confusion matrices in Table 2, precision, recall, and F1-score can be 

calculated, summarizing the results of CV. Table 3 shows the results using these metrics. 
Table 3. C4.5 performance metrics 

 C4.5 – CV C4.5 Test-set 
P R F1 P R F1 

D1 93.2% 93.2% 93.2% 90.9% 87.6% 88.5% 
D2 95.0% 95.0% 95.0% 90.7% 86.7% 87.7% 

 
A 30 randomly selected EHRs set has been used for test-set, validating our approach 

using a realistic subset. The validation dataset contains 2,937 instances and 875 
acronyms. Both models obtained a precision over 90%. These results are acceptable for 
this concrete problem and to be used and integrated into H2A's pipeline [8]. 

Confusion matrices (see table 2) show that results of test-set have around -8% F-
score in comparison with cross-validation. The most reasonable explanation is that the 
documents used to generate the corpus were selected using the high-rank method. 
Therefore, a small bias could have been introduced. However, we consider that the 
random selection of the clinical notes does not ensure to correctly reduce the bias, though 
it enables a different test in a more “realistic” environment. D2 model using cross-
validation performs better in terms of Precision, which is the goal of this experimentation. 
Nevertheless, in a “realistic” environment by performing the test-set, we can see that 
both models perform with similar patterns and the differences among them are not so 
relevant. 

I. Rubio-López et al. / Acronym Disambiguation in Spanish Electronic Health Narratives254

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



5. Conclusions and Future Work 

In this paper we have presented a machine learning approach for medical acronyms 
disambiguation in Spanish EHRs. An important factor to gain trustworthiness from 
specialists has been the prioritization of models' precision versus their recall. In future 
works, the introduction of new features in the dataset that could be relevant, will be 
analyzed together with the performance of other machine learning techniques. It is worth 
noting that all the knowledge acquired for the acronym disambiguation could also be 
useful for concept disambiguation. 
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Abstract. Pathology reports are a main source of information regarding cancer 
diagnosis and are commonly written following semi-structured templates that 
include tumour localisation and behaviour. In this work, we evaluated the efficiency 
of support vector machines (SVMs) to classify pathology reports written in 
Portuguese into the International Classification of Diseases for Oncology (ICD-O), 
a biaxial classification of cancer topography and morphology. A partnership 
program with the Brazilian hospital A.C. Camargo Cancer Center provided 
anonymised pathology reports and structured data from 94,980 patients used for 
training and validation. We employed SVMs with tf-idf weighting scheme in a bag-
of-words approach and report F1 score of 0.82 for 18 sites and 0.73 for 49 
morphology classes. With the largest dataset ever used in such a task, our work 
provides reliable estimates for the classification of pathology reports in Portuguese 
and agrees with a few similar studies published in the same kind of data in other 
languages. 

Keywords. Natural language processing, pathology report, support vector machines 

1. Introduction 

Clinical reports are usually written in natural language due to its descriptive power and 
ease of communication among specialists. Processing data for knowledge discovery and 
statistical analysis requires information retrieval techniques, already established for 
newswire texts, but still in development in the medical subdomain. Some studies [1,2] 
explored mapping techniques to obtain structured information from clinical data, usually 
mixing sets of rules with machine learning. Although the results are promising, major 
efforts are required to build medical corpora and to adapt general language rules to the 
clinical domain. 

Pathology reports are a main source of information regarding cancer diagnosis [3] 
and are commonly written following semi-structured templates that include tumour 
localisation and behaviour. Since structured data are mostly not available from the 
electronic health record (EHR) with sufficient accuracy and completeness, cancer 
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registries play an important role as containers of manually reviewed clinical content at 
patient level, in order to report cancer statistics to authorities by using controlled 
vocabularies. In this process, health professionals often employ the International 
Classification of Diseases for Oncology (ICD-O) [3], a biaxial classification of cancer 
topography and morphology maintained by the World Health Organization (WHO). 

Probably the first work to evaluate the automated classification of pathology reports 
into more than one class, Martinez and Li [4] explored a Naïve Bayes classifier with 
named entities as features to classify 217 reports written in English into 11 different sites. 
They report a micro-averaged F1 score of 0.58. Jouhet et al. [5] employed Naïve Bayes 
classifiers and Support Vector Machines (SVMs) in 5,121 French free-text pathology 
reports to classify them into the two ICD-O axes using ngrams as features. They reported 
an F1 score of 0.72 for 26 topographic sites and 0.85 for 18 morphology classes in the 
ICD-O code attribution task. Later, Kavuluru et al. [6] applied Naïve Bayes classifiers, 
SVMs and Logistic Regression to a dataset of 56,426 English pathology reports in order 
to classify them into 57 primary sites from the ICD-O. They compared the efficiency of 
unigrams, bigrams and named entities as features and reported an F1 score of 0.90. More 
recently, Oleynik et al. [7] applied Naïve Bayes classifiers to a set of pathology reports 
written in Portuguese and obtained F1 = 0.75 for the recognition of 16 topographies and 
F1 = 0.62 for 49 morphologies. 

In this paper, we applied SVM to a large dataset of pathology reports in Portuguese 
and assessed its efficiency. We report results in the two ICD-O axes, viz. topography and 
morphology. To our knowledge, there are no previous studies related to the same 
language, method and type of data. 

2. Materials and Methods 

2.1. Pathology Reports and Cancer Registry Corpora 

A partnership program with the Brazilian hospital A.C. Camargo Cancer Center provided 
anonymised pathology reports and structured data from 94,980 patients used for training 
and validation. The documents were created during routine operation between 1996 and 
2010, with their text structure following the institution's editorial guidelines. 

In order to train a supervised machine learning classifier, we programmatically 
unified reports of the same patient and associated their content using the patient identifier 
to the data available in cancer registries. These registries include manually encoded 
information of the cancer topography, morphology and the metastatic status. In the next 
step, we discarded those with confirmed metastasis or multiple classifications and used 
the structured information in the cancer registries as the classifier target. 

The resulting dataset maps patients into the two ICD-O axes, viz. topography with 
n = 18,905 patients (18 code groups) and morphology with n = 18,599 patients (49 code 
groups). Due to the nature of the problem, patients are not uniformly distributed in the 
groups, as can be seen on the data presented in Section 3. 

2.2. Support Vector Machines 

In a pre-processing step, we lowercased all tokens (extracted with the Java 
StringTokenizer class) and kept only the remaining 5,000 most frequent ones to speed up 
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processing and reduce model overfitting. We then applied a Support Vector Machine 
(SVM) over the vector space representation of the data (in a bag-of-words approach), 
with tf-idf weighting scheme2 and a linear kernel. SVMs as such are known to produce 
good results in text classification [8]. 

A SVM is a discriminative and non-probabilistic classifier that tries to maximise the 
decision margin between two given classes [8]. The decision function, seen in Eq. (1), 
assigns either  or  to an input vector  based on the decision hyperplane normal 
vector  and an intercept term . 

 (1) 

We used Weka 3.6.6 [9] for most of the steps and LibSVM 3.17 [10] to perform 
SVM calculations under a one-versus-all approach, common in multi-class classification 
tasks. A regularisation parameter  was empirically determined following [11]. 

3. Results 

Tables 1 and 2 show a breakdown of sample size (n), precision (P), recall (R) and F1 
score (F1) obtained via 10-fold cross-validation for the ten topographies and 
morphologies with best results, respectively. The last row of each table shows the overall 
micro-averaged efficiency measures. Due to space limitations, full tables and confusion 
matrices are only available online at https://goo.gl/iG41Ok and https://goo.gl/cTrJfI. 
 
 

Table 1. Top ten F1 scores in the ICD-O topography attribution task. 

Code Group Description n P R F1 
C44 Skin 3,858 0.88 0.94 0.91 
C50 Breast 3,668 0.89 0.91 0.90 

C73-C75 Thyroid and other endocrine glands 1,329 0.92 0.87 0.90 
C60-C63 Male genital organs 1,536 0.93 0.81 0.87 
C64-C68 Lymph nodes 660 0.86 0.78 0.82 
C51-C58 Female genital organs 1,574 0.85 0.77 0.81 
C69-C72 Eye, brain and other parts of central nervous system 536 0.83 0.70 0.76 
C00-C14 Lip, oral cavity and pharynx 903 0.80 0.71 0.75 
C15-C26 Digestive organs 2,159 0.67 0.84 0.75 

C77 Lymph nodes 590 0.68 0.80 0.74 

Overall 18,905 0.82 0.82 0.82 

 
  

                                                           
2 Tf-idf stands for term frequency–inverse document frequency. 

M. Oleynik et al. / Automated Classification of Semi-Structured Pathology Reports258

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



Table 2. Top ten F1 scores in the ICD-O morphology attribution task. 

Code Group Description n P R F1 
959-972 Hodgkin and non-Hodgkin lymphomas 859 0.85 0.87 0.86 
850-854 Ductal and lobular neoplasms 3,410 0.85 0.87 0.86 

855 Acinar cell neoplasms 1,059 0.87 0.85 0.86 
809-811 Basal cell neoplasms 1,704 0.80 0.89 0.84 
872-879 Nevi and melanomas 1,473 0.87 0.81 0.84 
906-909 Germ cell neoplasms 208 0.89 0.71 0.79 
812-813 Transitional cell papillomas and carcinomas 384 0.81 0.74 0.78 
938-948 Gliomas 237 0.82 0.71 0.76 

858 Thymic epithelial neoplasms 17 1.00 0.59 0.74 
868-871 Paragangliomas and glomus tumors 26 1.00 0.58 0.73 

Overall 18,599 0.74 0.74 0.73 

4. Discussion 

Results obtained in the topography attribution task (F1 = 0.82) were better than the ones 
in the morphology attribution task (F1 = 0.73). As expected, the evaluated efficiency is 
better at simpler tasks, where the number of target classes is lower (18 versus 49). The 
results might be dependent on the non-uniform distribution of classes in the dataset, with 
the best results reported on the most common classes. Additionally, the most common 
cancer in women (C50: Breast) and men (C60-C63: Male genital organs) achieved high 
precision rates (0.89 and 0.93, respectively). 

Moreover, the analysis of the confusion matrix reveals that the most common 
mistake in the topography attribution task is the classification of C51-C58: Female genital 
organs as C15-C26: Digestive organs, which also accounts for its low precision (0.67) 
and is responsible for 5% (171/3380) of the incorrect classified patients. In the 
morphology axis, classification of 805-808: Squamous cell neoplasms as 814-838: 
Adenomas and adenocarcinomas is the most frequent source of error and accounts for 
8% (381/4796) of the misclassifications. 

Although a strict comparison is hard due to the lack of public data in the medical 
domain, SVM shows improvements over the Naïve Bayes approach of Martinez and Li 
[4] applied to the same kind of data. While they report an F1 score of 0.58 with 11 sites, 
we achieved a higher F1 score of 0.82 with seven more classes. Likewise, our study 
achieved results comparable to those reported by Jouhet et al. [5]. Even though we report 
a lower F1 score of 0.74 (versus 0.85) with 31 more classes in the morphology code 
attribution task, we achieved a higher F1 score of 0.82 (versus 0.72) over only eight less 
topography classes. Compared to the work of Kavuluru et al. [6], we obtained a lower F1 
score (0.82 versus 0.93) with four more target classes. Lastly, SVM performed much 
better than a prior work done in the same dataset with Naïve Bayes classifiers [7], with 
an F1 score improvement of 0.07 and 0.11 in the topography and morphology groups, 
respectively. One common approach in these studies is to remove rare groups and 
therefore achieve better efficiency rates. In contrast, we report results in the standard set 
of 18 topography groups and 49 morphology groups, as defined by the WHO [3]. 
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5. Conclusion 

Although our classifier is in general agreement with other works reported in literature, 
we can see some limitations. A more precise analysis would have been done if we had 
classified a subset of the reports by a team of specialists without access to other patient 
data. Assessing Cohen’s kappa factor among them would provide a smaller upper bound 
to the algorithm and perhaps reproduce high discordance rates described in literature. 
The unavailability of such a team for an extended period also grounds our automated 
process. Nonetheless, we could have tested other learning models known for providing 
better results, like neural networks. However, given its elevated complexity and high 
computational cost, we chose a simpler and more manageable approach. 

Our study may improve recall rates in tasks such as cohort building for clinical trials, 
as it creates additional structured information over textual data. Moreover, it could be 
employed to ease manual classification of pathology reports via the generation of 
probability ordered code lists. The research showed that the automatic classification of 
pathology reports is not only feasible, but also achieves high efficiency rates comparable 
to those found in similar papers. We believe that our work provides a successful baseline 
for future research, not only for the classification of medical documents written in 
Portuguese, but also to be extended and applied to other domains. 
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Abstract. In routine health data, risk factors and biomarkers are typically 
measured irregularly in time, with the frequency of their measurement depending 
on a range of factors – for example, sicker patients are measured more often. This 
is termed informative observation. Failure to account for this in subsequent 
modelling can lead to bias. Here, we illustrate this issue using body mass index 
measurements taken on patients with type 2 diabetes in Salford, UK. We modelled 
the observation process (time to next measurement) as a recurrent event Cox 
model, and studied whether previous measurements in BMI, and trends in the BMI, 
were associated with changes in the frequency of measurement. Interestingly, we 
found that increasing BMI led to a lower propensity for future measurements. 
More broadly, this illustrates the need and opportunity to develop and apply 
models that account for, and exploit, informative observation.  

Keywords. Informative observation, Longitudinal modelling, Observation 
processes. 

1. Introduction 

When conducting longitudinal statistical analysis with routinely collected health data, it 
is often assumed that the process that governs whether and when data are observed – 
the observation process – is ignorable. This statistically defined term means that we do 
not need to concern ourselves directly with the observation process, and it is not 
necessary to model the process explicitly. In real terms this translates to assuming that 
measurements of a risk factor or biomarker are regularly spaced (e.g. measured once 
per year), or that they are irregularly spaced but the spacing is not informative 
(conditional on measured covariates). There is an approximate correspondence with the 
related concepts in missing data of missing completely at random and missing at 
random.  

Intuitively, however, observations are made according to an underlying process 
driven by the patient, the clinician, and the environment. Therefore, the timing of 
observations may be informative, over and above the actual values observed (again, 
this corresponds to missingness not at random). For example, a patient concerned about 
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their health may engage with the health service more and hence have smaller gaps 
between measurements. A clinician concerned about the health of a patient may request 
to see them again sooner. The propensity for a subsequent observation of a risk factor 
may also depend on previous observed values, and trends in previous values of the risk 
factor. For example, if a biomarker is rapidly rising, the clinician may wish to measure 
it again within a short time period. This is termed outcome-dependent follow-up. Some 
methods to handle data subject to a non-ignorable observation process are available in 
the statistical literature [1], [2]; these are based on assuming a joint model for both the 
observation process and the outcome process. However, these have seen limited 
application to routinely collected health data. Moreover, existing approaches typically 
view the observation process as a ‘nuisance’ and not to be of scientific interest [3]; we 
hypothesise that the observation process can be exploited to gain additional information 
for inference. 

In this paper we explored the properties of the observation process in the example 
of body mass index (BMI) measures for patients with type 2 diabetes (T2D), taken in 
primary care in Salford, UK. We hypothesised that BMI measurements would depend 
not only on patient demographics but also on previous measurements, and the current 
trend, of BMI – i.e. outcome-dependent follow-up. 

2. Methods 

We used anonymized primary care data from the Salford Integrated Record. Salford, 
UK, is a relatively deprived city in Greater Manchester, UK, with a population of 
approximately 300,000, served by a single hospital and 53 GP practices. Our study 
period was 1 April 2004 to 31 December 2012. The start date was chosen to align with 
the quality and outcomes framework (QOF), which is a scheme, started in 2004, in 
which GPs are incentivized to meet a range of indicators that promote patient care; one 
of these indicators is that T2D patients have a BMI measurement within the financial 
year. Individuals were considered ‘at risk’ for a BMI measurement during this period 
provided that they had received a T2D diagnosis and were alive. BMI measurements 
outside of this time range were excluded; however, they were used where appropriate 
as ‘previous BMI’ readings. An individual may have no BMI readings recorded at all, 
but still be included in the analysis (since they are still ‘at risk’ of a BMI measurement). 
If an explicit T2D diagnosis date was not available, the date of first prescription of anti-
diabetic medication was used as a proxy for this. If neither of these were available the 
patient was removed from the analysis. Patients were also removed if no date of birth 
was available. Finally, patients who were younger than 35 or older than 85 at diagnosis 
date were also removed.  

We built a statistical model that focused on the observation process (times at which 
BMI is observed) rather than the outcome itself (the BMI measurements). Specifically, 
we used a Cox proportional hazards model for recurrent events to model time to next 
BMI measurement. We used age as the timescale, and left truncated at the study start 
date or diabetes diagnosis date, whichever was later. The earliest of death and the study 
end date was considered a right censoring event. The model incorporated frailty terms 
to capture within-person correlation [4]. 

In our multivariable model, covariates underlying the observation process of 
primary interest were: the previous BMI measure; the difference between the previous 
measure and the one before, which represents a trend that would be observable by the 
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GP; and the difference between the current (yet to be taken) BMI measure and the 
previous one, which may reflect the patient’s current perception of weight change. 
Time since diagnosis and calendar year were included as time-updated terms. We also 
included gender, and separate indicator variables for diagnosis of coronary heart 
disease (CHD), chronic obstructive pulmonary disease (COPD), asthma and cancer. 

All analyses were carried out using R version 3.2.0 [5]. 

3. Results 

A data exclusion flow chart, both at the patient level and individual BMI observation 
level, is given in Figure 1; the final dataset comprised 11,805 patients with a total of 
133,425 BMI readings.  

 
Figure 1. Data exclusion flowchart. Ineligible patients are excluded first, then ineligible readings are 

removed for eligible patients. 

 
Baseline information is given in Table 1. The mean first BMI was 31.28 (in the obese 
category, which is as expected for T2D patients), and we observed a median of 9 BMI 
measurements per patient. 
 

Table 1. Baseline information. (SD = standard deviation; IQR = interquartile range). 

BMI at baseline (first reading in time period) Mean = 31.28, SD = 6.41 
Number of BMI measurements Median = 9, Min=0, Max=112, IQR = 10 
Year of birth Median = 1944, Min = 1911, Max = 1976 
Age at baseline Mean = 62.02, SD = 11.74 
Male N = 6647 (56.31%) 
CHD (ever) N = 4183 (35.44%) 
COPD (ever) N = 1744 (14.77%) 
Asthma (ever) N = 2268 (19.21%) 
Cancer (ever) N = 1463 (12.39%) 
Dead before 31/12/2012 N = 539 (4.57%) 

 
Table 2 gives the proportion of patients for whom at least one BMI measure is 

made within a financial year (out of all patients who are alive and have a T2D 
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diagnosis for the entire financial year). This proportion increases steadily from 0.739 to 
0.825 across the study period. 

 
Table 2. Proportion of patients for whom at least one BMI measure is made within a QOF year (out of all 
patients who are alive and have a T2D diagnosis for the entire QOF year). 

Year Proportion with BMI reading Number eligible 
2004-5 0.739 6345 
2005-6 0.752 6962 
2006-7 0.780 7659 
2007-8 0.806 8292 
2008-9 0.815 8958 
2009-10 0.826 9383 
2010-11 0.834 9776 
2011-12 0.825 10039 

Results of the recurrent event proportional hazards model are given in Table 3, with 
hazard ratios given per unit BMI or per year as appropriate. We see that propensity (or 
hazard) to measure BMI was increased if the previous BMI reading was higher, but 
decreased if there was an observed or perceived upward trend in BMI. The difference 
between the two previous BMI readings had a larger effect on the hazard than the 
difference between the current and previous readings. CHD, COPD and asthma patients 
all had a higher propensity/hazard to be measured, while for cancer there was no 
significant difference in the hazard. There was no evidence of a violation of the 
proportional hazards assumption (P=0.957 in global test, and no individual covariates 
had significant relationship between Schoenfeld residuals and time). 

 
Table 3. Hazard ratios from Cox recurrent event model. 

Variable HR (95% CI) 
Previous BMI 1.010 (1.008,1.012) 
Difference between previous reading and reading before 0.979 (0.976,0.983) 
Difference between current and previous reading 0.985 (0.982,0.988) 
Male (reference: female) 0.996 (0.973,1.021) 
Calendar year 
Time since diagnosis 

0.954 (0.951,0.957) 
1.027 (1.025,1.030) 

CHD presence 1.026 (1.001,1.052) 
COPD presence 1.127 (1.089,1.165) 
Asthma presence 1.057 (1.024,1.090) 
Cancer presence 0.983 (0.948,1.018) 

4. Discussion 

Contrary to our prior expectation, an increasing trend in BMI lowered the propensity 
for a repeat measurement of BMI. This is surprising and potentially concerning, and 
needs to be understood clinically. It was reassuring to find no evidence of a gender 
difference. 

The findings show that the propensity to measure BMI depends on previous 
measurements and trends. This is likely to hold for other measures such as blood 
pressure and cholesterol. Appropriate statistical modelling techniques need to be used 
to account for this outcome dependent, non-ignorable structure in the observation 
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process, to prevent biased inference. One such approach is to build joint models for the 
observation process and outcome process (e.g. [6]). Mixed effect models can also be 
applied with limited bias for estimation of fixed effects [7]; however estimation of 
random effects can be badly biased [3].  

Rather than viewing informative observation as a nuisance, we suggest that the 
presence of observations can be used for prediction. For example, we have shown that 
engagement with smart weighing scales (i.e. presence of weight measurements) is an 
independent predictor for weight loss [8]. 

The main strength of the study is that we use sophisticated modelling techniques to 
understand the observation process, which is typically ignored in the literature. A 
limitation is that we only considered BMI, although we expect that the findings will 
generalise to other clinical risk factors and biomarkers that may be measured 
irregularly over a patient’s life course. Modelling limitations include that we have used 
ever/never terms for other diseases and smoking status – a time dependent approach 
could also have been considered. We could in theory also have incorporated other 
variables like blood pressure into the model; however they are themselves subject to 
irregular and potentially outcome-dependent follow-up. Moreover, a number of other 
variables were excluded that could explain changes in BMI – particularly T2D 
treatments such as metformin. We took a pragmatic approach to variable inclusion in 
this paper as we sought only to demonstrate the concept. 

This study has shown in a real example that the observation process of a clinical 
risk factor may depend on previous measurements. It may also depend on other factors, 
measured or unmeasured. This is an area that brings challenge and opportunity: the 
challenge to produce models that are not biased by the presence of informative 
observation, and the opportunity to use the observation process itself in prediction. 

References 

[1] H. Lin, D. O. Scharfstein, and R. A. Rosenheck, “Analysis of longitudinal data with irregular, outcome-
dependent follow-up,” J. R. Stat. Soc. Ser. B (Statistical Methodol., vol. 66, no. 3, pp. 791–813, 2004. 

[2] J. Sun, D.-H. Park, L. Sun, and X. Zhao, “Semiparametric Regression Analysis of Longitudinal Data 
With Informative Observation Times,” J. Am. Stat. Assoc., vol. 100, no. 471, pp. 882–889, Sep. 2005. 

[3] C. E. McCulloch, J. M. Neuhaus, and R. L. Olin, “Biased and unbiased estimation in longitudinal studies 
with informative visit processes,” Biometrics, vol. 72, no. 4, pp. 1315–1324, Dec. 2016. 

[4] C. McGilchrist and C. Aisbett, “Regression with frailty in survival analysis,” Biometrics, 1991.  
[5] R. Team, “R Development Core Team,” R A Lang. Environ. Stat. Comput., 2013. 
[6] J. Sun, L. Sun, and D. Liu, “Regression Analysis of Longitudinal Data in the Presence of Informative 

Observation and Censoring Times,” Journal of the American Statistical Association, vol. 102. pp. 
1397–1406, 2007. 

[7] S. R. Lipsitz, G. M. Fitzmaurice, J. G. Ibrahim, R. Gelber, and S. Lipshultz, “Parameter Estimation in 
Longitudinal Studies with Outcome-Dependent Follow-Up,” Biometrics, vol. 58, no. 3, pp. 621–630, 
2002. 

[8] M. Sperrin, H. Rushton, W. G. Dixon, A. Normand, J. Villard, A. Chieh, and I. Buchan, “Who Self-
Weighs and What Do They Gain From It? A Retrospective Comparison Between Smart Scale Users 
and the General Population in England,” J. Med. Internet Res., vol. 18, no. 1, p. e17, Jan. 2016. 

 

M. Sperrin et al. / Informative Observation in Health Data 265

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



Multivariate and Longitudinal Health 

System Indicators  

Guido Antonio POWELL
a1

 , Yu T LUO
a,b

, Aman VERMA
a

, David A STEPHENS
b

, 

 and David L BUCKERIDGE
a 

a 
Surveillance Lab, McGill Clinical and Health Informatics, 

b
Mathematics and Statistics, McGill University, Montreal, Quebec, Canada  

 

Abstract. Within population health information systems, indicators are commonly 

presented as independent, cross-sectional measures, neglecting the multivariate, 

longitudinal nature of disease progression, health care use, and profiles of 

performance. We use administrative claims data of Montreal, Canada to identify 

patterns across indicators and over time in  chronic obstructive pulmonary disease 

patients. We first cluster regions based on four health service indicators. Our second 

approach discovers individual-level trajectories based on a hidden Markov  

model using the same four indicators. Both approaches offer additional insights by 

facilitating the discovery and interpretation of indicators, such as a dual 

interpretation of low use of general practitioner services. These approaches to the 

analysis and visualization of health indicators can provide a foundation for 

information displays that will help decision makers identify areas of concern,  

predict future disease burden, and implement appropriate policies. 

Keywords. Health Information Systems, Chronic Obstructive Pulmonary Disease, 

Health Indicators 

1. Introduction 

Support for decision making in healthcare system improvement requires informative 

indicators of healthcare quality and performance. These indicators can help accomplish 

several objectives, such as identifying priorities for resource allocation based on variance 

across regions [1] and identifying which regions are outliers given an expected 

distribution [2]. Analyses of such indicators are often performed independently and 

cross-sectionally, omitting much of the context available from multivariate and 

longitudinal approaches. An indicator of health service use illustrates how indicators  

can benefit by expanding analyses on several dimensions.  Consider, for example, the 

proportion of patients visiting a general practitioner (GP) in the past year. Such an 

indicator is typically presented in a stratified manner to facilitate comparison across 

regions, by patient demographics (age, sex), or over time as a series of cross-sectional 

estimates. Although many patterns can be identified through indicators stratified in this 

manner, making sense of the patterns often requires information from other service use 

indicators as well as information on pathways of care at an individual level. 
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Population health and healthcare information systems rarely support the efficient 

exploration of hypotheses across multiple regional indicators or temporal patterns  

within individuals. Understanding how yearly cross-sectional estimates, such as  

regional distributions of GP visits, relate to similarly stratified estimates of other  

relevant indicators can be challenging without appropriate approaches to analyzing and 

visualizing the relationships. For example, regional patterns of GP use may be related  

to patterns of specialist services, emergency department visits, and hospitalizations in a 

heterogeneous fashion, both cross-sectionally and longitudinally. Analyses of such 

health service use at the individual level, may reveal more heterogeneity and  

complexity by considering the temporal dynamics of various health service use. New 

strategies for the analysis and visualization of health indicators are clearly needed to 

support the discovery and interpretation of multidimensional and longitudinal patterns  

in health indicators. 

Our objective is to explore two approaches for analyzing and visualizing indicators 

of health service use that take into account their multivariate nature, their inherent 

heterogeneity, and their complex evolution over the temporal progression of an 

individual disease course. The first approach offers a visualization of multiple  

indicators of health service use. The approach deals with the complexity of identifying 

patterns both within and across regions by clustering the data into latent regional  

profiles. The second approach provides a model of how patients transition through 

different latent patterns of health service use, based on the same set of indicators, to 

illustrate variation in patient trajectories over time. Ultimately, these approaches should 

help decision-makers to identify and interpret patterns within the health system and 

facilitate data-driven and evidence-based decision making. 

2. Methods 

This research  was conducted as part of the Population Health Record (PopHR) project 

[3]. PopHR is a semantic web application for measuring and monitoring population 

health and health system performance. It combines electronic health records on service 

use, survey data on risk factors of disease, and other types of population health and  

health system information. The public health insurance provider in Quebec, Canada 

provided the data on health service use. PopHR’s current version uses an open cohort  

of approximately 1 million people, created by regularly updating a 25% random sample 

of Montreal’s census metropolitan area population.  

The analyses were performed on 81,500 patients, over 35 years of age, identified  

as suffering from chronic obstructive pulmonary disease (COPD), based on diagnostic 

codes for hospitalization or medical billing (e.g. ICD9 491x, 492x, 496x; ICD10 J41-

J44). Information from health services use records was used to develop four specific 

indicators. We analyzed two types of visits within an outpatient setting, on dates that  

do not fall within a hospitalization period: visits with a GP and visits with a specialist 

(coded as respirologist or internist). Visits to an emergency department were counted if 

occurring outside of a hospitalization period or on the first day of a hospital admission. 

Finally, we also counted distinct hospital stays, regardless of the responsible diagnosis 

for hospitalization (all-cause hospitalization). Health service uses were not considered  

if they occurred prior to the medical events used to identify the COPD cohort.  

For the first analysis, each type of indicator was calculated based on the number of 

COPD patients using each service in the past year as the numerator, over the number of 
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COPD patients in the corresponding stratum  as the denominator. These estimates were 

aggregated by the regions associated with the 57 local community service centres 

(CLSC) within the Montreal CMA, standardized for age and sex distributions of the 

region, and averaged over the period of 2012-2014. The second analysis modeled  

yearly counts of each service use from 1998-2014, for each of the 81,580 COPD  

patients.  

The first analysis performed a hierarchical cluster analysis on the Euclidean 

distances of CLSCs four centred indicator values (proportion of COPD patients visiting 

a GP, a specialist, an ED, or hospitalized), implementing the hclust function in R. The 

intergroup dissimilarity of clusters was used to decide on the number of clusters.  

The second analysis fit a hidden Markov model to individual-level aggregates of 

yearly health service use, using the depmix function from the “depmixS4” package in R. 

The model assumed a Markov process between four discrete latent states of health 

service use, each defined as five dimensions of service uses (GPs, specialists, ED, 

hospitalization, or no use). The probability of each service use within a state and 

probabilities of moving from one state to another were parameters learned by the model. 

3. Results 

The first cluster analysis using scaled values of each indicator produced visually 

informative results, identifying multivariate five regional clusters on the four   

indicators (Figure 1). Without clustering, unscaled mean proportions across the 57 
 

  

Figure 1. Clusters of 57 health regions in Montreal, Quebec based on the patterns across health system 

indicators within each region. Color represents the five clusters and the bolder lines, weighted by the size of 

the cluster, follow the cluster centroids over the indicators. 

regions were 0.57 [95% CI: 0.561-0.77] for GP visits, 0.31 [0.311-0.314] for specialist 

visits, 0.30 [0.288-0.302] for ED visits, and 0.11 [0.112-0.114] for hospitalizations. 

Clustering revealed two “average” clusters (17 in cluster 1 and 23 in cluster 2), and  

split 11  regions with low GP use into seven ‘low overall’ regions (cluster 3) and four 

‘high ED’ regions (cluster 4). Six regions clustered as ‘high overall’ use (cluster 5).  
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In the second analysis, the HMM identified four latent health service use states  

with expected probabilities of service use shown in Table 1. State 1 is characterized by  

higher specialist visits, state 2 by higher GP visits, state 3 by higher ED visits and 

hospitalizations, and state 4 by overall low service use.  

Patients were most likely to initiate in state 4 (low overall use, 0.64), compared to  

a 0.18 probability of starting in state 1 (high specialist), 0.08 for state 2 (high GP), and 

0.11 for state 3 (high ED and high hospital). On any given year, patients mostly  

remained in the same state rather than transitioning. Otherwise, patients were most  

likely to transition to state 4 (low overall). State 3 (high ED and high hospitalization) 

was the least stable state (i.e. where patients were least likely to remain ). 

Table 1. Probabilities of observable service use characterizing four latent health service use states in COPD 

State GP visits Specialist Visits ED visits Hospitalizations 

1 .008 .010 .002 .001 

2 .031 .002 .004 .001 

3 .009 .003 .017 .005 

4 .008 .000 .001 .001 

 

 

Figure 2. Hidden Markov model of COPD service use. Blue boxes represent hidden health service use states , 

while arrow direction and width represent transitions between states and their probabilities. 

4. Discussion  

Our work describes approaches demonstrating the potential for decision-makers to gain 

insights into health system dynamics through the multidimensional assessments of 

regional performance and through models of patient trajectories of health care use over 

time. A population health information system that allows for an interactive 

implementation of such methods would allow users to better identify regions requiring 

further examination and help them understand how cross-indicators association are 

explained by patient trajectories. In contrast to analyses that rank regions or identify 

outliers on one important indicator, a multivariate clustering approach can give  

meaning to several regions where estimates estimates of GP use is relatively low. 

Decision makers can focus interventions where low GP use is associated with high ED 
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visits, as these estimates are likely more representative of inappropriate care. The  

second approach we incorporated additional data, summarizing not only the patterns of 

use of various health service, but also the patient pathways across types of health  

services. The tendency for COPD patients to predominantly be in a state of low service 

use is an insight not easily obtained from single, cross-sectional indicators. Nor could a 

typical indicator have demonstrated that patients are mostly remain in the same state  

over time. These individual pathways are essential complements to comparisons of 

regional estimates of different indicators assuming the same population.  

Examples of related work in the literature include the use of latent variable models 

to compare healthcare providers on several correlated dimensions [4]. Research using 

Markov models and health service data has also modeled progression in various  

diseases, such as COPD [5]. Our study has demonstrated the value of implementing 

similar approaches and visualizing results in the context of population health  

information systems. Though better representing the complexity of the health system, 

expanding these analysis to include comorbid diagnoses, drugs, or mortality presents 

challenges to the integration in usable interfaces and in guiding decision making. 

The ultimate motivation for monitoring health systems is to improve population 

health. However, the increasing volume of data on healthcare quality and performance 

poses certain barriers to effectively make decision to improve health systems. Methods 

are needed to unify conflicting realities of complex high dimensionality and the need  

for evidence on which to base decision making. Multivariate and longitudinal analysis 

and visualization makes better use of the available data and allows for a more 

comprehensive picture of health systems. These allow useful segmentation of the 

population and the health system, facilitating the equitable segmentation of resource 

allocation, and eventually guiding tailored decisions about policy.  Better addressing the 

current and future needs of specific regions and patient groups in such a manner can 

bring a “precision” perspective to population health [6].  
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Abstract. Clinical guidelines and clinical pathways are accepted and proven 
instruments for quality assurance and process optimization. Today, electronic 
representation of clinical guidelines exists as unstructured text, but is not well-
integrated with patient-specific information from electronic health records. 
Consequently, generic content of the clinical guidelines is accessible, but it is not 
possible to visualize the position of the patient on the clinical pathway, decision 
support cannot be provided by personalized guidelines for the next treatment step. 
The Systematized Nomenclature of Medicine - Clinical Terms (SNOMED CT) 
provides common reference terminology as well as the semantic link for combining 
the pathways and the patient-specific information. This paper proposes a model-
based approach to support the development of guideline-compliant pathways 
combined with patient-specific structured and unstructured information using 
SNOMED CT. To identify SNOMED CT concepts, a software was developed to 
extract SNOMED CT codes out of structured and unstructured German data to map 
these with clinical pathways annotated in accordance with the systematized 
nomenclature. 

Keywords. clinical guidelines, information extraction, clinical pathways, 
knowledge management, natural language processing. 

1. Introduction 

Clinical guidelines and clinical pathways are used in the healthcare domain to improve 
the quality of care [1]. The guidelines provide evidence-based medical knowledge 
around all phases of a disease, while clinical pathways are a process-based standard for 
treatment of patients within a certain episode. Clinical pathways are structured, 
multidisciplinary plans of care designed to support the implementation of clinical 
guidelines and protocols into clinical practise. They aim to improve the continuity and 
coordination of care across different disciplines and sectors. The transfer of evident 
knowledge (clinical guidelines) to care processes (clinical pathways) is not a 
straightforward process because information content and structure differ. It has been 
demonstrated that in the daily workflow, clinical guidelines provided as real-time 
decision support systems significantly improve patient care [2, 3] and are effective 

                                                           
1 Corresponding Author: Matthias Becker, University of Applied Sciences and Arts, Emil-Figge-Str. 42 

44227 Dortmund, Germany, Matthias.Becker@fh-dortmund.de  

Informatics for Health: Connected Citizen-Led Wellness and Population Health
R. Randell et al. (Eds.)
© 2017 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-753-5-271

271

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



instruments to decrease undesired practice variability [4]. Acceptance of clinical decision 
support systems is only given if they are integrated into the clinical workflow and 
presented at the point of care. Model-based approaches to support the development of 
guideline-compliant pathways, such as PathGuide, enable the formalization of narrative 
guideline content into care processes [5]. 

Thus, generic knowledge of clinical guidelines is accessible as defined pathways 
which can be enacted within different hospital information systems (HIS), but patient-
specific information from the HIS is not well-integrated yet. Our goal is to generate 
personalized support to ascertain the next step within treatment as well as visualize the 
patient’s position on the clinical pathway to identify best subsequent treatment. 

To map generic knowledge and patient-specific information, common terminology 
is needed on both sides. SNOMED CT is an international standard clinical terminology 
with medical terms and is required to represent the depth and detail of certain procedures 
and guideline-based care [6]. It provides the reference terminology and the semantic link 
to combine clinical pathways and patient-specific information. To extract SNOMED CT 
concepts, a software was developed to identify SNOMED CT codes out of structured 
and unstructured German data. These were then mapped with pathways annotated in 
accordance with the systematized nomenclature for personalized guideline-based 
treatment recommendations. 

2. Methods 

2.1. SNOMED CT and UMLS 

SNOMED CT provides the core general terminology for electronic health records and 
contains more than 311,000 active concepts. Its comprehensive coverage includes 
clinical findings, symptoms, diagnoses, procedures, body structures, organisms and other 
aetiologies, substances, pharmaceuticals, devices and specimens [7]. SNOMED CT is 
considered the most comprehensive, multilingual, clinical healthcare terminology in the 
world, but is not available in the German language yet. Therefore, the concept was 
developed to use English SNOMED-CT Codes by combining them with Unified Medical 
Language System (UMLS), which is available in German and other non-English 
languages. This enables mapping of different classifications and ontologies that do not 
contain the German language [8]. The extraction is achieved through a natural language 
processing (NLP) pipeline.  

2.2. Formalization of Clinical Guidelines to Clinical Pathways 

PathGuide is a model-based approach to support the development of pathways compliant 
with guidelines and the generation of ready-to-use pathway models for hospital 
information systems and has been developed at the University of Science and Arts in 
Dortmund, Germany. A meta-model merges the structures of clinical guidelines and 
clinical pathways into a single generic model. It is encoded through artefacts of Health 
Level 7 (HL7) in Version 3 [9]. The deployment process to integrate defined guideline-
compliant pathways into different target systems is supported by an ontology 
management approach. This tool enables hospitals to develop guideline-compliant 
pathways and to integrate them into their HIS without time-consuming manual 
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transformations. Best practice advice can be provided at the point of care, based on 
clinical guidelines.  

2.3. Information Extraction of Patient-specific Information 

In this research, a clinical disorder recognition and encoding system combining a 
machine learning-based approach for entity recognition with UMLS concept-mapping 
for the German language is developed. One of the most proven natural language-
processing tools is the open-source natural language processing system for extraction of 
information from electronic medical record clinical free-text Apache cTAKESTM [10, 11]. 
It already offers a variety of algorithms for text analysis and information extraction. With 
major modifications, such as the implementation of the German UMLS database and 
German OpenNLP models, it can normalize to domain ontologies (such as SNOMED-
CT) using German UMLS concepts [12, 13]. It processes clinical notes and identifies 
types of named clinical entities, drugs, diseases/disorders, signs/symptoms, anatomical 
sites, and procedures.  

3. Results 

Clinical guidelines provide recommendations for all episodes of a disease including 
prevention, diagnostics, therapeutics, and rehabilitation. Therefore, the model offers all 
elements necessary to describe an intersectoral pathway. This information has to be 
visualized in a transparent manner hiding the complexity of the underlying methods and 
models wherever possible. 
 

 
Figure 1. Architecture overview 

Figure 1 shows the architecture overview of the personalized guideline-based 
treatment recommendation system and describes how to manage care pathways by 
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combining SNOMED CT and patient-specific information held within the HIS. The 
process of building guideline-based pathways with PathGuide (1.) is defined in three 
different steps. First, domain experts extract all the pertinent guideline recommendations. 
The classification is done based on the elements of the HL7-meta-model and indicates 
the content of a narrative recommendation. The second step includes the formalization 
of the guideline recommendations. Within the meta-model, all descriptive attributes for 
a specific element are defined. For this approach, the meta-model is extended using 
SNOMED CT codes. The last step is the composition of a guideline-compliant pathway 
by sequencing the activities, defining responsibilities, and adding decision points.  

For this extension structured and unstructured information was analysed by the 
NLP-pipeline (2.). To test and evaluate the pipeline, ShARe/CLEF eHealth 2013 shared 
Task 1 training set of 199 notes translated in German were used [14]. The evaluation of 
the pipeline follows the standard metrics of evaluation for the task using F1, i.e., the 
harmonic mean of Recall and Precision.  

Table 1. Statistics of UMLS concepts identified by the NLP-pipeline 

Type #Notes Recall Precision F1 
DISCHARGE 61 0.39 0.51 0.44 

ECHO 42 0.43 0.74 0.54 
RADIOLOGY 42 0.40 0.61 0.48 

ECG 54 0.41 0.41 0.41 

Table 1 shows the identified UMLS concepts by the NLP-pipeline. ‘Precision’ is the 
number of correct positive results divided by the number of all positive results, and 
‘Recall’ is the number of correct positive results divided by the number of positive results 
that should have been returned. The F1 score can be interpreted as a weighted average 
of the Precision and Recall, where an F1 score reaches its best value at one and worst at 
zero. The results of the approach achieved a cautious model with low Recall and higher 
Precision.  

Guide2Treat (3.) connects the components (generic knowledge and patient-specific 
information) with semantically rich links in a real-time dynamic manner at the point of 
care and provides the graphical interface for visualization of the patient’s position on the 
pathway. Because the results - especially the recall of the pipeline - are very weak, a fully 
automatic treatment recommendation is not possible. Therefore, Guide2Treat offers a 
preselection of patient-specific information. For further patient information, it offers a 
manual input for the extension of patient information. 

Mapping the diagnoses, procedures and findings from the HIS to SNOMED CT 
enables the SNOMED CT code to work as a parameter, which performs a precise look-
up in the system of guidelines. Furthermore, a specific node in the pathway may be 
connected to a specific information in the HIS, or even to a specific diagnosis, procedure, 
or finding. By combining the generic knowledge and patient-specific information, it is 
possible to not only identify the patient’s current position, but also the change in positions 
in the guidelines during the patient’s journey. By adding this information, it is possible 
to create real-time treatment recommendation on the basis of the generic knowledge of 
the clinical pathways at the point of care. 

4. Discussion 

There are two main problems with the generation of treatment recommendation: the 
results of the NLP-pipeline are inaccurate and identification of SNOMED CT codes is 
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incomplete. The primary challenge is the unavailability of focused international standard 
SNOMED CT German. Therefore, in comparison to a translated version of SNOMED 
CT, errors in translation and mapping are more likely. The mapping between UMLS and 
SNOMED CT depends on the number of entries in the German UMLS database. The 
identification of SNOMED CT, thus, is only as good as the recognized UMLS concepts 
and the implemented mapping in cTAKES between UMLS and SNOMED CT. For this 
reason, to improve the results of the pipeline, the next step is to implement a self-learning 
UMLS database for the German language and maybe stick with UMLS or, for scale, use 
of an alternative corpus such as MIMIC-III [15]. As SNOMED CT does not support even 
such a major language as German, it is questionable whether it is actually worth using it 
as common reference terminology. 

To identify the patient’s current position and subsequent changes in positions in the 
guidelines, more information (e.g. date of operation) is essential. This information cannot 
be mapped to SNOMED CT and, therefore, a precise look-up in the system of guidelines 
is not possible, e.g., operation date. Therefore, Guide2Treat has to manage and map more 
than just SNOMED CT codes to the guideline-compliant pathways. Future work will 
focus on this mapping challenge and the optimization of the NLP-pipeline. 
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Abstract. Secondary use of clinical data for research requires a method to quickly

process the data so that researchers can quickly extract cohorts. We present two

advances in the High Throughput Phenotyping NLP system which support the aim

of truly high throughput processing of clinical data, inspired by a characterization

of the linguistic properties of such data. Semantic indexing to store and generalize

partially-processed results and the use of compositional expressions for ungram-

matical text are discussed, along with a set of initial timing results for the system.
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1. Introduction

Secondary use of clinical data for research requires a method to quickly process large

amounts of data for cohort extraction. This is the foundation of phenotyping as the word

is used in informatics. More concretely, phenotyping has been defined as “the algorithmic

recognition of any cohort within an EHR for a defined purpose, including case-control

cohorts for genome-wide association studies, clinical trials, quality metrics, and clinical

decision support” [5]. The phenotyping task must be repeated for new versions of se-

mantic resources. A system which performs phenotyping of large volumes of data must

be able to do so quickly, and so we often refer to “high throughput” phenotyping.

The general technique for high-throughput phenotyping is to pre-process records to

extract information salient to cohort selection. The task is one of information extraction

– at least a subset of the contents of records are “understood” and mapped back to a

well-defined semantics. Spans of text with identical clinical meaning must be indexed

together. Queries may be structured and access this semantic index directly, or unstruc-

tured and processed through the same information extraction process, then matched with

the contents of the index. These queries may be manually created using Boolean logic

on features in the index, or generated automatically by machine learning algorithms, as

in [10]. Algorithms for phenotyping are being collected by resources such as PheKB [4].

The term “High Throughput Phenotyping” has been used in this context since at

least 2013, when the SHARPn consortium used a template-based method for extracting

features related to medications, procedures, symptoms, labs, disorders, and anatomical
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sites [5]. The system discussed here attempts to be more general, extracting many of the

features discussed by the SHARPn consortium, but using much more general templates.

Proposed solutions to the phenotyping problem have been around since much before

2013 (e.g., [1]), though the problem itself was not as well defined.

We present two advances in the new High Throughput Phenotyping Natural Lan-

guage Processing (HTP-NLP) system.2 Both advances are meant to support high

throughput, inspired by a characterization of the linguistic properties of clinical data

(Section 2). The HTP-NLP system makes use of a semantic index to store partially pro-

cessed text which may be generalized and re-used (Section 3), and a new implementation

of compositional expressions3 for high-speed noun-phrase relation extraction, even from

ungrammatical text (Section 4). Initial results are presented in Section 5.

2. Characterizing Unstructured EHR Data

Patient records have properties that are not common to all natural language text, and

which contrast with the assumptions of most NLP systems. Records are patient-centric;

highly conventionalized; often contain pseudo-structured text which is difficult to ana-

lyze; and have text in which the semantic scope is likely to be very local.

Medical records are centered around the patient. In narrative text it is important to

track who has a given property, such as in “Susan and Joe met at the hospital. Susan

has diabetes and Joe has sleep apnea.” where the correct relationship is between “sleep

apnea” and “Joe” as opposed to “sleep apnea” and “Susan”. In patient records, outside

of sections concerning family history, when “sleep apnea” is seen, the assumption is that

the condition refers to the patient.

The natural language that occurs in patient records is far less likely to be novel than

what is in many other kinds of natural language data. Phrases such as “arrhythmia of

the heart” are likely to be frequently repeated, whereas a single phrase in a newspaper

may appear extremely rarely. Indeed, patient records use a kind of formalized language.

Health professionals establish a convention for expressing things repeatedly, and not

always in a grammatical way. A pseudo-sentence such as “EKG: normal.” might appear

often in fields that are designated for natural-language text, simply because clinicians

have established this as the best way to write that a patient’s EKG is normal. Another

source of conventionalized expressions is the data entry tools used to produce patient

health records. A given tool might include a drop-down box with a specific phrase like

“cancer of the lung”, leading to its repeated appearance.

In many natural language texts the semantic scope of expressions extends over sev-

eral sentences. The most obvious example of this is pronominal co-reference, where

the meaning of a pronoun is taken from the meaning of the previous sentences. In pa-

tient medical records cross-sentential semantic relations occur rarely; expressions such

as “The patient was diagnosed with skin cancer in 2012. After two years he recovered.”,

where both sentences are necessary in order to interpret the word “recovered”, are rare.

The most common type of wide scope encountered in patient medical records is negation,

e.g., “The patient does not have skin cancer.” The scope of negation is almost always at

the level of the sentence rather than having a wider scope.

2This software is made available to other CTSA sites, contact elkinp@buffalo.edu for details.
3First discussed in preliminary form in [2].
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3. Semantic Indexing

The overall design of the HTP-NLP linguistic processing mechanism has been influenced

by the linguistic features discussed in Section 2 and the task at hand — quickly building

study cohorts. The system makes use of a series of cascading indexes, capitalizing on the

highly repetitive and formulaic nature of the natural language data, while preserving the

flexibility to adapt to differing study needs.

NLP applications usually processes each document through a pipeline, often without

storing intermediate information. These pipelines include steps such as tokenization, sen-

tence breaking, syntactic analysis, and named entity recognition. For a given document,

these tasks are performed from left-to-right, top-to-bottom, regardless of how many times

the same sentence has been processed. A well designed NLP system which follows this

strategy may cache some named entities, for example, to prevent re-processing, but this

cache is often limited to the document, and does not persist across an entire corpus.

The HTP-NLP system stores each level of linguistic analysis in a key-value store.

Each key represents the incoming level of linguistic analysis and the value represents the

outgoing level. One incoming level of linguistic analysis might be the sentence and the

outgoing level of linguistic analysis might be noun-phrase chunks. Because of this, each

unique sentence and each unique noun-chunk needs to be analyzed only a single time

across an entire corpus. Given the formulaic and redundant nature of EHR data, a great

deal of redundant processing can be avoided. For example, the phrase “atrial fibrillation”

is only coded a single time, even if it appears in the data several hundred thousand times.

The present system uses the following indexes: a discourse level index from indi-

vidual patient records to sentence/sentence fragments; a syntax level index that from

sentences to phrases, words, negation markers, evidentiality markers etc.; a semantic in-

dex from phrases or words with polarity indicators to semantically related alternative

phrases and synonyms; and an analytic index from linguistic semantic content to onto-

logical specifications such as SNOMED CT, ICD 10, or study-specified ontology. Cohort

selection simply requires back-tracking through these indexes from code to document.

This design allows for efficient re-coding in the case of different ontology require-

ments or updates to existing ontologies. Re-analysis needs only be performed at the level

of a single index and only a single time for each indexed key, rather than over each doc-

ument. Thus, if a study needed to augment an existing index with terms from the Gene

Ontology, only the Gene Ontology terms in the index must be re-processed.

4. Resilience to Non-Grammatical Text4

Many NLP systems, such as cTAKES [6], rely on some sort of linguistic parse of text for

relation extraction. We believe that for at least some cases in the information extraction

task, noun-phrase processing can be done using the order of terms as they appear in the

text. Relying only on term order allows for processing of ungrammatical text such as

“EKG: Normal” and the recognition that it has the same meaning as other expressions

such as “normal EKG”. Many systems are unable to handle non-grammatical text without

specific templates. Our system performs this processing based on a special kind of post-

coordination known as compositional expressions (CEs).

4Portions of this section adapted from [7]
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Figure 1. Left: a template graph for text which matches the pattern of a Modifier followed by Laterality

followed by Kernel. Right: Instantiation of the template graph by the text “Cellulitis of the left foot”.

Post-coordinated concepts consist of multiple individual concepts related to each

other using both existing portions of the terminology or ontology graph, as well as new

instances of pre-defined relations. Post-coordination is a laborious manual task, in many

cases requiring deep understanding of the text and the terminology. For many tasks, such

as information extraction, where the goal is to recognize that two spans of text mean the

same thing clinically, the deep understanding of post-coordination is often unnecessary.

Compositional expressions extend the idea of using portions of the existing ontol-

ogy and terminology graph, adding logical and linguistic relations. The advantage of

using CEs created from ontologies and terminologies is that multiple surface forms for

the same concept are mapped to a single logical form (and hence, a graph structure [8]).

For example, the following three forms, all representing hypertension which is uncon-

trolled, map to a logical form in which the SNOMED CT concept for “hypertension”

is the first argument in a binary hasModifier relation with the SNOMED CT concept

for “uncontrolled”: Uncontrolled hypertension; HT, uncontrolled; Uncontrolled hyper-
tensive disorder. In addition, CEs add semantic data which is otherwise missing when

text is coded using pre-coordinated terms alone. For example, when using SNOMED CT,

41% of clinical problems require CEs in order to be represented properly [3].

Rules for building CEs are based on the order of terms as they appear in the text.

Some rules are based on upper level terms, e.g., a Procedure adjacent to a Body

Structure indicates the site of a procedure. Others use the kind of a term – either ker-

nel, modifier, qualifier, or laterality. The kernel is the clinical concept under discussion.

Modifiers change the meaning of of the kernel, such as “uncontrolled” in “uncontrolled

hypertension.” Qualifiers specify status, such as “history.” Laterality has to do with sid-

edness, such as “right.” An example of this type of ordering would be a kernel, followed

by laterality, followed by a modifier in “cellulitis of the left foot”.

Compositional expressions have been implemented to support high throughput.

Term orderings are compiled into a discrimination tree, with the leaves mapped to small

graph templates. (See left side of Figure 1). A template is instantiated when a sequence

of terms matches a path in the discrimination tree, resulting in a graph such as in the right

side of Figure 1. These are stored in a graph database, which has been shown to have fast

retrieval times [7] for small graphs and subgraphs.
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5. Initial Results

To compare processing speed with cTAKES, we processed 537,157 encounter notes for

97,964 patients from the UBMD Allscripts database on a single CPU. This took 48.3

minutes.5 Of this: 29.3 minutes were spent on linguistic analysis and semantic index-

ing; 19 minutes were spent coding with SNOMED CT and synonym sets (e.g., [9]), ex-

tracting 796 million codes. This is more than an order of magnitude faster than single-

threaded cTAKES, which processed 14,021 notes per hour. This improvement is largely

attributable to semantic indexing reducing the amount of data which was processed.

6. Conclusion

The HTP-NLP system represents a marked improvement over traditional pipeline-based

models for information extraction such as cTAKES. The improvement comes from a

system design based on a characterization of the unstructured EHR data which is being

processed. The use of semantic indexing results in significant processing-time improve-

ments, and CEs perform high-speed relation extraction, even for ungrammatical text.
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Abstract. The UNSW WHO Collaborating Centre (WHOCC) in eHealth was 
established in 2013. Its designated activities are: mHealth and evidence-based 
evaluation, including use case analyses. The UNSW Yunus Social Business Health 
Hub (YSBHH), established in 2015 to build on the Yunus Centre/Grameen Bank 
eHealth initiatives, added social business and community participation dimensions 
to the UNSW global eHealth program. The Grameen Bank is a social business 
built around microcredit, which are small loans to poor people to enable them to 
“produce something, sell something, earn something to develop self-reliance and a 
life of dignity”. The vision revolves around global partnerships for development, 
Millennium Development Goals (MDGs) and Sustainable Development Goals 
(SDGs). The scope includes mHealth implementation and evaluation in the context 
of the Internet of Things (IoT), with a growing focus on social business and citizen 
engagement approaches. This paper summarises a critical case study of the UNSW 
WHOCC (eHealth) designated activities in collaboration with Bangladesh 
institutions (International Centre for Diarrhoeal Disease Research, Bangladesh 
(ICDDRB) and Yunus Centre). Issues and challenges are highlighted.. 

Keywords. Global eHealth, mHealth, social business, citizen engagement 

1. Introduction 

The World Health Organisation Collaborating Centre (WHOCC) in eHealth was 
established in UNSW Medicine in 2013, to implement evidence-based evaluation of 
eHealth and guide mHealth solutions, including the Internet of Things (IoT). The 
Yunus Social Business Health Hub (YSBHH) was established in 2015 to build on the 
Yunus Centre/Grameen Bank eHealth initiatives. The vision revolves around global 
partnerships for development, United Nations Millennium Development Goals (MDGs) 
and Sustainable Development Goals (SDGs). The scope includes implementation and 
evaluation of integrated information systems and data and the Internet of Things (IoT).  

The MDGs [1, 2] aim to eradicate extreme poverty and hunger; achieve universal 
primary education; promote gender equality and empower women; reduce child 
mortality; improve maternal health; combat HIV/AIDS, malaria, and other diseases; 
ensure environmental sustainability; and develop a global partnership for development. 
The SDGs replaced the MDGs in 2016 [3]. Relevant SDGs include:    

#8. Decent, full and productive Work and Economic Growth;  
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#9. Resilient and sustainable Industry, Innovation and Infrastructure 
#10. Reduced income inequality within and among countries 
#11. Sustainable Cities and Communities - inclusive, safe, resilient and sustainable 
#12. Responsible and sustainable Consumption and Production patterns 

This paper is a critical case study of the WHOCC (eHealth) activities and social 
business approaches to global eHealth in collaboration with Bangladesh institutions. 

The social business paradigm was initiated by Nobel Peace Prize Laureate 
Professor Yunus as part of the theory and practice of microcredit/microfinance. The 
Grameen Bank, or “village bank for the poor”, is a social business built around 
microcredit or tiny loans to poor people. There is no collateral; the microcredit system 
is based on trust with no legal documents involved! Grameen Bank now has 9 million 
borrowers who are “owners” of the bank. Currently, Grameen Bank lends out over one 
and a half billion US dollars each year. Almost all (97%) borrowers are women who 
use the loan to start a business: “by producing something, selling something, earning 
something, she starts to develop self-reliance and a life of dignity” [4]. 

Social business is defined as a non-dividend business entity established to solve 
human problems [5]. It can co-exist with money-making business. Successful social 
businesses in health include selling vegetable seeds at affordable prices to make 
vegetable growing easy for the citizenry. This business has become the largest seed 
retailer in Bangladesh and, more importantly, is associated with a marked reduction of 
night blindness, a common disease among the poor children in rural Bangladesh. 
Malnutrition is being addressed by a joint venture in 2005 with a global company 
(Danone) to establish a social business to manufacture an affordable fortified yogurt for 
poor families. This successful social business continues as part of Danone’s corporate 
social responsibility within a for-profit construct.  

The key characteristics of a social business are that it must address a social 
problem and poverty, operate sustainably, and re-invest profits to expand business and 
social goals. The social business company adapts business principles to use a market-
based solution to alleviate issues caused by poverty, poor health, unhealthy food, 
smoking, alcohol, gambling, risky behaviour, unemployment, poor literacy, etc. Most 
of the successful social businesses created in Bangladesh are owned and managed by 
non-profit organizations. Multi-national companies and non-profits tend to own joint 
ventures, which may or may not be social businesses. 

The Grameen Village Phone Program, started in 1997, provided a good income-
earning opportunity to more than 210,000 mostly women Village Phone operators 
living in rural Bangladesh through facilitating universal access to telecommunication 
services by the poor in remote, rural areas. The phone was used mainly for financial 
discussions and social calls with family and relatives living and working in urban areas, 
resulting in real savings through avoidance of and reduction in trips to the city [6]. 

In 2006, Grameenphone initiated HealthLine 789 for its 10 million subscribers, 
who are charged US$0.38/call for 5 minutes. A range of medical information facilities 
(e.g. SMS-based laboratory reports), emergency and ambulance services, and real-time 
medical consultations is provided via mobile phones. A panel of skilled health 
professionals is available 24/7 through the physician’s interface; support is provided by 
a back office and network manager [7] [8, 9].  

High smartphone penetration and strong user and patient demand for mobile phone 
apps are strong drivers for mHealth initiatives [10]. Health professionals often resist 
this potential power shift to patients and community. Regulations of the industry do not 
appear to be a barrier, but, uncertainty exists around the lack of data security and 
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standards. A general barrier is “discoverability”, where it difficult to discover the 
required app from among the estimated 100,000 mHealth apps available online.  

Community readiness for eHealth is important globally, as in rural Bangladesh [11, 
12]. Community members, leaders and healthcare providers would use mHealth tools 
and services. However, awareness of existing services is low, especially among the 
poor and less educated. While face-to-face consultations are preferred, the community 
is attracted by the timely access to qualified healthcare providers, time savings and 
lower costs associated with mHealth. Low literacy, lack of English language 
proficiency, lack of trust and technological incapability were barriers to mHealth use. A 
sense of ownership, evidence of utility, a positive attitude and intention to use mHealth 
were drivers of adoption of mHealth services. Implementation strategies must focus on 
gaining trust, through training and support of users. This requires citizen engagement to 
inform and empower consumers and ensure transparency and accountability.  

The key construct in citizen engagement is public participation. Unlike public 
communication to inform the public and public consultation, public participation is 
characterised by 2-way flow of communication in an iterative fashion. It involves the 
public in collaborative ways and emphasises empowerment. However, barriers exist 
including poverty and a decreased sense of worth associated with disability and 
disadvantage such as age, female gender and belonging to minority groups [13]. 

Global eHealth implementation and evaluation requires social business strategies, 
targeted at both clinical and population issues, underpinned by citizen engagement if 
they are to succeed.  

2. Progress and Challenges in an Environment of Ongoing Change 

2.1. Infrastructure and Building Blocks Activities with International Agencies 

� Legal and business analysis of e-Authentication and e-Authorisation [14] as 
part the EU 7th Framework project called AU2EU {www.au2eu.eu). 

� Collaborative work on natural language processing to improve quality of 
routinely collected data as part of clinical practice [15-18]. 

� Collaborative multidisciplinary projects to establish the infrastructure and 
tools to support an Internet of Things approach to the smart built environment. 

� Collaborative projects with the Australian Collaborative Research Centre on 
Spatial Information (CRC-SI) to geocode and spatially enhance the eHealth 
evaluation methodology to understand integrated health neighbourhoods [19].  

2.2. Collaborative mHealth Activities 

� with International Centre for Diarrhoeal Disease Research, Bangladesh 
(ICDDRB) to assess community readiness for mHealth [11, 12, 20]. 

� with EU partners to assess market adoption, cost, maturity and user 
acceptance of robotic mHealth services for vulnerable groups [21]. 

� PhD research into cloud-based mHealth systems for disaster management [22]. 
� PhD research on mHealth for the primary care of cancer patients [23]. 
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� Indian Aboriginal health agencies on the use of tablets for health checks of 
independent-living elders, within the Silvercare model where a young retired 
person supported up to ten elderly people in their neighbourhood [24]. 

2.3. Evaluation Methodologies and Optimizing the Use of EHR Data for Research 

� Data analytics of observational and measurement data from electronic health 
records from Integrated Health Neighbourhoods (IHNs), which are referral 
networks across primary and secondary care, supported by an informatics 
infrastructure and record linkage across clinical and population health 
information systems, traditional research data sets, social media and 
personalised appliances [19]. Data quality assessment, management and 
governance [15, 25-30] are ongoing strategic activities to ensure fitness for 
purpose for comparative effectiveness research to understand variations in 
quality of data and care and how eHealth improves self-management, equity 
and access to health care and social capital across health neighbourhoods.  

� EHR data is the core longitudinal data source for quality improvement, 
evaluation and research; supplemented by specific quantitative and qualitative 
methods and tools. 

3. Conclusions 

The WHO CC social business and citizen engagement approach to implementation and 
evaluation gives meaning to global eHealth infrastructure and tools as sociotechnical 
mechanisms to achieve access, equity, safety, quality and continuity and 
comprehensiveness of health care. Individual and community readiness of consumers 
and providers to adopt and use eHealth tools is central to building a community of 
citizens that use digitally-enhanced social business approaches to innovate, facilitate 
and sustain the utility and relevance of global eHealth programs. The highly contextual 
nature of implementation and evaluation is re-affirmed. The expectations and needs of 
global eHealth are constantly being met and evolving. The WHOCC (eHealth) research 
and development program must also evolve with ongoing adaptation and innovation to 
ensure global eHealth programs and tools contribute meaningfully to meeting the SDGs.  
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Abstract. A collaboration between clinicians at UCLH and the Dept of Computer 
Science at UCL is giving students of computer science the opportunity to 
undertake real healthcare computing projects as part of their education. This is 
enabling the creation of a significant research computing platform within the Trust, 
based on open source components and hosted in the cloud, while providing a large 
group of students with experience of the specific challenges of health IT. 
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1. Introduction 

A key challenge for the health informatics community is to train a workforce capable of 
delivering the potential of new technology. While attention has focused on initiatives to 
give clinicians training in informatics, we believe that we must also train computer 
scientists to have a strong understanding of the special requirements of healthcare: the 
additional responsibilities for patient safety and confidentiality that healthcare IT 
involves, and the complexity of the environment in which systems have to work.  

To put this in a UK context, the NHS workforce now numbers around 1.3 million 
staff. A 2008 estimate (there isn’t a more recent figure) suggested that informatics staff 
represent 3% of total and that vacancy rates were as high as 16%. [1] Although written 
evidence is hard to find, other employers tell us that they too struggle to recruit 
technical staff with specialist knowledge of healthcare. 

Five years ago the Department of Computer Science at UCL began to move away 
from the use of invented or artificial problems in teaching. This initiative led to the 
development of the Industry Exchange Network (http://ixnet.org.uk/) to train students 
on real-world problems through term-based projects with real clients. This is now the 
largest network of client engagement projects for term-based CS students in the 
country. In 2016 the authors of this paper began what we hope will be a long-running 
initiative to host a large number of these projects within a hospital. The students are 
supervised by staff from the university’s computer science department, with input from 
a health informatics specialist. The projects are proposed by a clinical team who act as 
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clients for the duration of the projects, have regular meetings with the students, and 
provide guidance and advice throughout.  

The projects, collectively known as PEACH, are all based on the use of open 
source components and, it is hoped, will provide a proof-of-concept for open source 
software development in the NHS as well as a realistic exposure to the special demands 
of health informatics.  

2. Methods and Participants 

Twenty UCL MSc students, five from the specialist Software Systems Engineering 
MSc and fifteen from the generalist MSc in computer science (designed for students 
who did not take computer science as a first degree) volunteered to work on a suite of 
summer projects based at UCLH. 

The projects were proposed by the clinical clients: Dr Navin Ramachandran (the 
first author of this paper and a consultant radiologist) and Dr. Wai Keong Wong 
(consultant haematologist at UCLH). Projects were identified and students assigned 
roles within each project. Students worked in five teams and each project was assigned 
an architect from the students in the SSE MSc.  

All students had a supervisor from UCL Computer Science who met with them at 
the outset (in June 2016), at the mid-project review, at the final assessment (in Sept 
2016) and as required in between. The clients met with the students weekly, or more 
often if required. All students completed online training in information governance and 
data security for healthcare researchers.  

Additional support was supplied by Microsoft UK who attended early meetings, 
provided a mentor for students and donated Azure credits to support the applications. 

Test data for the projects was supplied by UCLH and consisted of 5 years’ worth 
of anonymized data from the hospital RIS system and a set of test data from the 
Intensive Care Unit provided through the Health Informatics Collaborative. 

2.1. Core Platform 

A core platform was engineered to support the deployment of multiple healthcare 
applications. The basis of the platform was an integration and analytics engine 
composed of the following elements. Apache NiFi, a dataflow tool, was used to import 
the data from the files supplied by the Trust. Apache Kafka was used both as a 
messaging hub and a source of truth (in a Kappa architecture).[2] This works on a 
publish -subscribe model, whereby sources publish data to Kafka and applications 
subscribe to the data feeds. Druid was used for online analytical processing and Apache 
Spark for machine learning analytics. The whole platform was deployed on DCOS 
(data centre OS), hosted on Microsoft Azure, which also provided the required role 
based security.  

For novel healthcare data the client selected EtherCIS as the main datastore. [3] 
EtherCIS is an open source system, compliant with the openEHR information modeling 
specification.[4] This system provides an interoperable backend service to applications, 
allowing them to use RESTful APIs to persist and retrieve healthcare data. 
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Figure 1. Architecture diagram of the PEACH data platform 

2.2. Applications 

� The “Multidisciplinary Team (MDT)” application is an innovative application 
to manage information on patients reviewed during cancer MDT meetings.  

� The “Dashboards” application is a customizable reporting tool for multiple 
users, supporting interactive analysis on event data to provide real time 
visualization of key statistics, with radiology data as the first use case. Users 
have access to a variety of services based on roles. 

� The “Chatbot” team developed an interactive conversational chatbot using 
natural language processing and machine learning to perform an electronic 
Holistic Needs Assessment (eHNA) for cancer patients, in order replace a very 
time-heavy process. 

� The “Reality” application allows for surgeons to interact with 3D models of 
patients pre-operatively using virtual reality, in order to prepare for surgery. 
The first iteration of the project considered preoperative planning for renal 
cancer surgery. 

� The “Clinical Trials” application provides a searchable online database of 
clinical trials in the region, for administrators, clinicians and patients. 

� The “Visual Report” application is a novel approach to healthcare data 
recording, using tablet / pen input to record diagrams of prostate cancers on a 
template, with analysis of the diagram to provide automated risk scoring of 
prostate regions. 

 
 

N. Ramachandran et al. / Project PEACH at UCLH: Student Projects in Healthcare Computing290

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



3. Results 

The PEACH project consists of multiple projects, which were assessed separately. 
Performance of the core platform was measured by its processing time. In Table 1 we 
provide a sample measurement in the pre-processing layer based on 10,000 records of 
one of the csv data files (DATAEXAM file). Complexity of each stage of testing was 
measured by counting the number of processors involved at that stage. The metrics 
demonstrated that a CSV file could be pre-processed to singular JSON objects in less 
than 4 milliseconds per record in Stage 2. In Stage 3, the time required to finish a 
10,000 record transfer to the message hub cluster was 2 hours and 47 minutes, or less 
than 1.001 second per record. These figures demonstrate that using a single process to 
deal with both batch data (large volume) and streaming data (low volume but realtime) 
in a Kappa architecture was a viable approach. 
 
Table 1. Sample result of measurement in pre-processing layer 

Stage Input  
files 

Input 
MB 

Output 
files 

Output 
MB 

Time Complexity 

1 1 (CSV) 494.31 299 (CSV) 494.31 00:00:21.227 13 
2 1 (CSV) 1.65 10,000 

(JSON) 
7.17 00:00:37.419 9 

3 10,000 
(JSON) 

7.17 10,000 
(key,value) 

7.17 02:46:50.722 5 

2-3 1 (CSV) 1.65 10,000 
(key,value 

7.17 00:00:50.467 12 

 

The MDT team created a ‘Dockerised’ version of EtherCIS, a significant 
achievement. [5] However there were problems with the reliability of solutions for 
role-based access. The team was unable to demonstrate a working front-end. 

The Clinical Trials application team was assisted by experts in clinical 
terminologies and was able to solve many of the backend challenges in representing 
trial inclusion and exclusion criteria. One problematic aspect of this project was that 
the team chose to implement the app using a different and suboptimal framework 
(sails.js). Future projects will use a single consistent architecture. 

The Visual Report team created a working intuitive product which it is hoped 
could be published on the Windows App store with further development,  

 The radiology Dashboard team created a real-time batch pipeline using the core 
platform. Unfortunately the dashboard interface was only partially completed. A major 
problematic requirement was for a UK data-centre, in order to meet information 
governance rules - these were all in Technical Preview phase with limited functionality. 
Microsoft have since provided further assistance to resolve this issue as well as 20,000 
USD Azure credits for the next phase of the work.  

The Chatbot was less successful due to suboptimal integration between 
components developed by different team members. Future projects will be stored on a 
common GitLab repository, enforcing continuous integration, to mitigate this risk. 

The Reality project worked well, allowing 3D anatomical reconstructions to be 
viewed on the HTC Vive, but did not have a fully-developed pipeline for producing the 
required 3D models. The virtual reality visualization also proved slightly disorientating 
for users. The next phase will use Hololens Augmented Reality (which should be less 
disorientating), and also develop a model construction pipeline and design language. 
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One student wrote of the experience of leading a PEACH project: “It was very 
useful especially for us because we haven't had any previous experience on patient data 
before PEACH. It was really challenging to keep it secure especially when the UCL-
UCLH sharing agreement process demanded a long time/effort before the data could 
actually be securely transferred to our server. Our everyday communication with the 
doctors and healthcare specialists gave us a better understanding of how a real life 
problem looks like and the kind of influence our project (with its weak and strong 
points) could have in people's lives. For me, the aspects of security, efficiency and 
consistency of data across a real time infrastructure were really fascinating. It's like a 
dream for me to help people through technology and try to solve a real need.”  

4. Conclusions 

The following lessons were learned and are being applied in the next phase: 
� The number of core technologies has been reduced to ensure interoperation 

and reusability. A team will build a reusable component library.  
� Many students had not been sufficiently encouraged to think about teamwork. 

Some supervisors instructed students to concentrate on their own components 
and not on the reusability of the application. The guidance has been changed. 

� There were a number of tensions between the supervisor’s and the client's 
requirements. For example the client might ask for a simpler interface where 
the supervisor may want the student to use demonstrate more complex skills. 
We will improve communication between supervisors and clients offset this. 

� We have improved the guidance at the outset of the project so that students 
have a clearer statement of requirements and principles of continuous 
integration and continuous deployment are enforced. 

� The cloud services are available from the start. 
� We will generate a realistic synthetic dataset to use in testing. 
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Abstract. Learning as a constructive process works best in interaction with other 
learners. Support of social interaction processes is a particular challenge within 
online learning settings due to the spatial and temporal distribution of participants. 
It should thus be carefully monitored. We present structural network analysis and 
related indicators to analyse and visualize interaction patterns of participants in 
online learning settings. We validate this approach in two online courses and show 
how the visualization helps to monitor interaction and to identify activity profiles 
of learners. Structural network analysis is a feasible approach for an analysis of the 
intensity and direction of interaction in online learning settings.  

Keywords. Learning; Education, distance; Cooperative behavior 

1. Introduction 

Learning can be understood as constructive and social process that works best in 
interaction with other persons [1]. Through interaction and collaboration, students 
“gradually construct systems of shared meanings” [2]. Studies show advantages of 
collaboration in learning activities, such as more engaged learning, increased 
motivation and attention, more active processing of information, improvement of meta-
cognitive and social skills and overall better knowledge acquisition and retention [3].  

Interaction between students is also considered a key element for successful 
learning in online settings [4]. However, the teacher needs to address specific 
challenges of online settings such as reduced transmission of socio-emotional in-
formation, more complicated coordination of asynchronous activities and the challenge 
of lurking, i.e. the more passive participation in online activities [5]. Collaborative 
online teaching thus needs thoughtful instructional design to facilitate the interactions 
of the students and a close monitoring of the quantity and quality of interactions.  

In this contribution, we present an approach and related indicators to analyse and 
visualize interaction patterns of participants in online learning settings. We validate this 
approach in two online courses and show how the visualization helps to monitor 
interaction and to identify activity profiles of learners. We conclude with 
recommendations for online teaching.  
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2. Methods for Analysis and Visualization of Communication Networks 

Interaction patterns in online courses can be analyzed in various ways. Analysis may 
focus on quantitative numbers such as numbers of contributions, continuity of 
participation, or number of answers in relation to all contribution [2]. Another line of 
analysis focusses on the content of messages and tries to characterize these e.g. into 
questions, answers, agreement or disagreement [4]. Graphical visualization of 
communication patterns between participants in network diagrams can help to identify 
interaction patterns [2]. Finally, social network analysis methods can be used to 
statistically analyse e.g. intensity, cohesion or reciprocity of participants [6].  

To monitor effects of collaborative online teaching, we were especially interested 
in analyzing the interaction network of the participants and its changes over time. We 
used indicators from structural network analysis and a graphical visualization of 
network activity.  

We took two fully online modules as case study. Both modules were run in 2016 
with 16 resp. 15 participants from various professional fields within healthcare. The 
first module went for four weeks, the second for six weeks. The first module focused 
on project management, the second on clinical data analytics. The participants in the 
first course were partly familiar with each other, while participants in the second course 
mostly did not know each other before. Estimated student workload for both courses 
was 10 – 15 hours per week. Participants received a certificate upon completion.   

As instructional theory, we used the expository 3-2-1-design framework by 
Michael Kerres as a basis and combined it with the concept of E-tivities by Gilly 
Salmon [5]. Each course consisted of meta-information (on learning objectives, 
estimated workload, instructional approach etc.) and a set of learning activities. Each 
learning activity comprised a structured description of learning objectives, tasks to be 
done and expected reaction to the solutions of other participants. These learning 
activities are not meant to test competencies, but to allow the students – alone and in 
interaction with the others – to accomplish the intended learning process. At the end of 
each week, participants were asked to write a reflection on their learning progress. For 
each learning activity, the needed materials (presentation, paper, book chapters, or web 
sites) were provided by the instructor. Moodle was used as electronic learning platform.  

Log data from the learning platform Moodle was exported in anonymized form 
and analysed using the Talend Open Studio software platform (www.talend.com) and 
Tableau 10.0 (www.tableau .com). Interaction patterns of participants were analyzed 
and visualized for each week of the module using the graph visualization and 
manipulation platform Gephi (www.gephi.org).  

Interaction indicators were adapted from the structural analysis by Coll et al [2]. 
From the three basic types of interaction [7], i.e. learner-content, learner-instructor, and 
learner-learner interaction, we focus on learner-learner interaction. A written survey 
and interviews with all participants were conducted at the end of each course to explore 
satisfaction with the course and learning outcome. In addition, a workload analysis was 
conducted.  

3. Results 

Course 1 comprised 29 learning activities and 29 forums with 287 threads and 1,605 
posts altogether. 998 forum posts were written by the successful participants, 178 by 
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the course instructor. Course 2 comprised 25 learning activities and 25 forums with 153 
threads and 1,232 posts altogether. In this course, 702 forum posts were written by the 
successful participants, 187 by the course instructor. In course 1, 9 of the 14 
participants successfully completed the course. In course 2, 8 of 16 participants 
successfully completed the course. Table 1 shows indicators of these successful 
participants. The number show that successful participants reach the threshold for two 
of the each indicators defined by [2]: Access index > 0.5; contribution index > 0.6; 
answer-contribution index for the two courses was below, but close to the 0.9 threshold.  
Table 1. Interaction network indicators for the successful participants of two online courses. “post” = active 
contribution to one discussion forum.  

 Course 1 (n=9) 
Min | Max | Mean | StandardDev 

Course 2 (n=8) 
Min | Max | Mean | StandardDev 

Access index (% of days online) 0.56 | 0.94 | 0.80 | 0.13 0.64 | 0.92 | 0.81 | 0.09 
Activity index (% of days with at 
least one post) 0.49 | 0.89 | 0.67 | 0.15 0.44 | 0.86 | 0.63 | 0.15 

Reading index (% of read posts 
in relation to all posts) 

n.a. due to chosen settings in the electronic learning platform 
(automatic email-notification) 

Completion index (activities 
with at least one post) 0.93 | 1.0 | 0.97 | 0.03 0.76 | 0.95 | 0.86 | 0.07 

Contribution index (relation of 
written posts to number of 
minimum requested posts)  

1.241 | 3.052 | 1.91 | 0.602 
(58 requested posts) 

n.a. (no requested minimum 
posts) 

Thread-starting index (% of 
threads that were started by a 
particular user in relation to all 
posts of successful students) 

0.023 | 0.029 | 0.026 | 0.002 0.011 | 0.161 | 0.036 | 0.047 

Answer-contribution index (% 
of post that are answers to other 
posts in relation to all post of a 
student) 

0.67 | 0.85| 0.75 | 0.07 0.76 | 0.88 | 0.83 | 0.04 

 
Figure 1 shows the interaction network of course 1. In week 1, the instructor is in 

the middle of interaction. Starting with week 2, the role of the instructor is less 
important, and the interaction between participants increases. Figure 2 shows that 
certain interaction profiles – receiving participant, sending participant, and balanced 
participant – can be identified based on their individual activities.  
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Figure 1. Interaction network in week 1 – 4 in the first course. Circles indicate participants (indicated by 
Sxx) or the instructor (T01). Size of circles indicates the number of sent messages (larger circle correspond to 
more posts over the course period). Arrows indicate direction and intensity of communication.  

 

Type of participant Example of interaction network  

Receiving participant: 

Amount of received messages 
is larger than number of send 

messages.  

 

Sending participant 

Amount of sent messages is 
larger than number of received 

messages. 

 

Balanced participant 

Amount of received messages 
and of send messages is nearly 
equal.  

 

Figure 2. Various types of participants, with examples of network interaction diagram from course 1.  
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4. Discussion and Conclusion 

Interaction with peers is a prerequisite for learning: "No interaction, no education." [8]. 
We showed how structural network analysis can help to describe indicators and activity 
profiles of participants. This information can help to track the activity of participants 
during the course and to identify those who need teacher support [2]. It also helps to 
evaluate post-hoc whether the chosen instructional design has led to a collaborative 
atmosphere within the online course as intended to facilitate learning and to refine the 
instructional design if needed [9].  

Data relating to the learning process of the students in online courses is nowadays 
easily available through the learning management systems (LMS), but exploitation of 
this data is still rare [9]. In our case study, the data was extracted manually. For future 
routine use, automatic procedures need to be developed to allow data extraction and 
indicator generation.  

To assess whether interaction contributes to learning, we will correlate learning 
outcome with level of interaction. Gunawardena has described how online learners can 
arrive at a higher level of critical thinking through different stages of interaction with 
peers: (a) sharing/comparing of information, (b) discovery of dissonance, (c) co-
construction of knowledge (d) testing and modification of proposed synthesis, and (e) 
agreement of newly constructed meaning [10]. The presented indicators and interaction 
networks do not allow describing in which stage the observed interaction took place. 
For this, a content analysis of the contributions and posts is needed in addition to the 
structural analysis. Such an analysis would further contribute to the understanding of 
online interaction with a focus on a learner-centered instructional design. 
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Abstract. This paper draws from the literature on collective action and the 
governance of the commons to address the governance of genetic data on variants 
of specific genes. Specifically, the data arrangements under study relate to the 
BRCA genes (BRCA1 and BRCA2) which are linked to breast and ovarian cancer. 
These data are stored in global genetic data repositories and accessed by 
researchers and clinicians, from both public and private institutions. The current 
BRCA data arrangements are fragmented and politicized as there are multiple 
tensions around data ownership and sharing. Three key principles are proposed for 
forming and evaluating data governance arrangements in the field. These 
principles are: equity, efficiency and sustainability.  

Keywords. Genetic information, governance, the commons. 

1. Introduction 

The significance of genetic testing for clinical purposes is increasing, and the rapid 
advances in sequencing technologies are currently amplifying this development. One 
outcome of this is the exponential growth in genetic data generation. New data are 
continuously produced as output of genetic analyses performed all over the world. The 
new data are subsequently used as an essential input for further analyses for research 
and clinical purposes alike. In this paper, we focus on data related to the (potential) 
pathogenicity of variants of specific genes. These data relate to single genes, they are 
completely anonymous, and do not raise any privacy issues. They are valuable for 
taking clinical decisions related to diagnostics, treatments and prevention [1][2][3]. 
Their importance for decision taking is making it urgent to address data governance in 
the domain addressing the tensions, contestations and controversies around data 
ownership and control. These tensions are shaping the currently fragmented and 
politicized landscape of gene-specific data repositories. The current situation is making 
it difficult to reap the benefits of the increased speed and reduced cost associated with 
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new sequencing technologies [4][5]. In order to address this issue, we need a 
perspective that can be conducive to reaching resolutions within such a complex 
domain. In this paper, we draw from theoretical resources on “the commons” that can 
be used as a basis for resolving governance issues and for facilitating a sustainable 
development within the field. 

We turn to the theory of the commons [6][7] aiming to draw concepts for 
addressing “the age-old problem of how to induce collaborative problem solving and 
other forms of collective action among self-interested individuals, groups, or 
organizations, assuming, of course, that they share at least some common goals” [8]. In 
this body of literature, a basic assumption is that different types of resources are subject 
to different governance considerations, and a common taxonomy for discussing this is 
drawn along the axis of subtractability and exclusion [9] [10]. Based on a claim that 
knowledge about the human genome belongs to mankind as a whole, current attempts 
at privatizing data that can contribute to this knowledge have been characterized as a 
second enclosure movement [11]2. We argue that biomedical knowledge in general, 
and genetic knowledge in particular, is of such a character that it constitutes what we 
call a public good. Hence, we adopt three fundamental concepts for evaluating any 
regime aiming to govern data that can contribute this knowledge resource: equity, 
efficiency and sustainability [10]. 

2. Case Background and Method 

A typical example of the genetic data governance challenges can be found in the 
specialized field of breast cancer genetics, and the way this has evolved over the two 
decades that passed since the identification of the BRCA genes. The BRCA genes 
(BRCA1 and BRCA2) are related to susceptibility to breast and ovarian cancer. Multiple 
data repositories containing information regarding the pathogenicity associated with 
specific variants of these two genes have emerged during that past decades. A main 
distinction between these repositories is how contribution and access rights are 
organized and governed, and their differences are most often related to the degree of 
openness. The Breast Cancer Information Core (BIC) was the first open access 
repository of BRCA data (it was established in 1995). This is a shared repository where 
information generated from research or clinical practice, within private and public 
laboratories all over the world can be deposited and retrieved. In the U.S.A, one private 
laboratory (Myriad Laboratories) was able to establish a dominant position in the local 
market for BRCA testing after having been granted several patents based on its central 
role in the discovery of the BRCA genes. This laboratory was the primary contributor to 
the BIC database for several years, and the ‘BRCA community’ was fairly dependent on 
Myriad’s sharing of knowledge and information. When Myriad decided to discontinue 
their contributions to BIC in 2004, this was therefore a major event that caused several 
counter actions aimed at amending the problems arising from significant information 
being disclosed from the community. Through initiatives like the ‘Sharing Clinical 
Reports’ and ‘Free the Data’ projects, new open access repositories were established, 
and doctors and patients were encouraged to register the detailed results from their lab 
tests at Myriad’s [12][13]. Furthermore, several other initiatives have emerged on both 
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sides of the Atlantic. The Leiden University Medical Center (Netherlands) launched 
‘LOVD’ as early as 2005, and ‘ClinVar’ was released by the US National Center for 
Biotechnology Information (NCBI) in 2012. In 2015, the ‘BRCA Mutation Database’ 
(by the University of Utah’s Department of Pathology and the ARUP Laboratories. 
USA), the ‘BRCA Share’ repository (INSERM and Quest Diagnostics, France) and the 
repository ‘BRCA Exchange’ (by the Global Alliance for Genomics and Health) were 
launched. The latter is particularly interesting, as it constitutes a global, networked 
initiative (as indicated by the name), and thus most strongly manifests the general 
tendency of initiatives the span the boundaries of single, local or even national actors. 
However, this increasing multiplicity of repositories and initiatives in the domain 
results in duplication of efforts and increased difficulty in data retrieval.  

The research reported in this paper is designed as a case study [14] with focus on 
the shaping of governance arrangements for information related to the (potential) 
pathogenicity of BRCA variants. We collected empirical material over a two years´ 
period as part of the activities of a research and development project that aimed to 
develop a secure IT platform to facilitate distributed collaboration and access to genetic 
information.  We performed 12 interviews with experts in the domain and we reviewed 
more than 100 documents (journal papers, specialised press reports, commercial 
announcements) to identify key events that mark the evolution of governance 
arrangements in BRCA domain. We adopted an interpretive approach for the analysis 
of the data [15] going through transcripts, notes and documents in order to identify 
relevant themes. We structured our analysis around the key theoretical concepts of 
equity, efficiency and sustainability. Initial findings were refined and verified based on 
continuous communications with practitioners in the field of genetic analysis. 

3. Addressing Information Governance Based on a Commons Perspective 

3.1. Equity 

Any public good is subject to some sort of distribution of rights and obligations 
amongst its stakeholders. Who does the work related to growth and maintenance, and 
who gets to benefit from what the resource has to offer? Is the resource available to 
those who need it, where and when they need it? Whose voices are heard when 
decisions are made that affect larger parts of the stakeholder community? Indeed, the 
question of who is considered to have a legit stake is in itself an important question in 
the context of a public good resource. While basic democratic values are obviously 
relevant, these issues are also pivotal in ensuring a wide commitment when few 
sanctions are available to force adherence to a common governance regime. The 
knowledge produced in the Myriad Laboratories is built on – and thus inherently part 
of – the global body of scientific knowledge about human genetic variations and their 
clinical significance. When they refuse to share their data that can contribute to further 
advancing the knowledge, they breach the commons´ logic. The community’s response 
to Myriads enclosure policy is a reaction to the perceived inequity in the distribution of 
benefits (enclosure means that one key actor can reap disproportionally more benefits) 
and incurred costs (the generation of valuable data today is built upon the accumulated 
efforts and resources invested for many decades around the world). 
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3.2. Efficiency 

For a governance arrangement to reach widespread support, it must provide an 
acceptable level of resource access and quality, at an acceptable cost, to members of the 
community. An inefficient arrangement will inevitably create a sense of a non-working 
system that might undermine its legitimacy and subsequent support. A particular 
challenging aspect of this is aligning, or balancing potentially diverse – and sometimes 
contradictory – values and requirements amongst different stakeholder groups. For 
instance, while uncertainty related to the clinical significance of a genetic variant is 
problematic for clinicians, it might represent a potential research question for the 
researchers. An efficient governance regime will have to make sure that such issues are 
reflected in the knowledge resource and its representations when possible. 

3.3. Sustainability 

Though a knowledge resource cannot be depleted, its long-term trajectory is normally 
subject to considerable dynamics. For a relatively novel field such as that of human 
genetic variants, the creation and addition of new knowledge is a main part of the 
dynamics. The evolution of knowledge and technology mutually drive each other. How 
can access, quality and costs be maintained within acceptable limits in this context of 
rapid change? In what direction is the trajectory moving and what are the issues driving 
and hampering its development? As new knowledge is primarily built on existing 
knowledge, an enclosure policy represents a potential threat to sustainability. Single 
actors growing too dominant can also undermine the community’s trust and 
commitment, which in turn can jeopardise a responsible long term development. In the 
field of genetic knowledge, the continuous addition of new actors and their 
contributions and requirements is also an aspect that must be catered for in a long term 
perspective. 

4. Concluding Remarks 

The commons perspective advocates governance arrangements that favour the 
community as a whole while still allowing single stakeholders or groups of 
stakeholders to pursue their own interests. The ever increasing complexity related to 
the formation, maintenance and propagation of genetic and other biomedical 
knowledge will inevitably force the emergence of such arrangements. Fulk et al. 
explore the role of connective and communal public goods in discretionary repositories 
[8]. Information is discussed there as a hybrid (neither private nor public) good, where 
public benefit is achieved by individuals or companies acting out of their private 
interests. In the case discussed here the balancing of private interests is still in flux and 
this creates tensions for sustaining the discretionary repositories. It is our contention 
that a level of abstraction, where the various stakeholders can reach a common 
understanding and a shared goal, is a prerequisite for establishing a working 
governance regime. Based on the commons perspective, we have suggested equity, 
efficiency and sustainability as such an abstraction. As key principles, they may serve 
as a platform for translations and operationalisations into governance arrangements that 
will work for the community they are supposed to serve. 
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Abstract. The ‘fit for purpose’ paradigm used for data quality assessment in 
electronic healthcare record (EHR) systems is not so fit when assessed in the light 
of secondary data use. An analysis of the difficulties encountered in trying to use 
existing EHR data for cohort identification for prospective clinical trials and 
retrograde data analytics, revealed the root causes to fall in three categories: (1) 
issues in workflow and data registration, (2) preventable inadequacies in software 
configuration and personalization and (3) software development issues on the side 
of the vendor. By reviewing secondary data use requirements and formulating value 
adding business rules, development and data collection practices can be steered 
towards greater value in secondary data consumption.  

Keywords. EHR, Secondary Use, Master Data Management, Business rules  

1. Introduction 

The quality of a healthcare system depends largely on the quality of data it relies upon 
to design, deliver, monitor and improve healthcare services that meet the needs of the 
targeted population. Though many definitions for data quality have been proposed, they 
predominantly express data quality as ‘the totality of features and characteristics of a 
data set that bear on its ability to satisfy the needs that result from the intended use of 
the data’ [1] or, in summary, that datasets need to be ‘fit for purpose’ [2]. Differences in 
definitions are then found in the amount and type of features and characteristics that 
relate to data quality and how they are to be measured in terms of various dimensions 
[3]. It is also this perspective on data quality that is typically adhered to in the healthcare 
domain where it forms the basis for data governance and data quality policies and 
procedures [4] and the translation thereof in business rules, i.e. ‘statements that aims to 
influence or guide business processes in the organization’ [5] with the goal to ensure 
that the data are fit for purpose within the operational environment. 

This ‘fit for purpose qua intended use’ perspective on datasets is in part what drives 
the design and use of electronic information systems within specific types of care settings 
such as inpatient charts, outpatient charts and practice management systems. Practice 
management systems deal mostly with scheduling, resource management and 
reimbursement. They can be standalone or integrated as part of an electronic health 
record (EHR). They contain operating data which strongly overlap other domain datasets 
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such as patient and provider demographics, schedules and reimbursement details. 
Outpatient systems are designed for ambulatory health care settings characterized by fast 
patient turnaround. They keep data for billing and auditing as well as snapshots of a 
patient’s health to support treatment and care decision making. Inpatient systems deal 
with more severe cases, end of life, chronic illnesses and other long term diseases and 
injuries. These systems deal with data about the care delivered to patients and help 
manage patient populations in the facility itself. 

This ‘fit for purpose’ quality perspective on datasets managed by individual 
information systems results, unfortunately, from a rather narrow interpretation of what 
the ‘intended use’ of the dataset exactly is: it narrows it down to the needs of the users 
of these specific systems. A problem then arises when data are to be re-used or integrated 
in other IS, for instance to monitor public health or improve global health services and 
policies. This is because individual information systems, when used within similar or 
overlapping geographic regions, exhibit overlap in patient population and information, 
but in different levels of detail, such level being determined by what makes the data fit 
for purpose for the users of each specific system in question, and this independent from 
whether this level fits the purpose of the users of the other systems it is communicating 
with or of the system(s) which integrate the data. The inpatient EHR of one organization 
may, for instance, record a patient being admitted for an asthma exacerbation that 
required overnight intervention. Some details about that treatment will be reported to the 
practice management system and finally some of those details will travel to the insurance 
company’s record system where it is processed and eventually used to decide on payment. 
The patient may afterwards report for a follow-up exam by their primary care provider 
where more data about the same incident will be collected in the outpatient EHR system. 
Pooling data from these systems is very complex due to proprietary and badly 
documented designs that are not always in line with best practices for data 
interoperability [6]. In the scenario sketched above, each system may have some 
documentation about the patient event. Data gathered from each of these systems may 
support or conflict with one another or be such that from the data alone it cannot even be 
assessed that they report on the very same event. These conflicts require reconciliation 
or the documentation thereof. 

An ideal situation would arise when electronic information systems would not just 
be designed to manage datasets that exhibit a level of detail that is fit for purpose for 
their own operational environment, but also for any secondary use thereafter. This does 
not mean that said systems would need to collect more data than required for the benefits 
of their own users – unless, of course, there would not be an additional burden – but 
rather that the data points would be more precise about what they describe. Our 
hypothesis is that the data curation problems we are experiencing today can be partly 
solved by implementing appropriate business rules. The work described in this paper 
demonstrates the feasibility of this proposal.  

2. Methods 

The University at Buffalo’s Institute for Healthcare Informatics (IHI) primary mission is 
to gather fully identified healthcare data sets into a centralized secure environment where 
the data can be studied, documented and appropriately distributed for secondary data use 
projects. To date, the IHI houses a fully identified outpatient EMR database that contains 
about 650 thousand patient records (outpatient data) and a data set from a local healthcare 
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insurance provider (claims data) that contains about 1.2 million unique patients. The data 
is held under an institutional review board (IRB) protocol and data use agreements are 
signed by the data providers. The goal is to lower the barriers around data requests for 
secondary data usage since providers often do not have the resources or proper incentives 
to deliver data for research [7]. 

For the work presented here, we analyzed the last 19 secondary use data requests 
received (4 requests for claims data, 13 for cohort identification and 2 for data collection) 
to obtain more insight in the type of problems IHI staff encountered to deliver the data 
at the level of precision and quality expected by the researchers. A qualitative 
comparative analysis [8] was performed on the document trail (emails, meeting 
summaries, …) that resulted from the entire process consisting of (1) the initial – 
typically vague – data request, (2) the discussions between IHI staff and requesters to 
fully understand the data needs, (3) the construction of SQL queries, (4) the root cause 
analysis for requests that were not satisfiable, and (5) the development of business rules 
that could remediate the issues. 

3. Results 

We have identified three levels at which information gathering for secondary data use 
can be improved by implementing more appropriate business rules: 

1. Personnel workflow – improving workflows that are (1a) ill-defined or 
contradictory to well-accepted data gathering practices that lead to data 
inconsistency at the practice management level or (1b) can be optimized for 
secondary use purposes. 

2. Software configuration – the data collection software has certain configurations 
that can be modified by the system administrators. For example, a certain field 
in a screen that a healthcare professional uses during a patient visit can be 
marked as required rather than optional.  

3. Software development – Identifying and documenting disparities between 
production and secondary data use requirements as a mechanism to present 
feedback to software vendors to improve future software releases.  

4. Discussion 

We provide here two examples of the analysis procedures applied and the business rules 
that were generated therefrom. Request A (Table 1) originally asked for a cohort of 
‘young adult survivors of cancer’. ‘Young adult’ translated after clarification in criterion 
C1, i.e. patients with ages 15 to 39, of which satisfaction could be determined based on 
the patient’s date of birth in the EHR. Whereas what would count as ‘cancer’ was 
determined on the basis of ICD-codes, it was needed to relax ‘young adult having cancer’ 
(criterion C2) into ‘being diagnosed with cancer’ as it turned out not to be possible in 
every single case to determine on the basis of the EHR data (1) when the diagnosis was 
made, nor (2) when the cancer actually occurred since EHRs typically do not distinguish 
diagnoses from what they are about, i.e. the disease in the patient [9]. A date is always 
added when the diagnosis was recorded in the patient chart, but that can be a long time 
after the facts, for instance as the result of an anamnesis about prior disorders.  
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Table 1. Unsatisfiable criteria of request (A) for ‘young adult cancer survivors’ 

Business Rule Level                /  Criteria #  /  Category  
a. Workflow policy to require onset date of a disease recorded in the diagnosis in the provided onset 

field.                                              /  C2  /  1&2 
b. Requiring an onset date field through the application configuration. 
c. Software development to incorporate other data sources to supplement current data.      /  C3  /  3 

 

Table 2. Unsatisfiable criteria of request (B) for patients over 18 with childhood onset multiple sclerosis, an 
unaffected primary family member and living parents with available healthcare record. 

Business Rule                /  Criteria #  /  Category 
Level 
d. Workflow policy to encourage better family history record taking and use existing discrete data 

fields to record the data.                               C2  /  1, 2, 3 
e. Configure new fields in the application to capture data in discrete fields instead of free text. 
f. Require functionality in the application to appropriately implement the linking of family members. 
g. Workflow policy to encourage better family history record taking and use existing discrete data 

fields                                C4  /  1,3 
h. Require functionality in the application to enter information about relatives. 

 

This can be prevented by modifying workflows when entering a diagnosis by 
requiring a field to denote the disease onset date. This may not be known so other entries 
besides the onset date may be entered in the case of a fuzzy temporal value. E.g., the 
patient may not know exactly when the disease manifested but may know that it was 
during childhood. The last criterion, ‘having survived cancer’ (C3) presents another 
problem because healthcare facilities are not always aware of a patient’s death, unless it 
happened on the premises. To illustrate this, only 1% of patients are marked as deceased 
and another 1% that are over 100 years of age and marked as alive. Other sources of data 
can be leveraged to fill in this gap such as the social security death index database. 
Request B ( 

Table 2 was a cohort search for 50 patients with (C1) childhood onset multiple 
sclerosis, (C2) an unaffected primary family member, (C3) current age greater than 18 
and (C4) living parents with available healthcare record. The purpose of the study behind 
the request was to determine differences in environmental variables, phenotypical 
variables and genotype variations between the unaffected subjects and the affected 
subjects. C1 presents a similar problem as C2 discussed above. Information could in this 
case, however, be found in free text fields of the provider notes. These onset dates were 
located in different sections of the note and complicated techniques were required to 
extract the information. C2 could not be resolved since patient/relatives relationships are 
either poorly or not at all documented in the EHR. The EHR system from where the data 
had to be obtained does allow information to be entered about primary, secondary and 
tertiary relations but does not have a field to link genealogy from patient to patient. C3 
could straightforwardly be calculated from the birth date of the patient. Although the 
source EHR system has fields in the family history section to record whether a patient’s 
parents are living or their cause of death these fields are rarely used. C4 could thus not 
be satisfied. Business rule management is important, yet the literature on it is not as 
abundant as expected.[5]. Steinke classifies business rule types differently than we did: 
definition, guideline, mandate, and inference [10]. But he also takes the stance that reality 
should define the business rules used to govern the data. His approach is harmonious 
with ours, yet a full evaluation of the reality surrounding the information collections 
systems is costly and time-consuming. Recognizing the needs of secondary data users in 
creating business rules to oversee data collection presents a more practical solution. 
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5. Conclusion 

This study was conducted in the context of one EHR system, though used by over 40 
practices dispersed over the wider Buffalo area. Our analysis confirms earlier studies that 
the potentiality for secondary data use is not enough considered when EHR systems are 
designed, implemented and used [11]. Data required to perform certain analyses for 
cohort identification were found not to be easily obtainable due to (1) the insufficient 
facilities offered by the data collection systems to enter, store and retrieve required 
information and (2) the inadequate use of available facilities due to separate workflows 
and business practices across providers. The analysis of the secondary use data 
requirements made it nevertheless possible to develop business rules that help govern 
data entry and quality of data partially. Ironically, several of the requests for secondary 
use were issued by practitioners using the EHR system, and thus in part responsible for 
the lack of granularity in the recorded data.  It remains to be investigated whether this 
awareness will lead to a smooth acceptation of and adherence to the proposed business 
rules and, as these processes become implemented and validated, will drive software 
vendors to update their systems to allow data to be entered in a way that is more faithful 
to reality.  
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Abstract. Patient portal usage by older adults, patients aged 50 years old and above, 
is intended to improve their access and quality of care. Acceptance of patient portals 
by this target group is low. This paper discusses the results of a literature review to 
determine the facilitators and barriers that drive or inhibit older patients to adopt 
patient portals. Articles were included when they described an acceptance, adoption 
or usability evaluation study of a patient portal. From a total of 245 potentially 
relevant articles, 8 articles were finally included. We used the Unified Theory of 
Acceptance and Use of Technology (UTAUT) as a classification model to analyze 
factors influencing older adults’ acceptance of patient portals. Main facilitators for 
acceptance were ‘performance expectancy’ and ‘voluntariness of use’ related to a 
higher level of education and experienced health. Main barriers were limited health 
literacy and motivation related to involuntariness to use a patient portal. Poor 
facilitation conditions (limited technology access and no prior knowledge on 
existence of a patient portal) hampered access to a portal. More thorough insight 
into the latter is needed to improve the reach and effectiveness of patient portals 
among older patients. 

Keywords. Patient portal, older adults, elderly, acceptance, adoption, UTAUT 

1. Introduction 

Usage of patient portals is intended to improve access and quality of care and may result 
in improved health outcomes, especially for chronically ill patients [1]. Effective use of 
patient portals by older adults, patients aged 50 years old and above, is also expected to 
lower healthcare expenditures. Despite the associations of patient portal use with these 
favorable outcomes, voluntary uptake and use of patient portals by this target group have 
been low [2]. Older adults’ enrollment to patient portals is expected to rise, since the 
elderly population is one of the fastest growing user segment of internet [2]. However, 
their adoption of patient portals is questionable. Besides a patient’s age, aspects as health 
literacy level and socioeconomic status influence patient portal acceptance. Adoption of 
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patient portals of older adults is further jeopardized by biological, psychological and 
social aging processes; it is thus relevant to examine which factors contribute to or 
impede the adoption of patient portals by this target group [3]. This is particularly 
relevant for chronically ill older adult patients, since it is foreseen that portals will 
increasingly fulfill a role in patients’ self-management of their disease and care [4]. If 
patient portals indeed become a key tool for self-management and adoption rates of 
patient portals by older adults remain low, chronically ill older adult patients might be 
withheld from patient portal usage benefits and they might encounter difficulties due to 
a lack of non-patient portal services, such as a dedicated nurse practitioner to answer 
questions by telephone. It is thus needed to evaluate older adults’ experiences and 
preferences for using a patient portal. The goal of this literature review is to determine 
the facilitators and barriers that drive older adult patients to adopt EHR patient portals 
by using the Unified Theory of Acceptance and Use of Technology (UTAUT), a 
prominent technology acceptance framework [5], as a classification model for those 
factors. 

2. Methods 

The database PUBMED was searched on the 7th of October 2016 for studies reporting on 
possible factors influencing the usage of patient portals. We used the following search 
strategy: “patients”[MeSH] OR "patients"[All Fields] OR "patient"[All Fields]) AND 
("Electronic Health Records"[MeSH] OR "Telemedicine"[MeSH]) AND (factors[All 
Fields] OR barriers [All Fields] OR reasons [All Fields]) AND acceptance[All Fields]). 
We performed three additional searches including ‘patient portal’, ‘barriers’ and 
‘acceptance’ in all fields. We limited all searches to articles in English published between 
January 2010 and July 2016. Studies were included if the abstract described an 
acceptance, adoption or usability evaluation study of a patient portal (1) with patients 
over 50 years old (2) in a hospital or primary care setting (3). We excluded articles 
reporting on a general status update of patient portals, with physicians as study 
population, reporting solely on one functionality of a patient portal, assisted living 
technologies, or a disease specific eHealth or mHealth tool.  

The methodological quality of each article was evaluated by means of the Mixed 
Methods Appraisal Tool (MMAT), used for systematic mixed studies reviews, resulting 
in a standardized quality score across diverse type of study designs, study populations 
and sampling [6]. Per study, the first and second author independently identified 
facilitators and barriers and mapped these onto UTAUT concepts. If needed, a new 
concept in the UTAUT was introduced.  

3. Results 

3.1. General Characteristics of Included Studies 

The searches resulted in 245 potentially relevant articles. Deduplication and abstract 
screening resulted in the rejection of 213 articles. Full text versions were not available 
for 2 articles and 22 articles were excluded after reading the full text version. This 
resulted in the inclusion of 8 articles for further analysis. The interrater reliability score 
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was κ=0,65. Five studies followed a qualitative design, with one using the UTAUT 
framework to formulate questions for the interviews and questionnaire [7]. 

3.2. Facilitators and Barriers of Older Adults’ Patient Portal Usage  

Table 1 and 2 respectively show the reported facilitators and barriers related to UTAUT 
concepts. Concerning facilitators, non-occurring UTAUT concepts were: effort 
expectancy, gender and age. We introduced one UTAUT sub-concept for performance 
expectancy and five sub-concepts for voluntariness of use. Concerning barriers, non-
occurring UTAUT concepts were: performance expectancy and gender. We introduced 
two UTAUT sub-concepts for facilitating conditions and three sub-concepts for 
voluntariness of use.  
 

Table 1. UTAUT categories related to facilitators of older adults’ patient portal usage 

UTAUT              
Extended UTAUT  

Reported Facilitators Age 
cluster 

 [Ref #] 
Quality 
% 

Performance expectancy Options for digital archiving and analysis of 
one’s own medical data 

55-75+ [8], 33 

Beneficial aspects of patient portal: self-health 
monitoring by patient 

Mean 56 
Mean 51 

[7], 40 
[9], 40 

Reread medical information at home Mean 64 [1], 13 
Performance 
expectancy: benefits 
patient/provider 
relationship  

Patient participation: patient portal facilitates 
influence of patient on their disease management 
and treatment 

Mean 64 [1], 13  

Option for sending secure messages to healthcare 
team via patient portal 

65-79 
Mean 56   

[10], 13 
[7], 40 

Patient portal is neutral medium for delivering 
difficult news or ‘difficult to hear’ advice 

55-75+ [8], 33 

Social influence Availability of other person to help with usage  Mean 64 [1],  13 
Physician or someone else thought use of patient 
portal would be useful for patient 

Mean 64 [1],  13 

Facilitating conditions Use via mobile device (smartphone, tablet) 65-79 [10], 13 
Comfortable in using the internet  45-64, 65+ [11], 40 

Experience Regular use of internet Mean 64 [1], 13 
Voluntariness of use (VoU) Ambition to learn how to use patient portal 50-100 [12], 40 
VoU: level of education  Higher level of education related to higher 

probability of using of patient portal   
65-79 
55-75+ 
Mean 55 

[10], 13 
[8],  33 
[13], 13 

VoU: health interest & 
status  

Better health conditions related to higher use of 
patient portal 

65-79 [10], 13 

Patients regularly searching health information 
on internet more likely to use patient portal 

Mean 64 [1],  13  

VoU: dissatisfied current 
care communication 

Dissatisfaction concerning current care 
communication 

Mean 64 [1],  13 

VoU: Satisfied current 
care communication 

Positive experiences healthcare clinic (careful 
listening, easy information explanation)  

45-64, 65+ [11], 40 

VoU: Cultural 
background 

Cultural background might influence of use: 
Caucasians more positive attitude toward use and 
less connectivity problems than black patients  

Mean 51 [9], 40  
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Table 2. UTAUT categories related to barriers of older adults’ patient portal usage 

UTAUT 
Extended UTAUT 

Reported Barriers Age 
cluster 

 [Ref #] 
Quality% 

Effort expectancy Use of patient portal would be too complicated for 
patient according to patient 

Mean 51 [9], 40 

Social influence Older adults not able to use internet by themselves, 
only browse internet with help of others  

65-79 [10], 13 

Facilitating conditions 
(FC) 

Limited technology and/or internet access 55-75+ 
Mean 51 
50-100 

[8], 33 
[9], 40 
[12], 40 

FC: implementation 
issues  

Limited to no prior knowledge on existence of patient 
portal 

Mean 64 
Mean 51 
50-100 

[1],  13  
[9], 40 
[12], 40 

FC: concerns Concerns about privacy or security issues of medical 
data in patient portal 

Mean 56 
Mean 51  

[7], 40 
[9], 40 

Age 70 years old and above limited to no to use of patient 
portal 

mean 64 
55-75+ 
65-79 

[1],  13 
[8], 33 
[10], 13 

Experience Lack of or limited technology experience and 
proficiency  

55-75+ 
mean 56 

[8], 33 
[7], 40 

VoU: Health literacy Limited health literacy  Mean 55 [13], 13 
VoU: satisfied with 
current care 
communication  

Satisfied with the status quo 50-100 [12], 40 
Wish to preserve in-person aspects of existing patient-
provider relationships (i.r.t. limited health literacy) 

Mean 56 
Mean 51 

[7], 40 
[9], 40 

Prefer to leave disease management to physician Mean 64 [1],  13 
VoU: motivation Lack of motivation to use patient portal  Mean 51 [9], 40 

4. Discussion 

This literature review gives insight into the facilitators and barriers on patient portal 
acceptance by older adult patients, analyzed and clustered by means of the UTAUT. 18 
facilitators predominantly concerned the UTAUT concepts ‘performance expectancy: 
‘benefits patient/provider relationship’, ‘voluntariness of use: level of ‘education’, 
‘health interest & status’, ‘(dis)satisfied with current care communication’ and ‘cultural 
background’. Twelve barriers predominantly concerned the UTAUT concepts 
‘facilitating conditions: implementation issues’ & ‘concerns’ and ‘voluntariness of use: 
‘health literacy’, ‘satisfied with current care communication’ and ‘motivation’.   

We introduced 11 sub-concepts to the UTAUT, 6 related to facilitators and 5 to 
barriers. The UTAUT provides a theoretical framework for analyzing users’ acceptance 
of health technology, but needs to be supplemented with concepts reflecting barriers and 
facilitators of older patients influencing their acceptance of patient portals. Another 
review suggests three additional constructs to the UTAUT for analyzing older users’ 
home telehealth services acceptance: ‘Doctor’s Opinion’, ‘Computer Anxiety’ and 
‘Perceived Security’ [3]. These constructs correlate with the sub-concepts we introduced 
for ‘performance expectancy’ reflecting the (changing) patient/provider relationship by 
introduction of a patient portal and ‘voluntariness to use’ reflecting motivational reasons 
to use or not use a patient portal – such as (dis)satisfaction with current care 
communication, health literacy level and level of education. Yet, we found additional 
barriers related to access of digital health services for older adults, such as limited 
technology and internet access and privacy concerns on the medical data in the portal. 
Though most trend studies report that internet access issues of older adults will vanish 
over time, relying on everyday technology or generic internet use rates of seniors to 
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estimate digital health use may be misleading [14]. Seniors have used digital health tools 
at low rates with only modest increases from 2011 to 2014; these tools are not reaching 
most seniors and their underuse is associated with socioeconomic disparities, raising 
concerns about their ability to improve quality, cost, and safety of seniors’ health care 
[14]. With the role of patient portals concerning patients’ self-management growing, it 
is important to gain more sight on the conditions that hamper or facilitate the reach and 
acceptance of these portals by older patients.   

5. Conclusion 

Patient portal use is promoted in healthcare but acceptance rates of older patients are low. 
Older patients’ expectancy of performance of a portal and higher education levels 
facilitate acceptance. Whereas a lower health literacy level and being satisfied with the 
status quo relate to involuntariness to use a patient portal. Poor facilitation conditions, 
such as limited technology and internet access, hamper older adults’ access to a patient 
portal. Future research should focus on conditions for engaging older patient populations 
in patient portal usage within the broader context of patient profiles, the patient/provider 
relationship, decision making, provision and self-management of care. 
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Preventing Unintended Disclosure of 
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Anonymisation 
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Abstract. Errors and anomalies during the capture and processing of health data 
have the potential to place personally identifiable values into attributes of a dataset 
that are expected to contain non-identifiable values.  Anonymisation focuses on 
those attributes that have been judged to enable identification of individuals.  
Attributes that are judged to contain non-identifiable values are not considered, but 
may be included in datasets that are shared by organisations.  Consequently, 
organisations are at risk of sharing datasets that unintendedly disclose personally 
identifiable values through these attributes.  This would have ethical and legal 
implications for organisations and privacy implications for individuals whose 
personally identifiable values are disclosed.  In this paper, we formulate the problem 
of unintended disclosure following anonymisation, describe the necessary steps to 
address this problem, and discuss some key challenges to applying these steps in 
practice. 

Keywords. anonymisation, unintended disclosure, personally identifiable data, 
human judgement, privacy 

1. Introduction 

Personally identifiable data [14] is captured and processed by care providers to inform 
service provision (e.g. emergency treatment).  Simultaneously, these organisations are 
increasingly incentivised or mandated to share datasets with other organisations, or to 
make data available publicly, for secondary uses (e.g. clinical research) [15]. 

Legislation and ethical guidance governs data sharing by organisations.  Generic 
legislation such as the Data Protection Act [19] and Human Rights Act [20] applies in 
the UK.  Specific legislation also exists for the health domain, including the National 
Health Service Act 2006 [21] and Health and Social Care Act [22] in the UK, and the 
Health Information Portability Act (HIPAA) [23] in the US.  Ethical guidance from 
advisory groups such as Research Ethics Committees [9] may supplement legislation. 

Anonymisation can be applied to datasets prior to sharing in order to comply with 
legislation and ethical guidance.  Attributes in a dataset are classified by the extent to 
which they facilitate identification of a ``data subject'' [11].  Risk of identification [6] 
posed by values in specific sets of attributes is then quantified using methods such as k-
anonymity [18], l-diversity [13] and β-likeness [4].  Values are transformed [8, 17] to 
reduce this risk below an acceptable threshold [10] for a specific context. 
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Human judgements are used to classify attributes as: direct identifiers: judged to 
enable identification in isolation, indirect identifiers: judged to enable identification in 
conjunction with other attributes within or outside the dataset, or non-identifiers: judged 
to provide minimal risk of identification [14].  Attribute classification, along with 
considerations of computational tractability [3, 7] and data utility [2, 16], determine 
whether specific attributes are included in: i) the anonymisation process, and ii) the 
shared dataset. 

Classification requires knowledge of how attribute values contribute to 
identification.  Legal and ethical guidance documents [10, 23] provide pre-defined 
classifications of common attributes (e.g. Surname) to assist organisations.  However, 
datasets to be shared may exhibit characteristics such as high-dimensionality [1], 
structural dynamism, and complex provenance.  Consequently, classification decisions 
may be based on incomplete and/or imperfect knowledge regarding attributes and their 
values.  Failure of human judgements when making these type of information security 
decisions [5, 25], particularly in the evaluation of risk and uncertainty [24], and the 
consequences in terms of security and privacy breaches [12] has been previously 
recognised. 

We focus on a problem that may arise from errors and anomalies during the capture 
and processing of health data: personally identifiable values being placed into attributes 
of a dataset whose values are expected to contain non-identifiable data.  For example, a 
unique patient identifier residing in an attribute that relates to the reason for a referral 
due to an erroneous processing step that transposes values between attributes, or an 
informal staff policy to increase the speed of internal processes.  Such attributes may be 
judged to contain non-identifiable values and omitted from anonymisation, but then 
included in a shared dataset.  Consequently, organisations are at risk of sharing datasets 
that unintendedly disclose personally identifiable values through these attributes. 

2. Unintended Disclosure of Personally Identifiable Data 

We model a dataset as a set of entries, , where each entry is a tuple, , 
that is composed of values for a set of attributes, , that relate to an 
individual, and represents the set of distinct values held by an attribute, . 

 
Patient Number Date Source Reason 

1120000 2014-04-01 ABC123 Cancer 

Figure 1. Example entry from a dataset relating to patient referrals 

Attributes are classified into one of the following distinct subsets of A to drive the 
anonymisation process: direct identifiers (I), indirect identifiers (Q), and non-identifiers 
(N), such that .  Direct identifiers, , are removed.  Non-identifiers, 

, are not considered in the anonymisation process, but may included in a shared 
dataset.  We assume that at least one attribute is classified as a non-identifier, such that 

.  Indirect identifiers, , are considered in anonymisation.  For simplicity, 
and without loss of generality, we consider anonymisation to be applied over all 
attributes in Q rather than a subset of these attributes.   Risk of identification is quantified 
based on combinations of values for the indirect identifiers,  for each 
entry in the dataset. 

Transformations are applied to values of indirect identifiers to reduce the risk of 
identification.  Specific transformations are dependent on the syntax and semantics of 
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attribute values.  We do not consider aggregation over entries as a transformation, such 
that each entry remains associated with a single individual following anonymisation.  
Organisations iterate over a process of risk quantification and transformation to produce 
a dataset where the: i) risk of identification is reduced below an acceptable threshold, ii) 
data utility is sufficient for the intended use(s). 

 
PID Date Source Reason 

1 2014-04 Specialist Clinic Cancer 

Figure 2. Example anonymised entry from a dataset relating to patient referrals 

Figure 2 illustrates how the entry in Figure 1 might be anonymised.  Patient No has 
been classified as a direct identifier and replaced by a unique (non-personal) identifier: 
PID.  Reason has been classified as a non-identifier and retained in the dataset without 
transformation.  Date and Source have been classified as indirect identifiers and 
transformed using generalisation. 

Unintended disclosure of personally identifiable data has the potential to arise from 
judgements regarding attribute classification that are based on an expectation of the set 
of values, , held by the attribute, a, rather than the actual set of values, .  For 
example, the expectation that Reason will contain values that only relate to the condition 
for which they have been referred.  Inconsistency between the expected and actual values 
can lead to an attribute that poses an identification risk being classified as a non-identifier 
and omitted from the anonymisation process.  Actual values that contain personally 
identifiable data, such as Patient No, may reside in attributes classified as non-identifiers. 
 

PID Date Source Reason 
1 2014-04 Specialist Clinic Cancer-1120000 

Figure 3. Example anonymised entry from a dataset relating to patient referrals with unintended disclosure 
Figure 3 illustrates the problem of unintended disclosure.  Patient No been included 

in the Reason attribute.  Due to the classification of the Reason attribute as a non-
identifier - based on the expectation that any values held by the attribute posed a minimal 
risk to identification - the attribute has been included in the dataset without 
transformation but clearly poses an identification risk. 

Validation at different processing stages using techniques such as regular 
expressions may fail to prevent such scenarios.  Methods may not be sufficiently 
restrictive due to their focus on the syntax rather than semantics of values.  Additionally, 
datasets may be composed of entries from different organisations, which are subject to 
heterogeneous policies regarding data quality.  Validation of these aggregated datasets 
might be insufficiently restrictive due to assumptions about upstream policies, or due to 
additional constraints, such as computational tractability. 

3.Preventing Unintended Disclosure of Personally Identifiable Data 

Prevention of unintended disclosure requires attributes to be classified based on 
verification rather than expectation of values.  Verification ensures that any value,  

, of any attribute, , within any entry is drawn from a pre-defined set of values, 
, for which the absence of personally identifiable data can be demonstrated.  Any entry 

in the dataset would then be drawn from a defined space: .  
Verification could be integrated into attribute classification as follows: 
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� For , a set of values would be defined, , which are drawn from a 
vocabulary for which the semantics and implications for identification of 
individuals are known, e.g. . 

� For , the set of actual values held by the attribute, Va, across all tuples 
would be determined, e.g. . 

� For , a transformation function, , would be defined, to map actual 
values, Va, of an attribute to values in V*

a.  Values not mapped would be 
omitted, or replaced with a null value, e.g. . 

� Classification would partition the set of attributes, A, based on known semantics 
of the extent to which they enable the identification of individuals, e.g. 

, , and . 

Verification would not only assist in preventing unintended disclosure, it would also 
provide a robust basis on which the identification risk posed by the values of different 
attributes could be quantified.  Computational tractability and data utility could still be 
retained by evaluating identification risk over a subset of the attributes, Q.  However, 
verification would ensure that classification of an attribute as a non-identifier does not 
risk the disclosure of personally identifiable data. 

Classification based on verification of their actual values rather than human 
judgement is particularly important given the high-dimensionality, structural dynamism 
and complex provenance of datasets now captured by organisations.  Robust judgement 
in the presence of such factors is a significant challenge for humans, yet such judgements 
are likely to be required more frequently within organisations in the future. 

4.Challenges 

Prevention of unintended disclosure presents challenges in practice, which include: 

� Computational Overhead: Verification of attribute values against pre-defined 
sets is computationally intensive - requiring potentially vast numbers of 
comparisons.  Efficient methods are required to minimise the time and 
resources required 

� Structural Dynamism: Attributes and sets of attribute values can be subject to 
change over time - requiring changes to the verification process to ensure that 
it remains effective. 

� Vocabularies: Attribute values must be compared against a pre-defined set of 
values - requiring relevant vocabularies to exist for each attribute.  
Organisations may be required to author such vocabularies if an appropriate 
vocabulary does not pre-exist for a particular attribute. 

� Technical Expertise: Mapping of actual values, Va, to a pre-defined set of 
values from a specific vocabulary, V*

a, may not not necessarily be one-to-one 
and processing of certain formats for values may not be readily automated - 
requiring human involvement and technical expertise. 

Without effective and efficient solutions to these challenges, organisations must 
decide whether to: (1) avoid sharing of datasets, or (2) share anonymised datasets and 
acknowledge the risk of unintended disclosure.  This decision would be largely 
influenced by the legislative and ethical frameworks to which the organisation is subject. 
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5.Conclusion 

Unintended disclosure of personally identifiable data has regulatory implications and 
poses governance challenges for data controllers.  To situate sharing on a sound legal 
and ethical foundation, work is required to address the challenges above through novel 
tools and methods, vocabularies and ontologies, and education regarding anonymisation. 
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Abstract. The ISO/IEC committee in charge of standardizing the well-known 
MPEG audiovisual standards has launched, in cooperation with the ISO committee 
on Biotechnology, a new activity for efficient compressed storage and 
transmission of genomic information. The paper presents proposals for adding 
privacy and security to such in-progress standards. 
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1. Introduction 

Nowadays, there is an increasing amount of genomic information being generated for 
different purposes: research, genetic analysis, precision medicine, search of relatives, 
forensics, etc. This means that the information generated will probably need to be 
stored, transferred and, ideally, protected against attacks.  

On the one hand, several attacks have already been identified, usually to find out if 
an individual’s genome is inside a set of genomes [1], but also to infer regions of the 
genome which have to remain private [2]. 

On the other hand, there is an initiative of the Moving Picture Experts Group 
(MPEG) Standardization Committee [3] for the representation of genomic information 
in a compressed way, including security and privacy aspects.  

The authors have presented several proposals (such as [4]) as answer to the MPEG 
Committee call for proposals [5], but we concentrate on the one that includes the 
provision of security and privacy mechanisms to support the storage and transmission 
of genomic information.  

In the next sections, we describe the MPEG Committee activities on genomic 
information, our proposal for security and privacy and some conclusions and future 
work. 

2. Methods: The Moving Pictures Experts Group (MPEG) Work on Genomics 

The Moving Picture Experts Group (MPEG) [3] is a working group of ISO/IEC 
(ISO/IEC JTC 1/SC 29/WG 11). Since 1988, the group has produced standards for 
coded representation of digital audio and video and related data. 
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Based on their successful previous experience in audiovisual content compression, 
a new initiative inside MPEG to provide compression mechanisms for genomic 
information was started two years ago. After a detailed process of obtaining 
requirements, a call for proposals was launched in July 2016 [5] in order to provide 
solutions to the genomic information compression and representation problem. The 15 
answers to this call have been discussed in the 116th meeting held in Chengdu in 
October 2016 [6].  

The paper focuses on the proposal presented by a group of organizations and 
companies led by the authors [4]. The contribution responds to the transport 
requirements [7], defining a format for storage and transport of genomic information, 
including aspects like metadata, definition of security mechanisms and application of 
privacy rules. 

3. Results: Privacy and Security in Genomics contributed to MPEG 

In [4], we propose a format (that we call GENIFF, for GENomic Information File 
Format) based on ISOBMFF [8] to support the inclusion of compressed and 
uncompressed genomic information. Moreover, we also provide mechanisms to include 
metadata associated to the information stored inside the format. Metadata elements may 
apply to a study, an individual, partial or complete genomic information, etc.  

Apart from generic metadata describing things like the genetic study done, the 
machine used for generating the genomic information and other kind of metadata 
defined by European Bioinformatics Institute (EBI) [9], we have focused on providing 
placeholders to apply security and privacy to the genomic information. In this way, 
only authorized users will be able to access to the information contained in the file. 
Security and privacy elements may apply to different levels, like the complete study or 
only to specific information, for example, a SAM / BAM file [10] or a Variant Call File 
(VCF) [11]. In this way, we can provide a high level of flexibility. 

3.1. Privacy Provision, Use of XACML to Authorize Access to Genomic Information 

In order to provide privacy when accessing genomic information, we use XACML [12] 
rules. First ideas on how to use XACML where already presented to the MPEG 
Committee in [13] and are reflected in our proposal for representing genomic 
information [4]. We are also using XACML rules to provide privacy protection when 
accessing medical information, as described in [14]. The rules for controlling access to 
genomic information may include, among other, the following information: 

� who is able to access to the genomic information (user roles or individuals); 
� what information can be accessed (the complete file, a chromosome, etc.); 
� when it can be accessed;  
� with which purpose (genetic analysis, anonymized study, etc.); 
� if the data provider has to be informed when information is accessed; 
� which permission is given (viewFile, viewChromosome, etc.). 

The rules can be included inside our file format (GENIFF), or even inside the 
existing formats for genomic information, like SAM or BAM [10].  
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The inclusion of the rules inside the genomic files allows us to extract them and 
authorize access to the file according to the permissions defined in the rules. The 
workflow of operations required to authorize the access to genomic information is 
shown in Figure 1. It works as follows: 

1. A user requests, to a repository, access to some specific genomic information. 
To do so, an access request is sent including, among other, the following 
context information: user or role requesting access, the operation requested, 
the time when the request is done, which information wants to be accessed and 
the level of granularity (i.e. complete file, chromosome, etc.).  

2. The genomic information repository extracts the rule(s) from the requested 
genomic information and asks, to the Authorization point, for user 
authorization according to the rule(s) and the request received. 

3. The authorization result could be Permit, Deny or Not Applicable. 
4. In the case of Permit, the access is permitted, so the requested genomic 

information should be decrypted and given to the user from the repository. 

 
Figure 1. Genomic data authorization flow. 

Figure 2 shows a snippet of an XACML rule giving VIEW permission to a 
physician for the file genomic-file.sam. 

3.2. Encrypting Portions of the Data 

When securing genomic information, one of the preferred strategies is to aggregate 
results of multiple individuals and to only respond to queries concerning the whole 
pool of data. Such queries might be, for example, the frequency of a certain mutation in 
the studied population. This is intended to ensure the privacy at the individual level, 
although this approach was proven to have some flaws [1].  

The result of MPEG’s work has to be a format for genomic information, where the 
encryption of the data is used as a way to enforce the privacy rules. Certain regions of 
the DNA can be considered as safe to make them public, while others require a key to 
decrypt the content. By encrypting those regions, we ensure that the file can be 
transmitted, and the access to the content can vary depending on the access the user 
asks for. The actual policy to decide which regions should be protected is left to the 
user creating the file, but one approach might be, as in [2], encrypting the regions to 
remain private, but also include those allowing inference attempts. 
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The encryption is done on well-defined regions of the DNA, for example for a 
given chromosome, using symmetric encryption. Homomorphic encryption might add 
the benefits to enable secure computations on encrypted content (e.g. [15]); however, 
this encryption methodology appears to be tightly bounded to the intended usage, thus 
limiting broad applicability. Therefore, our proposed format uses symmetric encryption, 
leveraging on the employed codec for better granularity (e.g. BAM’s blocks). 

 
<Rule RuleId="urn:oasis:names:tc:xacml:3.0:RuleSAM" Effect="Permit"> 
  <Description> A physician may view the genomic information file for which he or  
    she is the designated primary care physician 
  </Description> 
  <Target> 
    <AnyOf> 
      <AllOf> 
        <!-- Which kind of user: physician --> 
        <Match MatchId="urn:oasis:names:tc:xacml:1.0:function:string-equal"> 
          <AttributeValue DataType="http://www.w3.org/2001/XMLSchema#string"> 
            physician 
          </AttributeValue> 
          <AttributeDesignator MustBePresent="false" 
            Category="urn:oasis:names:tc:xacml:3.0:role" AttributeId="role" 
            DataType="http://www.w3.org/2001/XMLSchema#string"/> 
        </Match> 
        <!-- Which resource --> 
        <Match MatchId="urn:oasis:names:tc:xacml:1.0:function:regexp-string-match"> 
          <AttributeValue DataType="http://www.w3.org/2001/XMLSchema#string"> 
            genomic-file.sam 
          </AttributeValue> 
          <AttributeDesignator MustBePresent="false" 
            Category="urn:oasis:names:tc:xacml:3.0:attribute-category:resource" 
            AttributeId="urn:oasis:names:tc:xacml:1.0:resource:resource-id" 
            DataType="http://www.w3.org/2001/XMLSchema#string"/> 
        </Match> 
        <!-- Which action  --> 
        <Match MatchId="urn:oasis:names:tc:xacml:1.0:function:string-equal"> 
          <AttributeValue DataType="http://www.w3.org/2001/XMLSchema#string"> 
            VIEW 
          </AttributeValue> 
          <AttributeDesignator MustBePresent="false" 
            Category="urn:oasis:names:tc:xacml:3.0:attribute-category:action"  
            AttributeId="urn:oasis:names:tc:xacml:1.0:action:action-id" 
            DataType="http://www.w3.org/2001/XMLSchema#string"/> 
        </Match> 
      </AllOf> 
    </AnyOf> 
  </Target> 
</Rule> 

Figure 2. XACML rule giving VIEW permission to a SAM file. 

4. Discussion, Conclusions and Future Work 

We have developed software to demonstrate the feasibility of the format and its 
granular access control. We have implemented some policy rules with XACML and 
used real SAM/BAM files to evaluate the encryption of content for supporting the 
access control. The results are satisfactory for the moment. 

Our next step is aligned with the standardization process. Some of the presented 
ideas have been initially accepted for consideration by the MPEG Committee. Now it is 
time to perform some formal tests to check their feasibility. For this purpose, a set of 
experiments has been defined [16] and the results have to be presented for discussion at 
the next MPEG meeting, in January 2017.  

Rule effect, 
i

Authorized role:
h i i

Resource: genomic-
fil

Permission 
i i
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In particular, we will further analyze and implement the presented approach in 
experiment 4, which will check that the genomic information representation format 
defines the proper tools for allowing selective access to the content for both data 
storage and transfer. In addition, these tools should support access control (privacy and 
security) and high-level metadata applying to different genomic information contained 
in the format. We will particularly focus on providing tools for privacy, security and 
metadata definition inside the genomic information.  
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Abstract. Watermarking appears as a promising tool for the traceability of shared 
medical databases as it allows hiding the traceability information into the database 
itself. However, it is necessary to ensure that the distortion resulting from this 
process does not hinder subsequent data analysis. In this paper, we present the 
preliminary results of a study on the impact of watermarking in the estimation of 
flu activities. These results show that flu epidemics periods can be estimated 
without significant perturbation even when considering a moderate watermark 
distortion.  

Keywords. Traceability, Clinical data warehouse, Watermarking 

1. Introduction 

The widespread adoption of Electronic Health Records (EHRs) and the emergence of 
clinical data warehouses (CDWs) offer nowadays great opportunities to share and reuse 
patients’ data for secondary purposes, such as medical research  [1]. This implies using 
appropriate infrastructures that comply with the policies of privacy and data protection 
dedicated to patients’ data. In this context, secondary use of health data requires a 
governance dedicated to regulate access to data and technologies ensuring reliable 
access matching this governance. A typical organization offering this kind of service is 
made of two parts: first, a CDW that embodies the infrastructure allowing to efficiently 
reuse data; a regulatory board that supervises ethical and legal aspects of studies that 
aim to reuse patient’s data. The conditions to be fulfilled to access patient data for 
secondary purposes depend on countries’ legislation but it remains on several 
unshakable criteria: parsimony,  deidentification, authorization and traceability. 

Nowadays, most CDWs technologies, such as i2b2, STRIDE or other custom 
systems are consistent with these requirements [2-4]. However, organizations are now 
in the way to share data in order to reach a new scale concerning sample size or 
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geographical coverage. Such exploitation requires new centralized or distributed large 
scale platform (e.g SHRINE or EHR4CR [5-6]) complying with the regulatory. In this 
context, new levels of requirements for data security and patient privacy have to be 
provided. Indeed, patient’s datasets are likely to be exposed outside healthcare 
organizations increasing the risk for malicious data collection. One key security 
measure consists in ensuring the traceability of datasets and data processing. 
Watermarking is a promising approach allowing the embedding of a message 
containing traceability information (e.g., user identity, date of access) into the database 
by slightly modifying some of its attributes’ values. Watermarking provides free access 
to the data while keeping it protected through the embedded message and it is 
complementary to other security mechanisms already deployed. Nevertheless, it is 
necessary to ensure that the distortion resulting from the watermark does not impair the 
interpretation or any subsequent data analysis [7].  

In this paper, we evaluate a database watermarking method to ensure traceability 
data sharing in the context of epidemiologic trends analysis. More precisely, we 
evaluate the impact of watermarked data on the production of flu activity estimates. 

2. Methods 

2.1. Dataset to be Watermarked 

We extracted from eHOP (the CDW of the academic hospital of Rennes [8]) all flu 
PCR tests that were performed on patients between January 1, 2011 and February 13, 
2016. We considered all PCR tests carried out, regardless of whether the result was 
negative or positive. The aim was to get a signal connected with influenza-like illness 
(ILI) symptoms and not only with the flu. This datasource is known for having a high 
correlation with standard ILI estimates provided by the french Sentinel network, at a 
regional and national scale. 

2.2. Watermarking Algorithm and Parameterization 

In order to deploy this test, we implemented the scheme developed in [9], the 
advantage of which is that it injects a constant distortion. More clearly, this one embeds 
a sequence of bits into the values of an integer attribute At of dynamic range [min, max] 
by adding the quantity ∆ to approximately a half of its values and -∆ to the others. The 
length of the message and its robustness to database alterations (i.e., the capability to 
retrieve the message) depend on ∆. The greater ∆, the more robust or the longer the 
message can be (for more details see [9]). This watermarking algorithm was applied on 
the date of PCR tests’ realization with 28 different ∆, ranging from 1 to 28 days. For 
each ∆, we replicated the watermarking procedure 27 times to assess the variability of 
its induced distortion. We thus created 756 different watermarked datasets to be 
compared with the original one. The embedded message held 100 bits.  

2.3. Statistical Analyses 

For each dataset (original and watermarked ones), we computed weekly ILI activity 
incidences: every PCR date was modified to match the monday of the same week, 
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according to the ISO 8601 for representation of dates. We then counted PCR 
realisations according to their modified dates. 

The evaluation of the distortion induced by the watermark procedure relied on two 
indicators. First we used the Pearson’s correlation coefficient (PCC) to assess how 
watermarked data could produce ILI activity indexes associated with the original one. 
Second, we used the Normalized Root Mean Squared Error (NRMSE) to measure how 
ILI incidences computed with watermarked data deviate from the original ones. For 
each ∆, we performed a non-parametric bootstrap procedure with 1,000 replicates of 
the original sample of 27 watermarked datasets. We used the bootstrap replicates to 
compute 95% confidence intervals for PCC and NRMSE estimates.  

To assess the effect of watermarking on the decision making process, we also 
applied the statistical model used in routine practice by the french sentinel network to 
detect influenza epidemic periods: the Serfling periodic regression model [10]. We 
assessed differences in epidemics periods detected with watermarked data and 
reference data. All analyses were performed on R (version 3.3.1). 

3. Results 

We extracted 10,555 PCR tests between January 1, 2011 and February 13, 2016, from 
the CDW of CHU-RENNES. They were performed on 2,965 different patients. The 
watermarking process applied on this dataset took approximately 2 minutes, a time that 
strongly depends on database server read/write performance. The entire set used in the 
study contained 756 watermarked datasets. The dates of reference data were distributed 
on 267 weeks, that is to say we produced 267 weekly ILI activity estimates. 
Watermarked data produced 267 to 271 weekly ILI activity estimates depending on the 
strength of the distortion parameter. We calculated PCCs and NRMSE on the period 
shared by the reference and watermarked data. PCC decreased from 0.99 (95% CI: 
0.99; 0.99) to 0.64 (95% CI: 0.64 ; 0.64) for a time shift between 1 day and 28 days 
(Table. 1). NRMSE increased from 3.5 (95% CI: 3.5; 3.5) to 19.4 (95% CI: 19.3 ; 19.5) 
respectively for a ∆ value of 1 day to 28 days (Table 1).  

 
Table 1. Pearson’s correlation coefficients and Normalized Root Mean Squared Errors for ∆=[1,7,14,21,28] 

∆  
(days) 

Pearson’s correlation coefficient 
(95% CI) 

Normalized Root Mean Squared 
Error (95% CI) 

1 0.99 [0.99;0.99] 3.5 [ 3.5; 3.5] 
7 0.90 [0.89;0.90] 10.1 [10.1;10.2] 

14 0.76 [0.76;0.76] 15.7 [15.6;15.8] 
21 0.67 [0.67;0.67] 18.4 [18.4;18.5] 
28 0.64 [0.64;0.64] 19.4 [19.3;19.5] 

 
We used Serfling’s periodic regression to detect epidemics. All bootstrap replicates 

with a ∆ below 7 days allowed to detect the 6 epidemics periods, which were present in 
the original data. With ∆ up to 8 days, all epidemics were not detected:  a ∆ of 8 days 
resulted in 9% of bootstrap replicates with 7 detected epidemics ; a ∆ of 21 days 
resulted in a detection of 5 epidemics in 613 out of 1,000 replicates and a ∆ of 28 days 
resulted in 5 epidemics detected in 99% of the replicates. For replicates which correctly 
detected the 6 epidemics, delays to detect epidemics compared to the true epidemics 
periods are depicted in Figure 1. 
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Figure 1. A - Weekly ILI activity estimates from watermarked data. Black dashed lines represent ILI activity 
computed from original data ; black solid lines are Serfling’s model fitted on original data. B and C - Delays 
to detect respectively start and end of epidemics from watermarked data. Percentages are computed on 
bootstrap replicates which detected the 6 true epidemic periods. 

 
4. Discussion 

 
Watermarking of clinical data appears to be a fairly simple and fast process to ensure 
traceability of health big data. Traceability represents an additional security level that is 
currently rarely considered when reusing patients’ data but of great concern with the 
expansion of health data sharing. We assessed a watermark of a datamart –stemming 
from our CDW– which was dedicated to influenza surveillance. We chose to 
watermark dates of PCR laboratory results. Indeed, watermarking dates seems to be a 
rational choice when producing time series of disease activity, because this field is 
mandatory to produce the time-dependent measures and therefore may not to be 
deleted. We showed that moderate distortion impacts the reliability of produced 
incidences in a way that will not drastically change their meaning. For instance, all flu 
epidemics periods were detected up to a distortion of 7 days, with slight enlargement of 
epidemics periods. However, with stronger distortion, several epidemics are not 
detected or present wrong periods. This suggests that watermark procedures have to be 
carefully tuned so as to preserve the quality of data analyses. Syndromic surveillance 
also implies forecasting, which can rely on predictive algorithms. It seems interesting 
to conduct further work to assess how watermarking disrupt learning process, for 
instance to forecast disease activity. 
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Watermarking is of particular concern for syndromic surveillance, which requires 
sharing data from different sources distributed on a geographic area, before to produce 
aggregated data. This necessarily implies exposing data outside infrastructures 
generating data, which typically are CDWs. However, CDWs are dedicated to store 
data for secondary use with multi purposes. Yet, it seems hard to perform a watermark 
of a whole CDW, which could be compatible to all use cases for which they are 
intended. As a consequence, we believe that, in the context of health data traceability, 
watermarking must be performed at the final step of the data sharing process, when the 
data are exported for a given use case. Watermarking parameters can be tuned 
according to the use case, to ensure distortion which will be acceptable, without 
jeopardizing other use cases of CDWs. 
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Abstract. Autism spectrum disorders (ASD) are complex neuro-developmental 
disorders affecting children in their early age. The diagnosis of ASD relies on 
multidisciplinary investigations, in psychiatry, neurology, genetics, 
electrophysiology, neuro-imagery, audiology and ophthalmology. In order to 
support clinicians, researchers and public health decision makers, we designed an 
information system dedicated to ASD, called TEDIS. TEDIS was designed to 
manage systematic, exhaustive and continuous multi-centric patient data collection 
via secured Internet connections. In this paper, we present the security policy and 
security infrastructure we developed to protect ASD’ patients’ clinical data and 
patients’ privacy. We tested our system on 359 ASD patient records in a local 
secured intranet environment and showed that the security system is functional, with 
a consistent, transparent and safe encrypting-decrypting behavior. It is ready for 
deployment in the nine ASD expert assessment centers in the Ile de France district.  

Keywords. Autism Spectrum Disorder (ASD), Security policy, infrastructure policy, 
Cryptography, Access control, information system, privacy protection. 

1. Introduction 

Electronic health record and patient personal information protection are critical for the 
trust and reliability of an information system whether it is used within a locally accessible 
health care facility or over the Internet network. In that perspective,  security policy and 
infrastructure were developed for the information system TEDIS [1, 2] dedicated to 
patients with Autism Spectrum Disorder (ASD) [3]. ASD patients’ assessment and 
diagnoses in nine multidisciplinary centers in Ile-de-France district regularly produce a 
large amount of valuable clinical data. At the end of the assessment, ASD diagnoses are 
established. Schooling and health care measures recommendations in ambulatory units, 
specialized institutions and social care entities, are prescribed. TEDIS was designed to 
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be used in daily care practice and for research. TEDIS manages systematic, exhaustive 
and continuous multi-centric ASD patients’ data collection via secured Internet 
connections. It aimed at supporting medical community and public health decision-
makers to improve knowledge about the psychopathological, physio-pathological and 
etiological processes involved in ASD, to follow-up incident patient cohorts and to 
support decision making, patient care and research.  

The French national ethics and computing authority called Commission Nationale 
Informatique et Libertés (CNIL) authorized the use of TEDIS within a framework based 
on patient’ consents [2], respect of privacy and protection of personal information [2]. 
The main philosophy was to limit, without affecting research goals, the risk of corrupting 
data integrity, of occurrence of unauthorized access and of establishing a link between 
patient identity and medical information. French CNIL formally requested to restrict 
access to authorized professionals and to store on the database server in a strongly 
encrypted form, information which directly or indirectly, leads to identifying patients 
e.g.:patient’ last name, first name, date of birth and sex. On the other hand, TEDIS’ main 
users among psychiatrics and clinicians, requested the ability to visualize patient’ 
identifying information such as last name, first name, sex and the date of birth in the 
form of plain text to directly disambiguate patient’ identity, facilitate linking clinical data 
to the appropriate patient, and facilitate data entry and quality control.  

We obtained the French CNIL agreement in mid-2015. Bolstered by the CNIL 
authorization, medical experts, clinicians and interns in the child psychiatry department 
at Necker hospital started testing TEDIS application, over a private intranet network 
managed by the SBIM at Necker Hospital. The experimentation helped adapting and 
improving the system performance and stabilizing the conceptual data model. 
Information security management became crucial in the perspective of vulnerability of 
Internet access and we focused on strengthening our security approach. We will address 
in the following the security policy and infrastructure developed in TEDIS, to protect 
ASD’ patients clinical data and patient’ privacy. We will discuss the strengths and the 
limits of our approach and the future development of the project. 

2. Literature review 

Several articles address electronic health record security and privacy protection in the 
context of electronic health care information systems. Two major axes, with related 
subtopics of interest to our study may be distinguished: Security policy and Security 
infrastructure. “The security policy should clearly define the guideline for creating, 
accessing and maintaining the integrity of patient e-health data and the scope of 
accountability for each responsible party. A security infrastructure covers the issues of 
login authentication, cryptography, access control,.., audit,.., and disaster recover” [4 ]. 
ISO 22600-1:2014 defines principles and specifies services needed for managing 
privileges and access control for communication and use of health information 
distributed across policy domain boundaries. It highlights information sharing between 
diverse health care entities … without compromising privacy and integrity of EHR [5]. 
In former projects we accumulated experience in using ACL Discretionary Access 
Control (DAC) “based on the decision of the owner, to limit access to patient data based 
on the identity of subjects and/or groups to which they belong” [4]. We also were 
interested in Cryptography ” cryptography goals include privacy or confidentiality, data 
integrity, authentication and non-repudiation” [4, 6].  
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3. Methods 

3.1. Security policy 

Hosting: A major part of the security policy relies on the hosting environment of the 
application and the database servers. French legislation defined personal health data 
hosting criteria in the decree n°2006-6 of Jan 4th 2006 [7]. We recently had a formal 
agreement with the informatics department of Assistance Publique des Hôpitaux de Paris 
(APHP), as an Accredited Hosting Provider in Health Personal Data, certified by the 
Public Health Ministry, to host TEDIS application and database servers.  
 
Governance with regard to patient data access and use: A steering committee of 
psychiatric referents in each ASD expert assessment center, regional representative of 
health ministry, methodologists and physician proposed an ethical chart-agreement 
describing the commitment of the participants to the TEDIS project. The chart reminds 
the patient ownership of all patient data produced. It defines three contexts for users to 
access and use TEDIS’ patient’s data: 

� Data production, within an ASD’ assessment center where explicit nominative 
patient data are needed for quality control. 

� Data analysis, for observing and following data production and quality control, 
within one center or between multiple centers. Only de-identified patient data 
are needed in this context.  

� Research projects and exchange of data between projects, where specific 
scientific and ethics authorizations are required. De-identified patient data are 
used in this context.  

The chart also reminds the roles of the scientific committee in selecting research 
projects, accrediting scientific publications, and the role of the steering committee in 
conducting and representing TEDIS’ project.  

Access to patient nominative data in the data production context: Authorized 
physicians and clinicians are designated by the psychiatric referent in each ASD 
assessment center to participate in TEDIS’ ASD patients’ data production. Each 
professional, may access only to the patient information s/he is responsible for, within 
one center. S/He has to adhere and sign the chart agreement and is responsible for the 
quality of the information produced in TEDIS. Centralized unique user name and 
password are issued and archived by the physician responsible of TEDIS at SBIM Necker. 
Formal individual paper correspondence communicates these keys to TEDIS’ authorized 
users, along with the chart-agreement for signature and adhesion. A clinical research 
assistant supports TEDIS users, in the nine ASD centers, in data production and quality 
control.  

3.2. Security infrastructure 

Discretionary Access Control is implemented in TEDIS [4]. For acceptability and 
usability reasons, end users connect to the application using user name and password on 
TEDIS’ welcome web page [8]. Additional transparent authentication controls are 
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performed. Network monitoring and number of connection failure limitation are 
implemented. They permit to detect abnormal behavior and robot phishing [9, 10].   

Personal data protection: Scenario of use:  
Before submitting the web page form, patient’ nominative data are encrypted and 

sent over secured Internet connection to the web server. We used a strong symmetric 
encoding algorithm (AES with 256 bits keys) in JavaScript, which integrates the time of 
user’ interaction with the web-page to generate unique key and cipher text [11]. We first 
tested storing the generated key and cipher text as such on the server databases. A 
security leak quickly appeared as we were using the same information on the server side 
and the web interface, e.g. a link between encrypted information and plain text 
identifying information could be made at the web page source code. We tried to hide 
encrypted information once the decryption occurred properly from the web page source 
code. The results were unstable and varied as function of the web browsers and the 
JavaScript versions.  

We decided to strengthen the security at the server side, by encrypting again the data 
from the interface before storing it on the database server. To do this, we first 
encapsulated each cipher text and key into a specific Java Object using SealedObject 
Class [12] which enables creating an object and protecting its confidentiality with a 
cryptographic algorithm. We then serialized [13] the sealed objects and respectively 
saved them on the MySQL database server. To make it even more difficult for a non-
authorized user to retrace relations between objects, we decided to use a patient-ID hash 
coding to map the objects in the databases [14].  

Patient data retrieval: TEDIS’ user selects a patient ID on the HTML web-page to 
request patient nominative and clinical information. Nominative information retrieval 
goes through the inverse process of encryption, object creation and storage. A first step 
would be to rebuild the patient ID hash code, then to select, de-serialize and unseal 
objects to be sent back to the user interface for decryption with the JavaScript program 
[11]. Patient’ clinical information is directly selected from the database to the dynamic 
HTML web page. TEDIS’ users may also consult a list of all patients within one ASD 
center. It implies that plain text nominative data of all patients in one center have to be 
restored and displayed properly along with clinical summaries. In this case, form fields’ 
naming, for each patient record, have to be adapted for proper decryption with the 
JavaScript Program.  

4. Results 

Testing TEDIS in the local intranet environment followed the preconized security policy. 
It showed correct, consistent and transparent functioning of the ASD patient nominative 
data encrypting process for creating a new patient, retrieval or updating. 359 patient 
identities records were encrypted this way. Lists of patients within one ASD center 
display correctly, in transparent way decrypted identities and corresponding clinical 
summaries (the elapsed time from the web interface request to the display of the last 
patient record in a list is of 2266 milliseconds). Patient phonetic search on the web page 
identities list is also functional.  
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5. Discussion-Conclusion  

Encrypting nominative data limits database patient identities search based on phonetics. 
Users either have to know the patient sequential identifying number or to select a patient 
record from a list of decrypted identities.  

We are aware of the resources consuming of our solution, due to the multiple 
encryption-decryption and databases connections, storage and retrieval processes. We 
put most of the workload on the server side. This is particularly perceptible when 
requesting a list of patients with clinical summaries. The web-page JavaScript decryption 
process continues running sequentially while clinical information for all patients is ready 
for display. We acted on the database indexes and optimized queries to improve the 
server performance to obtain reasonable display latency.  

The client desktop computer also needs to be performant to favor fluent encryption-
decryption at the client side. We recommend using the latest version of web browsers 
supporting HTM5 (we use Firefox or Safari). 

The privacy protection solution presented in this article showed consistency and 
stability compared to different, less elaborated solutions, tested in a first time, where we 
either had corrupted data on the server-side or a leak at the interface decryption. 

The security policy, together with the security infrastructure provides a robust and 
reliable framework for an information system managing sensitive data, to be used in 
clinical setting and accessed via secured Internet connections.  
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Abstract. If the wide adoption of electronic health records (EHRs) is necessary to 
address health information sharing and care coordination issues, it is not sufficient. 
In order to address health information sharing, some countries, among which, 
France, have implemented a centralized framework with “new” nationwide care 
records. The French DMP is a centralized, nationally shared, electronic medical 
record, created according to the opt-in model. More than five years after the 
launching of the DMP project, DMPs have been created for 1.5% of the target 
population, which demonstrates the poor adoption of the tool by healthcare 
professionals. Among the 583,997 existing DMPs in June 2016, 41% were empty, 
and 24% of non-empty DMPs were actually accessed. If these “active” DMPs 
were equally accessed by both healthcare professionals and patients, patients 
accessed DMP documents four times more than healthcare professionals. 

Keywords. Personal Health Records, Electronic Health Records/utilization, 
Attitude of Health Personnel, Patient Access to Records, Patient Participation 

1. Introduction 

In all countries, the increasing burden of patient care challenges the quality of care and 
even the sustainability of healthcare systems [1]. This is due in particular to the aging 
population since older adults are at higher risk of developing multiple chronic diseases 
and related morbidities, and the management of patients with multimorbidity that 
requires input from multiple healthcare providers across many care settings is complex. 
Numerous studies have reported that quality improvement strategies focused on the 
coordination of care reduced hospital admissions among patients with chronic 
conditions and emergency department visits among older patients [2]. 

A solution to improve care coordination is that the various care providers involved 
in the management of a given patient share the same consistent and accurate picture of 
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the patient’s health. If the wide adoption of electronic health records (EHRs) is 
necessary to address health information sharing and care coordination issues, it is not 
sufficient. EHR information often remains stored in local health information systems 
and is not available to care providers outside the institution that produced the 
information. Mainly two solutions have been proposed to address this difficulty. The 
distributed model of clinical information sharing, adopted by the US, promotes health 
information exchange (HIE) between different EHRs [3]. The challenge of this model 
is to achieve actual interoperability between multiple EHRs. Other countries have 
decided to implement a nationwide, centralized, framework of clinical information 
sharing with “new” care records stored in platforms specifically created to support 
information sharing. These care records are created on top of the EHRs care providers 
use in their daily practice. They vary according to the countries in terms of content 
(care summary or extended documentation of the patient condition), of patient 
enrollment (opt in versus opt out), and of patient rights to access the medical record 
(only for care providers or personally controlled care records authorizing patient 
access). One of the most advanced examples of such a centralized nationwide system is 
the electronic summary care record (SCR) implemented in the UK [4]. Another 
example is the Australian personally controlled electronic health records (PCEHR) [5].  

Close to the PCEHR, France has developed a nationwide care record for all 
patients, called DMP or “Dossier Médical Personnel” for Personal Medical Record [6]. 
The aim is to provide a tool that supports care coordination and promotes patient rights 
to support patient empowerment. More than five years after the undisclosed launching 
of the DMP (no marketing campaign), statistics of DMP usage show a very low 
adoption of the tool from healthcare professionals, but a true interest from patients. 

2. Material and Method 

The DMP is a centralized, nationally shared, patient-centered, electronic medical 
record. It is optional and free for all recipients of the French national health insurance. 
Only healthcare professionals can create DMPs. However, they must first get the 
patient’s informed consent (opt-in model). Both healthcare professionals and patients 
may access the DMP online. Healthcare professionals involved in the management of a 
given patient need to be authorized by the patient to access the information recorded in 
his/her DMP. However, unauthorized health practitioners may “break the glass” and 
access the DMP without the patient’s consent in case of emergency.  

DMPs are not expected to be exhaustive. They are supposed to contain only the 
relevant information a healthcare professional considers necessary for other healthcare 
professionals in order to provide efficient and secure care, be it scheduled or not. A list 
of recommended documents has been proposed and includes hospital discharge 
summaries, encounter reports, radiology reports, biology reports, current prescriptions 
of drugs and care, patient care summaries (elaborated by GPs). DMPs also include a 
personal area where patients can enter any information they want, either because they 
think it could be of interest for healthcare professionals or because they wanted to have 
the information recorded in their DMP for their own use.  

Currently, the DMP is essentially document-based and complies with the HL7 
CDA release 2 standard. Documents may be categorized either as open, hidden, or 
sensitive. Open documents are accessible to the DMP owner and to all authorized 
healthcare professionals. Hidden documents are only accessible to the healthcare 
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professional that authored the document and to the primary care physician; all other 
authorized practitioners don’t even know the existence of these documents (the hiding 
of documents is hidden to healthcare professionals). Sensitive documents are 
temporarily not accessible to patients because the information they contained is 
considered as sensitive, and it is recommended that patients be accompanied by their 
doctor when receiving this type of information.  

The results presented in this paper are based on the study of DMP statistics 
provided by ASIP Santé (http://esante.gouv.fr/asip-sante/), the National agency in 
charge of managing the DMP project. We analyzed the distribution of DMPs according 
to the age of patients, DMPs’ contents, and both healthcare professionals and patients 
accesses to the different types of DMP documents.  

3. Results 

At the end of June 2016, more than five years after the launching of the project in 
December 2010, there were 583,997 DMPs, which represents a coverage of 1.5% of the 
target population, made of 38 million of insured people. 

3.1. Characteristics of Patients owning a DMP  

Figure 1 reports the distribution of DMPs by class of age. DMPs for patients between 
45 and 65 year-old (35%), and for those older than 65 year-old (39%) represent each 
more than one third of all DMPs.  

 
Figure 1. Distribution of DMPs (in thousands) by class of age. 

3.2. DMPs’ contents 

DMPs contain a total of 2,390,123 documents. These documents populate 345,046 
DMPs, with an average of 7 documents per DMP. Thus, 238,951 DMPs are empty 
representing 41% of the total. Figure 2 reports the distribution of the top 10 most 
frequent document types in DMPs. The most frequent is the report of medical 
consultation, which represents one third of all documents, the second is the hospital 
discharge summary (one fifth), the third one is the radiology report (one eighth). The 
other document types represent each less than 6%, while the top ten document types 
together constitute 93% of all contents. The patient-entered report, as displayed in 
Figure 2, represents 3% of all documents. There is a total of 137,954 patient-entered 
documents representing 5.8% of DMP documents. A total of 1,676 documents have 
been hidden to health professionals by patients (< 0.1%), and 43,759 sensible 
documents were masked to patients by health professionals, 26 times more than the 
documents hidden by patients, and 1.8% of all documents. 
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Figure 2. Distribution of the top 10 document types stored in DMPs (in thousands). Green parts correspond 
to accessed documents with their proportions figured. 

3.3. Health Professionals and Patients Accesses to DMPs 

Among the 583,997 DMPs, only 83,160 were accessed and considered as "active" 
DMPs, which corresponds to 14.3% of all DMPs and to 24.1% of non-empty DMPs. 
Among them, 97.9% were accessed by health professionals and 93,6% by patients. At 
the national level, 150,091 DMPs are "shared" meaning that more than one unique user 
accessed the DMP, either to push or to read documents. However, according to their 
types, accesses to DMP document may vary. Figure 2 shows for each document type a 
percentage tag providing the proportion of accessed documents per type of documents 
(figured in green). This illustrates that the patient-entered report is the most accessed 
document, more than half of all documents accessed (57.17%). Then follows the 
radiology image with 10.39% and the medical summary with 7.15%. Less than 6% of 
the reports of medical consultation, the most frequent document, have been accessed. 

Health professionals and patients access to DMPs differently. Figure 3 provides 
the distribution of document accesses by category of users for the top 10 document 
types. On average, DMP documents were accessed by patients in 79.4% of the cases. 
This proportion reaches 98.1% for patient-entered documents. However, medical 
summaries, drug prescriptions, and other procedure reports were accessed more 
frequently by health professionals than by patients, 77.4%, 64.6%, and 54.3% 
respectively.  

4. Discussion and Conclusion  

DMP statistics show the poor adoption of the tool by healthcare professionals that are 
currently in charge of DMP creation. The opt-in model may have a role in these results 
as showed by the increase of PCEHR creation when Australia moved from op-in to 
opt-out2. If DMPs are created by healthcare professionals and mostly fed by them, 
statistics about DMP contents and accesses suggest a sustained interest of patients for 
their DMP. Patients produce their own documents, which represents a substantial 5.8% 
of DMP contents. As for DMP consultation, data shows that DMPs are more accessed 
by patients than by health professionals in proportions that go up to 80-20%. This 
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usage pattern suggests that with such a tool patients might be committed to their own 
care.  

 
 

 
Figure 3. Distribution of the number of accesses to the top 10 document types stored in DMPs (in thousands) 
according to user categories. Orange parts correspond to health professional accesses and blue parts 
correspond to patient accesses. 

 
A new French Health Act (01/26/2016) has promoted the relaunching of the DMP 

in order to drastically foster its adoption among health professionals and patients. 
Significant changes involve: (a) a semantic shift where the P of DMP means now 
"Partagé" or shared, instead of "Personal", to insist on its role as a coordination tool;  
(b) DMP governance by the French national health insurance (with financial 
incentives) instead of ASIP Santé; (c) patients’ ability to create their DMP by 
themselves; and (d) automated push of heath insurance claims data into DMPs. The 
effect of such measures will have to be assessed in the coming years. 
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Abstract. Health research capacity strengthening is of importance to reach health 
goals. The ARCADE projects' aim was to strengthen health research across Africa 
and Asia using innovative educational technologies. In the four years of the EU 
funded projects, challenges also of technical nature were identified. This article 
reports on a study conducted within the ARCADE projects. The study focused on 
addressing challenges of video conferencing in resource constrained settings and 
was conducted using action research. As a result, a plugin for the open source video 
conferencing system minisip was implemented and evaluated. The study showed 
that both the audio and video streams could be improved by the introduced plugin, 
which addressed one technical challenge. 

Keywords. Capacity building, open source software, ICT4D, blended learning 

1. Introduction 

Efforts to strengthen health research capacity in low- and middle-income countries are 
needed[1]. The ARCADE HSSR and RSDH (African/Asian Research Capacity 
Development for Health Systems and Services Research/Social Determinants of Health) 
projects were two European Union-funded projects implemented from 2011 to 2015 and 
coordinated by the Division of Global Health at Karolinska Institutet in Stockholm. The 
projects aimed to strengthen health research across Africa and Asia by using innovational 
educational technologies[2]. The ARCADE projects can be divided into the following 
four interlinked components[3]. The first component of the ARCADE projects was the 
development and delivery of online courses on global health topics. 

E-learning can be divided into synchronous and asynchronous education or e-
learning. The latter one, asynchronous education, provides education from the teacher to 
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the student even if both are not online at the same time. Thus, in simple terms 
asynchronous education uses technologies and tools like e-mail, panels or e-learning 
platforms like Moodle. The strengths of asynchronous education lies within its flexibility 
on both time and place and its low requirements on the bandwidth, which is an important 
point for resource constrained settings[4]. On the other hand, asynchronous e-learning 
has also weaknesses, such as no possibility for immediate feedback, discussions on 
boards will last much longer on complex topics compared to face-to-face discussions and 
the lack of social interaction which may result in students not feeling connected to each 
other. Moreover, this method requires a severe discipline from the students as they need 
to manage their time of learning on their own[5]. To overcome the disadvantages of e-
learning and to take into account bandwidth challenges, the ARCADE projects used 
mostly blended learning which is a combination of synchronous (face-to-face online or 
in person) and asynchronous (e-learning) methods. 

The ARCADE project used different open source software to prepare, organise and 
deliver e-learning courses. Almost 55 courses were developed and delivered to over 920 
postgraduate students in Africa, Asia and Europe using e-learning principles and 
specifically blended learning[6]. The open source e-learning platform Moodle was the 
main entry point for the students. Synchronous distance education was delivered with 
the help of minisip 2 , which is an open source Session Initiation Protocol (SIP) 
implementation developed by ARCADE’s project partner Royal Institute of Technology 
Stockholm[7]. However, as this partnership weakened over time, alternatives to minisip 
were evaluated and used. Content management was implemented with the help of 
Alfresco Community Edition, an Enterprise Content Management platform. 
Dissemination and publication of research findings were presented online at the self-
hosted project’s web site (www.arcade-project.org) which is powered by Wordpress. 

Färnman et. al. investigated the challenges which the ARCADE project team came 
across during the four years of project runtime by interviewing 16 participants from 12 
partner institutions. The main challenges for e-learning included problems in technology, 
availability of skilled technical staff across implementation sites and attracting students’ 
interest in courses. The report also points out the high demand on bandwidth and software 
deficiencies in resource restrained settings[3]. This is specifically true for synchronous 
distance education. The limitation of the bandwidth, poor image and video quality as 
well as connectivity issues are challenges when video teleconferencing systems are 
used[8]. In this article we will demonstrate how open source software can be used to 
overcome bandwidth limitations. 

2. Methods 

The aim of this study was to evaluate how Open Source Software (OSS) can be used and 
optimised for distance education, particularly in the area of health research/education in 
a global setting. As the study took place within the ARCADE project which used the 
minisip software, the underlying study question can be stated as followed. 

� How can OSS such as minisip improve the delivery of synchronous health 
education in resource-restricted environments?  

                                                           
2 https://github.com/csd/minisip 
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The design of the study was defined by an action research framework[9]. Both 
qualitative and quantitative data were used, hence we followed a mixed research 
approach. This study can be divided in the different phases of action research. 

1. Observe: A questionnaire was conducted with the aim to explore the ARCADE 
RSDH’s teaching activities and its priorities to the system and quantitative data 
was collected at St. John’s Research Institute in India.  

2. Reflect: The data from the questionnaire and measurement were analyzed and 
possible improvements were identified.  

3. Act: Based on the reflections, an improvement was chosen for implementation.  
4. Evaluate: The implemented improvement was tested and evaluated at Wuhan’s 

Tongji Medical College.  

The questionnaire consisted of one multiple choice question and three free-text 
questions and was answered by ARCADE partners from Sweden (Karolinska Institutet) 
and India (St. John’s Research Institute). A quantitative measurement of the Minisip 
performance using Wireshark was done at St. John’s Research Institute in Bangalore. 

The Minisip performance for the ARCADE RSDH project was evaluated and 
improvements were suggested, implemented and tested. The study took place at 
ARCADE partners in Sweden (Karolinska Institutet), India (St. John’s Research Institute 
Bangalore) and China (Wuhan’s Tongji Medical College). During the study, the focus 
of the terms "adaptability" and "performance" were narrowed down based on the 
outcome of the questionnaire.  

Data were analysed using the statistical environment of R. The R package RQDA 
was used to organise and analyse qualitative data. Captured traffic from minisip was 
recorded and filtered by using Wireshark. Wireshark offers detailed analyse function for 
SIP calls and Real-Time Transport Protocol (RTP) streams, including package loss and 
jitter. 

3. Results 

In the first step (Observe), the background, aims and requirement of the underlying 
project was investigated by a questionnaire. A quantitative analysis of minisip at St. 
John’s Research Institute in Bangalore showed that one challenge was the rather high 
Packet Delay Variation (PDV) or so-called "jitter". Based on the questionnaire in the first 
step and the measurement outcome (Reflect), we decided to implement a plugin for 
minisip with the aim to minimise the PDV. Minisip offers an interface to insert an 
extension at different stages of the traffic flow. The implemented extensions were 
inserted after the RTP pipeline at the project partner at Wuhan’s Tongji Medical College, 
China (Act). 

Two different algorithms were implemented to improve the traffic flow. As the 
audio packets all had the same size, a simple leaky bucket algorithm was sufficient. 
However, the video packets were of different size and therefore the byte-based token 
bucket algorithm was chosen[10]. 
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Figure 1. Measurement from the leaky bucket plugin for audio stream (Wuhan, China) 

The final phase of the action research was to evaluate the outcome of the 
implementation. Figure 1 shows the output of the leaky bucket extension for incoming 
audio. The first diagram visualises the incoming packets, each dot represents one 
incoming packet (each 125 Bytes) before the extension is shaping the traffic. The second 
diagram shows the manipulated traffic, again one dot represents one packet. Finally, the 
third diagram represents the current content of the bucket with a maximum capacity of 
15 packets. 

Figure 2 illustrates the effect of the token bucket algorithm. The diagram "incoming 
traffic" visualises the incoming video packets over time and the diagram "shaped traffic" 
shows the resulted traffic after the token bucket extension. One dot represents one packet 
and the vertical axes shows the packet size. Two important parameters of the extension 
are also visualised: The packet queue shows the number of bytes (not packets) waiting 
for transmission and the last diagram represents the token available for traffic. One token 
is equal to one Byte in the used configuration.  

As shown in Figure 1 and Figure 2, the PDV was successfully minimised for both 
audio and video streams. 

4. Discussion 

The study demonstrated with a specific example, how open source software can be 
adapted for capacity building in low and middle income countries based on a scientific 
background. However, to address the challenges which the ARCADE project team 
encountered during their four year project runtime, different strategies should be used. 
For example, investment in IT infrastructure and educating technical staff would be two 
possible strategies. 

During this study we also faced a typical risk when using open source software that 
is not backed by a strong community. The main developer of minisip stopped his 
contribution and since then minisip is not further developed. The initial strength, namely 
the close partnership with the developer and thereby the possibility to receive an adapted 
software solution for our settings, turned out to be also a high risk factor. 
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Figure 2. Measurements from the leaky bucket plugin for the video (H.264) stream (Wuhan, China) 

Nevertheless, we believe that the use of open source software has high potential and 
strong advantages, especially in resource restrained settings. Within a limited time-frame, 
the project team successfully introduced an improvement for a specific problem based 
on measurements and interviews. This was made possible through an open source 
software that had a clean codebase and extensive documentation. Therefore external 
developers and contributors were enabled to introduce changes and improvements. As 
part of a future study, the plugins could also be integrated and tested in other SIP 
implementations. Finally, the implemented plugins could be further improved by 
automatically detecting the algorithms’ parameters. 
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Abstract. Due to rapid and substantial changes in the health sector, collaboration 
and supporting technologies get more into focus. Changes in education and 
training are also required. Simulations and serious games (SSG) are often 
advocated as promising technologies supporting training of many and in the same 
manner, or increasing the skills necessary to deal with new, dangerous, complex or 
unexpected situations. The aim of this paper is to illustrate and discuss resources 
needed for planning and performing collaborative contextual training scenarios. 
Based on a practical study involving prehospital nurses and different simulator 
technologies the often-recurring activity chains in prehospital training were trained. 
This paper exemplifies the benefit of using narratives and SSGs for contextual 
training contributing to higher user experiences. The benefits of using simulation 
technologies aligned by processes can be easier defined by narratives from 
practitioners. While processes help to define more efficient and effective training, 
narratives and SSGs are beneficial to design scenarios with clues for higher user 
experiences. By discussing illustrative examples, the paper contributes to better 
understanding of how to plan simulation-technology rich training scenarios. 

Keywords. Prehospital training, simulation, serious games, user-experiences 
collaboration, narratives, design 

1. Introduction 

Today’s healthcare cannot bear its cost, is not robust, does not satisfy a large number of 
patient needs and current development paths have to be changed [1]. Subsequently, 
education and training for the involved professionals need to be changed. These 
changes should provide a better understanding of the flows of knowledge, technologies, 
and financing in a larger context [2]. 

This paper illustrates planning and design of a large practical study providing 
contextual understanding and high user experiences for training prehospital work. 
Contextual understanding was planned based on narratives distilled with different, 
often collaborating professionals. Interviews and observations contributed to define 
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basic activity chains for their everyday practices. High user experiences were supported 
with using simulations chosen for the corresponding activities such as car simulators 
for driving, manikins or patient simulators for realistic patients’ environment, and 
scenario simulators for simulating realistic environments for patient care [3]. To set up 
technologies and to provide engaging context through these activity chains, methods 
and solutions from serious games were used.  

The aim of this paper is to illustrate resources needed, in terms of technologies, 
expertise and time for planning and performing simulation based training scenarios 
supporting contextual understanding and collaboration needed between different 
experts. The motivation behind this work is to contribute to more adequate 
preparedness, and to illustrate possibilities for collecting and providing evidences for 
contextual understanding needed for debriefing and assessments for healthcare 
professionals. The focus is on prehospital training and using simulations and serious 
games (SSGs). Some parts of this study can be found in earlier papers (see Section 3). 

Such a qualitative study has several limitations. The exact amount of resources 
needed for realizing contextual training depends on several factors: e.g. the actual 
context, policies, capabilities, problem definitions, cognitive workloads, goals and 
technologies that always can be improved. Many of these factors varies from settings to 
settings and individual factors always can be improved. However, improving one factor 
does not necessarily mean improvement for the whole. Planned new training situations 
and designing new training environments have to deal with all factors influencing the 
whole chain from getting the alarm to driving the patients to the hospital and reporting 
the case. For prehospital work one may win important minutes in handling an alarm 
quickly and driving to the patients, but these minutes can be lost meeting difficulties in 
necessary activities when handling the patient or when driving him or her to the 
hospital. 

2. Background 

Organizations are providing their best to set up modern training and education 
environments. However, defining new settings for collaboration [4, 5], understanding 
interoperability [6], and finding technical acceptance for supporting technologies [7] is 
complex and requires an overall understanding of human-technology collaboration in 
the context, which this paper aims to contribute to. To develop better training methods 
for EMS personnel, as compared to previous methods, include training a safe and 
effective work flow since the whole activity chain is trained. Prehospital care is such a 
complex healthcare activity, where training traditionally has focused on particular 
details rather than the entire work flow.  

Several papers argue for using lean [8, 9] and lean simulation [10] for healthcare 
education. Recognizing the benefits of lean especially for handling continuous flows 
and waste is important; however, implementing them in particular contexts can be 
difficult [11]. Examples from practice [9] or guidance for implementations [12, 13] are 
often missing. Lean is often associated with defining processes important to focus on 
strategies, progress, owners and patient goals [10, 14]. Lean and processes are not 
enough, though, to define necessary technologies [3], and scenarios [15] to begin with, 
or to know how to begin to implement SSGs [5]. Even though it is recognized that 
processes can support understanding of complex healthcare activities [16], in many 
process descriptions (e.g. [17]), the prehospital care is often treated as a single step in 
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the systematic care taking process. Sometimes the flow in training can be more 
important than training separately individual activities [3, 10, 18]. 
Earlier studies argue that considering narratives described by the practitioners can help 
[19]. Thus, defining a logical path guided by a process description, necessary and 
compulsory activities can be considered, then these activities can be enhanced and or 
supported by simulation technologies for naturalistic user experiences [5]. 

3.  Towards Planning Contextual Studies by using SSGs 

Emergency management stakeholders from one2 of the twenty regions/county councils 
in Sweden, decided to promote the use of simulation technologies for training everyday 
activity chains 3  for professionals from the ambulance services. Motivated by the 
requirements from the practitioners the researchers behind this paper observed and 
recorded more than one hundred actual training situations where pairs or groups of 
three ambulance nurses trained in everyday settings. Other simulator centers were 
visited and different simulation based training possibilities with the use of SSGs were 
analyzed. A prehospital activity chain demonstration was used as background material 
for discussing possible technologies, scenarios, choices and consequences for training. 

Based on lessons from the demonstration4 and wishes from the practitioners a pilot 
study for training 24 nurses (12 pairs) was designed and performed. Each pair 
performed a simulation rich scenario with eight simulators and an everyday scenario, 
only with a patient simulator. The simulation rich scenario lasted approximately one 
hour and the everyday scenario 30 minutes, including the scenarios as such and follow-
up activities such as interviews and questionnaires. The pilot study lasted 3 working 
days involving 23 researchers. The involved studies are described in Table 1. 

 
Table 1. Overview of involved studies with main activities and main results. 

 2012 2012-2013 2014-2015 
 Pre-Study Demonstration Pilot Study 

Data 
obtained  

Observations from real life 
(> 100 training situations). 
Interviews with instructors. 

Observations from a single 
demonstration (2 nurses). 
Video recordings. 
Interviews with instructors 
and practitioners.  

Observing 24 (12 pairs) nurses 
in a 3-day study by using a 
simulation rich setting 
compared with an everyday 
setting. Video recordings. 
Interviews with practitioners. 

    
Main 
results 

Lessons from actual 
training situations [20]. 
Understanding the gap 
between practical needs 
and technical possibilities. 

Defining and showing how 
to set up technologies 
demonstrating activity 
flows needed to train [3]. 
Defining a technology 
supporting debriefing.  

 

Defining a scoring instrument 
[21] and investigating the 
benefits of using immersive 
technologies and simulators 
[15]. 

 
                                                         
2 Västra Götaland Regional Council (VGR) 
3 These chains usually begin with a call from the dispatch center and driving to the patient. After 

arriving at the scene, initial patient assessment is performed, and if needed, the patient is transported by 
ambulance to the hospital. Ongoing treatment is made en route and finally, the patient is handed over at the 
hospital [20]. Ideally, the training ends with a debriefing. 

4 https://www.youtube.com/watch?v=WGCgEzNwXDU (Retrieved 2/22/2017) 
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According to our present knowledge, the whole activity chain with several realistic 
simulations is not trained in current education. For example, none of the simulator 
centers visited, or earlier research studies described prehospital training using patient 
simulators in an ambulance car simulator driving through a familiar city. 

4.  Connecting the Links: SSGs and Narratives to Train Activity Chains  

The prehospital chain includes complex activities, not usually trained activities, e.g. 
finding/recognizing places from where the alarm was sent, handling the patients’ 
environment, neighbors, pets, driving and care of the patients during the way to the 
hospital, using actual communication channels and technologies, discussing what way 
to drive, etc. A nurse taking care of the patient in the ambulance car sometimes has to 
practice five different duties in parallel [3]. Some of these activities are only discussed 
during classroom situations, and not trained at all. 

To train whole activity chains requires many resources [9]. Planning new training 
needs coordination and collaboration from many different parties [2, 11], here: from 
different research areas, experts in technology development and use, instructors 
involved in educating healthcare professionals, responsible managers from the region, 
physicians and other healthcare professionals. Simulating rich settings, as live 
simulations is expensive. This can explain why whole activity chains are rarely trained. 
On desktop computers, however, SSGs promises benefits for contextual training or 
training decision making e.g. for incident commanders [5].  

The demonstration with using simulators at the hand, convinced the practitioners 
to invest in the pilot study systematically examining the added value of a simulation-
rich, high-end contextualized scenario compared with a traditional basic scenario. For 
this, all technologies were adjusted based on the process description for training and 
the high end simulation was enriched with the narratives described by the practitioners 
from the pre-study and demonstration. The practitioners appreciated the high-end 
settings, with the experiences gained. These contributed to a discussion of problems not 
previously trained in realistic settings, e.g. handling aggressive pets.  

The pre-study and the demonstration also illustrated that practitioners need better 
evidences for debriefing. Therefore, a logging instrument was constructed, with tags 
connecting certain video images to the main activities. Certain predefined tags, such as 
the video sequence for entering a house was connected to checking securing activities 
in an instrument developed to support debriefing. By adding this feature, the instructor 
can, in the simulation-rich scenario, directly jump to a certain video during the 
debriefing to see if the ambulance nurses did necessary preparations for entering the 
patient’s home. Such preparations are necessary for their own safety. Using this 
instrument, the nurses and the instructor(s) could follow the debriefing with recorded 
and ordered evidences grouped around main activities and time. 

Representing all activities that the nurses perform on a daily basis was experienced 
to make the scenarios more trustworthy in contrast with traditional simulation training, 
where focus is on separate activities such as patient care or driving. The main benefit of 
process-based training approach was: choosing suitable simulators and necessary 
activities. In order to obtain increased experiences, the necessary activities can be 
completed with unexpected – but realistic situations. These situations are not 
necessarily known by designers, but can be defined from interviewing experienced 
practitioners. These situations and items, not necessarily connected to the patient's 
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medical condition, contribute to variation and makes the training for a medical 
condition different, less boring, and may also increase the willingness to train more 
regularly.  

While this work exemplifies the benefit of varying situations, it also pinpoints the 
need for defining additional methodologies to understand the role of a basic, 
minimalistic scenario and how this can be supported or extended by technologies in 
systematic evaluations. A first step here is not only to provide seamless use of 
technologies, but also to support their seamless integration into education. Defining 
process description for training requires a good understanding of the context with focus 
on necessary actors, technologies, and activity flows. Practitioners do not necessarily 
know about the existence of many technologies, or how to choose and use them on an 
everyday basis. 
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Abstract. This paper presents a mobile software application development for e-
learning based on the adverse events data within the field of arthroplasty. The 
application aims at providing a learning platform for physicians, patients, and 
medical students. Design of user interface aims to meet requirements of several 
user groups concerned with the adverse events of the knee and hip implants. 
Besides the clinical patient data, the platform wants to include even electronic 
patient data as a result of self-monitoring.  Two different modules were created, 
one for medical staff and one for patients, both divided into the knee and hip areas. 
Knowledge is represented in forms of statistics, treatment options, and detailed, 
actual adverse event reports. Patients are given a choice of recommendation for 
two main situations: ‘about your diagnosis’, and ‘what if you get a problem’ as 
advice and guidance during the postoperative rehabilitation. Expert evaluation 
resulted in acceptance of the concept and provided feedback ideas. The patient 
evaluation has also been positive. Implementation will mean that a high-fidelity 
prototype will be developed and tested in larger user groups (medical staff, 
patients).   

Keywords. Adverse events, arthroplasty, HCI, e-learning, low-fidelity prototype 
evaluation, mobile application 

1. Introduction  

The occurrence of adverse events creates a lot of unwanted costs and distress for 
society. In Norway, from 2011 to 2015, 16838 compensation claims were filed. 5308 
got compensated, which lead to 3,4 billion NOK in compensation costs. In addition to 
these costs comes patient suffering and absence from work, as well as diminished life 
quality. The leading field regarding adverse events in Norway was Orthopedics, with 
37% complaints nationwide [1]. Currently, there are no known learning platforms or 
solutions that can help us prevent this problem concerning the field of Orthopedics. 
Therefore, we are suggesting a learning platform that can support several user groups 
(physicians, patients, and medical students) to learn from postoperative adverse events 
in Orthopedics, more specifically arthroplasty. The main motivation behind this 
learning platform is to utilize meaningful, useful data that can be used as educational 
material which is not being wasted. Efficient learning from and preventing adverse 
events can contribute to significant learning purposes. The idea is to base the learning 
platform on data that is generated through several medical sources, one of them being 
the application dedicated to safety reporting [4] and other relevant sources such as 
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biomedical databases, patient electronic records, and the Norwegian Arthroplasty 
Register. By continuously using this data as educational material for the several above-
mentioned user groups, the occurrence and severity of adverse events could decrease. 
Another beneficial effect is that the patient care can be improved and the excess costs 
reduced. An important factor would be to empower patients in recognizing an adverse 
event because the average number of hospital discharges is increasing, and therefore 
shortening hospital stays in most countries presumably leading to uninformed patients 
[2][8]. The typical length of stay after e.g. total hip arthroplasty is one or two days [6]. 
A similar learning platform for oncology has been developed in the U.S seeking to 
improve cancer care (CancerLinQ) which was done with great success by using data 
from 170 000 previously treated patients [3].   

The prototype is divided into two modules, one for medical students and 
physicians and one separate module for patients. It is designed for mobile devices, 
which enables context-independent learning.   

2. Method 

The platform was created using multiple development methods. Firstly, a literature 
study combined with field studies have been conducted to define the information and 
user needs of the platform. Subsequently, a model of the architecture was created on 
the basis of this information, which is illustrated in the results section. Following that, a 
proposed design solution for the concept was created with the software Axure RP Pro. 
Lastly, the concept was evaluated through judgment of feasibility by two experts in 
biomedical engineering with emphasis on the module for medical students and 
physicians. The patient module was evaluated by a patient that has underwent hip 
replacement. All the users have participated in design [5] by suggesting their 
improvements or wishes for changes and adding some functionality. Additionally, to 
further assess the module, a mini focus group with 8 questions was conducted with a 
senior surgeon and four nurses.  

3. Results and Discussion 

A low-fidelity prototype of the e-learning platform for the physicians and medical 
students was made to assess the concept and aid further development. Additionally, a 
model of the platform architecture (Figure 1) was created in collaboration with other 
developers [4] and the medical staff at the Haukeland University Hospital in Bergen. 
The architectural foundation is based on various databases such as patient electronic 
records, registry, and safety reporting data with the results of information retrieval, 
patient self-reporting data, and biomedical databases maintained by the Biomedical 
Laboratory. All of these data sources have valuable information that should contribute 
to the safety of patients and design of better IT services. HL7 standards will be used to 
exchange, integrate, share, and retrieve data [7]. Developing two different sets of 
applications, namely Safety reporting application and Safety learning would make a 
great use of the existing data and contribute new data to the less covered aspects of 
safety reporting in line with the occurrence and adjudication of adverse events. The 
learning part (Figure 1) of the architecture is quite unique as it attempts to make 
applications for several user groups interested in learning about the safety. Those are 
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physicians, medical students, biomedical engineers, and patients as a completely new 
group. Data regarding postoperative patient care as well as the education can be 
enabled using the IT technology.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 (a) shows an overview of the knee. The red dots indicate an area of the knee in 
which a surgical procedure was performed. Figure 2 (b) presents a list of related 
adverse events in the given area that was chosen in Figure 2 (a). In this example sorted 
by severity. Figure 2 (c) displays three different options concerning the adverse event 
chosen in Figure 2 (b).  
 

 
 
Figure 2. (a)Selecting an adverse event in the knee example (Screenshot); (b) List of adverse events sorted 
by severity example (Screenshot); (c) Three different options after selecting an adverse event from Figure 2 
(b) (Screenshot). 

Figure 1: Platform architecture. Author’s module – Design & Learning 
System Development. 
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The judgment of concept has been unreservedly positive. The clinician, a senior 
surgeon, has seen its potential to educate different types of patients and was very 
positive towards learning and using data for both students and patients. A profiling of 
the patient population that would be enabled by the common platform could be utilized 
to address patients’ specific needs. One of the experts in biomedical engineering had 
considered the platform to be a very good concept, and definitely a feasible one. He 
had viewed it as a great use of existing new technologies, such as big data and internet 
of things. Furthermore, he suggested that it can be viewed as a tool for decision support 
making, and not solely a learning platform. He had provided suggestions on the design 
structure for further development. In particular, the design should give a possibility to 
add a rotatable model of the knee to the Figure 2(a), and to enable selecting several 
areas if the patient had multiple injuries. Additionally, in Figure 2(c) it could be 
reasonable to combine statistics and treatment options since each treatment would have 
a statistic associated with it. “Detailed medical report” would be better presented as 
“Case studies”, with a list of cases that match the patient, adverse event, and treatment 
options. Lastly, he suggested to add a screen for patient details with basic options to 
cover the major risk factors such as age, sex, height, weight. 

Presently, the patient module is design to contain relevant pre- and post-operation 
information, as well as relevant rehabilitation information to aid the patient throughout 
the whole treatment and to enable self-monitoring. One patient, a female, 51 years of 
age, who had recently undergone the hip replacement had evaluated the concept. Her 
assessment of the patient module was that it was ‘a great idea’. She appreciated that 
the information was easily accessible. By making the clinical and patient information 
available in any context, pre- or post- operatively, would make it beneficial for patients. 
The process would be easier both physically and mentally for the patient, especially 
during rehabilitation. The person has stated that the idea of self-monitoring with the 
help of this platform would be ‘a great relief’. Moreover, the focus group which 
consisted of a senior surgeon and four nurses from Linköping University Hospital, 
were very positive towards the module and emphasized its importance concerning 
patient safety.  

4. Conclusion 

Adverse events are difficult to manage from many points of view. The urgency of care, 
severity of cases and pressure to document the course of events are challenging for both 
medical staff and patients. It seems to be difficult to learn and utilize the knowledge of 
past events in a cost-beneficial way.  This study has explored possibilities of using 
mobile and web technologies to define a concept and platform that would integrate data 
resources and create tools useful for medical staff and patients. The resulting 
conceptual design has been met with appreciation and several suggestions as how to 
improve the design solutions. Future steps will include designing the study cases, their 
presentations for physicians and students through different learning options. Patients’ 
educational needs, and their options for self-monitoring, will be subject of design 
studies, as well. 
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Abstract. Online social networks (OSN) enable health professionals to learn 
informally, for example by sharing medical knowledge, or discussing practice 
management challenges and clinical issues. Understanding the learning context in 
OSN is necessary to get a complete picture of the learning process, in order to 
better support this type of learning. This study proposes critical contextual factors 
for understanding the learning context in OSN for health professionals, and 
demonstrates how these contextual factors can be used to analyse the learning 
context in a designated online learning environment for health professionals. 

Keywords. Context analysis, health professional education, online social networks 

1. Introduction 

As medical knowledge expands and health care delivery becomes more complex, 
health professionals must commit to continuous learning to maintain up-to-date 
knowledge and skills. One approach to meeting their learning and development needs 
is through engagement in online social networks (OSN) [1]. OSN have been found 
useful to reduce professional isolation and support anytime-anywhere peer-to-peer 
interaction at scale. Also, they are thought to contribute to improving continuing 
professional development (CPD). 

There are many OSN targeted towards health professionals but they appear to fail 
to support broader learning objectives. It has been recognised that there is a lack of 
understanding about how health professionals learn in OSN, making it difficult to 
design and manage this type of learning [2]. Understanding and evaluating the process 
of learning in OSN is important to realise the full potential of OSN for health 
professionals’ learning [3].  

Previous studies investigated learning behaviours by identifying the patterns of the 
interaction among health professionals [4, 5], and analysed textual dialogue among 
health professionals to understand how those dialogues support the process of learning 
[6]. However, there is insufficient attention paid to the understanding of learning 
context that is necessary to get a complete picture of the learning process in OSN [7].  
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All learning occurs within a context. The nature of the context and how this 
context relates to the concepts being learnt has been widely shown to have an effect on 
learning outcomes [9]. Dey [8] gave the most widely accepted definition for context, 
which is “any information that can be used to characterize the situation of an entity” 
(e.g., a learner). The nature of learning occurring in OSN is self-directed and this 
requires health professionals to have self-regulated learning skills [10], but the ability 
to self-regulate learning is shaped by both personal-psychological and contextual 
factors [11]. Further, it is essential that these processes be learned ‘in context’ or in 
relation to the specific tasks of interest, in order for self-directed learning to be relevant 
to medical education [12].  

This study aims to provide an understanding of learning context in OSN for health 
professionals’ learning in two ways. First, through the review of literature, we identify 
the contextual factors that are critical for analysing the context of learning in OSN for 
health professionals. Then we use these factors to analyse context data collected from a 
designated online learning environment for health professionals. The intention of this 
research is to enable OSN operators to use such contextual factors to facilitate 
meaningful learning processes and improve learners’ learning experiences in OSN. 

2. Contextual Factors for Health Professionals’ Informal Learning in OSN 

The variety and volume of learning activity occurred in OSN demands a standard 
model for consistent analysis of context. Our literature review of context models 
previously proposed for online learning shows inconsistent approaches. Here, we 
identify the contextual factors (in Table 1) that we consider to be critical for analysing 
the informal learning context in OSN for health professionals, based on our synthesis 
of the context models in the literature [9, 13]. 

Table 1. Contextual factors for health professionals’ informal learning in OSN  

Context factor Description 
Learner factor   

Demographics Age, gender, practice location, etc. 
Work experience Job role, year of experience, other professional activity, etc. 
Education Qualification, professional memberships, etc. 
Learning interest Specialised clinical interest, e.g. General Practice, mental health 

Environment factor   
Time and Location The learner’s regular time and location of learning  

Activity The external learning activities that the learner is currently or will be 
involved in in future, apart from the interaction of OSN under study. 

Relations The social relation a learner has with other people outside of OSN, e.g. in 
their workplace. 

Recognition The ways of recognising learners’ effective learning in OSN, e.g. 
through provision of CPD points 

Application opportunities Perception, and actual application of learned information or skills 

3. Methods 

3.1. Dataset 

To understand the context of learning in OSN for health professionals, we conducted 
context analysis based on the contextual factors proposed above. The context data were 
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collected from the database of an online discussion forum provided by a health 
professional OSN host organization in Australia. The online forum was established in 
2009 specifically for registered health practitioners and had more than 10,000 members. 
It was set up for doctors to discuss industry issues, share best practices and promote 
conversation within the health community.  

For this study, we focused on the forum participants (N = 48) who contributed to 
forum discussions over three consecutive years from the period 2012 to 2014. 
Excluding two moderators, we collected the context data of 46 active participants. By 
conducting context analysis on the active participants, this study identifies common 
aspects of learning context that may be shared among active group in this community. 

3.2. Procedures 

We retrieved all data relevant to each contextual factor from the user table of the forum 
database via SQL Select statements. After performing data cleansing, we firstly 
analysed ‘demographics’ and ‘education background’ by using raw data (date of birth, 
gender, practice location, university, college membership), then we obtained context 
information for other contextual factors by processing raw data. We extracted and 
analysed the free text in data attribute about me to obtain context information for ‘work 
experience’ and ‘learning interest. We also analysed the interaction history to obtain 
the preferred time and location the learners go online. 

4. Results and Discussion 

4.1. Learner Factors 

Demographics. Most the participants were males aged 55+ years, which shows that 
mature health professionals are more actively participated in the OSN. This implies that 
it is important to consider the learning needs of older doctors when designing the 
learning in OSN. Using the Australian Standard Geographical Classification, we found 
that the majority of participants were practicing in a major city in the most populated 
Australian states (i.e. Queensland, New South Wales, and Victoria). These findings 
overturn assumptions that this type of learning is most relevant to professionals in 
regional and remote areas [14]. 

Work experience. 96% of the participants were General Practitioners (GPs). Of 
those, 56% were principal GPs and/or practice owners, implying that those with 
supervisory and/or management responsibility are more active in OSN. The distribution 
of years of experience is consistent with the age factor, which confirms that more 
experienced health professionals with 30+ years of work experience were more active 
in OSN for learning. Examining their practice status showed that 38% participants were 
retired or semi-retired, which reveal that even in retirement GPs, are willing to engage, 
and keen to using the OSN to maintain connection with peers and overcome isolation 
[15]. In addition, we identified 22% participants as having ‘portfolio careers’, that is, 
extra-professional activities. For example, they were also working as a medical officer 
at one or more hospitals, teaching or lecturing at a university, providing online 
consultations, involved in community services, etc. This shows that even very busy 
professionals were prepared to commit to learning in OSN. 
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Educational background. Most participants (72%) graduated in Australia, and 22% 
overseas. This suggests that the learning design of OSN should consider cultural and 
linguistic differences in the backgrounds of health professionals. Most participants 
(61%) are Fellows of the Royal Australian College of General Practitioners (RACGP), 
indicating that participants were more likely to hold an advanced qualification than be 
less qualified GPs. 

Learning interest. All participants expressed major interest in general practice. In 
addition, more than half of the participants (54%) were interested in and/or had 
developed sub-specialties. The clinical areas of most interest among the participants 
were dermatology, women’s health, chronic disease management, general medicine, 
diabetes, and sports medicine. This finding is somewhat consistent with a recent 
national GP survey that identified the top three clinical areas of interest to GPs as 
chronic pain management, cardiovascular health and diabetes [16]. This implies that 
GPs are keen to develop sub-specialised areas, and thus supporting their learning by 
facilitating more discussion on clinical topics is recommended. 

4.2. Environment Factors 

Although environmental context is critical to the design and management of learning in 
OSN [12], it was possible to collect only limited environmental data (i.e. time, 
location) from the dataset available. None of context data relating to learner activity, 
relations, recognition, and application opportunities were collected in this forum. 

Time. By analysing the interaction history of the participants, we identified the 
time of day participants prefer to go online, revealing their self-directed learning 
schedules. We found that evening was more popular than morning or afternoon; some 
participants were online after midnight, or very early in the morning.  

Location. Since evening was the preferred learning time for the participants, we 
can infer that a home office is likely to be their physical learning location. However, 
for those doctors who don’t work during normal office hours (e.g. those who do shift 
work or work in hospitals) their physical location for learning online may not be in 
their home office but at workplace. Future implementation of the forum may consider 
tracking IP address of logged computers to obtain better understanding of their physical 
learning environment so appropriate learning content and activity can be suggested.  

5. Conclusion and Future Work 

It is important to understand contextual information about health professionals’ 
informal learning in OSN, in order to better support this learning. This study suggested 
contextual factors that are critical for understanding learning context, and demonstrated 
how these contextual factors could be analysed, in the case of a small number of active 
participants in an online discussion forum. The findings are potentially useful to OSN 
operators aiming to increase participant engagement. The analysis of learning context 
help gain an understanding of these participants’ experience, preferences and tasks, and 
thus contribute to developing more personalised and just-in-time learning for them.  

The context data that were available in this forum were not complete, in particular 
environmental data. This study proved useful by identifying missing context 
information that would be worthwhile for the OSN operator to collect systematically in 
future, including learner activity, relations, recognition, and application opportunities. 
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This context information has important implications for the design and management of 
learning in OSN. In terms of the acquisition of this context information, not all could 
be collected automatically through the technical system; some information relied on 
manual input by participants (for example personal profile details). This could change 
in future if an OSN enabled participants to import relevant information about them 
from other online professional databases (for example, LinkedIn).  

This study aims to provide an understanding of the learning context of health 
professionals in OSN. While the sample of our context data is too small to infer the 
general characteristics of the health practitioners in OSN, it shows a possible way for 
OSN operators to increase learner engagement by collecting and analysing the data of 
learning context in a designated online learning environment. In our future work, we 
plan to validate the findings of learning context, and use them to interpret the patterns 
of learning interaction and content in this OSN. Also, it is useful to understand how 
different contextual factors may influence the nature and outcome of learning in this 
OSN for health professionals. 
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Abstract. The paper presents the development, use and evaluation of an on-line 

undergraduate module delivering an academic-led programme of eHealth learning 

within nursing, midwifery, allied health professional and social work courses.  The 

health information technology competency frameworks are explored along with an 

overview of the resulting module.  The need for an academically led module will  

be made along with a description of the management required to maintain validity 

of content materials.  A review of student evaluations will be presented.  In 

conclusion the positive change in attitude and understanding of academic staff 

members towards health information technology through the inclusion of the 

module across all of the undergraduate courses will be explored. 

Keywords. Education, health information exchange, informatics competencies, e-

Learning, Nursing Informatics 

1. Introduction 

The Department of Nursing and Midwifery at Sheffield Hallam University is one of 

largest providers of nursing and midwifery education in England with some 700  

nursing and midwifery students enrolling each year.  The three year course for nurses 

and midwives is delivered 50% within the University and 50% within practice and the 

successful students complete the course with an academic award (BSc) and a 

professional award (Registered Nurse (RN)).   

In information terms, nurses and midwives are the professional groups who have  

the most interaction with patients, their relatives and friends.  This places nurses and 

midwives in a unique role amongst clinicians as the vital element link in the  

information infrastructure within health care.  Since the early 1980's there have been 

many arguments forwarded that confirm the need to prepare clinicians to take an active 
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role in the development and use of information and communications technology (ICT), 

an example is that of Berg [1] in 1982 when she said: 

“The choice is there and the time to make the choice is now. The decision 

must be whether to act traditionally and have change thrust upon the 

profession [nursing] from the outside or to anticipate this revolution in 

nursing practice, familiarize nurses with it, and prepare them to take an 

active part in the introduction of computers into the nursing community”.   

It is clear that a decision was not made across the wider nursing bodies at the time 

and it is only now that the importance of informatics engagement by clinicians has  

come to the fore through the publication of the Five Year Forward View [2], aligned 

documents [3, 4] and Leading Change, Adding Value [5] the framework from Jane 

Cummings, Chief Nurse, NHS England.  It is acknowledged that there has been a 

plethora of suggestions for informatics competencies produced [6, 7] over the last ten  

to fifteen years but not one has been widely adopted to meet health professionals' needs. 

In 2009 Systems of eCare was introduced as an academic-led fully on-line module 

using a managed learning environment within the Department of Nursing and  

Midwifery as part of the three year undergraduate nursing course with the following 

objectives:  

• to understand, improve, influence and use new technologies and informatics, 

including remote care; 

• to find the most reliable sources of information to support evidence based 

practice; 

• to engage and guide patients through publicly available information sources; 

• to incorporate ICT into patient consultations; 

• to manage the nurse patient relationship when the nurse is not physically in 

the same place as the patient; 

• to perform a quick and accurate data entry at the point of care; 

• to understand the legal and ethical issues associated with managing and 

sharing patient information; 

• to extract data to support decisions and monitor the outcomes of practice; 

• to understand the role of technology in the delivery and organization of care 

• to train other users such as patients and carers how to use relevant ICTs [8] 

2. Systems of eCare 

Systems of eCare 'docks' alongside the current curriculum at points determined by the 

student's stage of learning, in this way it does not require curriculum re-design.  The 

module is made up of six units, each unit amounting to some 10 hours of study carried 

out on-line by the student at a time and place convenient to them.   The intention being 

that a student completes one unit per semester (where there are two semesters per year).  

At the end of each unit, the student undertakes an on-line assessment, the result of  

which is contained in a printout which the student keeps in their portfolio.  The  

outcome from the unit(s) is one of the issues discussed with the student during their 

regular Academic Advisor (personal tutor) sessions. 

The design of the module uses an asset based model [9] which allows for ease of 

update is this ever changing domain.  The six units cover issues such as health 
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information exchange, big data and population health, coding and classification, 

interoperability, information mapping, information intelligence, telematics, pharmaco-

genomics, nano-technologies and robotics in health care.  Each unit is routinely  

reviewed and updated every three months by knowledgeable health informatics experts 

to retain meaning and currency.  Any significant policy change or innovative 

development is announced within 24 working hours for all cohorts. 

Since the early beginnings in 2009, there are now over 2,500 nursing, midwifery, 

allied health professional and social work students with 24/7 access to the module.  

Figure 1 shows the monthly access hits between September 2015 and September 2016. 

 

 

Figure 1. Access hits by students by month 

 

Although access is available all the time, evidence has shown that whilst the  

students are on placements the number of accesses do reduce by some 43% per month.  

The module is optional and yet the rate of successful completion of all six units is 

considerably higher than might have been expected as shown in Figure 2.  The dates  

are the cohort start dates for their three year undergraduate course. 

 

 

 

Figure 2. Student completions of all six units 
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2.1.  Structured Evaluation - Key Findings 

In September 2015, following an initial pilot to determine the validity of statements, a 

formal on-line evaluation survey using statements and Likert format response options 

commenced across the cohorts who had completed all six units.  The following results 

are taken from the students anonymous evaluations for the September 2013 cohort 

(n=71). 

As Systems of eCare sat outside the main curriculum a key question was asked to 

determine the students' view of where they saw the module in relation to their main 

course, 76% strongly agreed or agreed with the statement 'It is clear to me how  

Systems of eCare forms an integral part of my course' with 24% disagreeing or strongly 

disagreeing.  80% either strongly agreed or agreed that Systems of eCare was 

intellectually challenging with 63% stating that they found the content and resources in 

Systems of eCare supported their learning in other modules and assignments.  When 

asked whether the student has been able to apply the knowledge they gained through 

completing Systems of eCare in their practice 74% strongly agreed or agreed with 23% 

disagreeing or strongly disagreeing and 1% unanswered. 

In response to the statement 'I found that being able to access the online materials at 

a time that was convenient to me helpful' 96% strongly agreed or agreed with 3% 

disagreeing or strongly disagreeing and 1% stating 'not applicable'.   This is supported 

by the metrics gathered as part of the managed learning environment as shown in  

Figure 3. 

 

 

Figure 3. Hits by time of day, one cohort, one month 

 

To measure the effectiveness of the design navigation and structure of the on-line 

module 56% responded that they did not need to contact the Systems of eCare Tutor at 

any time during their course. 

2.2. Structured Evaluation - Student Comments 

The comments ranged from 'Do we really need to know all of this?in such detail? Some 

of it is very relevant and important but I think 1 lecture on things such as data 

protection/freedom of information/ computer systems etc would be more effective but i 

imagine you have to put a certain amount of dedicated time to it, in which case the e 

learning is far better.' to 'I found this to be a great learning chance to develop  

knowledge about the NHS' and many points in between. 
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3.  Discussion 

It is often difficult to motivate students to engage with learning that is an optional extra 

to the course yet the results from the student evaluation survey suggest otherwise.  The 

metrics in particular point towards significant access and use of the content.   These two 

points will be considered in further depth during the presentation. 

Each undergraduate student is allocated an Academic Advisor for the full period of 

their course.  In the deployment of Systems of eCare it was vital to support academic 

colleagues in gaining greater understanding of the local and national policies for health 

and social care ICT.  To foster this understanding each Academic Advisor receives 

regular Systems of eCare progress updates for their students along with an overview of 

the current unit’s aim and learning objectives.  With the increased confidence and  

support through Systems of eCare academic colleagues are now including a wider  

range of health informatics and telematics in their teaching. 

4.  Conclusion 

Systems of eCare is not compulsory for the students and yet judging by the successful 

completions it appears to be meeting the students’ needs, enabling them to have a  

robust grounding in health and social care ICT.  Through this dynamic academic-led 

module nurses, midwives, allied health professionals and social workers have been, and 

continue to be, educationally prepared ready to be active participants in the  

development and appropriate use of innovative ICT through their professional careers.  

Future development and research plans will be highlighted. 
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Abstract. This paper presents a preliminary literature review in the area of ethics 
in the development of Mobile Medical Apps and mHealth. The review included 
both direct health apps and also apps marketed under the area of well-being in 
addition to mHealth devices. The following words and combinations of them were 
used to carry out the search for publications, mHealth, Apps, Ethics. The search 
engines used were Google Scholar, and PubMed. The paper is restricted to 
publications since 2012. The total number of papers found was 1,920 of which 84 
were reviewed. The reason for so few being reviewed was that the majority only 
considered security. The search revealed many papers dealing with security for all 
types of apps and mHealth devices but there are very few papers dealing with the 
ethical issues related to Apps or mHealth devices in the area. It is noted however 
that the number of apps is increasing in number exponentially and therefore it is 
argued that it is necessary to pay attention to the ethical aspects. There are now 
estimated to be 165,000 apps available in this area. How ethics are addressed in 
health and well-being apps is important as they can have an effect on the health of 
the individual using them.  In a similar way, the need for addressing ethical issues 
for development of well-being apps is evident. In a study  [1] it was noted that 
even though Electronic Health Record (EHR) was the highest ranked tablet-related 
task only one third of clinicians said that EHR was optimized for smartphones. 
When apps are integrated with the EHR they fully optimize productivity. In the 
same study the significant challenges identified included the method of evaluation 
and selection of mobile health solutions in order to ensure that clinical outcomes, 
care and efficiency are included. Security is mentioned but again wider ethical 
issues were not a consideration. From the literature review it is clear that there is a 
need for guidelines for how developers of medical ad well-being apps and 
mHealth devices should address ethical issues during development, and the 
generation of these guidelines is the subject of ongoing research by the authors. 
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1. Introduction 

According to the Oxford English Dictionary Ethics are moral principles that govern a 
person’s behavior or the conducting of an activity. Ethical issues can arise in relation to 
the devices themselves, the software and the users. Examples for the devices include: 
do they work as intended, for software has it been thoroughly tested and for users what 
are the user interface design and privacy issues. Ethics in the area of IT in general is 
lacking and in the development of Apps is non-existent. In June 2016 the American 
Medical Association, at their Annual Meeting, [2] approved a set of guidelines for the 
ethical use of telemedicine. These were based on the fact that medial ethics should not 
be sacrificed for technology. There are a variety of smart phones and other devices 
available now all with significant power and memory. Fitbit is an example of another 
device which is designed for this monitoring eHealth. While the information passed 
between mobile phones, like wired telephones, is on a one to one basis this is not the 
case with many apps that store information about the users in the phone for further use. 
However there are not many rules, regulations or laws covering the use of, or even sale 
of, personal data collected by the App suppliers [3]. Prior to smartphones the most 
searched for items on the Internet were health related. This has now translated into a 
significant high rise of health apps being made available. Although a recent review [6] 
identified recommendations for mHealth applications in the areas of Privacy and 
Security, the comprehensive review did not include any references to other Ethical 
issues in the area. Apps have a set of “Terms and Conditions” attached but very few 
people actually read them before downloading. This opens up the users to numerous 
ethical dangers. 

In section 2, the paper outlines the scope of areas that require Ethical consideration. 
Section 3 discusses the need for ethical guidelines for technology development in the 
area. Some of the ethical issues related to the usage of Apps are discussed in Section 4. 
Section 5 argues for the need for further development of ethical guidelines for apps and 
devices in the health and well being areas. 

2. Ethical Scope 

2.1. Health and Well-being Apps 

The use of Apps in Health can be divided into three areas from an Ethical point of view, 
Apps with indirect health implications, which are copies of established text books, 
search engines for retrieving up to date publications or pharmaceutical catalogues. 
They are based on established facts that have been peer reviewed. These apps are 
mainly used for reference, training and education [4]. 

The second area is apps with direct health implications, apps for diagnosis, 
collection of health data, decision support, medical imaging and calculation of dosage 
for drugs. Associated with these there are many ethical issues for example accuracy of 
diagnosis using decision support or imaging, incorrect calculation of dosage. 
Healthcare is increasingly being affected by migration and the need to communicate in 
various languages. Smartphones can be used for translation between speech and text [7]. 

The third area is those apps used for patient monitoring. Examples of Apps 
available are from those for measuring clinical blood levels which are able to 
communicate with an EHR, to Apps that detect falls or lack of movement in the elderly. 
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This can raise ethical issues if incorrect information leads to incorrect prescribing. If a 
patient constantly drops a device and a false fall alarm is detected this may lead to the 
monitor not responding to a genuine fall later. The latest monitoring device to come 
onto the market is a biosensor. This is a patch that can monitor vital signs or certain 
external conditions like sunlight. It is in the form of a lightweight patch, likened to a 
patch to help smokers stop smoking. The first patch, Vital Patch, was unveiled at 
HIMSS16 in March 2016. This patch measures single lead ECG, heart rate, heart rate 
variability, respiratory rate, skin temperature, posture, step count and fall detection. The 
patches are disposable. They raise ethical issues in the area of collecting personal 
information and then being discarded with the information. 

3. Ethical Guidelines for Design and Development 

3.1. Requirement for Guidelines 

Designers of Health and well-being Apps and medical devices must be aware of the 
consequences of errors in the development. This is not only an education issue but we 
argue one that requires guidelines for developers. Thus it is important to be clear on the 
requirements such a set of guidelines need to meet. As medical research is constantly 
bringing in new treatments, the systems have to be updated in line with medical 
progression. All potential uses of the system must be explored to ensure they cannot be 
used in a non-ethical manner. The guidelines for a developer will have to cover all 
ethical concerns in an easy to follow manner. They will  include reference to the legal 
and non legal requirements. The primary concern will be for the safe development of 
the apps/devices so they will do no harm to the individual using them or to those who 
rely on the data generated. When building ethical guidelines into the mHealth and App 
Development lifecycle they cannot make the lifecycle more cumbersome to use.  

3.2. Ethical Issues Associated with the Storage of Data 

If the data is going to be stored in the cloud extra Data Protection Regulations will 
apply to ensure that ethical issues are avoided. In Europe the data must reside on a 
server within the European Union. Therefore it is necessary for those using the cloud to 
know the terms and conditions under which the cloud operates. If the data is to be 
combined with other data for research then the origin of the data needs to be known. 
Protection of data from being sold to a third party must also be guarded against. Some 
privacy policies are very loose or in some cases do not even exist. Many apps require a 
lot of personal details to be included which is then saved in a place that is unknown to 
the user. All of the information, including non medical data, has a market value [8]. 

4. Ethical issues related to the Use of Smartphones and Apps 

4.1. Health Care Organisations 

Health Care Organisations are using apps and mHealth devices increasingly for a 
variety of reasons. Reminders about appointments are in widespread use. One area of 
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ethical concern associated with this is to ensure there is follow up if patients do not 
respond. Ethical issues arise when a Health Care Organisation decide to implement a 
policy on the type of apps and mHealth devices to approve for the various functions 
they perform to support their overall work. All apps should be thoroughly tested by the 
organisation before being deployed and only those approved by the organisation should 
be employed. The best know app in the area of health support is Epocrates [9], this is 
now in version 16.6 and so it can be said that this has been tried and tested over time. 
Epocrates comes in two versions one a free one and also a subscription one each with a 
wide range of uses.  

4.2. Primary Care 

A review [10] revealed that 90% of physicians use smart phones in their professional 
life. One third of the physicians have recommended an app to patients [11]. The main 
reason for not recommending Apps is the lack of regulation by the FDA [12]. In 2013, 
the FDA came out with regulations and rulings of what apps are deemed appropriate as 
health apps and published its ruling (US Food and Drug Administration, 2014) [13]. 
The document states that "Only apps that serve as medical devices or transform a 
device into a medical device or perform patient - specific analysis and then provide a 
diagnosis or treatment on the basis of it will be regulated". The Health Informatics Unit 
of the Royal College of Physicians produced guidelines in April 2015 on using Apps in 
Clinical Practice [14]. The main theme of the guidelines are that even if the App has a 
CE mark it does not necessarily mean that it meets best practice. If an App is used for 
any medical purpose it is classified as a Medical Device. If an App uses patient specific 
information then it needs a CE mark. However ethical issues in the areas of accuracy, 
security and privacy are still issues for most health apps and the use of them will be 
limited by physicians.  

4.3. Images 

Prior to the introduction of smart phones all medical images were typically taken by 
professional clinical photographers. Clinical photographs can be used for a variety of 
purposes including diagnosis, treatment, education, research and medical legal 
situations all of which carry ethical issues with them, including identification of a 
patient, Data Protection, and ensuring that the image is clear to enable a valid diagnosis. 
It is important that informed consent is received from the patient for using the image. 
All of these aspects are requirements under the Data Protection Legislation [15]. 

4.4. Decision Support Systems 

There are also ethical concerns particularly in relation to medical or wellness apps for 
Decision Support. One of these concerns is in the area of the accuracy of the app to do 
what it is meant to do. This can manifest itself in both apps used for monitoring and 
also for those used for Clinical Decision Support. A study [16] investigated the use of 
Apps by junior doctors for advice in the absence of a senior colleague being available. 
It found that the junior doctor will not necessarily know if the information supplied is 
accurate. 
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5. Conclusion 

Having undertaken the preliminary literature review, it is clear that there is a need for 
guidelines for technology developers to consider and address ethical issues during.  A 
Framework for incorporating ethics into the development of Health Apps and mHealth 
devices is being developed by the authors of this paper and will be based on the 
following definition, “a framework generally provides a skeletal abstraction of a 
solution to a number of problems that have similarities. A framework generally outlines 
the steps or phases that must be followed in the implementation of a solution without 
getting into details of what activities are done in each phase” [17]. 
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Abstract. A methodology was defined and developed for designing theory-based 
behaviour change systems for health promotion that can be tailored to the 
individual. Theories from two research fields were combined with a participatory 
action research methodology. Two case studies applying the methodology were 
conducted. During and between group sessions the participants created material 
and designs following the behaviour change strategy themes, which were 
discussed, analysed and transformed into a design of a behaviour change system. 
Theories in behavioural change and persuasive technology guided the data 
collection, data analyses, and the design of a behaviour change system. The 
methodology has strong emphasis on the target group’s participation in the design 
process. The different aspects brought forward related to behaviour change 
strategies defined in literature on persuasive technology, and the dynamics of these 
are associated to needs and motivation defined in literature on behaviour change. It 
was concluded that the methodology aids the integration of theories into a 
participatory action research design process, and aids the analyses and motivations 
of design choices. 

Keywords: Health promotion, Participatory action research, behavioural change 
systems, persuasive design 

1. Introduction 

Behaviour change systems and persuasive technology aim at changing people’s 
behaviour, typically towards a healthier behaviour [1]. A large number of behaviour 
change systems aim at increasing physical exercise or reducing behaviours such as 
smoking or alcohol intake. However, since behaviour change is very hard to 
accomplish, it is argued that theories on behaviour change are essential to apply in the 
process of designing and evaluating such systems [2, 3], which is rarely the case in 
existing examples. Some instruments and models incorporate some of the theories, 
such as the Behavioural Change Wheel [4], which is intended to function as instrument 
in the development process. However, another essential factor is how potential users 
can be engaged in the design process in order to increase ownership of the problem and 
instruments, and for capturing the diversity in attitudes, needs, preferences and 
motivation levels. This is essential in order to allow the system to be tailored to an 
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individual’s particular needs, preferences and situation. Such studies are rarely 
described in research literature, and participatory design methodologies do not 
incorporate knowledge about behaviour change. 

Therefore, our aim is to define and develop a methodology for co-designing 
theory-based behaviour change systems for health promotion that can be tailored to the 
individual. The main research question is how theories on behaviour change and 
persuasive technology can be combined with participatory action design involving the 
targeted user group in order to i) capture participants’ diverse attitudes, needs, 
preferences and motivation, and ii) design the adaptive behaviour necessary for 
supporting the change of behaviour in an individual. The main contribution of this 
research is a method that both allows users participate in the development, and that 
helps developers form designs of behaviour change systems that are based on theories 
on behaviour change and that adapts to the individual. 

2. Methods 

Research literature on behaviour change, behaviour change systems and persuasive 
technology was reviewed [3, 5-12]. Key concepts and models were identified and a 
selection was made of the concepts that were considered most important and relevant 
for the targeted domain. Aims and tasks to be conducted during the participatory action 
research design process were defined based on the theories, and formed an outline for 
the design process. 

The outline was applied in two case studies, targeting respectively increase of 
desired behaviour and decrease of undesired behaviour. The first aimed at designing a 
behaviour change system for increasing physical activity among older adults. Since the 
role of the system was intended to be a kind of physical exercise advisor, the 
participants’ relationship with health professionals and experiences relating to this was 
included in the process outline, and explored in the workshops. Workshops with nine 
older adults (divided into two groups), lead by two researchers, one designer and one 
physiotherapist, were conducted and audio recorded. Recordings, homework material 
and other material that was generated during workshops were analysed iteratively, and 
results were used for adapting the content of next workshops. The resulting design was 
analysed and evaluated based on theories on behavioural change and persuasive 
technology, and research on behavioural change systems. Based on the analyses the 
method was generalized and supplemented with additional themes. The generalized 
method was applied in a second case study. Two groups of designers and health 
professionals developed two initial designs of a smoking cessation intervention.  

3. Results 

The Participatory Action Research process based on theories on Behaviour Change and 
Persuasive technology is defined as a methodology (PAR-BCP) outlined Table 1. The 
outline functions as a checklist in the process of organizing tasks to be conducted 
during a design process. The methodology puts strong emphasis on the target group’s 
participation in the design process. The following aspects are captured by applying the 
PAR-BCP Checklist, and explored together with the participants:  

1. (diversity of) attitudes towards the targeted activity in focus and technology,  
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2. (diversity of) attitudes towards, and desires regarding the technology’s 
potential pro-active behaviour such as encouraging and reminding messages,  

3. (diversity of) attitudes, and desires regarding passive, summative 
communication of accomplishments,  

4. (diversity of) attitudes, and desires regarding embedding social aspects and 
features, and   

5. (diversity of) attitudes and desires regarding the system’s potential agency and 
transparency. 

These different aspects relate to the following behaviour change strategies defined in a 
framework of tailoring concepts [13]: feedback, adaptation, inter-human interaction, 
user targeting, goal setting, context awareness and self-learning. Different kinds of 
feedback are explicitly explored in the process, and the information about needs, 
motivation, diversity in attitudes, preferences etc., are elaborated for developing e.g., 
goal setting and adaptation strategies. The needs defined by Self-Determination 
Theory (SDT) are competence, autonomy and relatedness [7]. SDT distinguishes 
between extrinsic motivation, triggered by factors external to the individual, and 
intrinsic motivation, triggered by values internal to the individual. The system can be 
adapted based on an individual’s level of motivation in relation to a particular activity. 

The methodology incorporates the following seven design postulates for 
persuasive system design [3]: i) information technology is never neutral, ii) people like 
their views about the world to be organized and consistent, iii) direct and indirect 
routes are key persuasion strategies, iv) persuasion is often incremental, v) persuasion 
through persuasive systems should always be open/transparent. vi) persuasive systems 
should aim at unobtrusiveness and vii) persuasive systems should aim at being both 
useful and easy to use. These postulates are explored in the design process and 
embedded in the PAR-BCP Checklist (Table 1). 

During and between group sessions the participants create material and designs 
following the behaviour change strategy themes, which are discussed, analysed and 
transformed into a design of a behaviour change system. The range and character of 
different attitudes and preferences illuminated in the design process can be captured 
and be taken into consideration when developing the adaptive, self-learning and 
context-awareness functionalities. These mechanisms are also important for supporting 
the incremental nature of persuasion. 

3.1. Outcome of the Case Studies 

The older adults in the first case study collaborated in creating new content and 
behaviour that was integrated in an existing mHealth application [14]. The second case 
study generated two different design proposals, where one provided solutions to 
obstacles found in the first study related to diversity in attitudes towards feedback. 

In the first case study the initial version of the PAR-BCP Checklist was followed 
in detail with focus groups targeting each topic. In the second case study the PAR-BCP 
Checklist was used more as a checklist to assure that all aspects had been considered. 
The groups focused to large extent the nature of the smoking behaviour in order to 
identify what activates the behaviour in different individuals, and what are the 
perceived short term and long-term consequences. These were also the key topics in the 
meetings with the potential user group. 

Both studies captured the diversity of attitudes towards the activity, the potential 
change of behaviour and towards using technology. The need for personalization was 
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illustrated by the very different activators that individuals mentioned in the smoking 
cessation case, and in the case with older adults by the opposite effects that the same 
message could have.  

Table 1. PAR-BCP Outline: Generic outline of the PAR-process with exemplified activities. 

Goal Themes and Examples of Activities 
Defining the behaviour / activity 
Understand and define the behaviour and 
activity to target. 

Define behaviour, and identify activators and 
consequences 
Elaborate on what triggers the behaviour, and how 
consequences are perceived long term vs. short term. 

Motivation level and attitudes  
Understand the target user group’s/ 
participants’ experiences and attitudes 
towards the targeted behaviour/activity and 
new technology. 

Motivation to conduct targeted behaviour / activity 
and use technology 
Brainstorm about motivation and experiences of 
conducting the behaviour/activity. Participants express 
what they do/want to do with new technology in the 
activity context. Elaborate on “Do I have to, do I want 
to, what’s in it for me?” long term vs. short term. 

Unobtrusiveness, usefulness and ease of 
use 
Understand expectations and obstacles for 
use. 

Interaction design  
Write a narrative about how to communicate through, 
and interact with (smart) technology when setting goals 
and when conducting the activities. 

Pro-active support/feedback 
Build knowledge about what kind of 
feedback motivates participants to do the 
activity, and what feedback can be 
discouraging. Identify differences and 
similarities between individuals. 

Designing pro-active and passive feedback  
Discuss different modalities for communication 
(images/text, sound, light, vibration etc). Write the 
messages they want to receive when they have or have 
not performed planned activity. Evaluate and rank 
feedback messages. Discussion about how they interpret 
and experience the content of the feedback messages. 

Passive support/feedback 
Build knowledge about how to visualize 
activity progress and results / performance. 

Visualizing results and performance 
Use cards/pictures for inspiration or sketch 
visualisations, discuss what the visualisations mean to 
each participant. Select and present favourites. 

System’s agency and transparency 
Explore what participants find important in 
the patient-health professional relationship, 
and in technology that builds trust. 

Agency and behaviour  
Based on experiences with health professionals, describe 
desired behaviour and situations. Create profiles for 
agents/avatars with different personalities. 

Inter-human interaction 
Explore how social interactions can support 
behaviour change. 

Designing for inter-human interaction 
Describe desired social meeting points, and values to 
promote in these points that aid behaviour change. 

Evaluating the design 
Evaluate design proposals.  

Evaluating the design 
Evaluate design proposals in the form of mock-ups and 
prototypes, based on the above themes. Can be done 
during group sessions and/or in daily life. 

 
The transparency of the system, i.e., knowing the purpose of its behaviour and having 
an image of who, or what, the sender of messages is, was shown to be very important 
for creating trust in the user. In the case of smoking cessation, the design choices 
converged towards making the system solely an instrument for the individual without 
interference from healthcare or health-based advice regarding smoking. Since the user 
was assumed to know well the health aspects of smoking that could form evidence-
based rational arguments for cessation, and which have not so far made the persons quit 
smoking, such arguments were deliberately excluded. Instead, emotion-based 
arguments and goals associated to personal gains were included by the user. In the case 
with older adults they saw benefits of viewing the system as a coach with 
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physiotherapeutic expertise, but manifesting different attitudes to fit different persons’ 
preferences. 

4. Discussion and Conclusions 

A method and an instrument are developed for the purpose of designing behaviour 
change systems that aim at having a sustainable effect on behaviour. The method fuses 
participatory action research methodology with theories and models of behaviour 
change and persuasive technology. The method and instrument were applied in two 
case studies with two different aims: reduction of unwanted behaviour, and increase of 
wanted behaviour. Comparison with other instruments, such as a behaviour model for 
persuasive design [12] and the behavioural change wheel [4] shows that the existing 
instruments do not guide how incorporating users in the design process. 

The conclusion was made that the method aids the integration of theories into a 
participatory action research design process, and aids the analyses and motivations of 
design choices. As such the instrument can function as a checklist when designing 
behaviour change systems.  
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Abstract. Informal caregivers are playing an increasing role in community based 
care delivery. Research is needed that looks at the educational needs of informal 
caregivers as a precursor to HIT design to support community care delivery.  A 
challenge is informal caregivers have very diverse educational needs. Personas are 
an approach to describe user characteristics as part of systems design and this 
approach could be used to understand and categorize the various educational needs 
of informal caregivers. This paper addresses this research need and provides a 
method for persona development and the identification of educational needs for 
informal caregivers.   

Keywords. Persona, informal caregiver, health education, tailoring  

1. Introduction 

As more care delivery is provided in community settings there is a need for the 
development of health information technology (HIT) to support care delivery outside 
traditional settings. The first step in designing HIT is identifying user requirements. 
The patient participatory medicine movement has led to an increase in applications 
designed to support patient led care delivery. Informal caregivers, such as family 
members or friends, are also playing an increasing role in community based care 
delivery. However, informal caregivers often struggle and feel insecure in their role  [1]. 
Informal caregivers have substantial information needs as part of providing care but, to 
date, there is little research that has looked at the educational and information 
requirements of informal caregivers [11].  To overcome that shortcoming, we need 
interventions that support caregiver competence, preparedness, and confidence while 
providing care delivery [1]. These interventions must be based on evidence and 
designed to implement interventions for informal caregivers based on an assessment of 
their needs [2,3].  Informal caregivers have such vast needs that one size fits all 
solutions cannot be used but rather HIT solutions must be tailored to the specific needs 
of different types of informal caregivers.  As a first step to HIT design, we need 
research that explores caregiver educational and care delivery needs.   

While we cannot design HIT to support every context of a user group, we can 
design to support defined subsets of users. One such way of doing that is to develop 
user personas, described as “structured ways of typifying a group of users in text and 
pictorial formats.”[4].  Personas describe user characteristics that go past mere 
demographics by capturing the mental processes users employ, including their 
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expectations, prior experiences, and projected behaviour [4]. A persona is typically 
based on a narrative that specifies the goals that a fictional but representative user has 
for using an artifact, while also describing their environment, qualification, attitudes, 
and the tasks they need to accomplish.  

While personas are a valuable way to define and shape requirements for end users, 
there is a need for papers that present approaches for developing personas [5]. A 
particular need is for persona developers to understand the various educational needs of 
informal caregivers [5]. This paper addresses this research need and provides a method 
for identifying education needs and developing personas to support the delivery of 
educational needs to informal caregivers.   

2. Materials and Methods 

2.1. Data Sources  

Two data sources informed the study. First, we conducted 8 semi-structured interviews 
with eight informal caregivers. Three of the interviews were in person and five were 
conducted via telephone. Five of the participants were female and three were male; 
their ages ranged from 38 to 70 years. All were either related or married to their 
patients. The questions were designed to capture the experiences of the participants and 
then use them to derive their unexpressed needs.  

Second, a nursing focus group was also conducted with four nurses with 
experience caring for palliative cancer patients in a home setting. The focus group 
protocol was also semi-structured and open-ended, and the participants discussed their 
experiences caring for palliative patients and dealing with their informal caregivers. 

2.2. Data Analysis 

Qualitative content analysis focused on coding and extracting themes from the data 
collected in the in-depth interviews. Our analysis had two goals. First was to develop 
user personas.  Participant characteristics were laid out in table format and used to 
derive user personas using Miles, Huberman, and Saldaña’s recommendations for 
making inferences from data matrices [6]. Characteristics extracted from the interviews 
to determine the individual background and circumstances of each participant were 
mapped out on a spreadsheet. The spreadsheet was then analyzed for patterns that 
identify the differences in their caregiving needs following a set of recommendations 
for making inferences from matrices, including observing patterns and themes, making 
comparisons and contrasts, clustering, and making and verifying explicit conclusions 
[6].  

Our second goal was to understand the educational needs of informal caregivers to 
identify how they differed according to the personas. Educational needs were identified 
using the Needs Assessment design [7], which articulates user experiences as a 
prerequisite to identifying their needs. We  studied caregiver needs according to three 
categories of needs from the Needs Assessment design [7]: Take-It-for-Granted Needs, 
which are the minimum expectations of a service, Typical Wants, which are attributes 
that end-users watch for and assess, and Attractive Needs, which are those that the end-
user is usually completely unaware of having.  
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3. Results 

3.1. Caregiver Personas 

Persona characteristics extracted from the interviews were mapped out on a spreadsheet 
to determine the individual background and circumstances of each participant.  Upon 
examining the caregiving habits and the expressed needs of the interview participants, 
no difference was noted among different ages, genders, geographical settings, or 
educational levels. Furthermore, the level of comfort with computer technology did not 
seem to affect their information-seeking habits, as every one of the participants used 
technology to search for information related to their caregiving role at one point during 
their care delivery. From our data analysis we identified the level of illness of the 
patient being cared for and the level of caregiving intensity as two key dimensions to 
structure personas.   

The patient’s illness level directly influences their functional status and their care 
needs, often dictating the information needs of the caregiver [8]. The second version of 
the Palliative Performance Scale (PPS) [9] was used to estimate the functional and 
performance level of patients cared for by the interview participants. PPS assigns a 
score in percent increments of 10 with 100% being full ambulation and self-care, 60% 
having reduced ambulation and some assistance need, and 20% being bed bound with 
total caregiving needed. Transcripts were re-examined and a new column was added to 
the spreadsheet to assign a PPS score to each patient. We grouped patients into 3 PPS 
categories – 50-60%, 30-40% and 10-20%, as each category represents distinct 
caregiving needs. People with a PPS score of 70% and above are fully functional and 
do not require a caregiver. 

Caregiver intensity was defined using the values set by Jacobs, Laporte, Van 
Houtven, & Coyte 2014 [10]. A new column was added to the spreadsheet to assign a 
category to each participant. Participants were considered less-intense caregivers if 
they provided less than 5 hours of care per week, mid-intensity if they provided 5-15 
hours of care per week, and high intensity if they provided 15 or more hours of care 
each week [10]. 
Table 1. Five persona categories according to caregiving intensity (vertical axis) and Palliative Performance 
Scale Version 2 (PPSv2) (horizontal axis)  

 
                 PPS 

Caregiving intensity 

10-20% 30-40% 50-60% 

<5 hours/week   LILN 

5-15 hours/week MIHN MIIN MILN 

>15 hours/week HIAN 

 
Table 1 shows the five categories of personas we developed: Less-intense low-

need (LILN) caregiver, Medium-intensity low-need (MILN) caregiver, Medium-
intensity intermediate-need (MIIN) caregiver, Medium-intensity high-need (MIHN) 
caregiver, and High-intensity All needs (HIAN) caregiver. Those with a score of 40% 
and below all needed a caregiver with a level of involvement greater than 5 hours per 
week.  Only one high intensity category (HIAN) was created as high-intensity 
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caregivers were defined by one role where the caregiver would take care of all patient 
care needs. This is especially prevalent among caregivers of unstable patients, who 
could be high need one day and intermediate or low need the next day. 

3.2. Informal Caregiver Educational Needs  

In the second part of our analysis we identified informal caregiver educational needs 
according to four categories: Presentation, implementation, practical caregiving and 
information. The categories started through deductive codes [e.g. 12-13] that were then 
extended through inductive codes from our data analysis. Presentation refers to how 
information is presented to the end-users. Implementation referred to the way 
information and recommendations can be incorporated into the daily life of the end-
users and the policies of the health care system under which they live.  Practical 
caregiving is the caregiving components that deal with patient care issues including 
emergency measures, equipment, medication management, mobility, nutrition, pain, 
and physical symptoms. Information deals with the clinical information that informal 
caregivers need to understand including different aspects of the patient’s illness, 
treatment options, available resources, and complications to be expected such as 
functional decline.  Information on functional decline was one of the key attractive (i.e. 
unexpressed) needs from participants.  

3.3. Differences in Caregiving Needs by Personas 

After determination of the informal caregiver needs as discussed in the previous section, 
the next task was to discover how the five personas differed from each other with 
respect to caregiver needs. While the categories of caregiver needs were consistent 
across the personas, the operationalization of needs differed. The biggest difference 
among the different personas was in the practical caregiving category. When patients 
transition from low into medium and high intensity categories, their medication 
regimen increased significantly, and thus medication management (e.g. medication logs 
and information on drug-drug interactions) became a priority need.  Further, as 
caregiving transitions from low into medium intensity, functional decline of the patient 
becomes more significant and information (e.g. symptom onset and management) and 
tools (e.g. equipment) to understand and support a patient in decline becomes a priority 
need. The different caregiving needs and how they must be presented to support 
different personas become the basis for HIT requirements. For example, as patients 
become less mobile in the medium and high intensity personas, videos and other 
instructional tools for supporting mobility and transfers would be an HIT requirement.  

4. Discussion 

This study presented an approach for developing caregiving personas as a means of 
identifying and structuring educational needs as a precursor for HIT design. Our 
approach extends existing work on personas in two ways. First, while existing research 
on personas has been based on one dimension (i.e. geographic) our personas are based 
on two dimensions (caregiving intensity and the functional and performance level of 
the patient).  Second, our personas emphasize different caregiving experiences and the 
ways that caregiver needs changed over time. One novel feature of our persona 
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development approach is that it allows for the determination of caregiver needs within 
a persona at a specific period of a patient’s illness, but it also supports the descending 
transition into subsequent personas with additional and/or more sophisticated needs 
than the previous persona.  

Our next step is to use the personas and information needs to derive requirements 
for the design and evaluation of a prototype HIT to support informal caregivers. The 
educational needs we identified (e.g. information, practical caregiving) will be 
converted to system design requirements. A limitation of this study is that we have only 
developed personas for one very specific group of caregivers. Testing our personas and 
caregiver needs in other settings and caregiver groups is also future work to be done.  
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Abstract. Internationally, shared digital health records are considered an important 
addition to improving modern health care provision. Australia launched its version, 
My Health Record (MyHR), in 2012 but has experienced low adoption and 
challenges in practical implementation and evaluation. Individuals living with 
complex and chronic conditions in rural and remote communities often experience 
challenges in obtaining equitable access to health care provision. They are also 
supposed to face additional barriers to adopting and using eHealth services. This 
paper reports on research investigating adoption, use and utility of MyHR, in rural 
remote Australian community settings. Based on this research an approach for 
improving national roll out of MyHR is presented. The approach highlights a 
means to understand and engage communities with complex care needs, to support 
their adoption and use of digital tools. It also draws attention to holistic methods 
for evaluating and assessing impact at individual, community and health care 
provision levels. 

Keywords. My Health Record, rural communities, digital complex care pathways. 

1. Introduction 

Internationally, shared digital health records are being acknowledged as fundamental in 
modern health care provision. Governments and policy makers are responding to the 
challenges; recognising adoption of individual shared digital health records will 
improve integration thereby delivering improved quality and efficiencies. The support 
required by individuals to access their health data electronically is an approach, which 
appears to be being underestimated [1-5]. The use of an individual shared digital health 
record can offer a continuum of equitable health care provision in disease prevention, 
management, treatment and reduction in disparities in care [3, 6]. 

Those individuals who could benefit most from shared digital health records are 
those who create the largest burden on health care delivery; people with complex 
chronic conditions, living in rural remote communities, disadvantaged because of their 
limited access to efficient, quality health care provision [1, 3]. 

Australia launched its shared digital health record, My Health Record (MyHR), in 
2012; it remains without significant adoption or any evident holistic implementation 
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and evaluation framework. This paper reports on research investigating the adoption, 
use and utility of MyHR, in rural remote Australian community settings. Based on this 
research, an approach for improving national roll out of MyHR is presented. This 
approach highlights a means to understand and engage individuals and communities 
with complex care needs, to support their adoption and use of digital tools and draws 
attention to holistic methods for evaluating and assessing effects at individual, 
community and health care provision levels. The contribution being to support future 
successful implementation and uptake of similar projects. 

2. Method 

Individuals involved in a rural remote lifestyle modification program expressed an 
interest in recording and reflecting their lifestyle goals and modification progress, 
initiated the eHealth research project. The tool for documenting the intervention was 
the Personal Health Notes, a designated section within MyHR. 

Based on a participatory philosophy, a qualitative community based participatory 
eHealth research project was developed and conducted in southern Tasmanian rural 
remote community health care settings [7]. Once ethical approval was granted (HREC-
H0013781), 21 research partners, 15 females and six males, 40-89 years, with two or 
more complex chronic conditions, were recruited from three rural remote settings. 

Data were collected in three phases: pre-adoption, adoption and post-adoption of 
MyHR. Data collection tools were: groups convened in the three rural remote settings, 
held in each phase, the partners adopting and initiating use of MyHR during phase two, 
and partner semi-structured interviews held during phase one and three. All encounters 
were audio recorded and transcribed verbatim. Group memos, MyHR personal health 
notes, a reflective diary and project documentation provided additional evidence. 

Data analysis was structured using a systematic, flexible thematic framework 
approach. This was achieved in three stages: data management, data description and 
data explanation [8]. Data transcription ran concurrently with data collection, which 
assisted confirmation of transcripts, by individual partners and the groups and ensured 
a comprehensive, consistent in-depth systematic data analysis. 

3. Results 

Three key findings emerged, which support a dynamic conceptualisation of MyHR. 

3.1. Individual, Community and Societal Understanding is Inherent 

For an individual with complex chronic conditions equitable, person-centred, integrated 
health care provision is fundamental and can be enabled by and embedded in MyHR, 
irrespective of physical or cognitive ability. The research partners agreed there is a 
need for a flexible individualised digital health care record. They want a role, 
ownership of and responsibility for their health and health information. Those who 
need MyHR most, need the most support; MyHR should not exclude anyone. There is 
an inherent desire to have MyHR where they can engage and play a meaningful role in 
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defining and communicating their: identity, complex chronic conditions, and main 
problem, as part of their digital complex care pathways. 

two individuals may have the same diagnosis, but how it affects them and where they go 
from there can be totally different…what I try to get through to a lot of people … is I know 
my body and how they affect me. If [MyHR] allows me to communicate that … It doesn’t 
need to be just doctors. It’s our bodies and our lives that this is all about and the two should be 
working together… but that tends to get lost (CH23). 

3.2. Individual, Community Skills are Recognised and Valued as Shared Experiences.  

Using MyHR lead to increased knowledge, competence and confidence and a changed 
perception of computer use. As the research partners became experienced they evolved, 
finding new ways of using MyHR. When a diverse group of individuals was offered the 
opportunity to engage in a collaborative, coordinated, community project, they became 
familiar with the use of MyHR, issues of design and utility emerged. When rural 
communities are involved and supported through adoption and initial use of MyHR, 
they become engaged, innovative and knowledgeable providing an irreplaceable source 
of user information and experience. 

this research is great, everybody likes to be involved and feel they have an opportunity to 
give … We’re starting learning together … learning computer together you share so much 
instead of individuals wondering how do I get back to it…working with buddies… you always 
learn by how somebody uses something. That’s been really good and the research has tapped 
into the local [groups] and all these initiatives around. Yes if you want to know how anything 
is going to work you give it to the users (CH13). 

3.3. Rural Communities Need to be Included in all Digital Health Care Interactions 

The research partners viewed and valued MyHR, as a digital health care tool that can 
provide multiple opportunities for the delivery of their health care. The research 
partners learned they were not alone; they had MyHR and complex chronic condition 
experiences acknowledged and confirmed by others. Once the partners were 
empowered to explore MyHR they learned and shared the value of it as potential for 
engagement and an access point to wider health care provision. 

things are getting done, people can find out about more of their diseases … it’s got to be 
an improvement to find out these things. It’s an opportunity especially a rural community like 
this. It helps, it gets people together, they discuss things and it makes it a lot better (CH6). 

In 2012 MyHR espoused an opportunity, for those who wished, to ‘opt-in’, the 
ability to add and receive agreed health information. However, pre-adoption of MyHR, 
those research partners who had heard of MyHR were unsure of its purpose and none 
had registered. When the community identified an opportunity to experience MyHR, 
every research partner engaged, immediately increasing their knowledge and 
opportunity to communicate and access their health information. Without reservation, 
all research partners, irrespective of their ability, described the benefits MyHR would 
have on their future engagement in their digital complex care pathways. Some partners 
found having access to MyHR useful and rewarding, regardless of the level of provider 
involvement. Others communicated frustration because of the lack of engagement by 
their health care providers [9]. 

Although access to health care provision may have improved, through the sharing 
of resource experiences and provision of a community lifestyle modification program, 
shared access to information prepared by health care providers, via MyHR, was not 
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possible. The research did not find the community, disinterested or disengaged because 
of limited access to efficient, quality health care provision. However, their health care 
providers were reported being dismissive. 

I tried to get my Drs involved, … my specialist …I gave them access when I went for my 
appointment and I talked to [them] about it. [They were] saying [they] didn’t like the fact that 
other doctors could see basically, or other people could see. If my other Dr had what was it, 
access to it then he could see my [disease] stuff and stuff like that. It wasn’t a problem to me 
but it’s a problem to [them] (O3). 

4. Discussion 

Everyday living and working with complex chronic conditions requires understanding 
and acknowledgment of their multifocal complex non-linear care requirements [10]. In 
context, these individuals and their carers, living in a rural community, a complex 
adaptive model of care can assist by conceptualising MyHR, as one component 
embedded within a digital complex care pathway, which equitably engages in an 
integrated, person-centred approach to health care provision [11]. Using the 
characteristics of complex adaptive system theory: agents who learn, individuals can 
and will learn and react to changes in information; interconnection, changes in patterns 
of interactions, among agents and introducing; self-organisation, order can be created 
without explicit hierarchical direction; and coevolution, the system and the 
environment influence each others development, to the research findings provides a 
conceptual framework, which can support the meaningful, adoption use and utility of 
MyHR within  digital complex care environments [12]. 

Embedding MyHR within all digital complex care pathways may assist in; the 
adoption use and utility of MyHR, for individuals with complex chronic conditions, 
and all health care providers in their transition from linear, episodic, medico-centric 
models of health care provision, toward achieving equitable, person-centred, integrated 
health care provision. 

The function of any digital health care system is to deliver improvements in health 
care provision and experience; new eHealth technology should be evaluated to ensure 
accountability and continued improvement [13]. This requires looking at how MyHR 
can help and spending time and effort to review process to achieve the ultimate goals: 
efficiency and quality. When implementing the relatively new digital health record 
solution, MyHR, it is important to separate health care provision, which needs to be 
maintained and enhanced, from process that needs to be revised to include questions 
and explanations as to why we do the things we do and how could we do things 
better? [1-4]. Including complex adaptive system theory, within an adoption, use and 
utility of MyHR framework, for all stakeholders involved in the delivery of digital 
complex care pathways could be instrumental in answering these questions. 

5. Conclusion 

The adoption of MyHR will take place nationally but for use and utility to be realised 
regionally and locally, communities require engagement, information and support, or 
critical mass will not be achieved [14, 15]. The research demonstrates the importance 
of listening to all stakeholder experiences to help shape future strategies, which are 
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responsive to the diversity of illness, individual and community experience. Valuing 
the expertise of people with complex chronic conditions empowers them to adopt 
interactive and cooperative relationships with their health care providers. 
Understanding the individual’s experiences is key in the delivery of digital, equitable 
person-centred care, integrated care. 

During the research, the community learned to overcome issues of technophobia 
and identified a need for infrastructure, which supports the adoption and use of MyHR, 
highlighting the necessity to identify and educate all health care providers regarding; 
their continued resistance to shared digital health information, and the professional use 
of information and computing technologies. There is a requirement of communities and 
individuals to be engaged and valued during their transition through their complex 
chronic conditions supplemented by MyHR.  

This research provided the impetus for a community to commit to and engage with 
MyHR. In Australia and internationally a digital complex care framework should; 
engage individuals and communities with complex care needs, and be incorporated to 
provide a holistic approach toward future roll out, evaluation and assessment of impact 
at individual, community and health care provision levels. 
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Abstract. Hospital CIOs play a central role in the adoption of innovative health IT. 
Until now, it remained unclear which particular conditions constitute their capability 
to innovate in terms of intrapersonal as well as organisational factors. An inventory 
of 20 items was developed to capture these conditions and examined by analysing 
data obtained from 164 German hospital CIOs. Principal component analysis 
resulted in three internally consistent components that constitute large portions of 
the CIOs innovation capability: organisational innovation culture, entrepreneurship 
personality and openness towards users. Results were used to build composite 
indicators that allow further evaluations. 

Keywords. Innovation capability, Innovation management, composite indicator, 
hospital CIOs 

1. Introduction 

A rich body of studies agrees that Chief Information Officers (CIOs) occupy a central 
position in visioning, guiding and implementing IT based innovations [1,2]. These 
innovations can generally be defined as changes of products and processes that result 
from the adoption of IT and are new to the given organisation [3]. In the hospital context, 
IT innovations mostly fall under the category of process innovations (e.g. the widespread 
implementation of a new clinical decision support system or telemedicine solutions) that 
lead to significant changes of the related workflows or process outcomes [4]. 

Even though empirical investigations could substantiate the critical role of CIOs to 
foster IT innovations in the industrial sector [e.g. 5], there is no scientific evidence about 
the innovation capability of CIOs in healthcare, particularly in hospitals. In fact, there 
are reasons to assume, that hospital CIOs innovation attempts might be challenged by 
specific social and organisational circumstances [6]. Although medical decision-making 
processes cannot be entirely automated, as they require complex medical knowledge as 
well as the clinician’s individual experience [7], the respective workflows can still be 
significantly improved by providing accurate data and information. The goal hereby is 
to seamlessly integrate the information flow into the clinician’s work practice and 
particularly support advanced clinical processes. This phenomenon is described by the 
information logistics construct [8] which matches one of the criteria for innovation 
proposed by Hübner [4]. At this point, the innovational capability of the CIO often makes 
the difference between IT success and failure as they not only have to be very considerate 
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with the clinician’s expectations, autonomy and the peculiarities of the medical 
workflows, but also act in an environment that is characterised by financial restrictions 
[2]. Health information technology (HIT) is known to be frequently perceived as a mere 
cost factor by the executive board and therefore often lacks adequate support [9]. Specific 
innovation capabilities of CIOs may therefore be constituted by their ability to mediate 
between highly skilled professions and to act as an enabler within a potentially restrictive 
organisational environment. This is also referred to as intrapreneurship [10]. 

Up to date, empirical studies about hospital CIOs mainly focus on questions related 
to their structural power (position, reporting level etc.) [11] and on how these factors 
correlate with given CIO roles or decision types [9]. Whereas these approaches are 
meaningful in themselves, they often neglect the underlying personality (e.g. the CIOs 
views and attitudes) and environmental patterns (e.g. the executive board’s attitude 
towards IT). Our goal, therefore, was to 1) shed light in what constitutes innovation 
capabilities of hospital CIOs both in terms of intrapersonal as well as organisational 
factors and 2) determine how the innovation capability construct can be operationalised. 

2. Methods 

Original scales were developed based on Patterson and colleagues’ [3] framework of 
people relevant resources for innovation in organisations that distinguishes 
environmental factors tied to the workplace (external dimension) and intrapersonal 
factors (internal dimension). We initially operationalised each domain by 40 items on 
different types of scales. Pre-testing the inventory (undertaken by 6 hospital CIOs and 8 
health IT researchers) resulted in a final inventory of 20 Items, 10 for each domain 
measured by Likert scales. Data were collected between February and April 2016 via an 
online survey. We obtained 164 valid responses from a total of 1284 contacted German 
CIOs (response rate 12.77%). 

In order to 1) explore underlying patterns of our data, 2) reduce the inventory to a 
set of variables that describe innovation capability, 3) test the discriminant and 
convergent validity and reliability (using Cronbach's alpha) as well as to 4) develop an 
empirically founded composite indicator, we performed principal component analysis 
(PCA) [12]. Following strong recommendations of the methodological literature [13], 
we applied the underlying variable (UV) approach using polychoric correlation 
coefficients since all included variables were measured on ordinal scales. Applicability 
of the correlation matrix was evaluated based on the Kaiser-Meyer-Olkin (KMO) 
criterion and Bartlett’s test of sphericity. Components were extracted if their eigenvalue 
exceeded 1, if all components explained at least 50% of the total variance and based on 
consulting the scree plot. We allowed the extracted components to correlate by using 
oblique rotation since we did not assume them to be entirely distinct from each other. To 
obtain a set of meaningful and discriminant items, we gradually removed items that could 
not be fitted in the component structure (i.e. showed heavy cross loadings or component 
loadings < .5 across different model solutions). The final solution was tested for 
reliability and then interpreted in a group discussion of eight experts (comprising health 
IT scientists, statisticians, management researchers and a psychologist). 

Component loadings and eigenvalues were used to deploy a weighting scheme 
adapted from the Organisation for Economic Co-operation and Development (OECD) 
[14] in order to build a composite indicator for each component and for the full inventory 
that accentuates the components and corrects for statistically overlapping information. 
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3. Results 

According to a KMO measure of .73 and a significant result of Bartlett’s test of sphericity 
our data proved to be suited for PCA. Moreover, the sample to variable ratio was 13:1 
and therefore was above recommended minimum ratios which typically range between 
5:1 to 10:1 [15]. In the course of reducing the inventory, we attained a final set of 13 
items that were ideally reflected in a solution comprising 3 components (Table 1) 
explaining 51% of the total variance. Interrelations between the components remained 
low with correlation coefficients less than .15. 

Table 1. Component loading matrix. Loading below .3 are left blank 

Item 
Component 
1 2 3 

"Our executive board actively promotes innovative IT solutions." .82   

"Our hospital has a well-defined future vision that is also being pursued by the IT department." .74   

"Our hospital shows great flexibility when it comes to employing innovative IT." .74   

"Our hospital is way too rigid on all levels of hierarchy to employ IT in a strategically meaningful 
fashion." (reverse coded) .70   

"IT is perceived as a mere expense factor by our executive board way too often" (reverse coded) .68   

"Our IT department is only able to provide highly valuable services if every employee consistently 
covers an unchanged range of tasks" (reverse coded) 

 .68  

"My work mainly consists of realising the wishes and ideas of other people." (reverse coded)  .66  

"As the person in charge of IT, I first of all rely on well-established IT solutions." (reverse coded)  .57  

"My work motivation would be significantly higher if I was paid adequately to my knowledge and 
skills." (reverse coded) 

 .52  

"A CIO has to first of all take care of technical and not people issues." (reverse coded)   .76 
"It is very important to me to have great knowledge of the clinical processes in our hospital."    .63 
"Listening and giving advice are the core competencies in my role as a CIO."   .62 
"It is very important to us to incorporate the different clinical end users in our IT projects."   .56 

The full scale showed acceptable reliability in terms of internal consistency with α = .71. 
Similarly, component 1 showed good internal consistency (α = .78) whereas 
components 2 (α = .64) and 3 (α = .52) showed lower but acceptable reliability values 
given the relatively low number of associated items. The components were interpreted 
as “organisational innovation culture” (component 1), “entrepreneurship personality” 
(component 2) and “openness towards users” (component 3). 

Table 2. Descriptive statistics of the developed composite indicators (n = 164) 

Composite Indicator Mean SD Range Skewness Kurtosis 
Full inventory 55.86 12.29 59.67 .15 -.34 
Component 1 53.33 20.54 100 -.18 -.04 
Component 2 42.25 15.23 86.66 .17 .41 
Component 3 74.98 14.27 67.06 -.35 .06 

Table 2 displays the distributional properties of the calculated composite indicators that 
were built using the data driven weighting scheme referred to above. Each indicator was 
scaled to range between 0 (complete disagreement with all related statements) and 100 
(complete agreement with all related statements) 
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4. Discussion 

The importance of the CIOs’ innovation capability increases with the growing potentials 
and diffusion of HIT. Hitherto it remained unclear which particular conditions constitute 
these capabilities (research question 1) and how these conditions can be operationalised 
(research question 2). 

Results of the PCA and subsequent score development indicated two essential 
findings with regard to question 1. At first, it confirmed a clear empirical distinction of 
the external dimension opposed to internal (intrapersonal) aspects, as all items of 
component 1 were originally intended to measure the environmental dimension. In 
contrast to interpreting this component as the general organisational environment it can 
be specified as organisational innovation culture and support from the executive board. 
This aligns well with existing theoretical knowledge pointing out the importance of top 
management support [16] that gives HIT based innovations the required flexibility [17], 
active financial promotion, and guiding principles and vision [2] for innovative HIT to 
prosper. All these aspects seem to be indicative of a coherent dimension describing a 
fundamentally positive attitude towards innovative IT within the organisation. The 
second finding reveals that the previously assumed “internal dimension” has to be broken 
down into two separate dimensions, i.e. into “entrepreneurship personality” and 
“openness towards users”. “Entrepreneurship personality” is a composition of traits that 
embraces intrinsic motivation and self-determination, a mindset of internal freedom to 
deviate from established paths and to take risks. This is a clear contrast to tayloristic 
attitudes. “Openness towards users” is a trait that is closely related with “involvement of 
users” and “participation” of users, which is a well-known success factor in systems 
engineering [5] and in innovation alike [8]. Our initial thoughts on CIOs’ specific 
requirement of closely incorporating the clinician’s interests when striving for HIT 
innovations now show an empirical manifestation in this component.  

With regard to question 2, the analysis led to a full set of 13 items measuring three 
different dimensions of innovation capability. Whereas internal consistency measures 
where satisfying for component 1, reliability measures for component 2 and 3 were 
marginally acceptable. Greater precision and redundancy in these domains are desirable 
in further investigations. However, the full set of items showed an acceptable internal 
consistency with α = .71. It was reduced on the grounds of the PCA results. Although 
this is a common methodical approach [12], it potentially threatens the construct’s 
integrity since a few aspects were removed which might have been retained if they were 
captured with greater redundancy (i.e. more questions). It therefore is reasonable to 
assume that there might be more to innovation capability beyond our model’s dimensions. 
Another limitation arises from the modest response rate of 12.77% that might have 
caused a non-response bias in our sample. The results can therefore only be generalised 
with caution and require further validation in different samples.  

The resulting composite indicator is normally distributed around a mean of 56 points 
(out of 100). Thus, innovation capability seems to be moderately advanced in German 
hospitals with clear potential for development. It is most notably that component 3 
“openness towards users” showed significantly higher values with x̅ = 75 whereas 
component 2 “entrepreneurship personality” only showed an average score of 42. Many 
hospital CIOs apparently understand the importance of participation and user focus but 
are still surprisingly prone to a work approach that does not create much space for self-
determination and deviation from established paths. The actual impact of the composite 
indicator and its subscales still needs to be tested against innovation performance 
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measures to further assess their validity and to determine which particular aspects most 
strongly drive HIT innovations. This study provides a fundamental toolset to do so. 

5. Conclusion 

This study gives insight into the constituents of the construct innovation capability of 
CIOs and defines a set of items to operationalise this construct. In contrast to previous 
findings, we not only distinguish between internal and environmental factors, but clearly 
denote them specifying the dimensions unique to hospital CIOs. We hereby lay the 
foundation of a psychometric inventory to measure innovation capability.  

References 

[1] M. Broadbent & E.S. Kitzis, The New CIO Leader, Harv. Bus. School Press, 2005. 
[2] D.E. Leidner, Preston, D., & Chen, D. An examination of the antecedents and consequences of 

organizational IT innovation in hospitals, J. Strateg. Inf. Syst. 19 (2010), 154–170. 
[3] F. Patterson, M.Kerrin & G.R. Geraldine, Characteristics and behaviours of innovative people in 

organisations, Literature Review prepared for the NESTA Policy & Research Unit (2009), 1–63. 
[4] U. Hübner, What Are Complex eHealth Innovations and How Do You Measure Them?, Methods Inf. Med. 

54 (2015), 319–327. 
[5] S. Watts & J.C. Henderson, Innovative IT climates: CIO perspectives, J. Strateg. Inf. Syst. 15 (2006), 125–

151. 
[6] K. Cresswell & A. Sheikh, Organizational issues in the implementation and adoption of health information 

technology innovations: an interpretative review, Int. J. Med. Inform. 82 (2013), e73-86. 
[7] R. Lenz & M. Reichert, IT support for healthcare processes – premises, challenges, perspectives, Data. 

Knowl. Eng. 61 (2007), 39–58. 
[8] M. Esdar, U. Hübner, J.D. Liebe, J. Hüsers & J. Thye, Understanding latent structures of clinical 

information logistics: A bottom-up approach for model building and validating the workflow composite 
score, Int. J. Med. Inform. 97 (2017), 210–220 

[9] F. Köbler, J. Fähling, H. Krcmar & J.M. Leimeister, IT governance and types of IT decision makers in 
German hospitals, Bus. Inf. Syst. Eng. 2 (2010), 359–370. 

[10] K.L. Heinze & K. Weber, Toward Organizational Pluralism. Institutional Intrapreneurship in Integrative 
Medicine, Organ. Sci. 27 (2015), 157–172. 

[11] D. Burke, N. Menachemi & R. Brooks, Health care CIOs: assessing their fit in the organizational 
hierarchy and their influence on information technology capability, Health Care Manag. 25 (2006), 167–
172. 

[12] G.O. Otieno, T. Hinako, A. Motohiro, K. Daisuke & N. Keiko, Measuring effectiveness of electronic 
medical records systems: towards building a composite index for benchmarking hospitals, Int. J. Med. 
Inform. 77 (2008), 657–669. 

[13] T.A. Brown, Confirmatory Factor Analysis for Applied Research, The Guilford Press, New York, 2015. 
[14] M. Nardo, M. Saisana, A. Saltelli, S. Tarantola, A. Hoffmann & E. Giovannini, Handbook on 

constructing composite indicators: Methodology and user guide, OECD Paris, 2008. 
[15] R.C. MacCallum, K.F. Widaman, S. Zhang & S. Hong, Sample size in factor analysis, Psychol. Methods 

4 (1999), 84–99. 
[16] D.H. Smaltz, V. Sambamurthy & R. Agarwal, The antecedents of CIO role effectiveness in Organizations. 

An empirical study in the healthcare sector, IEEE Trans. Eng. Manage. 53 (2006), 207–222. 
[17] R.V. Bradley, T.A. Byrd, J.L. Pridmore, R. Thrasher, R.M.E. Pratt & V.W.A. Mbarika, An empirical 

examination of antecedents and consequences of IT governance in US hospitals, J. Inf. Technol. 27 (2012), 
156–177. 

M. Esdar et al. / Exploring Innovation Capabilities of Hospital CIOs 387

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



The Invisibility of Disadvantage: 
Why Do We Not Notice? 

Chris SHOWELLa,1, Elizabeth CUMMINGSb and Paul TURNER 
a 

a
 eHealth Services Research Group, University of Tasmania, Australia 

b
 Discipline of Nursing and Midwifery, University of Tasmania, Australia 

Abstract. Personal health records (PHRs) offer tantalising benefits for patients and 
healthcare providers, including improvements in patient-provider communication, 
patient empowerment, and access to data and information. A suspicion that 
disadvantaged patients are less likely to use or benefit from PHRs stimulated a 
research agenda that included: (a) a literature review; and (b) empirical analysis of 
eight years’ hospital admission and discharge data linked to measures of patient 
social disadvantage. The results demonstrated an association between disadvantage, 
increased use of public hospital services and barriers to PHR use. These findings 
may appear self-evident, but dramatically highlight how disadvantaged patients 
continue to be overlooked in many e-health design processes, and are rarely a 
focus of user centred design. The paper concludes by briefly considering the 
implications of this invisibility.   

Keywords. Personal health records, Barriers, Disadvantage. 

1. Introduction 

Current trends in patient centred health informatics suggest that there are significant 
benefits for patients when they make use of personal health record systems (PHRs), 
which have been defined as “...a private, secure application through which an 
individual may access, manage, and share his or her health information.”  [1, p. 244] 
The potential benefits include better patient-provider communication, patient 
empowerment, access to health self-management, and improved access to data and 
information [2], [3]. However there is little evidence that the incorporation of PHRs 
into the everyday provision of health care will be an appropriate solution for all 
patients. As Rigby and Ammenwerth have recently noted, the development and use of 
informatics in health care has been marked by a “…lack of clear strategic investment 
decisions, and lack of evidence, [which] interlink.” [4, p. 4] 

This paper summarises and contextualises research completed as part of a doctoral 
thesis, based on empirical data analysis of eight years’ hospital admission and 
discharge data linked to measures of patient social disadvantage [5]. The research 
originated in a lingering concern that patients who are at a socioeconomic disadvantage 
are likely to face a ‘triple threat’ because of the difficulties they face with low income, 
increased health needs, and challenges with textual, technical, and health literacy. 
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These individuals are often ‘disempowered, disengaged and disconnected’, and have 
been largely invisible in the process of health records development. [6], [7]  

The research was conducted in two phases. The first phase involved a critical 
appraisal of the research literature to characterise the relationship between 
socioeconomic disadvantage and personal electronic health records. In this phase 
refereed publications were used to delineate, test and validate ideas and concepts.  
These publications considered: the way in which ordinary literate citizens might be 
marginalised by the use within PHRs of specialised medical language and terminology, 
SNOMED CT in particular [8]; the omission of these same citizens from discussions 
about the direction of Australia’s ehealth policy [9];  and a widespread tendency for 
PHRs to be designed by and for an insider elite of ‘People Like Us’, with the 
approaches taken in the design, implementation and evaluation of PHRs being likely to 
ignore the preferences, needs and capabilities of disadvantaged users [6], [7]. 

Publications from the first phase of the research identified aspects of personal 
electronic health record systems that could limit their usefulness for disadvantaged 
patients, and prompted the subsequent research described below. This was conducted 
during 2013 and 2014, using a two-part approach. First, a literature review explored 
current evidence about barriers to the uptake and continued use of personal electronic 
health records. Second, empirical data analysis was used in an attempt to delineate, in 
an Australian setting, a group of disadvantaged healthcare users likely to face higher 
barriers to the adoption and use of PHRs. 

2. Methods 

The literature review targeted publications providing evidence about barriers which 
might prevent the adoption of a PHR, or interfere with its continued use. The review 
covered refereed items published in English after 2003. Publications which focused on 
barriers for providers or provider organisations were excluded. Thematic analysis was 
used to identify core themes within publications 

The investigation of disadvantage, health service use and PHR barriers involved an 
empirical analysis of data covering the 96 geographic areas in Tasmania. This data 
included: three of the Australian Bureau of Statistics’ Socio Economic Indicators for 
Areas (as measures of disadvantage); deidentified patient records for 800,000 public 
hospital admitted episodes and 1.3 million emergency department attendances  (around 
eight years’ data); and area measures of education, internet access and qualifications 
(as proxy measures for text- , technical- and health literacy). Cluster analysis of 
measures for disadvantage, healthcare use and identified PHR barriers was used to 
identify groups within the data, with choropleth maps used to visualise significant 
trends. 

3. Results 

The literature review [10] found evidence of a range of barriers that may interfere with 
the adoption and continued use of PHRs. Across the 40 included publications there 
were 21 individual barriers identified. These included: age; race or ethnicity; income 
and socioeconomic status; education; text, technical and health literacy; internet and 
computer access; and disability. Twelve of the 21 barriers identified had an association 
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with socioeconomic disadvantage. Barriers were found in all phases of PHR adoption, 
and in all types of investigation.  As a secondary outcome, the review also identified a 
number of PHR evaluations that may have introduced a selection bias by actively 
excluding low capability participants. Since it was not possible to deduce the relative 
importance of particular PHR barriers from the frequency of their appearance in the 
research literature, the review did not attempt to rank the significance or prevalence of 
the barriers identified.  

The analysis of hospital service use [11] showed that patients from areas with a 
low socioeconomic status used public hospital services at a higher rate, and had longer 
inpatient stays; these areas also had a higher incidence of factors associated with 
barriers to PHR use.  Cluster analysis identified two distinct subgroups of areas with 
disadvantaged, low capability users receiving more public hospital care, and proxy 
measures suggesting barriers to PHR adoption and use, in contrast to more privileged 
capable subgroups using much less care. Figure 1 presents choropleth maps which 
highlight the dichotomy between these clusters.  

 

 
Figure 1. Maps of increasing financial resources and internet use (top) and hospital and ED use. 
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The maps focus on the most populous area of Tasmania, with Hobart, the state 
capital, in the middle of each map, and the Derwent estuary to the bottom right. The 
upper two maps show measures of overall financial wellbeing (L) and internet access 
(R). Those in the second row show admitted hospital episodes (L) and emergency 
department visits (R), both measured per 1,000 population. Colours change from 
lighter to darker as values increase, with significant overlap between the palest 
neighbourhoods in the first row (more disadvantage and worse internet access) and the 
darkest neighbourhoods in the second (more health service use and PHR barrier 
factors). 

4. Discussion 

This paper has briefly summarised detailed evidence identifying those areas in 
Tasmania whose populations have higher levels of socioeconomic disadvantage, higher 
use of public hospital services, and proxy measures suggestive of lower literacy.  These 
areas also have a higher incidence of chronic disease and of capability barriers which 
are likely to limit any potential benefit from PHR use. PHRs as they are currently 
implemented are unlikely to provide a universal solution for problems with healthcare 
delivery or communication. These findings highlight a need for more attention to be 
paid to the implications of disadvantage during PHR design, implementation, and 
evaluation. A careful assessment is required of the relevance of each potential barrier 
within the population being considered as end users. From a health informatics 
perspective, this paper argues that those involved in the design, implementation and 
evaluation of personal electronic health record systems appear to be overlooking a 
crucial requirement for such PHR systems – that they be “fit for purpose” in the context 
of their intended use and intended end-users. 

None of this is new, but this research dramatically highlights how disadvantaged 
patients continue to be marginalised in many e-health design processes, and are rarely a 
focus of user centred design. More specifically this research highlights that: 

� Current approaches to research on personal electronic health records mean that 
the socially disadvantaged are invisible, often being discounted as ‘non-
adopters’ or ‘not qualifying’ for participation in relevant PHR studies. 
Without special attention, PHRs will continue to ignore the ‘disempowered, 
disengaged and disconnected’; 

� Patients from disadvantaged neighbourhoods in Tasmania use public hospital 
services to a greater extent than those from privileged neighbourhoods, and 
display characteristics which are indicative of barriers to PHR use; 

� There is a risk that disadvantaged patients will receive worse healthcare as a 
result of a focus on personal electronic health records as currently realised. 
Diversion of health resources to the implementation of PHRs may result in an 
increased inequity in healthcare outcomes and contribute to a growing e-health 
divide; and 

� User centred design for PHRs may help to address this issue, but only with the 
participation of a truly representative group of potential users, including the 
disadvantaged. 
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5. Conclusion 

The findings of this research confirm what we already know – poor people have poor 
health, use more health services, and are less likely to benefit from PHRs. What is 
remarkable is how the disadvantaged have remained invisible in the development of e-
health systems. When these results were shared with healthcare professionals who 
provide direct care to patients, a common response was “so what?” They saw the 
findings as so obvious that they did not warrant further commentary or action. This 
paper argues that this is simply not a tenable response for e-health professionals; we 
must not ignore these barriers in the design and configuration of health information 
systems intended for direct use by patients, or for healthcare services more generally. 

Given that individuals experiencing some form of socioeconomic disadvantage 
represent 10% to 15% of the overall population in most Western societies, and a larger 
proportion of the demand on healthcare services, it is worrying that there seem to be so 
few recorded attempts to holistically tailor the design of PHRs to be suitable for 
patients who cannot read, have difficulty using technology, and struggle with the 
interpretation of health concepts and terminology. Just as perplexing is the observation 
that few patient healthcare services are specifically tailored for these same individuals. 

Policymakers, informaticians, health service managers and healthcare providers 
need to look carefully behind the cloak of invisibility that marginalises any 
consideration of the implications of disadvantage in our technology initiatives. This is a 
crucial way of ensuring that any benefits generated by ehealth innovation are being 
shared equitably. If we do not, then those whose healthcare is most in need of 
improvement will be the least likely to benefit from having (at least theoretical) access 
to a PHRs, and our e-health initiatives may end up contributing to, rather than 
ameliorating the social divides that already pervade our societies.  
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Abstract. As with other organizations, hospitals tend to promote unrealistic 
expectations related to software implementaton. Quite often the real issue is a misfit 
between the software and organizational factors. Our paper shows  how work process 
modelling within the hospital can reduce this misfit according to the vision 
developped by the ergonomics and the management of information systems. This 
idea is supported by two cases in two different University Hospitals in France, in 
which using work process modelling lead to identification of problems and their 
causes, and solutions. Modelling requires time, which may be considered costly by 
senior hospital managers, but also should be considered as an investment in order to 
achieve expected goals.  

Keywords. Modelization, Business process reengineering, Information System 
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1. Introduction 

Technological innovations are often shrouded in myths surrounding their ability to solve 
social and economic problems [1] or they are the cause of "magical thinking" that buying 
or  providing a tool leads automatically to its adoption and use in line with the expected 
benefits [2]. Change management, adaptation of technology and generally the underlying 
investment in human and financial resources are often under looked [3]. As with other 
organizations, hospitals promote unrealistic expectations without taking into account 
human and organizational factors. Thus, Electronic Medical Records (EMR) are 
supposed to have various benefits for the medical practices such as providing easy access 
to patient record documentation and increasing the accuracy of these records [4], 
reducing potential medical errors and improving the quality of patient care [5]. In 
addition, authors have shown that uses are not always optimal as designed by managers 
or editors and may lead to workarounds [6], increasing data recording time and 
increasing risk for errors. One of the main explanations of this fact consists in there being 
a misfit between the healthcare workflow process and the workflow process imposed by 
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the technology [7,8]. This misfit is related to the multiplicity and the diversity of clinical 
paths and of clinician practices and needs between the medical departments [9], and the 
lack of coordination [10] among sequential and interdependent actors [11]. 
Consequently, we will show in this paper that  it is possible to increase the fit between 
the healthcare workflow and the EMR as well as with related tools, by identifying of the 
causes of the problems related to these misfits and, consequently, of different solutions, 
with the shareholders involved. We will show also that the workflow process modelling 
method helps to make this diagnosis and to select solutions based on a shared 
representation of the work process.  

2. Background 

Workflow process modelling is usually used in three different frameworks. The first 
framework is that of IT, including medical informatics. Modelling is understood as 
developing a model that could be used for IT development. Healthcare information 
models are generally formal specifications for representing the healthcare content 
structure and semantics within electronic health record systems in order to implement 
and evaluate these models [12,13]. The second framework is the Business Process 
Rengineering (BPR) using information technology as a support to enable a complete 
redesign of work processes [14] in order to achive business ojectives as reducing the cost 
or the delay or increasing quality. Thus, the modelling process is the support of their 
analysis; it aims to identify, capture and characterize the components of the process via 
various tools to obtain a representation or mapping [15]. The third framework is that of 
ergonomics and analysis of the work, which focuses on the operator, the task, work, and 
the work context into which the operators, their work and their tasks are inserted [16,17]. 
The model is a representation of the worflow or work process defined as embedded 
process logic that is resourced by an appropriate set of human and technical resources 
[18], shared by the different operators concerned. In this paper, we consider work process 
modelling within the hospital according to the second and the third frameworks. Tasks 
and work are considered synonimous, related to the the work done, without a prescriptive 
nor normative representation of this work. 

3. Methodology 

Our method, which we call Healthcare Work Processes Modeling in Hospitals 
(HWPMH) is characterized by the following steps: 1) Modeling is done only for each 
specific care process or department, and not as a “one-size-fits-all” method for all the 
departments or hospital; 2) Modelling is focused on the work including informational 
workflow (kind of information, support); 3) Modelling is done at the request of an 
operator or of a researcher, after identifying a problem related to the misfit beetween the 
organization and the technology; 4) Modelling, as description of the work proccess, leads 
to a shared representation of the work with the operators, which is mapped by a 
schematic, using BPMN softwares (Business process modelling notation) BonitaSoft© 
and Bizagy© ; 5) This representation is presented during a meeting with the actors 
concerned (operators and other stakeholders as Human Ressources managers, 
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Information Technology specialists, healthcare professionals), which have to accept or 
modify the proposed solutions. 

This method was implemented simultaneously and independently in two different 
French University Hospitals (Montpellier and Lille), by an employee of each hospital – 
an ergonomist psychologist from the ISD in Lille and a physician of the Delegation to 
the Hospital Information in Montpellier. Both individuals are also researchers. In the two 
cases, the modelling method was the same. The main difference consisted in the method 
used to collect data in order to model the work process (which consisted in a group 
interview with the operator for the Montpellier Hospital and in observation for the Lille 
Hospital). During the meetings with operators or other actors concerned verbatims were 
transcribed.  

The specific processes modeled are presented in the figures 1 and 2. 

Figure 1. Detail of the final process of transmission of the discharge letter in Lille Hospital 

 
Figure 2. Process of information exchange for screening of newborn hearing in Montpellier Hospital 
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4. Results 

Our results are the outputs of the HWPMH method. Several meetings with operators and 
other stakeholders triggered a final model as share representation as the work process 
related to the EMR use. The table below synthesises the inputs or problems of the 
modelling method, their causes (highlighted by HWPMH) and their outputs or solutions.  
  

Table 1. HWPMH Inputs and Outputs (Problems, Causes and Solutions) 

 Lille  Montpellier 
Input 
(problem) 

Decreasing time in discharge letter 
transmission related to 
implementation of digital dictation  
is not effectively as expected 

Lack of completeness of the hearing screening for 
newborn in the hospital (<80%) : missing data for 
the Regional Monitoring Network 

Inputs 
(Causes) 

Digital dictation is just a part of the 
process of producing and sending 
the discharge letter.  
Before sending, the validation step 
depends on two intermediate steps : 
the number of reviewers and of the 
recording of the letter as a pdf file, 
which is related to the secretary’s 
work tasks and workload. 
   

Different recording sources relates to different care 
sectors for newborns 
Lack of accuracy of the data from the screening of 
newborn hearing into the EMR.  
Different pathways to provide data (differents 
forms in the EMR while data are extracted from 
the measuring devices also)  
Different way of scheduling appointments with: 
otorhinolaryngologists according to the release 
time  
 (no possibility for the  discharge during the night 
or weekend)    

Outputs 
(Solutions  
proposed) 

Decrease the number of reviewers 
(no more than 2)  
Send the discharge letter on the day 
of discharge or in advance. 
 

Accurate definition of the different terms and data 
for  newborn hearing screening 
Design and implement an unique form,  integrated 
into the EMR, including automated data 
exportation and alert system when the fields 
remains empty after 3 days or at discharge. 
Optimize the  scheduling system to be used by 
nursery nurses and nursery assistants to take 
specific appointment with otorhinolaryngologists. 

5. Discussion 

While the methods used in the the two hospitals to gather information for workflow 
process modelling were different, schematics resulting from the modelling were 
designed in a similar way. In both cases, modelling as description of the work led to 
identification of the causes of the problems and, consequently, of different solutions. The 
representation of the work using schematics was shared by all the operators and actors 
concerned. This is a condition of the success of our method because coordination among 
interdependent actors [11] is generally missing. Both cases overall showed that beyond 
technology organizational changes are requested in order to reduce misfit and to increase 
benefits expected from the implementation of the software. Modelling requires time, 
which may be considered costly by hospital top managers while it should be considered 
as un investment in order to achieve expected goals. Furthemore, workflow process 
modelling provides better understanding of the fit between organization and technology, 
through information as mediating concept: information as designed and performed by 
work on the one side and designed and provided by technology on the other side. 
Information is not a specific work or task related to a specific occupation but is the core 
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of healthcare work and that of healthcare software. The accuracy of data and information 
recorded has to match information requested for the daily healthcare work in order to 
perform tasks into an interdependent, sequentiel and transverse processes. 

6. Conclusion 

Evidence from two French hospitals shows how work process modelling based on 
consensus allows identification of problems, of their causes and solutions. Thus, we 
suggest that hospitals have to choose between the IT “magic bullet” as a charming way 
to represent quick benefits from techonology implementation without organizational 
efforts and the workflow process modelling as a pragmatic way to increase fit between 
the organization and the technology requesting time and patience. 
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Abstract. Advanced health and social services paradigms are supported by a 
comprehensive set of domains managed by different scientific disciplines. 
Interoperability has to evolve beyond information and communication technology 
(ICT) concerns, including the real world business domains and their processes, but 
also the individual context of all actors involved. So, the system must properly 
reflect the environment in front and around the computer as essential and even 
defining part of the health system. This paper introduces an ICT-independent 
system-theoretical, ontology-driven reference architecture model allowing the 
representation and harmonization of all domains involved including the 
transformation into an appropriate ICT design and implementation. The entire 
process is completely formalized and can therefore be fully automated. 

Keywords. Interoperability; system; ontology harmonization; interoperability 
reference architecture; framework 

1. Introduction 

1.1 Interoperability Issues 

Interoperability as defined by IEEE as “ability of two or more systems or components 
to exchange information and to use the information that has been exchanged” must be 
able to interconnect those in the business case involved systems technically by 
guaranteeing signal and protocol compatibility (technical interop.). With growing 
knowledge about the business case shared among the involved components in advance 
or at runtime, information systems interoperability evolves in following steps: 

1. Sharing data about the business case at different level via simple electronic 
data interchange (EDI) (syntactic interop.) or structured messaging like 
HL7v2 (syntactic interop.); 

2. Information sharing enabling the understanding of underlying concepts of the 
business case represented in openEHR Archetypes, EN/ISO 13940 ContSys 
concepts, HL7v3 artifacts, or HL7 FHIR® resources (semantic interop.); 

3. Taking the information and communication technology (ICT) part related 
actions for realizing the business objectives (service interop.). 

All the aforementioned interoperability levels happen between ICT components 
supporting the business case, while the business case is usually a non-ICT but real 
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world scenario. According to the Good Modeling Practice, the relevant stakeholders 
define the provided view of the model as well as the way of structuring and naming the 
concepts of the problem space. First capturing key concepts and key relations at a high 
level of abstraction, different abstraction levels should be used iteratively, where the 
first iteration is performed in a top-down manner to guarantee the conceptual integrity 
of the model. This requires meeting design principles such as orthogonality, generality, 
parsimony, and propriety [1]. Therefore, the IEEE interoperability definition has to be 
extended to include the domains involved in the business case resulting in cross-
domain cooperation, which requires sharing and harmonizing those domains’ 
knowledge represented by related ontologies and policies. As the domain experts do 
not share equal levels of experiences, training, knowledge, etc., shortly summarized in 
skills, the final interoperability level is skills-based interoperability resulting in 
moderated individualized end-user collaboration based on individual ontologies. In 
other words, interoperability turns from technical aspects of ICT and data sharing to 
domain-specific aspects of policy, knowledge and skills harmonization. In the lack of 
administrative power as well as a priori shared and enforced knowledge and policies, 
missing interoperability pre-requisites must be distributed and harmonized at runtime 
by advanced interoperability solutions. 

The advancement of medicine from an empirical, phenomenological approach 
towards systems medicine enabling personalized, preventive, predictive, participative 
precision medicine for individually tailored care requires the cross-disciplinary 
understanding of the status of the individual and its context as well as its correct, 
consistent and formal representation for integration in the ICT system as part of the 
business system. Harmonizing and sharing all instances of individual cases and their 
informational representations in advance is impossible, as a) nobody can pre-define 
what will happen, and b) sharing all thinkable instances will lead to a representation 
system’s complexity which is un-determined and not manageable. 

The non-ICT interoperability is not just defining the ICT interoperability solution, 
but is the real challenge in the game. In most interop-standards specifications, both 
facts are ignored. 

1.2 Standards and Specification Issues 

Meanwhile, many standards and specifications have been developed by different 
Standards Development Organizations (SDOs) to enable cooperation between actors in 
health business cases. Thereby, specifications usually address different aspects of the 
business from a specific domain’s perspective, considered by domain experts using 
their specific methodologies as well as their specific terminologies, at best based on 
related domain ontologies. In real world business systems, usually different domains 
are involved, so requiring an integration of those different specifications, thereby 
growing regarding the complexity and multi-disciplinary characteristics when moving 
to more advanced healthcare paradigms. 

For harmonizing domain or use case specific specifications when adding a new 
specification or changing/extending the business case, especially when including 
another domain, currently a mutual adaptation and harmonization is performed, 
resulting in a revision process of the impacted standards and specifications. With 
increasing complexity and variability of the system and the diversity of its subsystems 
and components, the lifetime of domain specific specifications goes down. 
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The alternative way of a priori harmonizing the aforementioned highly complex, 
highly dynamic, multi-disciplinary/multi-domain advanced healthcare system by 
representing it by one domain‘s terminology/ontology or - even worse - by using ICT 
ontologies fails. The same holds when using one domain’s representational style and 
models or standards as reference or master that all other domains and their experts must 
adhere to, e.g., by enforcing biologists, physicians, philosophers and artists to think and 
represent in UML and the 78 concepts of the ICT base ontology [2]. 

Therefore, an adaptive approach is required to sharing and harmonizing ICT, 
domain, and personal ontologies and conditions at runtime. 

2. Methods 

For meeting the non-ICT interoperability challenges, an abstract domain-independent 
representation of systems is deployed, based on a system-theoretical, architecture-
centric, ontology-driven approach [3, 4]. The mathematical concept representation 
using the universal type theory in combination with systems engineering 
methodologies allows representing any system architecturally (i.e. the system’s 
components, their functions and internal as well as external relations) by generically 
describing its composition/decomposition as well as the aspects (domains) of the 
system relevant in a specific context (e.g. business case), instantiated using those 
domains’ ontologies. The reference architecture model - here focus on the business 
domain - can be used recursively, so representing, e.g., the real-world systems’ 
continuum from elementary particles to the universe (Figure 1). 

Additionally to agreeing on one or more, and at best standards-based, ICT 
ontologies, the agreed domains’ knowledge, but also individual (language, education, 
skills, experiences, social and psychological aspects, etc.) and environmental context 
must be represented, harmonized and communicated by instantiating the system’s 
architectural components and behavior through the domain-specific ontologies and 
policies. 

 

 
Figure 1. Granularity Levels of the Interoperability Reference Architecture Model  

By combining that model with ISO/IEC 10746 RM-ODP, the Interoperability 
Reference Architecture Model (introduced in the nineties as Generic Component Model 
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- GCM) as well as the applicable rules - the Interoperability Reference Architecture 
Model Framework - (also known as GCM Framework) is completed [4, 5]. 

3. Results 

This reference architecture model allows consistently describing any complex real 
world system’s structure and behavior by representing concepts and relationships of the 
domain-specific sub-system at the real world system component’s level of granularity 
using the specific domain ontologies. In other words, the domain-specific subsystem 
(e.g. a domain-specific standard or specification) is not harmonized any more by peer-
to-peer and case-by-case revisions (Figure 2a), but is re-engineered using the 
Interoperability Reference Architecture Model (Figure 2b). Bound to the GCM 
Framework, inter-domain relationships must happen at the same level of granularity [5]. 
To get there, intra-domain specializations/generalizations have to be performed. In 
summary, the Interoperability Reference Architecture Model supports ontology 
harmonization or knowledge harmonization to enable interoperability between existing 
systems, standards and solutions of any level of complexity without the demand for 
continuously adapting/revising those specifications. 

The described process can be automated. The same holds for transforming the 
cross-domain, harmonized, consistent informational representation of the complex 
business system into the different ISO/IEC 10746 views for analyzing, designing, 
implementing and maintaining the related ICT solution. 

 

 

Figure 2. Standards Harmonization and Integration Approaches  

 
Examples for re-engineering existing standards to provide cross-specification or 

even inter-disciplinary interoperability can be found in [5] regarding interoperability 
between HL7v2 and HL7v3 or in [6, 7] enabling use case and domain-crossing 
interoperability in the context of ISO 13972 Health informatics - Detailed clinical 
models. The approach has also been adopted for ISO and CEN standards such as ISO 
13606-1 Health informatics – EHR communication – Reference Model, where the 
reference model used for all parts has been re-engineered. The feasibility of the 
Reference Architecture Model and Framework has also been practically demonstrated 
for automatically designing inter-domain Web services to facilitate multi-disciplinary 
approaches to Type 2 Diabetes Care management [8]. 

a) b) 
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4. Discussion and Conclusions 

Domain experts involved describe specific aspects of business systems in a specific 
context, using their specific terminologies and ontologies, methodologies and 
frameworks. Normally not bound to a specific framework, resulting informational 
representations are therefore quite inconsistent. This as well as evolving contexts or the 
inclusion of further domains require the adaption of existing (standardized) 
informational representations of domain-specific use cases, resulting in permanent 
revisions of specifications. Migrating to a domain-independent reference architecture 
developed from an abstract mathematical representation of the universe and combined 
with system-theoretical engineering, enables the consistent formal representation, 
harmonization and interrelation of any discipline to complex systems’ interoperability. 

The presented approach has been successfully introduced in several cross-domain 
ISO specifications, such as ISO 22600 Privilege management and access control, ISO 
21298 Functional and structural roles, HL7 Composite Security and Privacy Domain 
Analysis Model. A simplification of the model is the basis of the open architectures for 
national health information systems in developing African countries [9]. The approach 
also allows a comparative analysis and evaluation of ICT Enterprise Architectures [4]. 
Recently, ISO TC 215 decided to include the Interoperability Reference Architecture 
Model in all specifications crucial for health systems interoperability such as ISO 
13606, ISO 13972 or ISO 21298 Health informatics – Health systems architecture, 
managed by ISO TC 215 Working Group 1 “Architecture, Frameworks and Models”, 
but also including related specification work of the other WGs. 
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Abstract. Archetype-based Electronic Health Record (EHR) systems using  generic 

reference models from e.g. openEHR, ISO 13606 or CIMI should be easy to update 

and reconfigure with new types (or versions) of data models or entries, ideally with 

very limited programming or manual database tweaking. Exploratory research (e.g. 

epidemiology) leading to ad-hoc querying on a population-wide scale can be a 

challenge in such environments. This publication describes implementation and test 

of an archetype-aware Dewey encoding optimization that can be used to produce 

such systems in environments supporting relational operations, e.g. RDBMs and 

distributed map-reduce frameworks like Hadoop. Initial testing was done using a 

nine-node 2.2 GHz quad-core Hadoop cluster querying a dataset consisting of 

targeted extracts from 4+ million real patient EHRs, query results with sub-minute 

response time were obtained. 

Keywords. Medical Record Systems, Computerized; Database Management 

Systems, Dewey encoding, Archetypes, openEHR, Hadoop, Epidemiology, XML 

1. Introduction 

The adoption of standardized “archetype”-based Electronic Health Record (EHR) 

systems is increasing globally. Such systems use a fixed reference model (from e.g. 

openEHR, ISO 13606 or CIMI) that provides basic building blocks that are then 

assembled and constrained (primarily by clinicians) into clinically relevant structures 

using modeling layers consisting of archetypes and templates [1]. This partly resembles 

how XML building blocks can be assembled and constrained by layers of schemas. 

“Archetyped” instance data, i.e. conforming to archetypes, templates and the 

corresponding reference model (RM), often form deep tree structures where path-based 

querying is useful for both single-patient and epidemiological multi-patient use cases.  

Existing deep tree storage and retrieval mechanisms (for example XML- and JSON-

databases) can be reused for archetype-based systems [2]. There are open source XML-

database solutions fully capable of handling single-patient use-cases for databases with 

millions of archetype-based records [3]. However, for good performance for large 

population epidemiological queries, other approaches or optimizations are needed [4]: 
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• If the queries are well known beforehand and regularly re-run, like for recurring 

statistical needs, then common solutions are a) to have database administrators 

(DBAs) create query-specific index optimizations or b) to export relevant parts 

to a data warehouse (OLAP) system.  

• In exploratory epidemiological research, on the other hand, where query results 

often lead to new questions, the delay caused by waiting for a DBA or other 

constrained (often human) resources can become a major bottleneck. Thus 

explorations of automated optimizations also handling ad-hoc population 

queries have been published [4]. In this publication we describe Dewey 

encoding as another method to add to the arsenal of solutions for these ad-hoc 

query use cases.  

Storage of archetype-based data can be implemented using various database approaches 

[2][3][4][5] but are often queried using the implementation-neutral AQL (Archetype 

Query Language) [6] that can be translated into the database's ”native” query language.  

Many kinds of tree-shaped data can be Dewey encoded and stored in many kinds of 

persistence solutions. This paper contributes an outline of how Dewey indexing can be 

customized by including archetype_node_id in the index paths in order to enhance 

performance when applied to openEHR models and associated AQL queries; non-

enhanced XML Dewey coding would instead store archetype_node_id as attribute+value. 

In our implementation we used Hadoop as a scalable persistence and query execution 

environment. Adapting the approach for other persistence platforms and non-XML-

formats should be rather straightforward. 

2. Background 

Based on the Dewey Decimal Classification [7], which was originally developed for 

general knowledge classification, Dewey order encoding is among the popular methods 

for encoding XML documents [8]. With Dewey order, each node in an XML tree is 

labeled with a vector (for example the string 1.8.3.1) representing the path from the root 

to the node following the rules: (1) The root is labeled as an empty string; and (2) For a 

non-root element u, label(u)=label(v).x, where u is the xth child of v. 

With the Dewey order encoding, each node in the XML tree is labeled with a distinct 

string. This enables Axis operations in an XPath-style query such as ::child, ::descendant 

and ::sibling to be simply formulated with common string operations. Based on the 

Dewey order coding, all the distinct paths of the underlying XML document can then be 

enumerated and to each path expression, the set of the corresponding nodes (in the form 

of Dewey encoding) is referred. The steps above are in fact the essential operations used 

in the so-called XML document shredding, with the ultimate goal of storing and querying 

the XML data in Relational Database Systems. 

3. Method  

Since the collection of all archetype-based data instances in an EHR system is a giant 

logical tree with paths, we follow the general routine of Dewey order encoding [8] to 

label all the nodes in the tree. One index table (pathindex in Figure 1) assigns a 

consecutive path id number to each unique path found in the data, thus if the path has 
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already been seen in a previous document (EHR extract) then the path is not added to 

pathindex. As an example of this, consider Table 1 that shows that there were 2820 

different paths in the EHR extracts of 4.2 million patients (labeled sus4200k). The Dewey 

id of the document node containing a path is then appended to a “TP”-table (Figure 1) 

that has a name based on the Path id number corresponding to the path in the pathindex 

table. If it is a branch node then the corresponding table is of type Branch, if there instead 

is a leaf/data/text value at the node it is of type Leaf, see Figure 1. This design using a 

large number of tables/files suits the distributed Hadoop implementation when data and 

computational load is to be distributed over several servers. 

 

Figure 1. Simplified table examples. The number of TP-tables corresponds to the number of entries in the 

pathindex table that grows when new kinds of clinical information (using new archetypes etc) is added to the 

system. The number of rows within the TP-tables increases with the number of patients and notes per patient. 

archetype_node_id: In an archetype-based tree structure, many node instances have an 

attribute named archetype_node_id that via archetypes identify the clinical meaning of 

the node [1]. In an AQL query [6], archetypes play important roles by occurring in the 

form of archetype predicates such as e.g. [openEHR-EHR-

COMPOSITION.encounter.v1], and node predicates such as e.g.  items[at0001]. 

Therefore, we make the archetype_node_id a first class citizen by including 

archetype_node_ids in the enumerated paths. An example path expression is: 

...data[at0001]/events[at0002]/data[at0003]/items[at0004]/value[]... 

This is in contrast to the conventional XML transformation method [8] of storing 

the archetype-id and values in corresponding attributes in a table, thus a considerable 

amount of join operations on the attribute tables and the path tables can be avoided. 

Reference Model types. RM types such as COMPOSITION, OBSERVATION 

occur in the FROM clause of an AQL query as class expressions to scope the data source 

for the query. We collect all the RM types and for each type t, the set of Dewey_IDs 

whose type is tagged t is stored in a table (see “Type nodes” in Figure 1). 

AQL query processing. A formal description of the translation from AQL to SQL 

is beyond the scope of this paper. In the following we outline general rules with the help 

of a running query example (taken from a Brazilian epidemiology context described in 

[3] and [4]) which returns the records in a certain date interval where a certain 

examination is missing (indicated by the presence of a null-flavour value): 

SELECT e/ehr_id/value as ehr_id FROM Ehr e 
CONTAINS COMPOSITION c [openEHR-EHR-COMPOSITION.citologic_exam_form.v1] 
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CONTAINS OBSERVATION obs [openEHR-EHR-OBSERVATION.siscolo_anamnesis.v1] 
WHERE EXISTS 

obs/data[at0001]/events[at0002]/data[at0003]/items[at0004]/value  

AND EXISTS 

obs/data[at0001]/events[at0002]/data[at0003]/items[at0022]/null_flavour 
AND (c/context/start_time/value >= $beginTime AND 

c/context/start_time/value < $endTime) 

The translation takes the following steps: 

1. Identify paths. All paths can be extracted from the SELECT and WHERE clauses. 

Moreover, we retrieve the archetype predicates from the FROM clause and combine 

them together to produce the desired path expressions. For the example query we 

generate four paths ending with these substrings (suffixes): 

P1 e/ehr_id/value 

P2 

[openEHR-EHR-OBSERVATION.siscolo_anamnesis.v1] 

/data[at0001]/events[at0002]/data[at0003]/items[at0004]/value

P3 

[openEHR-EHR-OBSERVATION.siscolo_anamnesis.v1] 

/data[at0001]/events[at0002]/data[at0003]/items[at0022]/null_flavour 

P4 [openEHR-EHR-COMPOSITION.citologic_exam_form.v1] /context/start_time/value 

Note that if the retrieved path is not unique, we will retrieve a set of paths. To simplify 

the presentation, we assume all above paths are unique. 

2. Retrieve tables. For each path from the last step, we retrieve the tables TP1, TP2, TP3 

and TP4 respectively. Note that TP1 and TP4 contain Dewey_ID and value attributes (leaf 

tables), and TP2 and TP3 contain only Dewey_IDs (branch tables). 

3. Filters. The filter (value >= $beginTime AND value < $endTime) is applied to TP4.  

4. Join operation. We conduct a join operation on TP2 and TP3 with the Dewey_ID of the 

variable obs as the join attribute. Note that the Dewey_ID of obs can be conveniently 

obtained by trimming a suffix of certain length on the Dewey_ID of TP2 and TP3 

respectively. We name the result table as TP23. 

5. Containment checking. Analogously to obs, we can obtain the Dewey_ID of e and c 

from TP1 and TP4 respectively. Then the containment checking is conducted by the join 

operation on TP1, TP23 and TP4 with the join condition that e is the ancestor of c and c is 

the ancestor of obs. We name the result table as TP1234. 

6. Type checking. We check whether c is of type COMPOSITION and obs is of the type 

OBSERVATION by joining TP1234 with the type table TCOMPOSITION and TOBSERVATION. 

4. Results and Discussion 

The data sets used for tests are sus42k, sus420k and sus4200k, which contain information 

about 42,428, 424,270 and 4,242,500 patients, respectively. They have been described 

and used for other performance tests in [4]. The data is shredded into the branch and leaf 

type tables. The characteristics of the datasets are given in the following table. 

Table 1. Characteristics of the datasets used in this study. Size is the total size of all the shredded tables. 

Shredded 

dataset 

Size # Paths 

#Branch 

tables 

#Leaf 

tables 

#Type 

tables 

Average 

table size 

sus42k 4.5 GB 2625 1819 806 24 1.7 MB 

sus420k 45 GB 2784 1929 855 24 16 MB 

sus4200k 450 GB 2820 1953 867 24 158 MB 

The experiments were conducted in a nine-node cluster Hadoop server; each node with 

quad 2.20 GHz AMD Opteron(TM) 6274 Processors running Debian GNU/Linux 6.0.10 

with 12 GB RAM and 1 TB hard disk. The Hadoop block size was 64 MB. The query, 
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also used in [4], was manually translated and coded in Java and then executed using 

Hadoop map-reduce processing on the datasets described in Tables 1 and 2.  

Table 2. Datasets, table sizes and results from query performance testing on a Hadoop cluster. The last column 

shows the running time values of the query processing. For each dataset, the query was run 10 times and an 

average running time value was calculated. 

Table size: T
P1

 T
P2

T
P3

 T
P4

 Total Running time  

sus42k 2.1 MB 0.7 MB 0.1 MB 1.6 MB 4.5 MB 21 s 

sus420k 22 MB 6 MB 1 MB 13 MB 42 MB 29 s 

sus4200k 218 MB 60 MB 7 MB 130 MB 415 MB 59 s 

The results of this initial test indicate that archetype-aware Dewey indexing can be a 

useful tool to support ad-hoc querying in large datasets on systems with relational 

capabilities (join and containment operations etc.) The indexing is related to inverted 

indexes (like Apache Lucene) that have been applied in other openEHR settings [2].  

 

Comparisons to previous work: Performance tests [3][4][5] of different archetype-

based systems are hard to compare with each other due to different data and hardware. 

In previous studies [3][4], using this data, Couchbase gave really fast results for recurring 

queries, but required indexing time for every new (unseen) query; for really small 

datasets BaseX was faster than this more scalable Dewey+Hadoop approach. 

Future work: a) Benchmarking studies should compare several solutions on the same 

hardware setup using the same data and queries. 

b) The single query translated manually and tested is just an initial feasibility test, but 

we were encouraged by other researchers to publish it so that other teams can explore it. 

In any realistic production system the AQL to Hadoop-querying translation should be 

automated instead of hand-coded in order to support the exploratory epidemiological 

research use case described in the introduction. Automating such translation is also a 

reasonable prerequisite to ease preparation of further performance tests with multiple 

different AQL queries. Other automated AQL translations have been done earlier [3], 

and AQL grammars are available [6]. 
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Abstract. The Andalusian Health Service is the public healthcare provider for 
8.302.923 inhabitants in the South Spain. This organization coordinates primary 
and specialized care with an IT infrastructure composed by multiple Electronic 
Health Record Systems. According to the large volume of healthcare professionals 
involved, there is a need for providing a consistent management of information 
through multiple locations and systems. The HEMIC project aims to address this 
need developing and validating a methodology based on a software tool for 
standardizing information contained within EHR systems. The developed tool has 
been designed for supporting the participation of healthcare professionals the 
establishment of mechanisms for information governance. This research presents 
the requirements and designs for of a software tool focused on the adoption of 
recognized best practice in clinical information modeling. The designed tool has a 
Service Oriented Architecture that will be able to integrate terminology servers 
and repositories of clinical information models as part of the modeling process. 
Moreover, the defined tool organizes clinicians, IT developers and terminology 
experts involved in the modeling process in three levels to promote their 
coordination in the definition, specialization and validation of clinical information 
models. In order to ensure the quality of the developed clinical information models, 
the defined tool is based on the requirements defined in the ISO13972 Technical 
Specification.  

Keywords. Quality Management System, Tool, Software, Semantic 
Interoperability, Electronic Health Record. 

1. Introduction 

Nowadays there are multiple specifications that aim to define how clinical information 
is structured in order to be transferred between EHR systems. Some of the most 
relevant specifications are: Detailed Clinical Model, HL7 CDA templates, HL7 FHIR 
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resources, CIMI models, ISO 13606 and openEHR archetypes. As part of this research 
we use the term Clinical Information Model to be able to describe any of the above 
presented specifications applicable to define how clinical information is structured in 
order to be transferred between EHR systems. 

1.1. Clinical Information Modeling Processes, Quality Standards and Tools 

The Clinical Information Modeling Process (CIMP) is an iterative process that includes 
the analysis of the domain and requirements, designing, implementing, validating and 
maintaining CIMs. The analysis of how the CIMs are developed in the published 
literature shows that it is possible to define a unified process to guide CIM definition, 
including the description of best practices to increase the quality of the CIMs because 
there are not particular differences on the process adopted associated with the applied 
EHR specification [1].  

In the clinical information modeling field, ISO 13972 Technical Specification: 
Detailed Clinical Models Definition and Processes [2] describes how to implement 
quality processes that lead to the recommended definition of CIMs. Moreover, this 
specification details a set of testable quality attributes of these resulting models and 
how to implement a Quality Management System for the CIMP. The implementation of 
a Quality Management System allows establishing a continuous improvement cycle 
through the continuous adaptation of processes and measurements within each of the 
steps to obtain improved quality in the final product. Given that this specification has 
been recently approved, most of the existing modeling tools don’t comply with the full 
list defined CIMP requirements.  

Clinical information modeling tools are software platforms designed to support the 
processes associated with the definition of CIMs, as well as, establishing governance 
for the multiple CIMs applicable within an infrastructure or domain. Currently there are 
multiple tools such as the openEHR suite [3], DCM suite [4] and LinkEHR [5] that 
provide the mechanisms for defining and management CIMs in the form of archetypes 
or DCMs. A recent evaluation study shows that existing modeling tools have a good 
adoption of functionalities related with the management EHR specifications, data types, 
terminology binding and CIM metadata. As well, this study identified the need for 
increasing the support of the CIMP [6].  

1.2. Andalusian Health Service 

The Andalusian Health Service (AHS) is a public healthcare provider responsible for 
providing care for more than 8 million people.  AHS has developed an IT infrastructure 
composed by multiple EHR systems covering primary and specialized care. The 
development of this infrastructure began in 2000, with the deployment of a centralized 
EHR system called Diraya in all the primary care centers of the region. Diraya contains 
modules that manage unique identification, ePrescription, Diagnostic orders, 
appointments, professional access for the region. In the subsequent years, additional 
EHR systems for hospital care and emergency department were developed. As a result, 
the AHS IT infrastructure has been deployed through the full network of 29 hospitals 
and 1,500 Primary care centers distributed throughout the region. The deployed 
infrastructure is currently used by approximately 85,000 health professionals and it 
contains more than 70 million ePrescriptions and 40 million primary care encounters. 
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The AHS has defined a central strategy for improving the quality of integrated care 
through the definition of a set of Integrated Healthcare Processes (IHP) for the 70 most 
relevant diseases. IHPs are based on the development of flexible organizational models 
and an appropriate management of the processes according to the integration of 
scientific knowledge and evaluation of their performance in healthcare environment. 
Each IHP describes how multiple actors are involved in each of the steps of the patient 
care through the multiple healthcare centres of the region. 

Based on the existing infrastructure and the need for providing integrated care, 
AHS has strong need for establishing a consistent management of information 
mechanisms to ensure that information collected is adequately exploited and analyzed. 
The HEMIC project aims to develop and validate a methodology based on a software 
tool for standardizing information contained within EHR systems. 

2. Methodology  

This research aims to define the requirements for an online tool that support the CIMP 
through functionalities that ensure the application of the previously defined 
methodology for defining forms and information models. The definition of 
requirements was based on: (i) CIMP identified as part of the systematic literature 
review about papers talking about semantic interoperability in EHR systems [1]; (ii) 
metrics defined as part of the ISO13972 standard for implementing a Quality 
Management System [2]; and (iii) essential requirements for modeling tools [7]. 

3. Results 

The HEMIC tool has been designed as a software instrument that will support the 
coordination of those healthcare professionals involved in the modeling process. This 
tool includes roles to classify users in three levels. The first level includes the 
coordinators that ensure the establishment of the information governance process. They 
coordinate and manage the definition of resources applicable for the multiple 
healthcare domains in the form generic CIMs. The second level includes a core team of 
multidisciplinary experts who work in depth on the detailed clinical and technical 
needs that the system and CIMs will need to satisfy. The third level comprises a larger 
group of domain experts responsible for validating the proposed clinical document or 
EHR form. A checklist has been designed to provide guidance about the recommended 
practices for the clinicians participating in the modelling process ensuring that models 
were based on relevant sources of information and followed appropriate validation 
mechanisms.  

The HEMIC tool includes mechanisms for defining and managing the multiple 
clinical documents associated with each IHP. Moreover, associated with the evaluation 
of the implemented care process, the tool will support the definition of key 
performance indicators Most of these indicators are based on time associated with the 
healthcare delivery and healthcare outcomes in the patient population. Figure 1 details 
how multiple roles and tasks are assigned. 
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Figure 1. Coordination of participants in the definition process. 

 
There were designed functionalities to allow clinicians designing clinical documents 
and the EHR forms based on the generic clinical information models approved by the 
coordination group. The tool specified mechanisms to access to a repository of generic 
CIMs and terminologies server. The Web Form Designer component accesses the list 
of approved semantic structures to allow clinicians define their required EHR form 
based on specialisation mechanisms. Specialisation mechanisms were based on the 
Archetype Design Principles [8] to ensure consistency of the specialised EHR form 
with a mechanism for detailing additional semantic context for the designed form. 
Associated with the definition of clinical documents, HEMIC tool generates validation 
tasks for modelling process coordinators ensure the satisfaction with the established 
information governance strategy.  

The output of the modelling process will be initially in the form of CSS templates, 
and XML data storage structure. These outputs might be directly incorporated by the 
implemented AHS EHR systems as a new web form consistent with the established 
information governance. In addition, it will be provided an additional output according 
to the ISO13606 Extract structure.  In the future, it is foreseen to be able to satisfy other 
specifications based on generic reference model such as CIMI models or openEHR. 
The HEMIC tool has been designed to provide the approved semantic structures to be 
incorporated in the EHR forms. Figure 2 shows a representation of the HEMIC tool 
architecture. 

 
Figure 2. HEMIC tool architecture 
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4. Discussion 

Traditional software development processes for defining and updating EHR systems 
require a large process with multiple meetings for obtaining clinical consensus and 
defining requirements. The traditional process has associated high cost and effort to 
coordinate meetings between multiple clinicians with limited availability. The HEMIC 
tool has been designed as an instrument focused on supporting the clinician 
involvement as part of the CIMP. Within the AHS there is a need for coordinating 
requests for modifying and generating new EHR forms, the defined functionalities are 
expected to allow clinicians to define clinical document and EHR forms with minimal 
supervision through consistent mechanisms for assigning semantics. As a consequence, 
clinicians would benefit from a web based tool that expects to accelerate the process of 
building consensus for defining the structure of EHR forms. The tool will be piloted 
with clinicians involved in the definition of new EHR forms as part of the AHS IT 
infrastructure in order to determine their acceptance and evaluate the benefits from 
adopting the HEMIC proposed methodology.  

In order to ensure the quality of the developed CIMs, the defined CIMP has been 
designed to facilitate future quality labeling process based on the ISO 13972 Technical 
Specification.  

5. Conclusion 

The HEMIC tool has been designed as an instrument able to coordinate the 
participation of clinicians, terminology experts and IT developers as part of the CIMP 
based on the ISO13972 requirements. The tool includes functionalities for ensuring the 
establishment of information governance mechanisms through the management of 
generic CIMs able to be specialized to define EHR forms. 

The HEMIC tool will be piloted with the definition of CIMs for one IHP in the 
coming months to evaluate the clinician perceived usability and acceptance. Moreover, 
this evaluation will assess the semantic consistency of the developed EHR forms and 
estimate the reduction of time in the CIMP. 
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Abstract. ArchMS is a framework that represents clinical information and 
knowledge using ontologies in OWL, which facilitates semantic interoperability 
and thereby the exploitation and secondary use of clinical data. However, it does 
not yet support the automated assessment of quality of care. CLIF is a stepwise 
method to formalize quality indicators. The method has been implemented in the 
CLIF tool which supports its users in generating computable queries based on a 
patient data model which can be based on archetypes. To enable the automated 
computation of quality indicators using ontologies and archetypes, we tested 
whether ArchMS and the CLIF tool can be integrated. We successfully automated 
the process of generating SPARQL queries from quality indicators that have been 
formalized with CLIF and integrated them into ArchMS. Hence, ontologies and 
archetypes can be combined for the execution of formalized quality indicators.  

Keywords. Clinical quality indicators, Semantic Web, Ontology, Electronic 
Health Record 

1. Introduction 

The Semantic Health Project [1] proposes the combined use of EHR standards, 
ontologies and terminologies for the achievement of semantically interoperable EHR 
systems. Current EHR standards use clinical models to describe patient data recording 
scenarios. The meaning of the entities in the clinical models is provided by means of 
ontologies and terminologies. The increasing use of ontologies for supporting EHR 
information and knowledge management can be illustrated through the development of 
frameworks. An example is our Archetype Management System (ArchMS) [2], which 
proposes an OWL-based semantic interoperability framework for Electronic Health 
Record (EHR) data, managing several repositories of archetypes, clinical data and 
terminologies in formats such as ADL and OWL. Archetypes are the type of clinical 
models used in ArchMS to share clinical data in a formal and scalable way. ArchMS 
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permits primary and secondary use of EHR data, e.g. for patient classification. 
However, it lacks specific functionality to assess the quality of care by analyzing EHR 
data. 

Such assessment is often done using clinical quality indicators, which are 
“measurable elements of practice performance for which there is evidence or consensus 
that they can be used to assess the quality, and hence change in the quality, of care 
provided” [3]. Quality indicators are often released in natural language and computed 
manually, leading to problems of ambiguity and inefficiency. Quality indicators are 
often expressed as a fraction, where the denominator defines the number of patients to 
whom the indicator applies and the numerator defines the number of patients that 
received high-quality care. The CLinical Indicator Formalization (CLIF) method [4] 
supports users in formalizing such quality indicators in 8 steps. It has been 
implemented in the CLIF tool, which helps the user to create two computable queries 
for a given indicator, one for the numerator and one for the denominator, so that it can 
be computed automatically.  

The computation of quality indicators often requires to integrate information from 
several heterogeneous sources, which is a task that can be facilitated by Semantic Web 
technologies. The feasibility of representing CLIF quality indicators using Semantic 
Web formalisms was shown in [5], but it was performed manually. In this paper we 
determine feasibility to automate the process by integrating the execution of CLIF 
quality indicators in the ArchMS framework, so the combination of archetypes, 
ontologies and formalization to enable the effective, automated computation of quality 
indicators. 

2. Methods 

The quality indicators created with the CLIF tool2 are the input to our method, and 
SPARQL queries that can be issued over ArchMS datasets are the output.  We describe 
next how SPARQL queries that can be executed over ArchMS datasets are generated 
from the 8 CLIF steps: 
 

Step 1: encoding relevant concepts from the indicator by concepts from a 
terminology. The concepts have to be encoded with the ontologies used for the EHR 
data capture. The encoded terms are considered individuals of the class representing the 
clinical concept in the ontology. 

 
Step 2: definition of the information model. This step includes the binding the 

concepts encoded in step 1 to entities of the information model and the definition of 
relations between the entities. The information model for the quality indicator is 
defined using an OWL ontology. For each variable included in the query a triple of the 
form ?variable1 a :Class1 is created, where Class1 stands for the class to which the 
variable belongs. The relationships between the defined variables and between the 
concepts defined in step 1 are specified through OWL object properties. The use of the 
ontology permits to assert properties.  
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Step 3-6: formalization of the temporal, numeric, boolean and textual criteria. 
These constraints are specified in SPARQL by using filters, as described next: 

� Temporal constraints are translated using FILTER, BIND and date functions 
such as YEAR, MONTH and DAY. 

� Numerical constraints use FILTERs to compare a variable with a number. 
� Textual: FILTER REGEX, using as parameter the corresponding text. 
� Boolean: FILTER or FILTER NOT according to the TRUE/FALSE value.  

Step 7: definition of the exclusion criteria and negations. The exclusion criteria are 
expressed in SPARQL using FILTER NOT EXISTS.  

 
Step 8: identification of specific criteria for the numerator. The numerator 

constraints are excluded from the query of the denominator. 

3. Results 

3.1. Transformation Example 

The application of the transformation method is illustrated next through the quality 
indicator “Number of examined lymph nodes after resection of a primary colon 
carcinoma”, which is defined as follows: 

Numerator: number of patients with 10 or more lymph nodes examined after 
resection of a primary colon carcinoma. 

Denominator: number of patients with lymph nodes examined after resection of a 
primary colon carcinoma. 

Exclusion: patients with previous radiotherapy and recurrent colon carcinomas.  
 
Step 1: encoding relevant concepts from the indicator by concepts from a 

terminology. The results of this step are the mappings between concepts of the 
indicator and the SNOMED-CT concepts shown in Table 1. 

 
Table 1. Codification of relevant concepts of the sample quality indicator 

Quality indicator concept SNOMED CT concept 
Colon resection SCT_23968004 (Colectomy (procedure)) 
Primary colon carcinoma SCT_93761005 (Primary malignant neoplasm of colon) 
Lymph node examination SCT_284427004 (Examination of lymph node) 
Radiotherapy SCT_108290001 (Radiotherapy) 
Recurrent colon carcinoma SCT_31496500 (Local recurrence of malignant tumor of colon) 

 
Step 2: definition of the information model. The result is the OWL representation 

of the colon carcinoma domain ontology (see Figure 1), where the coloured classes are 
the ones mapped to SNOMED CT. The variables such as ?resection, ?examination or 
?colonCarcinoma are linked through the ontology: 

?patient a Patient . 
?resection a Procedure . 
?coloncarcinoma a Diagnosis . 
?coloncarcinoma hasParticipant ?patient . 
?resection hasReason ?coloncarcinoma . 
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The codification done in step 1 is translated into the query as follows: ?coloncarcinoma 
isAboutSituation sct:SCT_93761005. 
 

Step 3-6: formalization of the temporal, numeric, boolean and textual criteria. The 
following temporal and numeric constraints are created: 

?examination date_time_performed ?tempRel120 . 
?resection date_time_performed ?tempRel220 . 
FILTER (?tempRel120 >= ?tempRel220) 

          ?resultExamination nodes_examined ?num15 . FILTER ( ?num15 >= 10)  
 
Step 7: definition of the exclusion criteria and negations. The exclusion criteria for 

?radiotherapy and ?recurrent are created: 
filter not exists{ 
?radiotherapy date_time_performed ?tempRel119 . 
?examination date_time_performed ?tempRel219 . 
filter(?tempRel119 <= ?tempRel219) }  

 
Step 8: identification of specific criteria for the numerator. The numerator 

constraints are excluded from the query of the denominator. 

  
Figure 1. Excerpt of the colon carcinoma domain ontology 

 

 
Figure 2. Interface of the integration of quality indicators in ArchMS 
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3.2. Implementation 

The resulting framework is available in http://sele.inf.um.es/archms/clif. Figure 2 
shows the interface to run the quality indicator queries and the result of executing our 
running example in a repository of 5000 patients. The resulting SPARQL queries are 
stored in a repository that is used by ArchMS. Given a quality indicator and a domain 
ontology, ArchMS recovers the SPARQL query to compute the quality indicator over 
its datasets. 

4. Conclusions 

Semantic Web technologies facilitate the interoperability of data, which helps to deal 
with data heterogeneity, a traditional problem of computing quality indicators. Besides, 
OWL reasoning may also be helpful for completing the clinical data needed for 
computing quality indicators. In this work, we have described the approach developed 
and implemented for the automated computation of CLIF quality indicators over the 
ArchMS semantic EHR datasets. We believe that this work constitutes an example of 
how the use of archetypes and ontologies can be combined to facilitate the secondary 
use of EHR data. In the future, we aim to compute indicators based on different EHR 
datasets to analyse the performance of our approach.      
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Abstract. Many decision systems are based on a hierarchical approach, enriching 

the known context used to finally choose the right potential action. Designing the 

scheme for browsing the clinical guidelines is a task devoted to expert in infectious 

diseases. Designing the data model is a task devoted to the expert in data modeling. 

As a consequence, browsing scheme and data model generally differ in terms of 

abstraction levels. While the browsing scheme proposes to navigate into depth, the 

data model stays flat. We propose here a novel method to design in parallel the 

browsing scheme and the data model so that both of them reflect the different 

abstraction levels in decision process. 

Keywords. Clinical Decision Support System, Data model, Clinical Practice 

guidelines, Antibiotic Prescription, Hierarchical browsing 

1. Introduction 

Many Clinical Decision Support Systems (CDSSs) were developed for antibiotic 

prescription in primary care [6]. They implemented Clinical Practice Guidelines 

(CPGs), which are documents written according evidence based medicine. However the 

adoption of these CDSSs is often poor because of their lack of usability [5], and the 

time needed to get an answer [4]. We propose a new approach consisting in designing a 

CDSS for antibiotic prescription having an easy and consistent browsing whatever the 

clinical situation considered. This could allow to minimize the cognitive load of 

General Practitioners (GPs), and thus increase its usability and adoption. 

One of the fundamental step in the conception and development of many 

computation based applications is the choice and the design of the data model that will 
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be used. Even if application is based on a hierarchical approach, or a in-depth browsing, 

the data model stays flat. Hierarchical applications are very common, either to mine 

data or to abstract information [2]. Relational databases are usual models used in 

different applications.  

The aim of the article was to define in parallel and in a similar way, a common 

browsing scheme for all clinical situations related to the antibiotic prescription in 

primary care, and a data model compliant with this browsing scheme. We will first 

describe the methods we followed for designing the browsing scheme and the related 

data model. Then we will present results obtained by applying the method to antibiotic 

prescription decision support system and conclude. 

2. Methods 

2.1. Designing the Browsing Scheme 

Five CPGs related to urinary and respiratory infections were analyzed. Decision criteria 

used in CPGs to indicate how to manage a patient were extracted from all studied 

CPGs and grouped into clusters. For example, age and sex were grouped in the cluster 

“patient profile”. Potential actions corresponding to the different possibilities of 

management were also then extracted and grouped into clusters. For example, 

“amoxicillin prescription” and “fosfomycin trometamol prescription” were grouped 

into the cluster “antibiotic prescription”. At the end of the process, a set of decision 

criteria have been extracted by the domain expert and grouped into clusters with 

definite terminology. This terminology is devoted to be used in the data model. The 

browsing ends with a potential action. Given the decision criteria and potential actions 

previously defined, a generic and common browsing scheme, applicable for all clinical 

situations, was finally built. 

2.2. Designing the Data Model in Accordance to Browsing Scheme 

Hierarchical applications are based on different levels reflecting the different cognitive 

abstraction levels of the knowledge on a defined situation. Browsing entirely the 

application can thus be considered as assigning a value to a set of predefined variables: 

the decision criteria. At each level correspond a list of variables used to describe the 

given situation. Selecting a node to the next step consists in choosing the values for the 

set of variables that need to be assigned at this level in the browsing scheme. These 

values must then be propagated to the next page, enriching thus the context variables 

vector leading to a potential action. Into-depth browsing consists in selecting the right 

values associated to this set of decision criteria that were assigned to this level in the 

browsing-scheme. In practice, there is a link to go from one page to the next page and 

this link gathers all necessary information for the next page to be displayed properly. 

For each level of the browsing scheme, a data model can be designed. This data 

model needs to be consistent with all decision criteria and all clusters that were 

previously defined by the expert at the current level. The link used to go from current 

page to the next page can be considered as a node, that is modeled as a transition table 

in the database schema. This node is thus a mapping between all situations that the 

expert considered for the current page. Selecting a given node has for effect to enrich 

the context variables sent to the next page so that it can be displayed in accordance with 
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the choices done by the user, and in accordance with his cognitive way to browse the 

application. As an example, figure 1 shows the resulting relational schema of the 

database following the scheme of a three-levels browsing. Basically, the transition 

tables is a mapping between a transition variable — that is sent to the next page — and 

the values of the set of decision criteria selected by the user in current and previous 

pages. 

�

Figure 1. Example of resulting relational schema for the database compliantly with a 3-levels browsing 

3. Results 

3.1. Browsing Scheme Deduced from the Analysis of CPGs 

Figure 2. Browsing scheme workflow of management of patient with infectious disease in primary care�

The browsing scheme workflow is showed in Figure 2. In the first page, the GP selects 

the infectious disease (e.g. pharyngitis), and the patient profile (e.g. adult with 

penicillin allergy). Then, according to the clinical situation selected, the GP can 

visualize the criteria of severity of the infectious disease as they are defined in CPGs. If 

they are present, then the patient should be hospitalized. If they are not present, then, 

the GP visualizes the criteria guiding towards the etiology causing the infection. 

Recommended treatment depends on the suspected etiology. If the suspected etiology 

is viral, then no treatment is needed. If the suspected etiology is unknown, then 

paraclinics or monitoring are recommended. If the suspected etiology is bacterial, then 

an antibiotic is recommended. In this last case, the GP browses through a third page 

displaying the appropriate antibiotics, i.e. the antibiotics active against the suspected 

etiologic bacterium, sufficiently concentrated in the infected organ and not 

contraindicated to the patient profile. This list of appropriate antibiotics is generated 

from criteria selected in the first and second page (e.g. patient profile in page 1).  
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3.2. Design of the Data Model in Accordance to the Browsing Scheme 

�

Figure 3. Database model of application for management of patient with infectious disease in primary care 

To be compliant with the three-levels browsing of this web-application, we designed a 

relational database composed of three hierarchical levels. To make this possible, one 

specific data model was first designed for each level, gathering necessary information 

to display on the associated page. To make possible the hierarchical browsing, 

transition tables were added (table with red borders on figure 3), to navigate from one 

page to the next page by propagating previously selected information. They allow to 

gather all information given the current page and to send it to the next page as a 

contextual information. This contextual information is used to filter data to display on 

the page. This results into a database with relational schema - See figure 3. The 

database was filled in using information coming from the five CPGs used in previous 

step. The resulting browsing scheme was appreciated by a panel of general 

practitioners [7]. 

4. Discussion 

In this work, we provided a common scheme to browse clinical guidelines and a data 

model reflecting the different levels used in browsing scheme. They were implemented 

with full respect of cognitive way for a user to choose the final potential action. 

Designing in the same way the browsing scheme and the data model respectful to all 
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intermediate steps in cognitive decision process allow to reduce the cost of design, data 

modeling and facilitates the development and releases of CDSSs [3,1]. Following our 

principles make easy the feeding and updating of the resulting database. Parallel design 

of browsing scheme and data model for a hierarchical application devoted to 

management of patient with infectious disease in primary care is an example of 

efficient work between medical experts and experts in data modeling. This approach 

needs to be investigated to confirm its applicability in other domains such as multi-

level data mining or multilevel data analysis. We intend to implement the CDSS in a 

further work following all usability criteria defined in [7]. 
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Abstract. The biomedical community has now developed a significant number of 
ontologies. The curation of biomedical ontologies is a complex task as they evolve 
rapidly, being new versions regularly published. Therefore, methods to support 
ontology developers in analysing and tracking the evolution of their ontologies are 
needed. OQuaRE is an ontology evaluation framework based on quantitative 
metrics that permits to obtain normalised scores for different ontologies. In this 
work, OQuaRE has been applied to 408 versions of the eight OBO Foundry 
member ontologies. The OBO Foundry member ontologies are supposed to have 
been built by applying the OBO Foundry principles. Our results show that this set 
of ontologies is actually following principles such as the naming convention, and 
that the evolution of the OBO Foundry member ontologies is generating ontologies 
with higher OQuaRE quality scores. 

Keywords. Ontology quality, Ontology evaluation, Ontology metrics, OQuaRE, 
OBO Foundry 

1. Introduction 

In recent years the biomedical community has increased its effort in the development of 
ontologies. As a consequence, the BioPortal repository2 contains at the time of writing 
more than 500 biomedical ontologies. These ontologies change over time and the 
repositories contain all the versions. The frequency of release for new versions varies 
among ontologies. The availability of methods that support ontology developers in the 
analysis of the evolution of their ontologies would certainly contribute to improve the 
ontology development process, to make informed decisions about the effects of the 
changes made in the ontologies, and to detect whether certain modelling patterns or 
principles are applied. Some initiatives propose the analysis of ontologies using metrics. 
BioPortal calculates a set of metrics 3  for each ontology, so this provides some 
information about the quality of the ontology and helps ontology authors to make 
improvements. The analysis of ontologies based on metrics has also been used as a 
diagnostic task using structural, functional and usability profiling criteria [3]; using 
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criteria such as philosophical rigor, ontological commitment, content correctness, and 
fitness for a purpose [5]; or presenting metrics for evaluating structural properties in the 
ontology [7]. All these methods are focused on the analysis of different aspects of one 
single ontology. In this paper we propose to apply a metrics-based approach for 
analysing the evolution of a set of ontologies. For this purpose, we are going to apply 
an adaptation of the OQuaRE framework [2] for supporting the analysis of ontology 
evolution processes within a common framework. The method will be applied to the 
OBO Foundry member ontologies. These ontologies are supposed to have been 
developed using the OBO Foundry principles. We are going to analyse not only the 
evolution of each ontology, but also the findings about the evolution of the ontologies 
as a group. We believe our method can contribute to generate new insights about the 
engineering of biomedical ontologies. 

2. Materials and Methods 

2.1. The OQuaRE framework 

OQuaRE [1] is a framework for evaluating the quality of ontologies based on the 
standard ISO/IEC 25000:2005 for Software product Quality Requirements and 
Evaluation known as SQuaRE [4].  Briefly, OQuaRE proposes the evaluation of 
ontology quality using 3 levels: characteristics, subcharacteristics and metrics. The 
current OQuaRE version includes 8 characteristics, 29 subcharacteristics and 19 
metrics. Each characteristic has a set of subcharacteristics associated that, in turn, have 
a set of metrics associated. The complete specification of OQuaRE can be found at4. 
 

Table 1. OQuaRE metrics and a brief description of how we calculate them 

OQuaRE 
metric 

Description OQuaRE 
metric 

Description 

ANOnto mean number of annotation properties per class NOCOnto number of the direct subclasses divided by the number of 
classes minus the number of leaf classes 

AROnto  number of restrictions of the ontology per classes NOMOnto mean number of object and data property usages per class 
CBOnto  number of direct ancestor of classes divided by 

the number of classes minus subclasses of Thing 
POnto mean number of direct ancestor per class 

CBOnto2  mean number of direct ancestor per class PROnto number of subclassof relationships divided by the number 
of subclassof relationships and properties 

CROnto  mean number of individuals per class RROnto number of usages of object and data properties divided by 
the number of subclassof relations and properties 

DITOnto  length of the longest path from Thing to a leaf 
class  

RFCOnto number of usages of object and data properties and 
superclasses divided by the number of classes 

INROnto  mean number of subclasses per class TMOnto mean number of classes with more than 1 direct ancestor 
LCOMOnto  mean length of all the paths from leaf classes to 

Thing  
TMOnto2 mean number of direct ancestor of classes with more than 

1 direct ancestor 
NACOnto mean number of superclasses per leaf class WMCOnto mean length of the path from Thing to a leaf class 
  WMCOnto2 mean number of path from Thing to a leaf class per leaf 

class 

 

Here, we will work at the level of quality metrics (see Table 1). In OQuaRE, the 
values of the metrics are transformed into quality scores by applying scaling functions. 
The current version of OQuaRE uses quality scores in the range [1, 5]: 1 – “Not 
Acceptable”, 2 – “Not Acceptable - Improvement Required”, 3 – “Minimally 
Acceptable”, 4 – “Acceptable” and 5 – “Exceeds Requirements”. 

OQuaRE offers two scaling functions [2], which differ on how the metrics values 
are transformed into quality scores, and that provide complementary information: 

                                                         
4 http://miuras.inf.um.es/oquarewiki  
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� Static scaling function: based on recommendations and best practices 
from the Software Engineering and Ontology Engineering communities. 
This method uses a predefined transformation function, so the value of a 
certain metric is always transformed into the same quality score. 

� Dynamic scaling function: based on the observed values of the quality 
metrics of a corpus defined by a set of ontologies. The transformation 
function depends on the corpus of ontologies used, so the value of a 
metric is transformed into quality scores that depends on the corpus used. 

 
We consider that the static scale is more appropriate for evaluating single versions 

of ontologies, whereas the dynamic scale can provide useful information about the 
evolution of an ontology. OQuaRE can indeed analyse consecutive versions of the 
same ontology providing information about the evolution of the ontology as it is further 
explained in [2]. The differences between consecutive versions are captured by the 
mean change, which is calculated using the change in scale. Every metric shown in 
Table 1 suffers a change in scale when the quality score for two consecutive versions is 
different. A change in scale can therefore be negative or positive. The magnitude of the 
change in scale is the absolute value of the difference between the scores. The mean 
change accounts for those metrics with changes in scale and produces one value by 
pair of versions. In addition to this, the accumulative mean change provides an 
overview of the changes produced between non-consecutive versions. For example, if 
the mean change of four consecutive versions is 0.2, -0.4 and 0 respectively, then, the 
accumulative mean change is -0.2. Finally, the OQuaRE framework is publicly 
available at5 including web services to third-parties. OQuaRE uses R for data analysis. 

2.2. OBO Foundry Member Ontologies 

The Open Biomedical (OBO) Foundry initiative [6] proposes the creation of an 
orthogonal collection of ontologies by applying shared principles6 for the coordinated 
evolution of ontologies. The ontologies of the OBO repository are either member or 
candidate ontologies. For an ontology to be a member, the OBO Foundry must have 
checked that they have been developed by following such criteria. In this work we 
analyse the eight member ontologies (June 2015). The number of versions for some 
ontologies was high, so we applied a sliding window filtering algorithm using the 
release date. Figure 2 (columns 1-3) describes the corpus using the BioPortal acronyms. 

3. Results 

3.1. Comparative Analysis of the 8 OBO Foundry Member Ontologies 

We describe the results of applying OQuaRE over the latest version of each ontology. 
The results are shown in Figure 1. There is one box by metric, the x-axis comprises the 
ontologies, and y-axis the quality scores for the dynamic scale (red) and for the static 
one (blue). Some metrics are analysed next. ANOnto is related to the “naming 
convention” OBO principle, which promotes the use of rdfs:label for the primary label 

                                                         
5 http://sele.inf.um.es/oquare  
6 http://www.obofoundry.org/principles  
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and includes exactly one for every declared entity. Seven out of the eight ontologies get 
the highest score, “5”, using the static scale. This means that more than 80% of the 
entities have labels. However, PR does not reach this threshold, what could be reported 
to its developers. The dynamic scale complements this result since the scale is now 
obtained from the actual values of the metrics of the eight ontologies. According to this 
scale, GO gets the highest score, followed by PATO and ZFA. The analysis of the 
results with the static scale reveals that the highest scores are obtained in metrics that 
represent a proper use of annotations (ANOnto), the number of elements that can be 
related by properties (AROnto) and hierarchical relations (CBOnto, INROnto and 
NACOnto). The lowest scores are for CROnto (individuals per class) and DITOnto 
(depth of the hierarchies) although the CROnto score can be justified by the fact that 
those ontologies are not supposed to have individuals. Finally, more variability 
between ontologies is observed for the rest of metrics. 

 
Figure 1. Quality scores for the latest version of each ontology in our experimental corpus. 

3.2. Evolution of the Ontologies 

The evolution of the ontologies has been studied by ontology. We have created eight 
independent corpus, including the versions of the same ontology. The trajectories of the 
quality scores for each ontology and scale can be inspected in our webpage7. The 
results of the accumulative mean change for ChEBI are shown in Figure 2. Blue and 
orange lines represent respectively the scores for the static and dynamic scales. ChEBI 
is relatively stable for the static scale, so this ontology does not suffer many changes in 
terms of quality scores. The four versions remarked by ovals are the ones with higher 
changes in the quality scores. If we analyse the results for the dynamic scale, the 
accumulative mean change is negative until version 37, turning into positive since then. 

The accumulative mean change for the eight ontologies is shown in Figure 2 right. 
There, we can observe that it is negative for the static scale, and positive for the 
dynamic scale. Our experience reveals that the dynamic scale is more appropriate for 
analysing the evolution of ontologies, since it is able to capture smaller differences 
between values of the metrics. The dynamic scale shows that the evolution of the OBO 
members has produced ontologies with higher quality scores according to OQuaRE. 

                                                         
7 http://miuras.inf.um.es/oquare/mie2017  
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Figure 2. Left) Profile of the accumulative mean change for ChEBI ontology. Right) Accumulative mean 

change score for the different member of our corpus. 

4. Conclusions 

The developers of biomedical ontologies need support to analyse the quality of their 
ontologies and how the evolution of the ontologies is affecting to such quality. We 
have proposed a method based on the OQuaRE framework, which has been applied to 
study the evolution of the OBO Foundry member ontologies. Our results show that the 
ontologies follow the “naming convention” principle and that the evolution process 
followed is generating ontologies with higher quality scores, which is made explicit by 
the accumulative mean change metric. As future work, a deeper analysis of the relation 
of the OBO Foundry principles and OQuaRE metrics will be performed. We believe 
that this kind of method may contribute to gain insights on the engineering of 
biomedical ontologies and support ontology developers in generating better resources. 
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Abstract. At the heart of the Research Domain Criteria for Mental Disorders is a 
matrix in which functional aspects of behavior are related to genotypic and 
(endo-)phenotypic research findings, and the various techniques through which they 
can been observed. The matrix is work in progress. As such it currently suffers from 
several shortcomings, the resolution of which, we contend, are essential to success 
of NIMH’s goal of fostering translational science on mental disorders. Using well-
established criteria for assessing the terminological and ontological quality of 
biomedical representations we identified the major problems to be (1) the abundant 
presence of terms that lack face value, (2) the absence of what the exact nature of 
the represented relationships are, and (3) referential imprecision with respect to the 
intended granularity of what the terms denote. We propose to eliminate these 
shortcomings by resorting to definitions and formal representations under the 
umbrella of Ontological Realism as they already have been developed in the areas 
of mental health, anatomy and biological functions. 

Keywords. RDoC, Mental Disorders, Formal Ontology, Translational Science 

1. Introduction 

In 2010, the National Institute of Mental Health (NIMH) initiated the Research Domain 
Criteria (RDoC) project to facilitate translation of modern molecular biology, 
neuroscience, and behavioral approaches in an attempt to better explain the 
pathophysiology of mental disorders [1]. At the heart of this project is the development 
of a matrix in which what are called ‘constructs’ – some of them being further divided 
in ‘sub-constructs’ – are related to what are called ‘elements’, which are primarily 
biomarkers, such as genes and molecules, but also findings obtained through, for instance, 
imaging procedures or standardized questionnaires. The constructs represent functional 
aspects of behavior most germane to mental disorders such as the ability to receive or 
produce facial communication, or responsiveness to threat stimuli. They are grouped into 
five higher-level domains of functioning and reflect contemporary knowledge about 
major psychological systems: (1) negative valence systems, (2) positive valence systems, 
(3) cognitive systems, (4) social process systems, and (5) arousal and regulatory systems.  
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Table 1. Biomarkers for the sub-construct ‘Updating, Representation and Maintenance’ of the construct 
‘Cognitive Control’ within the Cognitive Systems domain. 

             Genes Molecules Cells Circuits Physiology 

COMT, BDNF, DISC1    
5HT2A, DRD4, DRD2 
5-HTTLPR 

Glu, Dopamine, 
GABA, NE, 
Acetylcholine 

Pyramidal 
PV 

DLPFC 
PPC 
Thalamocortical 

Gamma 
synchrony; 
pupilometry 

Behavior Self-Reports Paradigms 

Off-task behaviors; 
distractibility 

Cognitive Failures Questionnaire, 
Disorganization Sx on SANS/SAPS/ PANSS 
BRIEF (Gioa) 

Task Switching; AX paradigms; 
Cued stimulus-response reversal 
tasks; Tower tasks 

 
The incorporation of motor systems as a 6th domain is currently under debate. The 
elements are classified in eight groups of what are called ‘units of analysis’, resp. named 
genes, molecules, cells, circuits, physiology, behaviors, self-reports and paradigms. As 
an example, Table 1 gives an overview of the elements associated thus far with the sub-
construct cognitive control: updating, representation and maintenance [2]. 

While the matrix is for now intended to promote the elaboration and validation of 
clinically relevant mental health constructs and associated measurement approaches, the 
hope is that it will lead to new classification schemes for mental disorders [3]. A purpose 
of RDoC is to stimulate research methods which avoid constraints imposed by symptom-
based categorizations and synthesize interdisciplinary research in mental disorders. 
Therefore, the NIMH has created RDoCdb, a data repository designed to harmonize and 
share research and human subjects data related to RDoC and mental health [4]. 
Harmonization in this effort is sought by resorting to a Common Data Elements (CDE) 
paradigm [5]. CDEs are metadata constructs that have been developed to reduce time 
and effort spent by researchers deciding what data elements to use. They are defined in 
detail in a metadata dictionary so that data elements can be shared in a standardized 
format across multiple institutions [6]. However, although large collections of CDEs are 
loosely organized in contexts, they are typically not created or organized on the basis of 
ontological principles. Such principles require, for instance a clean separation between 
data and information on the one hand (brain scans, self reports, diagnoses, …), and what 
these data are about (brain circuits, emotions, disorders, …). They also require 
representations to be faithful to reality. Ignoring such principles has odd effects as 
exemplified in the ‘12-item grit scale’, an RDoC approved self-report [7]. The grit-12 
scores the ability of a subject to be persistent and focused in pursuit of long-term goals. 
Subject must rate the degree to which they self-identify with assertions, such as ‘New 
ideas and projects sometimes distract me from previous ones’. The CDE-enabled version 
of the grit-12 specifies for the CDE ‘interview-age’: ‘Age is rounded to chronological 
month. If the research participant is 15-days-old at time of interview, the appropriate 
value would be 0 months. If the participant is 16-days-old, the value would be 1 month’. 

2. Methods 

The purpose of the work presented here was to assess the extent to which the matrix is 
congruent with terminological and ontological principles and to provide suggestions for 
remediation to better serve clinical and translational research in mental health. The 
matrix was browsed as available in [2] during October 2016. To make analysis easier, 
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all constructs and elements were copied into a single spreadsheet, thereby preserving 
their respective classification in functional domains and units of analysis as well as the 
definitions and explanations provided. Terms and definitions were then evaluated in 
function of well-known quality assessment criteria and recommendations for 
terminologies [8] and ontologies [9] such as face validity of terms, fixed meaning, clean 
separation of subsumption relations from other relations, etc.  Deviations thereof were 
classified in coherent groups. Finally, a further literature study was conducted to identify 
ontological theories that could serve as candidates for adding more rigor to the matrix.  

3. Results 

A major problem with the current incarnation of the RDoC matrix is that for several 
element terms it is hard to assess whether they lack face value – i.e. the display term does 
not capture what is meant – or are erroneously classified. We found that 12 elements, e.g. 
dopamine and norepinephrine, appear in columns for both genes and molecules units of 
analysis. Clearly, nothing which is a gene can also be a molecule. The terms, when 
appearing under genes, might perhaps mean something like ‘genes encoding proteins 
which are part of the pathway which synthesizes dopamine’ or ‘genes encoding receptors 
for dopamine’. Other examples are the presence of ‘cannabinoid system’, ‘opioid system’ 
and ‘mouse knockout models’ under genes, but how can a system or a model be a gene?  

A second problem is that most pages accessible through [2] omit to specify what 
exactly are the relationships between the elements on the one hand, and the constructs 
and units of analysis on the other hand. Few contain references to one or more papers but 
without annotations from the latter to the former. More detail was provided in an earlier 
version of the matrix [10], what allowed us to conclude that the relationships are indeed 
quite diverse. For example, for the construct ‘Loss’, defined as ‘a state of deprivation of 
a motivationally significant con-specific, object, or situation’, we find in the matrix 
version in [2] the molecules ‘glucocorticoid receptors’ and ‘CRH’, whereas the version 
in [10] refers explicitly to ‘downregulation of glucocorticoid receptors’ and   
‘upregulation of CRH’ [bold emphases added]. This is, once more, an example of the 
violation of the terminological principle that terms should have face value [8]. 

A third problem is the lack of referential precision and the overlap amongst the 
various units of analysis, and amongst these units and the constructs, in part caused by 
this imprecision.  Why does the matrix refer to ‘neurons’ as elements under ‘cells’ as this 
seems to be too vague a cell-type in the context of mental disorders, applicable to most 
constructs? Yet it is only associated with ‘acute threat: fear’. There is also overlap 
between cells and circuits, circuits and physiology, and between all of these and the 
constructs themselves. This is because the constructs are not well defined enough to 
unravel this overlap. ‘Animacy perception’, e.g., is a sub-construct defend as ‘the ability 
to appropriately perceive that another entity is an agent (has a face, interacts contingently, 
exhibits biological motion)’, while the term ‘ability to appropriately attribute animacy to 
other agents’ is used as an element belonging to the unit of analysis ‘Behavior’. 

4. Discussion 

The RDoC initiative is a clear move away from the phenomenological “lumping” 
approach of the Diagnostic and Statistical Manual of Mental Disorders (DSM) and aims 
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to integrate a more dimensional approach anchored in neuroscience [1, 11]. It is 
acknowledged that it is work in progress, and that refinement is needed [3].  Our analysis 
indicates that there is a need for this refinement and to adopt formal ontological 
principles as already have been suggested in the domain of mental health [12-14]. 

A first step would be to reformulate the definitions of RDoC constructs and the 
domains under which they are classified along the lines of ‘bodily systems’ [15]: 

X is a bodily system for organism Y if and only if:      (D1) 
(i)   X is an element of Y; 
(ii)  X has a critical function for Y; 
(iii) X is not a part of any other system that has a critical function for Y. 

F is a critical function for system Y if and only if:       (D2) 
(i)     some element X of Y has F as its function; 
(ii)  the continued functioning of system Y is causally dependent on the 

continued performing of F by X. 
Clause (ii) in D1 offers a perspective to express formally what the functions of the 

systems represented by the constructs are, as well as the relationships with the various 
units of analysis by means of which the realization of these functions and the 
participation of molecules, genes, cells and circuits therein can be measured. 
Furthermore, the fact that bodily systems are defined in relation to critical functions, does 
not mean they are not related also to other functions that are not critical. Adherence to 
clause (iii) can reduce the observed overlap in parallel with a formal description of the 
parthood relationships between cells, circuits and bodily systems as represented in the 
FMA [16]. Caution is required, however, since D1, because of clause (iii), reserves the 
term ‘bodily system’ for the highest level systems with respect to parthood. Mapping the 
RDoC constructs and sub-constructs to bodily systems in the D1 sense requires thus a 
certain ontological commitment on behalf of the RDoC-matrix authors with respect to 
the precise relationships between constructs and the domain they belong to, and between 
sub-constructs and the constructs of which they are declared to be sub-constructs of. For 
example, the use of the plural in the domain ‘Negative Valence Systems’ suggests that 
the constructs ‘Acute Threat ("Fear")’ and ‘Potential Threat ("Anxiety")’ are distinct 
types of negative valence systems, and not parts of what would be ‘the negative valence 
system’ of the human body (as in ‘the circulatory system’). However, how the sub-
constructs ‘Reward Valuation’ and ‘Effort Valuation / Willingness to Work’ 
ontologically relate to the construct ‘Approach Motivation’, which they appear under  – 
as parts or types, if they are systems at all and not functions – can only be determined 
via careful analysis by ontologists in collaboration with neuroscientists. 

A second step would be to improve how various ‘elements’ are grouped in the matrix 
by defining explicitly the eight ‘units of analysis’, in function of what it means to be an 
element as defined in the context of the bodily systems and subsystems of organisms 
[15] (the use of the term ‘element’ in both [15] and the RDoC-matrix is coincidental): 

X is an element of Y if and only if:       (D3) 
(i) X and Y are parts of an organism; 
(ii) X is lower on the spatial-functional hierarchy than the organism as a 

whole, and lower than the system of which it is an element; 
(iii)  X has one or more specific functions; 
(iv)  X is causally relatively isolated from the parts of the organism that sur-

round it; 
(v)  X is maximal, in the sense that it is not a proper part of any item on the 

same level of the spatial-functional hierarchy satisfying (i) to (iv). 
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5. Conclusion 

The RDoC initiative has been received both with enthusiasm (by neuroscientists) and 
skepticism (by traditional psychiatrists) and several caveats have been raised from within 
the domain [3], primarily for how the matrix is organized and the lack of expressiveness. 
We demonstrated that present qualms are not ungrounded, but that improvements can be 
achieved by applying appropriate terminological and ontological principles grounded in 
Ontological Realism. Needed steps are refinement of the constructs and units of analysis, 
to formalize their ontological foundation, as we have exemplified by our proposal to 
resort to a formal definition for bodily system. Such formalization is essential for data 
harmonization. However, this requires a close collaboration between psychiatrists, 
psychologists and neuroscientists on the one hand, and ontologists on the other. 
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Abstract. With the wider acceptance of Whole Slide Images (WSI) in 
histopathology domain, automatic image analysis algorithms represent a very 
promising solution to support pathologist’s laborious tasks during the diagnosis 
process, to create a quantification-based second opinion and to enhance inter-
observer agreement. In this context, reference vocabularies and formalization of 
the associated knowledge are especially needed to annotate histopathology images 
with labels complying with semantic standards. In this work, we elaborate a 
sustainable triptych able to bridge the gap between pathologists and image analysis 
scientists. The proposed paradigm is structured along three components: i) 
extracting a relevant semantic repository from the College of American 
Pathologists (CAP) organ-specific Cancer Checklists and associated Protocols 
(CC&P); ii) identifying imaging formalized knowledge issued from effective 
histopathology imaging methods highlighted by recent Digital Pathology (DP) 
contests and iii) proposing a formal representation of the imaging concepts and 
functionalities issued from major biomedical imaging software (MATLAB, ITK, 
ImageJ). Since the first step i) has been the object of a recent publication of our 
team, this study focuses on the steps ii) and iii). Our hypothesis is that the 
management of available semantic resources concerning the histopathology 
imaging tasks associated with effective methods highlighted by the recent DP 
challenges will facilitate the integration of WSI in clinical routine and support new 
generation of DP protocols. 

Keywords. Histopathology image analysis, semantic annotation, formal 
representation. 

1. Introduction 

In this study, we continue our semantic cognitive virtual microscopy initiative2,3 by 
proposing a sustainable way to bridge the content, features, performance and usability 
gaps [1] [2] between histopathology and WSI analysis. The MICO project achieved a 
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prototype system to perform some histopathology diagnosis related tasks on tissue 
slides where elementary imaging processes were combined by a logic engine [3], which 
could use formalized knowledge available as a set of rules. These rules, however, had 
been elaborated through local collaboration between pathologists and image scientists 
whereas sustainability calls for the use of publicly available knowledge gathered in 
standard formats from collaborative multi-centric efforts and periodic updates. A 
preliminarily work in this direction has been recently published by our team [3] 
proposing the use of the CAP organ-specific CC&P. Based on NCBO Bioportal and 
UMLS semantic types, the semantics generated represents a sustainable vocabulary, 
dedicated to histopathology, being able to effectively support daily work on WSI, in 
DP. Semantic models and reference terminologies are essential in DP, being able to 
support the reproducibility and quality of the diagnostic, to assist and standardize 
anatomopathological reporting, and to enable multi-center clinical collaboration or 
research, especially in the context of cancer grading [4]. 

2. Materials and Methods 

The overall approach is presented in Figure 1. In this paper we treat the image analysis 
domain. Series of international benchmarking initiatives [5] have been launched for 
mitosis detection at MITOS 2012 (continued by AMIDA 2013, MITOS 2014 and 
TUPAC 2016), nuclear atypia grading at ATYPIA 2014 and glandular structures 
detection GlaS 2015. These initiatives allow envisaging a consolidated referential-
database for DP. 

 
Figure 1. The overall proposed approach: use of the recent DP challenges to make an operational, 
instantiated link between anatomopathology and imaging.  

2.1. Automatic Annotation of Corpus Issued from Contests with Available Semantic 
Resources in the NCBO Bioportal. 

We considered the 2012-2016 period and identified 5 international benchmarking 
contests related to 29 top performing histopathology-imaging methods. In accordance 
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with our recent published work [3], 3 of the challenges are related to the breast cancer 
diagnosis and prognosis criteria. Corpuses were extracted from authors descriptions in 
articles, and “Grand Challenge” platform [5]. Table 1 summarizes description of the 
corpus with associated contests and methods. 

Table 1. Description of the corpus with associated contests, identified methods and word count. 

Corpus 
index 

Associated 
conference 

Identified challenges  # of 
methods 

Word 
counts 

C#1 ICPR 2012 MITOSIS (Mitosis detection in breast cancer histological 
images) 

4 181 

C#2 MICCAI 2013 AMIDA (Assessment of algorithms for mitosis detection 
in breast cancer histopathology images) 

11 405 

C#3 ICPR 2014 MITOS-ATYPIA (Detection of mitosis and high-grade 
atypia nuclei in breast cancer histology images) 

4 627 

C#4 MICCAI 2015 GlaS (Gland Segmentation in Colon Histology Images) 6 501 
C#5 ISBI 2016 Camelyon16 (cancer metastasis detection in lymph node)  4 896 

 
For each corpus, by using Recommender of NCBO Bioportal we obtained the 

ranking of  the most pertinent ontologies individually or by sets of 4. The ontology-
ranking algorithm used by Recommender evaluates the adequacy of each ontology to 
the input corpus using a combination of four evaluation criteria: Coverage, Acceptance, 
Detail of knowledge and Specialization. For each case, we adjusted these parameters by 
considering default weights (Coverage=0.55, Acceptance=0.15, Knowledge 
Detail=0.15, Specialization=0.15) and a focus on the coverage criterion (Coverage=1, 
others put to zero). We first annotated each corpus with the “imaging category” 
ontologies (n = 15) specified in NCBO Browse Tab. Then we redid the annotation by 
referring to “All ontologies” available (n = 668). In each case, the first 5 single ranked 
ontologies and the highest ranked ontology set (4 per set) were identified. Table 2 and 
Table 3 report the results. 

2.2. Visual Representation of the Imaging Knowledge Issued from MATLAB, ITK and 
ImageJ 

Our visualization targeted the concepts issued from the three image analysis 
communities related to the use of MATLAB (image scientists and engineers), ITK 
(developers) and ImageJ (imaging biologists). We used corpuses extracted from the 
user manuals. Conserving the hierarchy levels from sources, we organized all identified 
concepts with Protégé®. Then, with its OWLviz plugin we generated a visualization of 
concepts related to each source.   

3. Results  

3.1. Automatic Annotation of Corpus Issued from Contests with NCBO Bioportal 
Resources 

3.1.1. Automatic Annotation with the 15 NCBO “Imaging Category” Ontologies 

The list of five (5) most pertinent “imaging category” ontologies found in Bioportal is 
reported in Table 2. Overall 10 ontologies were found ranked with respect to their 
popularity (number of visits).  From NCBO “imaging category” ontologies, the 
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maximum final annotation scores obtained with the coverage criterion (Coverage=1, 
others put to zero) were with Corpus#1: 9.0% for single ranked ontology (EDAM-
BIOIMAGING) and 21.8% for ontology sets (EDAM-BIOIMAGING, NIDM-
RESULTS, NEMO and IDQA). With the default configuration, single ranked ontology 
scores range from 11.4 (BIRNLEX) to 21.7% (NEMO).  

 
Table 2. Top five “imaging category” ontologies found in Bioportal with associated definitions and metrics 

# Name Category Classe
s 

1 Radiation Oncology Ontology (ROO) Development, Health, Human, Imaging, 
Vocabularies 

1183 

2 DICOM Controlled Terminology (DCM) Imaging 3476 

3 Information Artifact Ontology (IAO) Biomedical Resources, Imaging, Other 180 

4 Biomedical Informatics Research 
Network Project Lexicon (BIRNLEX) 

Anatomy, Imaging 3580 

5 Neural ElectroMagnetic Ontology 
(NEMO) 

Anatomy, Biological Process, Experimental 
Conditions, Human, Imaging 

1851 

3.1.2. Automatic Annotation with All 668 Ontologies Available on the NCBO Platform 

From the results of the annotation with all ontologies available in NCBO Bioportal, we 
get the list of the ten (10) most relevant ontologies (with respect to their final scores) to 
be used for the annotation of the corpus describing imaging methods in histopathology 
domain. Table 3 reports the list of five (5) most relevant ontologies with related 
definitions and metrics. 

 
Table 3. List of five most relevant biomedical ontologies in NCBO Bioportal for the annotation of corpus 
describing imaging methods in histopathology domain 

# Name Category Classes 

1 Logical Observation Identifier Names and Codes 
(LOINC)  

Health 
187123 

2 Material Rock Igneous (MATRROCKIGNEOUS) 
Upper Level Ontology 

3535 
3 Medical Subject Headings (MESH) 

Health 
261990 

4 Material Natural Resource (MNR) 
Upper Level Ontology 

3554 
5 National Cancer Institute Thesaurus (NCIT) 

Vocabularies 
118941 

 
Then with each of the 5 corpuses, we calculated the final score of the most relevant 
ontology set annotation by referring to “Imaging category” ontologies and “All 
ontologies" in NCBO Bioportal. By considering the same example mentioned 
previously with Corpus#1 and the coverage criterion final results are 57.7% for single 
ranked ontology (NCIT) and 75.2% for ontology sets (NCIT, SNOMEDCT, SWEET 
and LOINC).  

3.2. Visual Representation of Concepts from MATLAB, ImageJ and ITK 

Three (3) graphical tree representations reflecting the hierarchy and granularity of each 
source were obtained with respectively 565 concepts from MATLAB, 348 from ITK 
and 259 from ImageJ.  
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4. Discussion and Conclusion 

From the above results, we report that there is no ontology related to the imaging 
domain in NCBO Bioportal to annotate efficiently the identified histopathology 
imaging methods. With respect to the ontology lists in Table 2, Table 3 and annotation 
results, we see that the most relevant ontologies annotating imaging concepts in 
Bioportal are SNOMEDCT, NCIT and other ontologies related to health, anatomy and 
similar categories. One should note that these huge resources are not specialized to the 
imaging domain. This also shows the need of an imaging domain ontology that will be 
built upon available image analysis concepts and functionalities.  

On another hand, we faced difficulties in getting “bigger” corpus. We could find 
few published papers in open access, describing contest’s newly proposed methods. To 
complete this list, we sent requests to authors to obtain more descriptions. However, in 
some cases patent restrictions limit the depth of the description related to the methods.  

By using Protégé® and OWLviz, we obtained the visual representation of concepts 
issued from Matlab, ImageJ and ITK image analysis communities. This helped us to 
better understand the hierarchy, respective definitions and granularity of the 
information contained in each source. Details related to all these materials are available 
upon request. This work opens the perspectives of the Practical Image Processing Task 
Ontology (PIPTO) construction. PIPTO aims at capturing image domain knowledge in 
a generic way and providing a consensual understanding of concepts and functionalities 
identified in the standard tools from these communities.  

Overall, we could identify and evaluate relevant ontologies associated to 
histopathology image analysis. Then by considering concepts from main biomedical 
imaging tools, we could propose a formal representation of the imaging knowledge 
from MATLAB, ImageJ, and ITK. Each of these software applications or libraries 
includes a set of concepts, definitions, functions and relations that are expected to cover 
most of the imaging methods.  Additional efforts are needed to achieve a workable 
standard-based formal representation that will be clearly understandable by humans, 
machine processable, and sustainable. 
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Abstract. BioTop is a domain upper level ontology for the life sciences, based on 
OWL DL, introduced ten years ago. This paper provides an update of the current 
state of this resource, with a special focus on BioTop’s top level, BioTopLite, which 
currently contains 55 classes, 37 object properties and 247 description logics axioms. 
A bridging file allows harmonising BioTopLite with the classes of Basic Formal 
Ontology BFO2. The updated OWL resources are available at http://purl.org/biotop. 
They build the core of several upper level ontological artefacts including bridging 
ontologies to other upper level resources.   
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1. Introduction 

Ontology engineering requires knowledge (i) in the domain to be represented, (ii) in the 
representation language, (iii) in the discipline of Applied Ontology [1], and (iv) in 
building software following design specifications. Upper-level ontologies (ULOs) guide 
this process  by supporting the creator of domain ontologies with a consistent framework, 
which can guarantee for interoperability if used by different domain ontologies. 

Although ULOs are often seen as domain-independent, popular ULOs like DOLCE 
[2] and BFO [3] target cognitive sciences and natural science, respectively. In the past, 
several ULOs have been created explicitly for biology and medicine, e.g. the GALEN 
upper level [4], the UMLS SN [5], the OBO RO [6], GFO-BIO [7], and SIO [8].  

Whether ULOs positively influence the resulting artefacts or whether they contribute 
to excessive complexity that does not pay off from an application point of view, has been 
controversially discussed for two decades. However, many application ontologies exhibit 
a rather naïve and haphazard makeup that does not commit to any pre-existing ULO. 
"Quick and dirty" solutions may solve immediate problems, but they fail when it comes 
to maintenance, extension, modularisation and re-use. This is our rationale for ULOs. 
Their use requires some additional effort, involving a process towards "ontological 
thinking". The constraints ULOs impose on the modeller may provoke adverse reactions, 
but they keep them on the track and prevent them from committing modelling errors. 
This is the current mission of the biological upper level ontology BioTop and its 
overarching component BioTopLite. The objective of this paper is to provide an update 
of BioTop, ten years after its first publication and use.   

                                                           
1 Corresponding author: Stefan Schulz, Medical University of Graz, Austria; E-mail: 

stefan.schulz@medunigraz.at 

Informatics for Health: Connected Citizen-Led Wellness and Population Health
R. Randell et al. (Eds.)
© 2017 European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-753-5-441

441

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use

http://purl.org/biotop


2. Evolution 

BioTop was first launched in 2006 in OWL DL [9]. Its design has been inspired by the 
analysis of the GENIA ontology for cell signalling [10]. In response to a series of 
fundamental design problems with this resource, BioTop was proposed as an alternative, 
but it soon went beyond the scope of GENIA, in order to cover a broad range of 
categories relevant for application in all areas of life sciences. BioTop was not intended 
to compete with established ULOs, but rather to integrate with them. Therefore, its 
developers created bridging ontologies to DOLCE, BFO, and RO, and left the uppermost 
level deliberately flat, thus lending itself as a top-level layer for domain ontologies, 
without coercing developers into a certain, pre-existing ULO.  

BioTop has always set a strong focus on constraining axioms, which at the time was 
only available for DOLCE but not for BFO and RO. This changed its scope to the 
integration of more classes considered fundamental for the representation of biological 
entities. The attempt to provide full definitions led to a further expansion into the realm 
of biochemistry. Experiences from the @neurIST project [11] and BioTop's use as a top-
level ontology in DebugIT [12] revealed performance problems, which were mitigated 
by factoring out most of the chemistry classes into a separate ontology named ChemTop. 
This module was however not further developed due to the re-emerging ChEBI ontology 
[13]. Another alignment project integrated BioTop with the UMLS semantic network 
(SN)[14]. The resulting ontology showed, again, considerable performance problems, so 
that its intended use for validating UMLS sources had to be postponed. However, the 
task of covering the whole content of SN provided a good external criterion for content 
scoping [15]. BioTop's growth and ensuing performance issues motivated the creation of 
a “lite” version, with a minimum of content but still sufficient to link to life sciences 
ontologies and, nonetheless, to provide a sound framework and guidance for developers. 
This version was then released as BioTopLite. It was used in several experimental 
ontologies in which future evolutions of SNOMED CT were tested [16][17]. BioTopLite 
was furthermore used in experimental ontologies within the EU SemanticHealthNet 
project [18], in the TNM ontology [19] and in the CELDA ontology [20]. The dynamic 
evolution of BioTopLite, until its current version BioTopLite2, abbreviated as BTL2, led 
to some disruptions regarding the original BioTop ontology. Recently, however, BioTop 
was stripped by its upper level classes and most relations, importing BTL2, instead. 
Currently BTL2 has 55 classes, 37 object properties and 247 logical axioms, whereas 
and BioTop (without the imported BTL2 component) has 358 classes, 46 object 
properties and 580 logical axioms.  

3. BioTop: Current Status 

Figure 1 shows the current BTL2 class and relation trees. In the following, we briefly 
describe some of the important features: 

Intuitive labels: BTL2 sets a focus on intuitive labels (Material object, Quality, 
Information object, is part of, has participant), which give an intuition of the meaning 
of the respective class or relation and is therefore better suited as "entry points" for 
developers compared to the class and relation names in BFO and DOLCE.  

Simplified relation (object property) hierarchy: The earlier distinction between 
process parts and object parts, as well as between parts and proper parts has turned out 
to confuse rather than to help the users. We found out that one relation pair has part / is 
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part of is sufficient. Constraining axioms, necessary to control the domains and ranges 
of these relations were included at the class level and as general class inclusion axioms.  

The class Condition: There is an inherent ambiguity (or “logical polysemy”, 
according to [21] of medical terms: “Ulcer” may denote both an ulceration process as 
well as its result, e.g. a gastric ulcer. “Allergy” can be interpreted as an allergic 
disposition or as allergic manifestation.  

 
  
 
 
 
 
 
 
 

 
Figure 1. BTL2 class hierarchy (left), relation hierarchy (right) 
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Such category distinctions (as, e.g. proposed by OGMS [22]) are not necessary in many 
clinical reasoning patterns, which motivated us to add the class Condition as a disjunction 
of Material entity, Process, Disposition, and Function.   

The class Situation: Medical discourse often refers to time segments of a 
(biological) life, defined by the presence of a condition (in the above sense), as empirical 
investigations with SNOMED CT [23] have shown [24]. E.g., “gastric ulcer” would 
therefore refer to the life segment, called “clinical situation” or “clinical life phase”, in 
which a gastric ulcer process unfolds, or in which a gastric ulcer structure is present. This 
motivated the addition of the class Situation, which can therefore be used as a robust 
bridge to what is called disorders, diseases, findings, symptoms etc. in clinical ontologies.   

The classes Universe and Subatomic particle: notorious errors in OWL ontologies 
derive from the confusion between existential and value restrictions (“some” and “only” 
in Manchester syntax). In combination with transitive relations such as 'has part', this 
often leads to incorrect expressions like:  

                

   'Cell culture' subclassOf 'has part' only Cell   (1) 
 

By adding the upper level axiom:   
    

'Material object' subclassOf 'has part' some Subatomic particle (2) 
 

with the latter being disjoint from other material entities a logical error occurs, which 
forces the modeller to revise expression (1).  

Temporally qualified continuants: In 3-dimensionalist ontologies a known issue 
is the representation of relations between continuants, i.e. objects that exist during time, 
undergo temporal change and have no temporal parts like processes or time intervals. 
This would require three-valued relations, such as has part (a, b, t) with time as third 
argument. OWL-DL does not support this. The lack of temporal qualification provokes 
ambiguities and may lead to wrong entailments. BioTopLite 2 mitigates lack of ternary, 
time-dependent relations in OWL-DL by introducing time-dependent entities, 
subscribing to the principle of temporally qualified continuants, still under development 
[25]. The class 'Particular at some time' is of no real ontological relevance but it has 
proven useful as a means to enforce that instances of time-dependent classes be placed 
in a temporal context. Class-level axioms are such that the reasoner infers that the relata 
must be of the type 'Particular at some time', cf. examples in [26]. Since 2016, the 
following, updated ontologies are available via http://biotopontology.github.io/ which is 
mapped to the URL http://purl.org/biotop 
The following updated ontologies are available 

� BioTopLite2: http://purl.org/biotop/btl2.owl  
� BioTop (importing btl2):  : http://purl.org/biotop/biotop.owl      
� BioTopLite2 - BFO - bridge: http://purl.org/biotop/btl2-bfo.owl  

An update of the bridge files to RO, DOLCE, and UMLS SN is under way. 

4. Conclusion 

Ten years' experience with BioTop has shown the need for adaptation of an upper level 
ontology to the user's context thus providing additional, domain-specific content. A 
recent step towards modularization was the re-harmonisation of the original BioTop 
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ontology with the “lite” version BTL2, which had more dynamically evolved, primarily 
by disjunctive classes, simplified relations and the definition of all entities as 'Particulars 
at some time'. This approach allows differentiating, by simple means, between relations 
that hold at some times and those that (generically) hold at all times. A gradual update 
of existing bridging files to other ontologies is under way, targeting the release of a 
family of upper-level ontological resources for biomedicine to be released in 2017.    
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Abstract. SNOMED CT supports post-coordination, a technique to combine 
clinical concepts to ontologically define more complex concepts. This technique 
follows the validity restrictions defined in the SNOMED CT Concept Model. Pre-
coordinated expressions are compositional expressions already in SNOMED CT, 
whereas post-coordinated expressions extend its content. In this project we aim to 
evaluate the suitability of existing pre-coordinated expressions to provide the 
patterns for composing typical clinical information based on a defined list of sets 
of interrelated SNOMED CT concepts. The method produces a 9.3% precision and 
a 95.9% recall. As a consequence, further investigations are needed to develop 
heuristics for the selection of the most meaningful matched patterns to improve the 
precision. 

Keywords. SNOMED CT, Post-coordination 

1. Introduction 

Encoding free-text clinical information with standard medical terminologies and 
ontologies is essential to improve many areas of healthcare: from semantic retrieval, to 
real-time decision support, cross-border data interoperability, and retrospective 
reporting for research and management [1]. SNOMED CT [2] is the largest medical 
terminology for coding clinical information, based on an ontological model of meaning. 
Its representational units (concepts) can be atomic ones such as Bleeding, Stomach, 
etc.) or pre-coordinated ones, which define complex expressions such as Acute 
gastrointestinal hemorrhage using logical axioms. 

Both, pre- and post-coordinated expressions are based on the SNOMED CT 
Concept Model, although the meaning of some concepts is not always fully formalized 
(e.g. “severe” within Severe pain).  

When annotating a given piece of information, e.g. a clinical text with SNOMED 
CT concepts by human annotators or NLP systems, there are several valid ways to 
encode the same meaning, depending on whether the user or systems tends to use pre-
coordinated or primitive concepts. For example, the text “acute hemorrhage of the 
gastrointestinal tract” one annotator could have selected the primitive concepts C1: 
Acute hemorrhage and C2: Gastrointestinal tract structure, while another one could 
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have chosen the pre-coordinated concept C3: Acute gastrointestinal hemorrhage. 
Although there is a full logical definition of C3, referring to both C1 and C2, it is not 
possible to infer C3  by post-coordinating C1 and C2, since this would require SNOMED 
CT relations for connecting body structure and morphologic abnormality concepts with 
a clinical finding concept, in this case the relations AssociatedMorphology and 
FindingSite, respectively. SNOMED CT relations, however, are missing in the 
annotations. Our work aims at exploring the possibility of inferring meaningful post-
coordinated expressions out of set of SNOMED CT concepts. This would require 
guessing the missing relations and putting them in the right place. The question is 
whether a relatively shallow text processing is enough for inferring the correct post-
coordinated expressions. The SNOMED CT text annotations were produced within the 
ASSESS CT project. They resulted from annotating a collection of medical texts by 
domain experts [3]. The experts had to identify cohesive text chunks and assign a set of 
SNOMED CT concepts to them. The results are based on a previous study that 
demonstrated that most pre-coordinated expressions within SNOMED CT share a 
limited number of structural patterns [4]. Here we extend these patterns with the 
SNOMED CT Concept Model. 

2. Methods 

2.1. SNOMED CT Pattern Extraction Based on the Concept Model 

The list of patterns from [4] is extended taking into account information from the 
SNOMED CT Concept Model. Figure 1 describes the extraction of one of the patterns 
based on a pre-coordinated SNOMED CT concept. A pattern is described in terms of 
the SNOMED CT top-level categories (Clinical Finding, Body Structure, Procedure, 
Qualifier Value, etc.). The selection of the particular top-level categories is indicated 
by the SNOMED CT Concept Model. 
 

 
Figure 1. Post-coordination pattern extraction method uses a pre-coordinated expression (here the concept 
definition of Edema of chest wall) and the constraints from the SNOMED CT Concept Model to obtain a 

pattern. 
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2.2. Generation of Post-Coordinated Expressions 

The post-coordination method takes as input the list of patterns extracted from 
SNOMED CT and automatically produces as output a list of valid post-coordinated 
expressions (not necessarily meaningful) for a provided list of AGs. 

An annotation group (AG) is an unordered set of SNOMED CT concepts that 
jointly represent or approximate the meaning of a cohesive piece of clinical discourse, 
supposed to be expressible as a SNOMED CT compositional expression. Our manual 
annotations yielded 169 AGs. For example, the text “Given the rapid extension of the 
subgaleal bleeding, coagulopathy workup was initiated” was annotated with the 
following AG {Subgaleal area, Bleeding and Blood coagulation panel}. 

The post-coordination method is divided in four main steps (see Figure 2). The AG 
filtering step avoids processing AGs with less than two concepts because the minimal 
requirement is one focus concept (i.e. the root concept within a post-coordinated 
expression) and one modifying concept related to it. The pattern selection step goes 
through the list of patterns to gather those whose focus concept is compatible with the 
focus concept in the AG. The pattern matching step obtains all concept combinations 
within an AG to match the selected patterns. Here, wherever there are two partial 
matched patterns with the same content, the lower frequency is discarded due to 
redundancy. Patterns for which all relations in the expression have a valid target 
concept from the AG are always retrieved. The sorting matched patterns step arranges 
the list of returned patterns based on their frequency. As a consequence, the matched 
patterns with higher frequencies are placed first, regardless of the matched relations 
and target concepts. 

 

 
Figure 2. Post-coordination method for building SNOMED CT expression from Annotation Groups (AGs) 

2.3. Evaluation Method 

In order to assess whether the resulting list of patterns can be used to find meaningful 
post-coordinated expressions a gold standard was produced. It was manually created by 
a SNOMED CT expert. The post-coordination expressions of the gold standard were 
created based on each AG and by looking at the clinical narrative in order to assert the 
correct relations consistent with the SNOMED CT Concept Model. The evaluation 
consists in manually comparing the list of resulting matched patterns ordered by 
frequency with the post-coordinated expression from the gold standard. In cases with 
overlapped patterns, the one with highest frequency is taken. The following five 
categories are defined for the evaluation (with the respective counts in brackets): HIT, 
PARTIAL HIT, NO HIT, EMPTY, NO EXP and NO EXP AND EMPTY.  
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HIT means that all elements of an AG are matched against a meaningful pattern. 
For example, the AG {Subgaleal area, Bleeding, Blood coagulation panel} corresponds 
to the gold standard post-coordinated expressions: 

 

'Bleeding (finding)' and RoleGroup some  
('Finding site' some 'Subgaleal area (body structure)') 

 

plus the concept 'Blood coagulation panel (procedure) ' which is not part of any post-
coordinated expression. 

NO HIT means that although some matched patterns are retrieved, none of them 
agrees with the gold standard. For example, the AG {Screening mammography, 
Interval, Month}, has the gold standard expression: 

  

'Screening mammography (procedure)' and  
'Time aspect' some Interval (qualifier value)  

 

but if the SNOMED CT relation 'Time aspect' does not appear in any of the patterns, 
therefore, no post-coordinated expression can be created.  

PARTIAL HIT means that the content of the gold standard expressions are 
partially matched. EMPTY occurs when no patterns are matched but the gold standard 
provides post-coordination expressions for the AG under scrutiny.  

NO EXP means that it is not possible to post-coordinate the AG elements 
according to the gold standard. For example, the AG {Bisoprolol (substance), 
milligram (qualifier value), Twice a day (qualifier value)}, cannot be post-coordinated 
because SNOMED CT Concept Model does not cover it.  

Finally, we calculate the precision and recall based on the resulting matched 
patterns. The precision corresponds to the number of meaningful matched patterns 
divided by the total number of retrieved matched patterns. The recall is obtained 
dividing the number of meaningful patterns by the total number of expressions in the 
gold standard. We assume NO EXP and EMPTY are true negatives cases. 

3. Results 

Based on the SNOMED CT distribution files from January 2016, we obtained 956 
structural patterns out of 357,165 pre-coordinated concepts with frequencies from 
27,413 to 1. In particular, 284 patterns had frequency of 1. The most frequent pattern is 
the one depicted in Fig. 1, defining a clinical finding or disorder in terms of 
morphology and site. 

The post-coordination method processed the list of 169 AGs in order to produce 
their corresponding list of matched patterns (not including AGs with only one element). 
It retrieved matched patterns to only 56 AGs. The AG with the most matched patterns 
contains nine concepts and it was associated with 377 matched patterns. 

The evaluation provided the following counts (in brackets) for each category: HIT 
(39), PARTIAL HIT (0), NO HIT (1), EMPTY (2) and NO EXP (16), NO EXP AND 
EMPTY (111). As a result, we obtained a precision 9.31% and a recall of 95.9%. 
Moreover, the average position of a meaningful matched pattern is 7.1 in the returned 
list of matched pattern sorted by frequent with an average size of 30.3 patterns of list of 
matched patterns. 
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4. Discussion and Conclusion 

The result from the post-coordination method shows a high rate of meaningful post-
coordination expressions based on the list of patterns extracted from SNOMED CT. 
Consequently this list provides the most frequent patterns used for representing clinical 
discourse with SNOMED CT post-coordinated expressions. However, precision was 
very low, mainly, because the first version of the post-coordination method presented 
here retrieves all possible matching patterns. We have observed that the average 
position of a meaningful matched pattern in the resulting list of matched patterns sorted 
by pattern frequency is lower than the middle of the average size of the resulting list of 
matched patterns. The use of this frequency to limit the list of matching patterns and 
improve the precision will be explored in subsequent work. Yet, our method misses 
some meaningful post-coordination expressions, mainly for two reasons: 

Firstly, there are no SNOMED CT pre-coordinated concepts that include the 
required pattern like in: 

 

'Procedure (procedure)' and 'Time aspect' some 'Time frame (qualifier value)' 
 

Secondly, the post-coordinated expression has as focus concept from the Situation 
with explicit context hierarchy, which has not been used within any AG, due to coding 
rules that guided the manual annotation task in ASSESS CT. Besides, there are several 
SNOMED CT relations with equivalent domain and range restrictions such as 
Procedure site - Direct and Procedure site - Indirect. Here, the selection of the 
meaningful pattern cannot be decided based on a set of concepts only, it requires 
analysing the semantic content of the clinical text.  

Future work should allow matching patterns without focus concepts, using the top-
level as default, e.g. Procedure. The focus node might then be found in previous AGs, 
because anaphora or ellipsis are frequent phenomena in medical texts. A necessary 
extension is also the addition of new structural patterns that are frequent in medical 
texts although they are not used within SNOMED CT definitions. This would however 
require a sufficiently large training set of clinical text "translated" into compositional 
SNOMED CT expressions, which requires time and in-depth knowledge of the 
SNOMED CT Concept Model. 
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Abstract. “A solid ontology-based analysis with a rigorous formal mapping for 
correctness” is one of the ten reasons why the HL7 standard Fast Healthcare 
Interoperability Resources (FHIR) is advertised to be better than other standards 
for EHR interoperability. In this paper, we aim at contributing to this formal 
analysis by proposing an RDF representation of a subset of FHIR resources based 
on a highly constrained top-level ontology and guided by the use of a set of 
Content Ontology Design Patterns (Content ODPs) for representing clinical 
information. We exemplify this by reinterpreting FHIR medication resources. 
Although a manual task now, we foresee a possible automatic translation by using 
RDF shapes.  

Keywords. FHIR, RDF, Ontology, Semantic Interoperability, EHR 

1. Introduction 

The new HL7 standard Fast Healthcare Interoperability Resources (FHIR) [1] is a 
recent approach to semantic interoperability of electronic health records (EHRs). FHIR 
is propagated as an open standard with a high alignment with the Semantic Web [2], 
representing a new EHR modelling paradigm based on interoperable building blocks 
named resources [3]. FIHR resources are small data models that define a set of 
properties describing certain domain aspects. Currently, there are around a hundred of 
them, classified into six categories, and uniquely identified with a URI. Examples are 
Patient, Practitioner, Medication order, or Observation. FHIR resources can be 
serialized in JSON, XML and recently in RDF, still as a draft representation. Although 
FHIR was not designed with Semantic Web and RDF in mind, FHIR resources and 
links between them align well. The Yosemite project [5] has recently proposed RDF as 
universal language for healthcare data exchange. In this line, HL7 in collaboration with 
W3C [5] proposed an RDF representation for FHIR aiming at improving 
interoperability with other standards. Due to the nature of RDF and the structure of 
FHIR, its RDF representation focuses on representing the structure of a resource rather 
than the content [6]. FHIR RDF instances conform to the FHIR ontology, which 
introduces classes and properties. However, it is not yet connected to any formal top-
level ontology such as BFO [7], BTL2 [8] or OGMS [9], and therefore ontologically 
shallow [10]. 
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Top-level ontologies provide domain-independent categories, relations and axioms 
(e.g. categories like Process, Material entity, Quality, etc.) in order to standardize the 
ontology creation by heavily constraining it, according to a rigorous ontological 
commitment. Therefore, building the FHIR ontology under a top-level ontology should 
contribute to improve its semantic interoperability with other representations. 

Here we suggest the use of the top-level ontology BioTopLite 2 (BTL2) as a 
compromise between degree of formalization (i.e. constraining axioms) and complexity, 
contributing to a quick learning curve. BTL2 bridges with other ontologies such as 
BFO, and SNOMED CT content has started to be harmonized with basic top-level 
classes and relations of BTL2 [11]. Despite the benefits of top-level ontologies [11], 
their use is not trivial and requires of some effort. The EU project SemanticHealthNet 
[12] proposed content ontology design patterns (Content ODPs) to ease the modelling 
of clinical information under BTL2 [13]. Content ODPs provide templates for recurrent 
modelling content, underpinned by formal ontologies [14].  

In the following we apply a set of Content ODPs to reinterpret FHIR medication 
resources using BTL2 and comment on the benefits of the proposed representation with 
a query exemplar. Finally, we discuss open issues and future work. 

2. Methods 

The main FHIR Medication Resources are shown in Figure 1 and Table 1. 

 
Figure 1. UML diagram of the MedicationOrder resource, to which the resources DosageInstruction, 
DispenseRequest and Substitution are linked. Values with “Reference” also represent FHIR resources 

Table 1. Medication related main FHIR resources 

Resource name Resource description 
MedicationOrder An order for both supply of the medication and the instructions for 

administration of the medicine to a patient 
MedicationDispense Provision of a supply of a medication with the intention that it is subsequently 

consumed by a patient (usually in response to a prescription). 
MedicationAdministration When a patient actually consumes a medicine, or it is otherwise administered 

to them 
 
BTL2-based Ontology Framework and Content ODPs. The integration of 
heterogeneous clinical information is enabled by a formal ontology framework that 
focuses on representing content instead of content structure, and which supports formal 
inference [15]. This framework encompasses the ontologies BTL2 (prefix “btl2”) and 
SNOMED CT (prefix “sct”), as common reference point for representing the clinical 
content. The framework strictly distinguishes between real world content, represented 

C. Martinez-Costa and S. Schulz / HL7 FHIR452

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



by classes like Lung cancer, Blood pressure, etc. and information (e.g. Lab test result, 
Diagnostic statement, Drug order etc.). Information entities are related to real-world 
entities via the relation represents. Content patterns act as templates to represent 
recurring modelling cases (e.g. Participation, Plans). Table 2 shows the main patterns 
for reinterpreting FHIR medication-related resources in RDF. Correspondences 
between OWL and RDF representations are shown in Table 4. 

 
(1) Plan ISRESULTOFPROCESS ?Process  
(2) Plan HASINFORMATIONPART ?InformationObject  
(3) Plan PERFORMSPROCESS ?Process  
-------------------------------------------------------------------------------------- 
(4) Process HASTEMPORALVALUE ?TemporalRegion  
(5) Process HASRESULT ?InformationObject  
(6) Process HASPARTICIPANT (?MaterialObject or ?InformationObject)  
(7) Process HASQUALITY ?ValueRegion  
(8) Process ISDUETO (?MaterialObject or ?InformationObject or   

                                    ?Process or ?ImmaterialObject or ?Disposition)  
(9) Process HAPPENSBEFORE ?Process  
(10) Process HAPPENSAFTER ?Process  
(11) Process ISINCLUDEDIN (?MaterialObject or ?ImmaterialObject)  

Figure 2. RDF triple [16] representation of Planned Process and Clinical Process patterns. RDF predicates 
(in small caps) correspond to OWL object properties or expressions using BTL2. BTL2 classes are given in 
Italics. A question mark in an OWL class label represents a variable part within the pattern. 
 

Table 2. Description of main Content ODPs used for describing FHIR medication resources 

Content ODP name Pattern description 
Planned 
Clinical 
Process

Record entry about the intent to perform some healthcare related process (e.g. request to 
administer some drug, plan to reach some target body measurement (e.g. weight), request 
to perform some healthcare service (e.g. check potassium level, etc.) 

Clinical 
Process

Clinical process description (e.g. observation, assessment, history taking, request process, 
physical examination, etc.) 

3. Results 

Correspondences between the medication-related resources and the RDF Content ODPs 
have been manually defined in order to re-interpret the existing FHIR representation 
based on the proposed ontology framework. Table 3 shows the correspondences 
between the FHIR resource MedicationOrder and the Content ODPs 
PlannedClinicalProcess and ClinicalProcess. In FHIR, a MedicationOrder is an order 
for both supply of the medication and the instructions for administration of the 
medicine to a patient. Within the ontology, it is reinterpreted as a plan (information 
entity) resulting from a prescription process (MedicationPrescription), which has as 
parts supply (SupplyMedicationOrder) and administration 
(MedicationAdministrationOrder) orders, information entities that have as realizable 
MedicationDispense and MedicationAdministration processes respectively. 

In total, we have created 289 classes, 718 logical axioms and 119 object properties 
within the ontology. The DL expressivity is SIQ(D). Table 4 shows the OWL DL 
correspondences for the RDF predicates used. 

BTL2 allows standardizing the way the ontology is queried, and content ODPs 
guide the building of the queries. Besides, BTL2 allows querying homogeneously 
different ontologies (e.g. SNOMED CT + FHIR), previously harmonized, as well as 
heterogeneous FHIR resources, now semantically related within the ontology. The 
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following query example (Figure 3) detects cases in which although the patient has an 
allergic intolerance to sct:Ibuprofen, it was prescribed to him. Additionally, logical 
reasoning supports more generic queries e.g. for products that contain ibuprofen.  
Table 3. Correspondences between FHIR MedicationOrder and the Content ODPs PlannedClinicalProcess 
and ClinicalProcess. For the classes defined within the corresponding pattern, subclasses are introduced (e.g. 
MedicationPrescription rdfs:subClassOf Process). Predicates have been renamed for the use case and are 
equivalent to the ones defined within the corresponding pattern triple. Prefix (“fhir”) has been omitted. The 
number indicates the pattern triple as described in Figure 2. 

FHIR Resource  RDF Content ODP based representation 
identifier (2) MedicationOrder MEDICATIONORDERIDENTIFIER PrescriptionOrderID 

dateWritten (4) MedicationPrescription MEDICATIONORDERDATEWRITTEN PrescriptionDateWritten 
status (2) MedicationOrder MEDICATIONORDERSTATUS PrescriptionOrderStatus 

dateEnded (4) MedicationPrescription MEDICATIONORDERDATEENDED PrescriptionDateEnded 

reasonEnded (2) MedicationOrder MEDICATIONORDERREASONENDED  
PrescriptionOrderReasonEnded 

patient (6) MedicationPrescription MEDICATIONORDERPATIENT Patient 
prescriber (6) MedicationPrescription MEDICATIONORDERPRESCRIBER Practicioner 
encounter (1) MedicationOrder MEDICATIONORDERENCOUNTER Encounter 

reason (2) MedicationOrder MEDICATIONORDERREASON PrescriptionOrderReason 
note (2) MedicationOrder MEDICATIONORDERNOTE PrescriptionOrderNote 

medication (6) MedicationAdministration MEDICATIONORDERMEDICATION PharmaceuticalProduct 
priorPrescription (10) MedicationPrescription MEDICATIONORDERPRIORPRESCRIPTION 

 MedicationPrescription 
dosageInstruction (2) MedicationOrder MEDICATIONORDERDOSAGEINSTRUCTION 

 MedicationAdministrationOrder 
dispenseRequest (2) MedicationOrder MEDICATIONORDERDISPENSEREQUEST SupplyMedicationOrder 

Substitution Not modelled 

Table 4. Examples of correspondence between RDF predicates and their OWL DL representations 
 

RDF Predicate OWL DL correspondence 

MEDICATIONORDERPRESCRIBER fhir:MedicationPrescription and btl2:hasAgent some  
  (fhir:Practicioner and btl2:isBearerOf some fhir:PrescriberRole) 

MEDICATIONORDERENCOUNTER fhir:MedicationOrder and btl2:isOutcomeOf some fhir:Encounter 
                  and btl2:isOutcomeOf max 1 fhir:Encounter 

MEDICATIONORDERMEDICATION 
 

fhir:MedicationAdminsitration  
and btl2:hasParticipant some fhir:PharmaceuticalProduct 
and btl2:hasParticipant max 1 fhir:PharmaceuticalProduct 

 
SELECT ?IbuprofenPrescription ?IbuprofenAllergy 
WHERE { 
    ?IbuprofenAllergy rdf:type fhir:AllergicIntolerance . 
    ?IbuprofenAllergy btl2:hasRealization ?ProcessX . 
    ?ProcessX btl2:hasParticipant ?AllergicPatientX . 
    ?AllergicPatientX rdf:type Patient . 
    ?ProcessX btl2:isCausedBy ?IbuprofenSubstance . 
    ?IbuprofenSubstance rdf:type sct:Ibuprofen . 
    ?IbuprofenPrescription rdf:type fhir:MedicationOrder . 
    ?IbuprofenPrescription btl2:hasPart ?IbuprofenAdministrationOrder . 
    ?IbuprofenAdministrationOrder rdf:type fhir:MedicationAdministrationOrder . 
    ?IbuprofenAdministrationOrder btl2:hasRealization ?MedicationAdministrationX . 
    ?MedicationAdministrationX rdf:type fhir:MedicationAdministration . 
    ?MedicationAdministrationX btl2:hasParticipant ?ProductY . 
    ?ProductY btl2:hasPart ?IbuprofenSubstance . 
    ?IbuprofenPrescription btl2:isOutcomeOf ?EncounterX 
    ?EncounterX rdf:type fhir:Encounter . 
    ?EncounterX btl2:hasParticipant ?PatientX .} 
 

Figure 3. SPARQL query example 
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4. Discussion and Conclusion 

We have proposed to reinterpret FHIR resources by using BTL2 and Content ODPs. 
Three domain medication resources have been reinterpreted. We describe it for the 
MedicationOrder resource, in RDF and OWL DL and comment on the benefits.  

At the moment the translation into the proposed RDF representation is a manual 
process. We are working on representing Content ODPs using shapes represented in 
SheX [17] and SHACL [18], in order to automate the translation and perform RDF 
graph data validation, supporting inference in cases based on both the open and closed 
world assumption [15]. 

FHIR resources allow an extension mechanism to add new attributes to the 
predefined list of resources, which can even modify the meaning of the resource [19] 
(e.g. not take a medication, as extension of MedicationOrder). A top-level ontology 
such as BTL2 aims standardizing this process and prevents semantic inconsistencies 
that risk semantic interoperability by creating silos of non-interoperable information. 

Since RDF requires monotonicity (i.e. new assertions cannot invalidate old 
conclusions), the existing draft FHIR RDF representation focuses on EHR structure 
instead of content. Representing negation is therefore a critical point (e.g. patient does 
not have allergy to ibuprofen). For this and other representation issues such as elements 
ordering several approaches are possible, however out of the scope of this paper. 
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Abstract. The significant part of non-urgent visits to the emergency highlight the 
necessity to advise people on the actions to take according to their symptoms. 
Although information sources are accessible through different channels their 
content often employs medical terminologies that are difficult to understand by 
laypersons. Our goal is to provide a terminology of the most common symptoms in 
pediatric emergency adapted to laypersons. This terminology is organized in a 
hierarchy by the mean of a card-sorting study. The resulting classification 
separates the symptoms into two main categories: “accident” and “illness” that are 
subdivided in 9 and 10 sub-categories. The study also revealed that some 
symptoms were not understood by the participants and had to be reformulated, 
confirming the importance of user-centered method. The classification resulting 
from this study will be evaluated through a tree-test. 

Keywords. Health communication, access to information, consumer health 
information, terminology, symptoms, emergency health services, consumer 
behavior, consumer participation 

1. Introduction   

Many patients come to emergency for unnecessary reasons. Studies demonstrated that 
30% of emergency department (ED) visits are in fact non-urgent [1]. The situation is 
similar in pediatric ED. This emphasizes the need to guide parents and help them to 
decide whether they should bring their children to emergency. Advices about the 
necessity to visit ED are usually given based on observed symptoms. The terminology 
employed to describe symptoms should be selected with care in order to be clearly 
understood by laypersons. Indeed, research in the field of consumer health vocabulary 
has demonstrated that consumers and health care professionals use different 
terminology to express themselves about health. This mismatch can hinder 
communication and health information seeking. In order to improve the communication 
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of health information to consumers, through mHealth, appropriate terminology must be 
constructed with their help [2, 3]. 

Others researches have attempted to build lists of the most common symptoms. We 
found three recent studies aiming to estimate the prevalence of most common 
symptoms. One study was based on a list of 25 symptoms [4]. Another study evaluates 
the prevalence of 23 different symptoms [5]. The most recent research studied the 
prevalence of 44 self-reported symptoms based on literature search [6]. Other studies 
identified the most common symptoms asking adults about their present symptoms or 
in the past 2, 4 or 6 weeks [7]. If all these results are very valuable, none of these 
researches concerned the symptoms that brought people to pediatric ED.  

Due to the lack of appropriate terminology we aim at constructing a terminology of 
the most common symptoms of pediatric ED at the University Hospitals of Geneva 
(HUG).  

2. Methods 

The construction started with the collection of an initial list of symptoms. In a second 
stage, we decided to organize this list into a hierarchy since it facilitates the search and 
exploration [8]. To build the hierarchy we relied on a web based card sorting tool. This 
user-centered method allows eliciting categorization by end-users [9, 10]. This method 
allows us to identify the categories inside the hierarchy but also to verify that 
participants understand all the symptoms names. 

2.1. Construction of the List of Symptoms 

An initial list of symptoms, containing over 200 symptoms, has been collected from a 
variation of the Canadian triage scale [11] adapted for the Geneva pediatric ED. During 
a year, triage nurses of the ED selected the most commonly reported symptoms by 
patient in the pediatric ED and end up with a list of 47 symptoms of illness and 
accident. 

2.2. The Card-Sorting Test 

The card-sorting task requested participants to group items (the 47 symptoms) in 
coherent categories from their perspective and to label them. One category was initially 
provided to allow participants to regroup the items they did not understand.  

2.3. Population 

According to recommendations on the minimal sample size required to conduct card-
sorting study we decided to recruit at least 30 participants [12]. Participants were 
recruited through social networks over a period of a month. The inclusion criteria were: 
be at least 18 years old and the exclusion criteria were: working in a medical field.  
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2.4. Results Analysis 

Before analyzes, semantically similar categories but labeled differently were merged 
into standardized categories. For example, both categories called “skin problems” and 
“skin” were combined into a single standardized category called “skin problems”. 

To analyze the results, we used the Best Merge Method dendogram [13] provided 
by the software Optimal Workshop. This dendogram provides the proportion of 
participants that agree with each grouping.  

We decided to keep only categories with at least 50% of participants’ agreement. 
For symptoms for which no agreement was observed (less than 50%), we asked an ED 
physician to classify them within the categories established by the participants or to 
create new categories. We also discussed how to classify the symptoms that 
participants did not understand, and asked the physician to validate, or correct when 
necessary, the categorization made by the participants.  

3. Results 

The study took place from 18 August to 26 September 2016. The test has been 
completed by 35 participants. This sample included 30 women (86%) and 5 men (14%), 
13 of them having children (37%) and 22 do not (63%).  

On the 25 categories proposed by the dendogram, we kept 8 categories for which 
at least 50% of participants agreed. These categories are: 1) mouth / nose / ear / throat 
2) digestion / intestine 3) urology / private parts 4) fever 5) skin problems 6) 
articulations / motricity 7) headache 8) accident. 

Eight symptoms led to many disagreements: allergic reaction, 
depression/anxiety/crisis, cough/difficulty breathing, headache, bloody nose, oral 
thrush, hernia and whitlow. Four symptoms (oral thrush, whitlow, colic, hernia) were 
classified in the category “I do not know what that means” by up to 23% of participants. 

As recommended, hierarchy should be limited to 8 items per level to provide 
effective navigation [8], therefore categories containing more than 8 items were split 
into subcategories. First, as participants created an “accident” category, we decided to 
also create an “illness” category to distinguish the two main types of symptoms in a 
first level. In the accident category, we created two sub-categories to group some 
similar symptoms and to avoid having too many items: 1) swallowed 
something/choked 2) sting. We also created the subcategory “rash” to reduce the 
number of items in the “skin problems” category. The same problem was avoided by 
creating the subcategory “mouth and throat”. 

Other changes were made following the discussion with the ED physician. Under 
the illness category, a “queasiness” category was created in order to insert the 
symptoms “queasiness without fever” and “queasiness with fever” previously located 
in the “fever” category. The category “mouth/nose/ear/throat” was lightly changed for 
“mouth/nose/ear/eyes” in order to reflect that the “eye” symptom also belong to the 
category. The symptoms, for which no agreement has been observed (less than 50%), 
were renamed when necessary and placed in the most suited existing category. Some 
symptoms were recognized as diagnostics and were renamed to match the associated 
symptoms (allergic reaction: “swollen lips/tongue” and “red patches and itching”, 
hernia: “genital swelling” and “swelling in the groin”, colic: “baby colic/crying crises”, 
whitlow: “finger/nail infection”, oral thrush: “oral thrush/white plates”). The three 
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symptoms that were not linked to any category were placed under the illness category 
(e.g. cough/difficulty breathing). Finally, composite symptoms composed of two sub-
symptoms (e.g. rash with fever) were placed in several categories (e.g. “skin problems” 
and “fever”).  

The final tree is presented in figure 1. Nodes in blue on the diagram are branches. 
Nodes in orange are leafs. In our case, the depth is of 4 levels and the breadth range 
from 2 to 10 nodes per level. The hierarchy is quite unbalanced since most of the nodes 
are regrouped under the illness category. 
 

 
 

Figure 1. Terminology tree. 
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4. Discussion 

Laypersons have difficulty to find information about their children’s symptoms due to 
inappropriate terminology [14]. This underlines the importance of developing 
terminologies adapted to specific audience. A limitation of our study is that the initial 
list of symptoms is based on the Canadian triage scale. The ideal would have been to 
create a list of symptoms based on terms provided directly by laypersons who consult 
at the emergency department. Independently of the choice of the initial terminology, 
the organization of the symptoms made through card-sorting improves the findability 
of information provided to patients. Before implementing this terminology in a mobile 
application, the symptoms hierarchy will be tested through a tree-test in a further study 
to ensure its effectiveness. 
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Abstract. In Danish home care, multiple professions deliver services to citizens. 
FSIII is a national home care documentation standard, where one of the goals is to 
share documentation to improve coordination between these professional groups 
and avoid double documentation. The aim of this study was to develop a SNOMED-
CT based navigation hierarchy to ensure that professions could preserve their 
documentation practice, to help avoid double documentation, and to ensure that the 
technical implementation did not require sophisticated semantic tools. The method 
involved mapping of non-SNOMED-CT content to SNOMED CT, visualization of 
merged graphs, identification of reference concepts, relating reference concepts to 
the documentation models of each profession, and representation of the navigation 
hierarchy in a reference set. The navigation hierarchy ensures that citizen conditions 
appear in a relevant context, regardless of which profession entered the data. Our 
approach paves the way for incremental standardization projects, where an 
implementation artefact, such as the navigation hierarchy, highlights the semantic 
features of SNOMED CT that can be used to reach specific business goals; in this 
case, sharing data across professional groups. 

Keywords. SNOMED CT, navigation hierarchy, national documentation standard 

1. Introduction 

In Danish home care, multiple professions deliver services to citizens. For example, 
home nurses deliver health- and care-related services. Assistants assist with functional 
problems e.g. helps with tasks related to washing, cleaning and eating. Physiotherapists 
deliver rehabilitation and training. These different services are delivered as specified by 
two different Danish national acts (the health act and the service act) by the 98 Danish 
municipalities. IT-systems called “home care records” have been developed to digitally 
support these activities. However, the systems are characterized by a “single 
municipality, single stakeholder” scope and are largely unstructured, which makes it 
difficult to make municipality-care citizen-centered and track outcomes of new treatment 
initiatives, but also makes it difficult to use collected data for national secondary 
purposes such as statistics and research. 
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In 2007, the idea of standardizing the documentation models of Danish home care 
was first formulated and it was adopted into the different Danish digitalization strategies 
in the years 2011-2013. In 2013 the project, FSIII (Cross Terminology in Municipalities, 
version three), was launched. Development of the common documentation model has 
been undertaken from 2013-2016, and implementation in Danish home care records is 
scheduled for 2017. 

1.1. FSIII Documentation Model with Focus on Conditions 

In current home care records, an unstructured to semi-structured description of the 
interventions that each professional group carry out, constitute the core part of the 
documentation following a visit. In FSIII, the point of departure will be citizen’s health 
and functioning conditions. The idea is to focus care on the citizens’ problems rather 
than the professional activities. In FSIII, it was decided to express a set of health 
conditions using SNOMED CT to support consistent recording of nursing related 
problems. This is described in our earlier work[1]. The health conditions are structured 
according to a national guideline for documenting nursing examinations with 12 nursing 
areas such as “nutrition”, “skin and mucosa”, “communication”, “respiration and 
circulation” etc. These areas are well-recognized and used by the nursing profession in 
Denmark. However, from a semantic viewpoint the 12 areas are not well-defined; e.g. 
“respiration and circulations” are findings related to two entirely different body systems 
summarized in one nursing area. 

Functioning conditions are used by assistants, and are recorded using a subset of ICF 
codes. ICF was chosen because the municipalities had already started using ICF to 
describe function. As part of the FSIII project, areas have been defined for the functional 
ability examination, so that assistants may structure their documentation under five areas 
e.g. “self-care abilities”, “abilities related to carry out household chores”, and “mental 
abilities”. 

In the years to come, additional condition sets are likely to be developed and 
included as part of FSIII, e.g. rehabilitation conditions as described by physiotherapists. 
In addition to conditions, a range of other attributes and value sets are also defined as 
part of the FSIII documentation model, e.g. patient demographics, interventions and 
intervention goals. However, any further description is omitted, because this paper 
focuses on the documentation of conditions, and how to handle the documentation 
overlap between professional groups. 

1.2. Aim 

The aim of this study is to suggest an approach to solve the following implementation 
challenges in the FSIII project: 

� Different professional groups use different terminologies, and different models 
for documentation. Preserving documentation practices that support each 
professional group, while still standardizing information content, is a challenge. 

� Different professional groups have overlapping documentation e.g. both 
assistants and nurses need to know about nutrition. As a result, each profession 
documents a citizen’s nutrition related problems to plan their interventions. 
Coordination only happens on an ad hoc basis. 
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� The current clinical information system landscape is immature when it comes 
to SNOMED CT implementation [2]. Consequently, expecting any 
sophisticated terminology use, such as semantic querying, would not be realistic. 

2. Methods 

2.1. SNOMED CT Representation of Non-SNOMED CT Concepts 

To ensure that assistants can continue using ICF, but still have a homogeneous 
terminological representation, we mapped each of the 30 ICF concepts to a SNOMED 
CT concept. We used a common set of mapping guidelines, and aimed for predictable 
retrieval properties rather than semantic precision[3]. The mapping was done by two 
annotators, and each disagreement was discussed and resolved. The mapping table was 
represented as a simple map reference set, as specified by IHTSDO [4]. 

2.2. Visualization of Sets and Identification of Reference Concepts 

We made a common hierarchical graph for both sets of FSIII conditions, to provide an 
overview of the involved concepts. We visualized each concept and its super-type  
concepts from the health and functioning condition sets respectively, and merged the 
graphs as described in [5]. From the merged graph we could identify common ancestors, 
that preserved the clinical meaning of a group of health and functioning condition, and 
we named these concepts “reference concepts”. Reference concepts can be understood 
as points of departure for predefined semantic queries i.e. from a clinical viewpoint it 
had to make sense to query for a reference concept and all its descendants within the 
FSIII condition sets. For example, it could make sense to query for all findings related 
to “activities of daily living” whether these findings were first documented by nurses or 
assistants. We ensured that each concept in the two condition sets, were subsumed by at 
least one reference concept, and if not, we added the concept itself as a reference concept.  

2.3. Placing Reference Concepts in Each Professions Documentation Models 

One objective of FSIII is to share information rather than document the same information 
twice. This means that nursing documentation should be informed by the documentation 
already made by assistants and vice versa. Consequently, it is not enough that nursing 
conditions are structured according to the 12 Danish nursing areas. Rather, all relevant 
FSIII conditions should be structured according to the 12 nursing areas and five 
functioning areas to ensure that regardless of e.g. nutrition being described by nurses or 
assistants, it is available when either group is looking for nutrition related information. 
Ideally, it would be possible to obtain a meaningful reference concept for each of the 12 
nursing areas and the five functioning areas. However, given that the areas are 
semantically poorly defined, we instead placed a group of reference concepts under each 
area i.e. each area was defined by a SNOMED CT expression of the following pattern: 
Areax=<<RC1 OR <<RC2……OR <<RCn , where RC is a reference concept. 
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2.4. Representing the Navigation Hierarchy as an Ordered Type Reference Set 

Given the overview in the merged graph, we could predict exactly which conditions each 
area-expression would retrieve. As such, distributing just the expressions would be 
adequate if mature SNOMED CT infrastructures were available. However, to 
accommodate immature systems, we developed a navigation hierarchy that expressed 
which reference concepts belonged to each area, and which health and functioning 
conditions belonged to each reference concept. We represented the navigation hierarchy 
as an ordered type reference set. Implementation of this reference set means that systems 
can utilize the pre-defined area expressions to avoid double documentation without 
implementing all of SNOMED CT or semantic querying. 

3. Results 

Of the 30 assistant conditions and 44 nursing conditions, there were 5 full matches 
between the two sets. However, the sets had substantial semantic overlap caused by one 
professional group documented in more detail compared to the other. This was especially 
evident for the findings related to functioning where nurses typically use coarse-granular 
concepts, such as 365178001|Finding related to ability to perform personal care activity|, 
whereas assistants would have each personal care activity specified e.g. 365180007 | 
Finding related to ability to perform washing and drying activities| and 365222007 | 
Finding related to ability to perform dressing activity|. Non-overlaps were mostly seen 
for health conditions where only nurses could take action e.g. different types of ulcers 
and pain. The merged graph (in Danish) is shown in [6]. 

The areas were defined using expressions. For example, the nursing area “Nutrition” 
is defined by: 
Areanutrition=<<107647005 |Weight finding| OR <<284648005 |Dietary intake finding| 
OR <<116336009 | Eating / feeding / drinking finding| 
and the functioning area “Self-care ability” was defined by: 
Areaself care= <<365178001 |Finding related to ability to perform personal care activity| 
OR <<107647005 |Weight finding| OR <<284648005 |Dietary intake finding| OR 
<<116336009 | Eating / feeding / drinking finding| OR 130969003 | Health seeking 
behavior| 

The two presented expressions overlap meaning that if citizen information is related 
to any concepts in the three semantic groups related to nutrition i.e. <<107647005 
|Weight finding|, <<284648005 |Dietary intake finding|, <<116336009 | Eating / feeding 
/ drinking finding| this information should be shown when nurses try to get an overview 
of nutrition, and when assistants try to get an overview of self-care regardless of whom 
documented the information in the first place. Consequently, we can preserve the 
documentation practice of each professional group, while still viewing the information 
documented by other professional groups. 

The navigation hierarchy was represented by a modified ordered type reference set, 
as specified by IHTSDO [4]. We replaced the referenced ComponentId and linkedId by 
sourceId, sourceRefset, destinationId and destinationRefset to allow the source and 
targets to come from either of the involved sets e.g. reference concepts, health conditions 
and functioning conditions because the whole idea was to relate the concepts of the 
different sets, which is outside the scope of a traditional ordered type reference set. The 
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navigation hierarchy, as well as the other reference sets and classifications related to 
FSIII are distributed to care record vendors by Local Government Denmark.  

4. Discussion 

In this study, we developed a navigation hierarchy that supports utilization of SNOMED 
CT as a reference terminology to bridge documentation of a citizen’s conditions when 
entered by different professional groups using different terminologies and classifications. 
Whereas others have described the development of SNOMED CT reference sets for local, 
national or international use e.g. [7-9], terminology artefacts to ease implementation of 
SNOMED CT are much less common. The developed navigation hierarchy is an example 
of such an artefact. In the future, systems that use SNOMED CT artefacts might need to 
invest in sophisticated terminology management systems that allows mapping between 
classifications and semantic querying, and such systems are emerging; see e.g. the 
description of different solutions in [10]. However, most current clinical systems only 
allow very simple use of SNOMED CT. While waiting for more semantically 
sophisticated systems, national development towards semantic interoperability and better 
utilization of health related data continue. The developed navigation hierarchy 
demonstrates a pragmatic solution given international recommendations of incremental 
standardization e.g.[11]. Future studies await implementation projects by Danish vendors 
in 2017, to evaluate how the SNOMED CT based artefacts are adapted and used in the 
Danish home care records. 
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Abstract. Background: The 11th revision of the International Classification of 
Diseases (ICD-11), for the first time in ICD history, deployed web-based  
collaboration of experts and ICT tools. To ensure that ICD-11 is working well, it 
needs to be systematically field tested in different settings, across the world. This 
will be done by means of a number of experiments. In order to support its 
implementation, a web-based system (ICDfit) has been designed and developed. 
The present paper illustrates the current prototype of the system and its technical 
testing. Methods: the system has been designed according to WHO requirements, 
and implemented using PHP and MySQL. Then, a preliminary technical test has 
been designed and run in January 2016, involving 8 users. They had to carry out 
double coding, that is, coding case summaries with both ICD-10 and ICD-11, and 
answering quick questions on the coding difficulty. Results: the 8 users coded 632 
cases each, spending an average of 163 seconds per case. While we found an issue 
in the mechanism used to record coding times, no further issues were found. 
Conclusion: the proposed system seems to be technically adequate for supporting 
future ICD-11 testing. 

Keywords. International Classification of Diseases, Clinical Coding, 
Questionnaires 

1. Introduction 

The 11th revision of the International Classification of Diseases (ICD-11) has been 
recently presented to Member States for comment [1,2]. For the first time in the history 
of ICD revisions web-based expert collaboration and ICT tools were used in the 
development of the classification [3]. The ongoing ICD revision process is responding 
to numerous demands to align the classification to the latest scientific evidence and 
user requirements for more purpose-driven and IT compatible capturing and processing 
of diagnostic information.   

To ensure that ICD-11 is working well, it needs to be systematically tested in 
different settings, across the world. This will be done by means of a number of testing 
arrangements. 

The ICD-11 testing is unprecedented in the ICD revision history as in previous 
ICD revisions field testing was limited in scope (i.e. international field testing ICD-10 
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Chapter V) or conducted as an after step to facilitate the transition between the old and 
the new classification system (i.e. national Bridge Coding studies between ICD-9 and 
ICD-10) [4,5].  

The overarching objective of the ICD-11 testing is to ensure systematic testing of 
ICD-11 before its use to increase consistency, accuracy and usability for morbidity and 
mortality coding as well as ascertain the comparability between ICD-10 and ICD-11. 

To warrant strong and organized participation in the field testing from around the 
world WHO will designate ICD-11 Field Test Centers (FTC), which in turn will 
manage a network of national sites participating in the test. WHO Collaborating 
Centers, ICD-11 Topic Advisory Groups or other organizations with sufficient 
implementation capacity can serve as FTC. 

In order to support the testing, a web-based system (ICDfit) has been designed and 
developed. To ensure functionality with large number of users an ICDfit prototype is 
currently undergoing a pilot testing. The paper describes features of the current ICDfit 
prototype and the process of its pilot testing.  

2. System Requirements and Design 

The system should implement the organization structure of field tests (FT) as foreseen 
by WHO, based on WHO coordination, FT centers (FTC) and FT sites (FTS). Two 
main kinds of studies are foreseen: one is devoted to line and case coding for mortality 
and morbidity using ICD-11 codes, or using both ICD-10 and ICD-11 codes. The 
diagnostic terms or statements used for line or case coding are extracted from clinical 
records, death certificates, etc. Another kind of study is devoted to asking basic 
questions on the updated classification to stakeholders, i.e., policy makers, 
classification experts, etc.  

Users can belong to different categories: FTC Coordinator, FTS coordinator, Rater 
and Key Informant. Users have the following roles: 

� The Rater carries out the basic work of participating into coding studies as 
classification user (i.e., coder). He/she accesses personalized ICD-FiT web 
page and checks for assigned cases in field test studies, completes case related 
forms for the respective study, fills in the evaluation form after completing all 
cases of a study.  

� The Key informant participates into basic questions studies as classifications 
stakeholder. He/she accesses personalized ICD-FiT web page and fills in the 
forms related to the basic questions. 

� An FTS Coordinator  is able to invite and manage raters, and assign cases to 
them for each study in which the site is involved.  

� An FTC Coordinator has the ability to assign new field test sites in their 
country, invite and assign key informants for basic questions studies, and 
assign cases to raters for each study in which the site is involved. This user 
role also has responsibility of translation of case summaries in local languages. 

� The WHO Coordinator is able to insert new field test centers in the system, 
assign them to field test studies as well as inserting cases.  

Collected data should be exported in CSV and Excel format for further processing.  
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Finally, the system should be sufficiently flexible to be adapted to new studies if 
needed. 

Tools for web-based data collection exist, ranging from simple survey tools (like 
SurveyMonkey, Google Forms, etc) to complex systems addressing data collection in 
clinical trials (e.g., OpenClinica, REDCap, etc) [6]. However, due to the specific 
hierarchical organization of the field testing, together with the multilingual support 
needed also at the level of case summaries, we decided to implement an ad-hoc system 
specialized for the above mentioned requirements.  

The system has been developed using PHP5, MySQL, Apache, on a Linux server. 
The three main FT instruments have been developed in both Western and Traditional 
Medicine version. An additional variant of the coding instrument, called “line coding”, 
has been implemented to facilitate quick response. 

Multilingual support has been developed, so that the system is currently available 
in 6 languages (although cases are only partially translated). The web interface has 
been developed using a responsive template in order to be accessible from tablets and 
smartphones too. Figure 1 shows an example of the web interface for double coding: on 
top there is a short case summary that has to be coded by raters, then there is room for 
up to 3 ICD-11 codes and the survey questions. After the end of ICD-11 coding, 
clicking on the “Start ICD-10 coding” will reveal an identical form section for ICD-10. 

 

 
Figure 1. Line coding form. 
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3. Preliminary Technical Testing 

In order to verify the functionality of the system, with also some preliminary indication 
on time needed for its usage and possible issues in the implementation, a technical test 
has been designed with the following features: 

� 632 case summaries in English language have been prepared by the WHO 
coordinator and inserted into the system; 

� A line coding instrument has been developed inside ICDfit to allow double 
coding using ICD-10 and ICD-11. Up to three codes per case summary were 
allowed for both ICD-10 and ICD-11 (fig.1); 

� 8 coders from the Korean WHO-FIC collaboration center have been involved 
in coding the case summaries; 

� The tool suggested for selecting codes in ICD-10 was the official ICD-10 
browser, while for ICD-11 the new, experimental coding tool has been 
selected; 

� Users were asked to code first using ICD-11, then using ICD-10. 

Data collected included codes (up to 3 per case and per classification), answers to 
3 questions per classification (regarding coding difficulties and code specificity), and 
time information (total time per case, time for ICD-10 coding, time for ICD-11 coding). 
A separate log of actions carried out on the system has also been maintained, in order 
to investigate on possible errors and issues. 

The system has been integrated with available tools developed at WHO, in 
particular the ICD-10 browser and the ICD-11 coding tool. 

4. Results 

The technical testing experiment has been run in January 2016 and was successfully 
completed in two weeks by all coders, for a total of 5056 coded case summaries. 

All cases were coded with at least one code, 153 had a second code in ICD-11 and 
96 in ICD-10 by at least one coder, only 12 had a third code in ICD-11 vs. 6 in ICD-10. 

The average time needed for double-coding a case and answering the survey 
questions was 163 seconds (range: 14-1426).  However, when looking at the individual 
times for coding with just one classification, we found some discrepancies in the time 
spent.  In fact, the average time for ICD-11 was 38 seconds, and for ICD-10 was 29 
seconds.  

An interview with users that revealed these discrepancies allowed to find that they 
were using a coding method that was more effective to them, but circumvented the time 
measuring method adopted in the system. In fact, some users maintained 3 browser tabs 
open with ICDFit, ICD-10 browser and ICD-11 coding tool: after having read the case 
summary, they individuated both codes on the respective tools, and then pasted them 
into the line coding tool. 

Regarding the survey questions, coding difficulty was slightly more for ICD-11, as 
well as the number of answers indicating too much or too broad detail in ICD-11 codes. 
This is partly due to the not yet completed status of ICD-11. However, it should be 
noted that ICD-11 evaluation was not the aim of the test, more oriented towards 
technical functionalities of the system. 
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A thorough examination of server logs revealed relatively few problems. Some of 
them were related to network issues at very specific times; some other to session 
timeout due to inactivity or unstable network, that caused users to login again to 
complete their work. Session length was set at 24 minutes. 

5. Discussion and Conclusions 

The users participating in the technical testing were able to complete the assigned case 
summaries coding exercise in a relatively short time. The experiment allowed to 
discover some issues in the automatic time computation, due to the different behavior 
patterns users had in coding. This way, the apparent time needed for coding, as 
measured by the input timeline, was really short, although the total time resulting from 
logs was correct. Since it is almost impossible to technically constrain a more 
sequential behavior, if there is a real need for a precise evaluation of coding time, strict 
instructions should be provided to raters for the participation in the study. 

However, the shortcuts identified by raters also suggest ways to make the overall 
field test process quicker, which is by itself a good result.  

The integration with WHO tools has been also proven to function well, in 
particular for the newly released ICD-11 coding tool, that allows for natural language 
queries. 

The overall time needed to double code a case is relatively short and sustainable, 
even in view of the tenths thousands answers needed for field test. However, before 
fully testing ICD-11, smaller tests will be made on selected, crucial chapters of the 
classification.  

ICDfit has been adequate for helping to document and measure the code 
assignment in ICD-11 and ICD-10. Due to its generic features, it could also be used for 
other classifications.  Further work will include mainly the development and 
implementation of a metrics to compare raters coding with gold standard coding, based 
on their distance on the classification tree, to be used for both ICD-10 and ICD-11. 
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Abstract. The hereby proposed terminology called “Q-Codes” can be defined as 
an extension of the International Classification of Primary Care (ICPC-2). It deals 
with non-clinical concepts that are relevant in General Practice/Family Medicine 
(GP/FM). This terminology is a good way to put an emphasis on underestimated 
topics such as Teaching, Patient issues or Ethics. It aims at indexing GP/FM 
documents such as congress abstracts and theses to get a more comprehensive 
view about the GP/FM domain. The 182 identified Q-Codes have been very 
precisely defined by a college of experts (physicians and terminologists) from 
twelve countries. The result is available on the Health Terminology/Ontology 
Portal (http://www.hetop.org/Q) and formatted in OWL-2 for further semantic 
considerations and will be used to index the 2016 WONCA World congress 
communications.  

Keywords. Q-Codes, general practice, family medicine, ICPC, categorization, 
controlled vocabulary, qualitative analysis, abstracts 

1. Introduction 

The field of medicine is blessed with a rich array of terminologies that support 
structured documentation of clinical information, and storage and retrieval of research 
publications. Overarching resources are the International Classification of Diseases 
(ICD), the Medical Subject Headings (MeSH) and the SNOMED CT. For most of the 
specialized medical domains have been built proper nomenclatures and classifications 
(e.g., the Systematized Nomenclature of Pathology, SNOP for pathologists) [1]. 

General Practice / Family Medicine (GP/FM) is a peculiar domain characterized by 
a very broad scope and a large array of research methods, and encompassing both 
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clinical and non-clinical issues.  Clinical issues are those aspects pertaining to signs 
and symptoms, reasons for encounter, and processes and diagnoses covered by the 
International Classification of Primary Care (ICPC) [2]. 

  The non-clinical content of GP/FM is not fully represented either in indexes of 
textbooks in GP/FM, or in specific classifications or terminologies. The existing 
representation suffers from a top-down approach which is not always reflecting the 
complexity of the discipline.  

To tackle this lack of non-clinical content in vocabularies, we hereby propose a 
new terminology for pragmatic use in real-life situations which can be used to index 
specific content of GP/FM (communications, literature or event managerial content of 
the contact with patients). Thus this resource is complementary to the ICPC-2. 

In this paper, we aimed to a) describe the methodology applied for the creation of a 
taxonomy, b) on this basis, to present a domain-specialized terminological resource 
called the “Q-Codes” to facilitate the indexing of GP/FM non-clinical content and c) 
show how this resource could support the information retrieval of specific 
bibliographic information. 

By doing this, we aim to contribute defining the limits of GP/FM. 
This is also a preliminary work to address the future necessity of the application of 

semantic web technology on the GP/FM domain [3]. This approach refers to an 
ontology building process [4]. 

2. Methods 

The first step of the methodology had the aim to design the taxonomy by identifying 
relevant concepts in a compiled corpus that includes GP/FM texts. We have studied the 
concepts identified in hundreds of communications of GPs during congresses from a 
bottom-up approach. The relevant concepts belong to the fields that are focusing on 
GP/FM activities (e.g. teaching, ethics, or environmental hazard issues). 

The second step was the development of a terminological resource for each 
category of the resulting taxonomy. This has been formalized by defining concepts, 
hierarchy and mappings relationships. Several methods and tools were used to perform 
this step: i) Cimino’s standard set of desiderata was applied to build the terminology 
content and structure [5], ii) we highlighted each concept by relevant bibliographic 
citations as well as by linking them to BabelNet2, DBpedia3 and to other reference 
terminologies, iii) we relied on the HeTOP multi-lingual and multi-terminology portal 
to fulfill each conceptual content and to manage the translations of terms and their 
definitions. 

The final step was to evaluate and discuss the conceptual content of each created 
code of the taxonomy by involving several experts from all over the world (twenty four 
GPs and terminology experts from ten countries). 

2.1. Selection of Abstracts and Corpus Compilation 

A total of 1,702 abstracts were selected from six sources in English or French: (i) 
Wonca Europe 2007 (n=998), (ii) Portuguese 18th national conference of family 
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medicine, 2013 (n=128), (iii) Congrès Confédération des Généralistes Enseignants 
(CNGE) Clermont-Ferrand 2013 (n=205), (iv) CNGE Lille 2014 (n=289), (v) 
SwissFamilyDocs Zurich 2014 (n=45), and (vi) Belgian GP/FM research congress 
Brussels 2014 (n=37). These six sources were selected due to the ease of accessibility 
of their abstracts. 

2.2. Qualitative Methods for Development of the Taxonomy  

Data collection stemmed from analyzing abstract proceedings from the mentioned 
GP/FM conferences. These data were analyzed in a grounded theory approach. It 
involves construction of a hypothesis or discovery of concepts through data analysis [6]. 

2.3. Tools 

HeTOP is the Health Terminology/Ontology Portal4 which provides access to 60 main 
health terminologies in several different languages. Due to these multilingual 
terminologies, HeTOP is used for many purposes. It is very useful not only for 
translators, terminologists and ontologists, but also for physicians coding patient 
records and using services on demand, e.g. info buttons. Finally, and most important 
for this research, HeTOP assists in indexing resources on the Internet. 

We relied on HeTOP for this study to: a) find similar concepts in other 
vocabularies; b) create the Q-Codes terminology; c) manage each concept (labels, 
synonyms, definitions); d) perform manual mappings and e) give access to the final Q-
Codes terminology through a web site. 

2.4. The Q-Codes terminology 

The ambition was to create a terminology to represent the non-clinical activities of 
GP/FM, by extending the 17 chapters of the clinical classification ICPC with an 18th 
chapter, called Q-Codes (“Q” being a letter in the alphabet not yet used in ICPC). 

Each term identified in the first step has been converted into a concept (a “Q-
Code”). Each concept has received a definition explaining its conceptual value. The 
extension of the concept, i.e. its use in several other online databases, has been 
documented through a careful search in a set of online dictionaries and terminologies. 
For each Q-Code, a minimum of properties was fulfilled to define the concept: a) the 
Preferred Label, b) one or more definitions, c) synonyms and linguistic variants, d) a 
sample of pertinent articles to the understanding of the main subject and e) BabelNet 
and DBpedia unique Ids and f) relevant MeSH terms related to the Q-Codes were 
mapped. Those mappings can lead to ease querying bibliographic databases (e.g. 
PubMed) for each specific Q-Code but they are also an important way to evaluate and 
assess the quality of Q-Codes definitions and conceptual content. 

With regards to implementation, the Q-Codes (concepts, properties and relations) 
were formalized and implemented in Web Ontology Language (OWL). Based on the 
Resource Description Framework (RDF) standard, OWL is a knowledge-representation 
language which is considered the de facto language for ontology implementation. This 
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task was a rough OWL-2 export from HeTOP to Web Protégé5 without any description 
logic. 

3. Results 

The complete analysis of 1,702 French/English abstracts lead to the construction of a 
taxonomy composed by 182 terms. This taxonomy was enhanced to a terminological 
level according to Cimino’s desiderata [5] and thanks to a complete support of 
semantic web technologies (HeTOP, Web Protégé, etc.) The resulting terminology 
called the “Q-Codes” consists of 182 concepts divided among 8 domains. 

Each Q-Code (concept) was contentiously defined and tagged with English terms 
and definitions. Bibliographic citations and external concept URIs have been added to 
ensure semantic extension and validity. Table 1 gives an overview of the main Q-
Codes domains with included covered topics. 

 
Table 1. Q-Codes domains overview 

Q-Code 
domain 

Label Examples of covered topics 

QC Patient’s category age, gender issues, abuse 
QD Family doctor's issue communication, clinical prevention, medico legal 

issues 
QE Medical ethics bioethics, professional ethics, info ethics 
QH Planetary health environmental health, biological hazards, nuclear 

hazards 
QP Patient issue patient safety, patient centeredness, quality of health 

care 
QR Research research methods, research tools, epidemiology of 

primary care 
QS Structure of practice primary care setting, primary care provider, practice 

relationship 
QT Knowledge management teaching, training, knowledge dissemination 
 
Results of the final step are related to the translation of the labels and definitions of 

the Q-Codes by different general practitioners in their native languages which are: 
French, Spanish, Brazilian-Portuguese, Dutch, Turkish, Korean and Vietnamese. Two 
terminologists reviewed the translations for three of the languages. One terminologist 
validated the English translation, and the second terminologist validated the Spanish 
and Portuguese translations. The Q-Codes multi-lingual terminology is available on 
HeTOP at http://www.hetop.org/Q (authentication required as wicc/wiccdemo). 

4. Discussion 

To the best of our knowledge, this is the first attempt to expand the ICPC coding 
system with an extension for managerial issues, thus covering non-clinical content, 
with the intent to improve performance in information storage and retrieval for research 
purposes in this broad, eclectic, and underserved domain of medicine. 
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4.1. Implications for Practice  

We expect that the creation of this terminological resource for indexing abstracts and 
for facilitating Medline searches for general practitioners, researchers and students in 
medicine will reduce loss of knowledge in the domain of GP/FM. In addition, through 
better indexing of the grey literature (congress abstracts, master’s and doctoral theses), 
we hope to enhance the accessibility of research results of general practitioners. 

4.2. Implications for Research 

End-users are often not very well-versed in knowledge-representation formalisms, and 
it remains to be proven that our proposed terminology will help them in dealing with 
more complex systems, such as MeSH, to support their information storage and 
retrieval activities. Nevertheless, the Q-Codes base is aimed at several uses: a) online 
repository of knowledge specific to GP/FM in several languages; b) online PubMed 
linked bibliographic system easy to use for training in GP/FM; c) resource for online e-
learning; d) resource for the analysis of content of congresses in GP/FM in joint usage 
with ICPC-2 and indexation of gray literature in GP/FM; e) automatic or semi-
automatic congresses indexing system; f) linking GP/FM to the web of data and the 
linked data initiative. Further work could be conducted to enhance the Q-Codes 
formalism with ontology building as the current OWL-2 version is a rough export. 

5. Conclusion 

“Q-Codes” are a terminology of non-clinical subjects in GP/FM. This work is the 
result of a two-year cooperative project between participants from twelve countries and 
eight languages. The 182 concepts have been elaborated in a bottom-up approach, by 
retrieving the topics most frequently addressed by GPs when they met in congresses. 
This work is freely available online at http://www.hetop.org/Q. The data is also 
available in the OWL-2 language for future use in the semantic web. The product, user 
guide and e-learning are available at http://3cgp.docpatient.net. 
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Abstract. The risks of relinquishing control of electronic healthcare data for re-use 
in research are mitigated by the use of data sharing agreements and information 
governance procedures. These exist as legal, or quasi-legal, textual documents ex- 
changed between data owners. Their existence outside of the digital realm leads to 
a situation where breaches of an agreement can only be detected and acted on post-
hoc. We introduce the design of a system of computable contracts, specified 
formally, that can enforce the rules of data sharing agreements within the bounds 
of electronic health care systems.  

Keywords. Information Storage and Retrieval, Database Management Systems 

1. Introduction 

Historically medical records have been paper-based, with the UK only recently moving 
towards an electronic representation [1], mirroring efforts and trends in Europe, North 
America and Australia amongst others [2]. Whilst the increased benefits this gives to 
health care provision and large scale medical research are clear [3] a sense of owner- 
ship has grown-up around the physical, paper-based, records an their corresponding 
electronic form. Value exists to both the organization and the practitioner in 
maintaining sole ownership of patient data. Economic value is created through the 
retention of a patient and even within the UK’s relatively unified National Health 
Service (NHS) there exists competition between healthcare providers [4]. The 
challenges surrounding the reuse and trustworthiness of healthcare data are well 
recognised [5]. Whilst the use of electronic healthcare data is crucial for research, its 
continued use for such purposes is grounded in the maintenance of strict ethical 
frameworks of control [6]. Situations in which these ethical frameworks are perceived 
as ineffectual can lead to a breakdown in public trust in EHR systems, and in turn will 
threaten to bring down tighter regulatory controls on the use of data, threatening its 
effective use moving forwards [7]. Information Governance (IG), the policies 
procedures and controls that ensure the correct use of data, is therefore a crucial aspect 
in the use and practice of the digitisation of healthcare data. Without correct IG 
procedures, that both bring confidence in data use and ensure that this use falls within 
existing regulatory frameworks, the future benefits of digitised healthcare data will be 
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severely limited. The documented procedures and legal agreements that specify the 
correct ethics-legal use of electronic healthcare data are specified and exchanged as 
documents distinct from the digitised data that they pertain to. There has been no ‘big 
bang’ move from the paper to the digital realm whereby all systems were switched at 
once to a modern representation; the transformation has been slow and piecemeal – an 
inevitable consequence of the crucial role that patient records play in day-to-day care 
and the need to maintain the smooth running of healthcare system. As such there are 
aspects of healthcare that have not yet started the move to the digital, information 
governance agreements and their use being one such aspect of the domain.  

In this paper we describe a framework for specifying information governance con- 
tracts in computable form. These computable information governance contracts allow 
data owners to precisely specify the conditions under which certain actions (such as 
querying and retrieval) can be performed on medical data. These contracts can then 
produce electronically signed warrants which grant permissions to users and 
organisations the right to use data for purposes controlled by the underlying contracts. 
By attaching these warrants to formal requests for data both the data controller and the 
data user are provided with evidence that can ensure the correct and verifiable delivery 
of data for the purpose that its provision was intended, although production and 
delivery of the data itself lies outside the scope of this framework.  

2. Method 

The system we describe is based at its core on the notion of contracts for specifying 
the scope of allowed behaviour in terms of data sharing within an EHR system and 
warrants that specify data that can be returned from a system for a particular data 
access request. Contracts are mapped from agreements and exchanged between data 
providers. For a given access request for data a request object is specified which 
describes who is requesting the data and for what purpose that data will be used. Given 
a request and a contract a warrant is produced that describes the data accessible by that 
user for that purpose from a given data source. This warrant is then provided by the 
user to the data owner and used to determine what data is produced for that user.  

The system as described below is given as a series of functional data types 
specified using the semantics of the F# programming language. Briefly, a type has an 
identifying name and a series of constructors (separated by the | symbol) that are used 
to define a value of that type. A constructor can, if needed, be given a series of values 
or the types specified by the ‘of’ keyword and separated by . The types used to 
construct the warrants and contracts used by the system are given in the following.  

A Purpose describes the use to which data will be put. Initially we have 
identified the core categories of PatientCare – accessing data in order to directly 
influence the course of care of a patient, Research – secondary research use, and 
Benchmarking – general data auditing. Additionally a Purpose can be defined as 
being Any, which indicates that once data is received it will potentially be used for any 
purpose within any standard constraints.  
type Purpose  
| Any  
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| PatientCare 
| Research 
| Benchmarking  
 
An Action describes something taking place. In the simple case an Action can be 
For a Purpose as described above. An Action can also be specified as taking place 
Until or After a given date and time. Further a Choice represents a means of 
grouping a list of Actions.  
type Action  
| None  
| For of Purpose 
| Until of DateTime  Action  
| After of DateTime  Action 
| Choice of Action list  
 
The type Decision signifies a binary choice of Allow or Disallow and is used to 
build the underlying form of the Contract datatype.  
type Decision = Allow | Disallow  
 
A Code is used to explicitly identify an item of data that is being queried against and is 
designed to hold a value translatable into an underlying clinical coding system. At 
present the type Code simply holds a string to be matched against. A more complex 
type definition of a clinical code is possible but was not deemed necessary for this 
prototype implementation.  
type Code = CodeValue of string  
 
On a basic level a Contract associates an Action, a list of Codes or both with a 
Decision. This captures the essence of the Contract, which is to allow or disallow 
given actions or requests for types of clinical code. Contracts which specify 
multiple Actions are grouped using the Or constructor and finally a default decision 
is specified using the Other constructor, although in practice and in the absence of a 
specific value this will be presumed to be Disallow.  
type Contract = 
  ForAction of Action  Decision  
| ForCodes of Code list  Decision  
| ForActionCodes of Action  Code list  Decision  
| Or of Contract  Contract 
| Otherwise of Decision  
 
A Request mirrors in part the form of a contract, but pertains to only a single request 
with the corresponding Or constructor missing.  
type Request = 
  RequestFor of Action  
| RequestForCodes of Code list  
| RequestForActionCodes of Action  Code list 
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Finally a Warrant, produced as the result of a Request being matched against a 
Contract specifies that the holder of the Warrant be allowed to perform a given 
Action against the data held by the holder of the corresponding Contract. The Warrants 
constructor allows for a list of individual Warrants to be held in the data type.  
type Warrant = 
  WarrantedFor of Action  
| Warrants of Warrant list 

 
The programmatic API for accessing the system essentially consists of a single 
function that takes a Contract and a Request and produces a corresponding Warrant.  
type VerifyRequest = Contract −> Request −> Warrant  
 
The semantics of the function implementation are such that if the Action of the 
request matches a corresponding Action of a contract with a given Allow decision 
type then a Warrant for that Action is returned. If the corresponding decision type 
is Disallow then a Warrant is produced but with an Action of None. Similarly 
the underlying function implementation matches requests for Codes in a similar way, 
but the method for deciding whether two different Code strings match can vary based 
on the underlying semantics of the given coding system.  

3. Results 

We demonstrated the applicability of the system described above by translating 
existing information governance agreements into this computable format. These 
contracts were taken from real-world examples of information governance agreements 
placed on users of data from the Salford Integrated Record [8]. In the following we 
give a description in plain language of what the governance contracts specified in terms 
of the allowable forms of request and then show the corresponding implementation of a 
Contract datatype for two such contracts.  

Contract 1: Data agreements were already in place for access to data for research 
purposes. Additionally access to data for auditing purposes would be granted for a six-
month period. The contact granted benchmarking access to users for this period and 
then reverted back to the original agreement for ongoing research use. The 
corresponding formally typed definition is given below.  
 
let contract1 = Or (ForAction (Until (”03−01−2016”)  
                                (For Benchmarking)))  
                   (ForAction (For Research)) Allow  
 
Contract 2. A data agreement was put in place allowing research access to data 
pertaining to Diabetes or for Asthma. The underlying coding system used was the Read 
code system. The corresponding formally typed definition is given below.  
 
let contract2 = ForActionCodes (For Research) [”CD10..”; 
”H33..”] Allow  
The system was used to translate a series of such contracts into the underlying formal 
specification, demonstrating the general feasibility of the system for such use.  

J. Cunningham et al. / Computable Information Governance Contracts 479

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



4. Discussion 

The exemplar results outlined above demonstrate the feasibility of the system in terms 
of its ability to translate existing information governance agreements into a 
computational format. This ability removes the existing ‘analogue gap’ between 
electronic health records existing in the digital domain and information governance 
contracts that lie outside that domain and yet are used to enforce the use and control of 
digital health records. As it stands the system is in proof-of-concept stage, and whilst 
we have demonstrated its feasibility through the translation of existing real world 
agreements, fully integrating it into an existing system would serve to fully prove its 
suitability in the real world. Given that information governance has at its core an 
underlying legal foundation, there will likely be barriers to adoption in terms of a 
requirement for computational contracts as described here to be formally verified to 
meet such legal requirements. This, combined with the natural reticence that exists 
towards the adoption of novel methods to be applied to a field as sensitive as personal 
medical data may make moving forwards in the real world difficult.  

Information governance is a vital aspect in the use of electronic healthcare data. 
Without strict information governance procedures in place the use of electronic health- 
care data, particularly for research purposes, will remain limited with respect to its 
potential use. By moving the specification of IG contracts into a computable form we 
have taken a step towards demonstrating the potential for formally enhancing the trust 
that can be placed in such systems. This is the first step in integrating the currently 
informal (in a computational sense) specification of IG procedures into the digital 
realm within which patient records already reside. Moving forwards we see this as a 
key future direction into the full digitisation of the healthcare domain, which we see as 
a crucial future direction of the field.  
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Abstract. Most chronic diseases are a result of a complex web of causative and 
correlated factors. As a result, effective public health or clinical interventions that 
intend to generate a sustainable change in these diseases most often use a 
combination of strategies or programs. To optimize comparative effectiveness 
evaluations and select the most efficient intervention(s), stakeholders (i.e. public 
health institutions, policy-makers and advocacy groups, practitioners, insurers, 
clinicians, and researchers) need access to reliable assessment methods. Building on 
the theory of Evidence-Based Public Health (EBPH) we introduce a knowledge-
based framework for evaluating the consistency and effectiveness of public health 
programs, interventions, and policies. We use a semantic inference model that 
assists decision-makers in finding inconsistencies, identifying selection and 
information biases, and with identifying confounding and hidden dependencies in 
different public health programs and interventions. The use of formal ontologies for 
automatic evaluation and assessment of public health programs improves program 
transparency to stakeholders and decision makers, which in turn increases buy-in 
and acceptance of methods, connects multiple evaluation activities, and strengthens 
cost analysis. 

Keywords. Program Evaluation, Outcome assessment, Ontology, Inference, Public 
Health Intervention  

1. Introduction 

Chronic diseases impose a massive global burden [1]. To improve the planning and 
evaluation of disease prevention interventions and to assist multiple stakeholders and 
decision-makers in making correct and unbiased inferences about population health, 
several data and analytical issues should be addressed [2]. Major barriers to the planning 
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or evaluation of effective public health interventions include the lack of reliable 
mechanisms to check the validity and precision of indicators and inability to identify 
errors, redundancies and inconsistencies (e.g. contradictory definitions such as having 
diabetic patients with no glucose metabolism disorder) in the coding of indicators [2, 3] 
that are used to evaluate the core components of an intervention. Large inconsistencies 
in indicator values (e.g. when different definitions and values are assigned to the same 
indicator) can generate confusion among policy makers and the public at large, and may 
lead to conflicting policy conclusions. Also many public health policies are not 
accurately defined, may not be cost-effective and important health outcomes are often 
challenging to measure and quantify against notions of the public good and safety. 
Defining components of interventions and policies with respect to their context and their 
level of development is a key prerequisite for designing interventions appropriate to 
meeting assessment requirements based on stakeholders’ needs.  

Evidence Based Public Health (EBPH) has been defined as the process of 
“integrating science-based interventions with community preferences to improve the 
health of populations” [4]. In the EBPH context, public health interventions and policies 
are evaluated based on their effectiveness as described in the best available evidence 
regarding existing guidelines and interventions for confronting the causes of a specific 
disease or condition in a population. The major goal of our study is to provide an 
automatic knowledge-based evaluation framework that aligns the results generated 
through semantic reasoning with the best available and reliable evidence. In turn, this 
will allow us to assess the relative effectiveness of various possible interventions, and 
support the logical evaluation of public health policies. To this end we have designed the 
POLicy EVAlUation & Logical Testing (POLE.VAULT) Framework to assist 
stakeholders and decision-makers in making informed decisions about different health-
related interventions, programs and ultimately policies based on the contextual 
knowledge at various levels of granularity.  

2. Methods & Results 

Most existing program and policy assessment methods are either based on survey data 
or based on a set of pre-defined assumptions without considering the context and its 
dynamics. Using contextual knowledge captured in ontologies, we can analyze how 
context influences outcomes. Root cause analysis (RCA) [5] is a method for identifying 
the underlying causes for a public health problem that needs to be addressed and for 
proposing remedial actions. Using semantic inference along with the RCA principles, 
one can determine what elements in a disease causal pathway (e.g. behaviors, actions, or 
conditions) have to be changed to stop recurrence of similar, undesired outcomes. The 
main question for evaluating an intervention is whether it worked (e.g. changed a 
situation or behavior) in a target community. According to Bloom's taxonomy of 
learning2, from knowledge to evaluation [6], to answer this question, the stakeholders 
(i.e. public health institutions, policy-makers and advocacy groups, practitioners, 
insurers, clinicians, and researchers) need to access knowledge to address lower-level 
questions such as: 

- What motivated the need for change? 
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- Are there resources available and adequate to implement Intervention I1? 
- What is the cultural, political and economic context in which change will take place? 
- What types of activities lead to improved outcomes (e.g. improved health)?  
- Which features of the intervention should be measured when evaluating its 

value/effectiveness? What evidence is needed to represent these features? 

To address these types of questions we design a knowledge-based framework for 
intervention/policy evaluation at the community setting [7]. PopHR [8, 9] is a semantic 
web platform that uses ontologies to integrate multiple clinical and administrative data 
sources to provide a coherent view of the health of populations. Building on top of the 
PopHR semantic platform, we integrate the knowledge about causal and correlational 
evidence along with information about the target populations. By doing this integration 
of knowledge about interventions we can then formulate queries for identifying potential 
interventions, programs and evaluating their prospective outcomes. For example: 

- What would be the impact of intervention I1 on prevalence of Disease D1 in 
three years from now?  

- What are the relative impacts of Interventions I1, I2,…,In on increasing youth 
physical activity in school and community settings?  

- Can Intervention Ix, which was successful in Population P1, be used effectively 
for Population P2, to prevent Condition Cy? 

As shown in the activity diagram that demonstrates the POLE.VAULT framework 
(Figure 1) the automatic evaluation of interventions starts by assessing the interventions’ 
logic models.  

 

 
Figure 1. An abstract representation of the POLE.VAULT knowledge-based platform for logical cross-
validation, and evaluation of population health interventions and programs. 
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Logic models are representations of the relationship between the resources, activities, 
outputs, outcomes and impacts of a public health program and therefore are important 
tools [10] in conducting program evaluations. This step is critical because, regardless of 
whether or not evaluations are process or outcome oriented, or qualitative or quantitative, 
they need to assess whether critical program components or activities were implemented 
and whether they had an impact on mediating outcomes, important behaviors and overall 
health goals. After populating our formal ontology model using the existing structured 
(e.g. databases) or unstructured (e.g. free text reports, surveys and interviews) data 
sources we compute different indicators to answer queries assessing each component of 
the logic model. For example, to check whether an intervention had the desired impact 
we define queries to examine changes in the population health status (positively, 
negatively, or unchanged). After this process is complete, the next step is aligning the 
logic model with the semantic knowledge platform and the conceptual model created 
using causal knowledge along with evidence on interventions’ effectiveness (within 
semantic layers shown in Figure 1). 

When integrating qualitative and quantitative data and information from different 
sources (some might even be contradictory) systematic errors would be inevitable. To 
ensure the consistency of our knowledge while evaluating interventions we perform 
logical cross-validation through a semantic reasoner. For this purpose and for logical 
assessment of the model and semantic query answering we use a Tableau-based 
description logic (DLs) [11] Reasoner. The alignment between the logic model and our 
evidence-based knowledge platform is attained through a set of service ontologies. As 
an example one might be interested to know whether sufficient resources exist to 
implement an online program to decrease Type II diabetes in Memphis TN by helping 
people to make positive changes in people’s eating and exercise behavior? The high level 
conceptual model, demonstrated in Figure 2, shows different components for typical 
programs resource allocation, which are populated using causal evidence. After 
analyzing evidence on similar interventions and policies in other comparable settings 
(e.g. comparable populations sharing common features) the system provides an answer 
to the query above.    
 

 
Figure 2. Partial representation of the high level conceptual model to represent “Input” in a Logic Model. 

 
Using the formally represented knowledge and the logical reasoners/query engines 

POLE.VAULT also assists the stakeholders to evaluate (or forecast) various outcomes of 
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one specific intervention (or series of interventions) through logical inference and 
deductive querying (e.g. what are the possible outcomes of a specific intervention on the 
prevalence of diabetes in a defined community?) 

As another example, if we removed blighted properties in neighborhoods ‘x, y and 
z’, what would be the impacts on health outcomes, such as asthma and hypertension as 
well as impacts on rates of crime, burglary and falls? Also, how are these health and non-
health determinants and indicators related? Answering these questions allows different 
stakeholders to see what interventions are likely to give the biggest return on investment, 
and to enable them to make evidence based decisions accordingly. 

3. Discussion 

By assessing program outcomes through a set of indicators, the POLE.VAULT platform 
enables comparative analyses of the effectiveness and cost of different public health 
interventions. Moreover, in the future our platform intends to evaluate programs based 
on their coverage and effectiveness by highlighting the proportion of the defined 
objectives and goals that a program is capable of addressing, within a specific resource 
range (e.g. time period, budget bracket and human resources). Our future work also will 
be focused on extending the analytics power provided through the alignment between 
POLE.VAULT semantic framework and a statistical inference model to help shed light 
on potential causes of failure for unstable, fragile and uncertain programs and 
interventions. Finally, we will incorporate knowledge about how to effectively 
implement interventions, at which point the system will be able to recommend remedies 
to fix the problems in the failed interventions or suggest new interventions.  
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Abstract. The aim of this paper is to investigate semantic web based methods to 
enrich and transform a medical discussion forum in order to perform semantics-
driven social network analysis. We use the centrality measures as well as semantic 
similarity metrics to identify the most influential practitioners within a discussion 
forum. The centrality results of our approach are in line with centrality measures 
produced by traditional SNA methods, thus validating the applicability of semantic 
web based methods for SNA, particularly for analyzing social networks for 
specialized discussion forums. 
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1. Introduction 

Social Network Analysis (SNA) is performed by analytical approaches that quantify an 
actor’s influence, participation, reliability, respect and function within a given context 
or community [1]. In a medical online discussion forum, for example, the centrality 
measure provides insights into the influence of practitioners and physicians, whereas 
the cohesion measure informs how well the actors connect with each other as 
community [2]. Given the richness of social data, which extends beyond physical 
relationships between actors, there is an opportunity to investigate the semantics of 
these relationships to further understand the context and content of social networks. 
This brings to relief the application of semantic web technologies to semantically 
represent and analyze social networks. Semantic web technologies [3] can be utilized in 
the social network sphere to (a) enrich social data by aligning with external 
vocabularies, (b) categorize the interactions between actors in terms of a domain-
specific model; (c) reason over the social data to derive knowledge-driven inferences 
and generalized models about the relationship roles and functions; and (d) link social 
data with external ontologies to infer new social relationships both within the social 
network, external social networks or semantically defined web resources. Previous 
studies have leveraged semantic web technologies to aggregate, extract, visualize and 
analyze different kinds of social data by making use of semantic ontologies and 
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analytics [1] [4]. In this paper, we investigate semantic web-based methods to 
transform social network data to perform semantics-driven social network analysis to 
identify the central actors/practitioners in an online medical discussion forum. Our 
contention is that the central practitioners in an online discussion forum are relatively 
more active than the rest of community, and hence such central practitioners can serve 
as knowledge brokers in a knowledge translation context. This article is structured as 
follows. The proposed framework for semantic enrichment of social data and the social 
data used within our medical discussion forum is presented in Section 2. We will 
discuss the results of approach in Section 3, before concluding in Section 4.  

2. Proposed Approach 

In our work, we analyze social data collected from Surginet 2  which is an online 
medical discussion forum. The users of Surginet are general surgeons and medical 
practitioners in related disciplines who discuss various academic and clinical subjects 
specific to the specialty of General Surgery. The working of the medical discussion 
forum is as follows: (a) To initiate a topic-specific discussion, a practitioner poses a 
topic-specific question, comment or information item to the community; (b) In 
response, practitioners interested in the topic provide their response; (c) A topic-
specific discussion thread starts to evolve which comprises a set of practitioners 
connected with each other, based on their response pattern. The discussion forum 
interactions are rendered as a 2-mode social network, where one mode is a set of 
practitioners and the other mode is a set of discussion threads—practitioners are 
connected with each other via the discussion thread they jointly participated in. 
Surginet comprised 231 practitioners and 2,111 discussion threads (comprising around 
18,000 individual messages/posting by the practitioners) covering a range of topics 
related to surgery.  
Our approach to semantically analyze medical social network data is as follows: (i) 
enrich social data generated within a medical discussion forum with semantic 
descriptions of the discussion topic using external domain-specific ontologies, (ii) 
expose the enriched social network data as a semantic web graph; (iii) analyze the 
graph to identify the active/influential practitioners (based on participation levels). 
Figure 1 illustrates our framework which has two main components: Social Data 
Transformation to semantic representation of Resource Description Framework (RDF) 
and Semantic Social Data Analysis, described as follows: 

2.1. Social Data Transformation 

This component takes as input traditional social data, represented in a relational 
database, and generates a corresponding RDF dataset based on a social data ontology. 
To identify the semantic similarity between the practitioners, we assigned MeSH 
terminologies3 to each practitioner, derived from their posted messages using MetaMap 
tool4. The MeSH terms along with their frequency as used by each practitioner in each 
thread provide us a measurement to calculate the semantic closeness between the 
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practitioners based on their message content. As the result of this step, a two-mode 
RDF dataset including practitioners’ information along with associated MeSH terms 
was generated based on the social data ontology and a set of assigned MeSH terms. 

 
Figure 1. The process of exposing and analyzing of social data. 

2.2. Semantic Social Data Analysis 

To analyze the dataset and identify the central practitioners, we used a projection 
method [5] to map our two-mode dataset to a one-mode graph as described follows. We 
considered a large two-mode network modeled as a bipartite graph G = (, , E). The -
projection of G is the graph G  = ( , E ) in which two nodes (of ) are linked 
together if they have at least one neighbor in common in G: E  = {(u, v), x  : (u, x) 

 E and (v, x)  E}. A weighted one-mode network is created according to the two-
mode network by defining the weights as the number of co-occurrences (e.g., the 
number of posts that two practitioners send to the same thread). To formally describe 
this method, we formalize it as:   where  is the weight between node i 
and node j, and p is the nodes that connect node i and node j to each other (e.g., the 
threads in which two practitioners participate). Newman et. al [6] proposed to discount 
for the size of users interactions in a network by defining the weights among the nodes 
using the following formula:  . To map the above formula on a 

discussion forum, is the number of practitioners participated in thread p. In a 
discussion forum network, the above mentioned approach implies that if two 
practitioners who only post on a same thread with no other practitioners get a weight of 
1. However, if the two practitioners post in a thread, which has another practitioner 
posted, the weight on the edge between them is 0.5 ( ). As the result, the graph was 
converted to a one-mode RDF model using the above-mentioned approach. To measure 
the centrality of practitioners in a discussion forum, using traditional SNA approach we 
calculated degree centrality and closeness centrality metrics. We define the degree 
centrality in a discussion forum simply as the number of threads that practitioners 
participate and it is considered as the weights of a node in the graph. Closeness 
centrality also refers to the extent to which an individual can reach all others in the 
network in the fewest number of direct and indirect links. To calculate the closeness 
centrality metric, we utilize the Dijkstra algorithm to find shortest paths in graphs, 
which is performed by the Shortest Path engine (SP engine) of the framework. 
Typically, the closeness centrality of node “i” is calculated as:   

where is the shortest path between node “i” and node “j”. In a discussion forum, the 
closeness centrality between two practitioners implies how close they are to each other 
according to their posted messages in common threads. In other words, central 
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practitioners with high closeness centrality discussed relevant subjects with most of the 
practitioners in the discussion forum and thus have been more conceptually close to 
them than others. A semantic similarity metric usually takes as input two concepts, and 
returns a numeric score that quantifies how much they are alike, based on is-a relations. 
In our social graph, two practitioners are semantically considered as similar if they 
have been assigned by similar MeSH terms in the graph. To this aim, we followed the 
Kang et al. [7]  approach where we calculate the MeSH terms similarity in a graph and 
discover similar practitioners who used the corresponding MeSH terms in the 
discussion forum. In this method, we used Jiang similarity metric [8] to discover the 
semantic similarity between central practitioners. We calculated the similarity 
following two steps:  
a) We measured the semantic similarity of two MeSH terms in the MeSH taxonomy 
using Jiang similarity metric [8] according to the following formula: 

 wherein and are the MeSH terms, 
and  is calculated according to the following method:  
where  is the set of transitively subsumed (descendent) terms of m and |M| is the 
size (total number of terms) in M.  is the “least common subsumer” 
(superclass) that subsumes both and . b) We used researcher Matching algorithm 
[7] to find similarity between two practitioners using the following formula. Let = 
{ } and = { } where  is a MeSH term 
used by practitioner . Hence, similarity between two users is defined as follows: 

  

To implement the framework, we transformed the discussion forum data to RDF using 
a Semantic Web programming language (Jena). We SPARQL (a Semantic Web query 
language) to retrieve and analyze the RDF discussion forum data. 

3. Results and Discussion 

Table 1 indicates the semantic similarity between the practitioners calculated based on 
the proposed approach in Section 3 along with  the top five central practitioners 
(DC>380, CC>0.8) and the overlapping topics discussed by them. The topics were 
determined based on the MeSH terms noted in the practitioners’ messages. Also, we 
found a total of 1,1179 MeSH terms derived from messages exchanged between 
practitioners of which 591 terms were overlapping.  

Table1. Practitioners with high semantic similarity (A), top five central practitioners (B) 

A: Semantic similarity 
analysis 

B: Social network analysis 

User1 User2 Semantic 
similarity 

Degree centrality 
(DC) {user, value} 

Closeness centrality 
(CC) {user, value} 

Overlapped topics 
among central users 

P951 P952 0.6825 P951 812.965 P951 0.875 Homosexuality, Rectal 
Cancer, Surgery, 
Pancreas, Hernia 

obturator, Coronary 
artery bypass 

P951 P959 0.3965 P952 552.952 P971 0.862 
P952 P989 0.3684 P971 522.953 P952 0.833 
P951 P968 0.3609 P959 410.975 P989 0.833 
P952 P971 0.3322 P989 383.999 P968 0.801 
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Our analysis indicates that the centrality metrics, calculated with our proposed 
approach, are in line with the centrality measures produced by traditional SNA methods. 
Comparing the high-frequency MeSH terms discussed by central practitioners with the 
most-used terms by all the practitioners implies that nine out of top ten MeSH terms in 
both lists were the same. For example, ‘Sentinel Lymph Node Biopsy’ was a subject 
with the highest frequency among all the MeSH terms (2,752) of which 1,088 (around 
40%) were utilized by central practitioners. This analysis assists in identifying the most 
important topics discussed in the discussion forum (see Table 1-B). The found MeSH 
terms used frequently by the central practitioners can lead us to identify the 
practitioners’ interests, specialties, and so forth. Hence, we argue that our approach 
provides a more comprehensive method to identify influential practitioners which is 
based on (a) SNA based centrality measures and (b) semantics based content analysis. 
And, as a by-product we are also able to highlight the most popular topics being 
discussed within the discussion forum.  

4. Conclusion 

In our work, we present a semantic web-based approach to analyze a medical 
discussion forum to identify central practitioners. This is an alternate approach for 
analyzing medical discussions whereby we are able to incorporate medical terms in the 
social network analysis. This allows the identification of topics that were discussed by 
the central practitioners. Our approach can be extended to other medical social 
networks to identify key participants or topics based on an analysis of the discussion 
content.  
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Abstract. Discovery of useful relationships between scholarly assets on the web is 

challenging, both in terms generating the right metadata around the assets, and in 

connecting all relevant digital entities in chain of provenance accessible to the whole 

community. This paper reports the development of a framework and tools enabling 

scholarly asset relationships to be expressed in a standard and open way, illustrated 

with use-cases of discovering new knowledge across cohort studies. The framework 

uses Research Objects for aggregation, distributed databases for storage, and 

distributed ledgers for provenance. Our proposal avoids management by a single 

central platform or organization, instead leveraging the use of existing resources and 

platforms across natural partnerships. Our proposed infrastructure will support a 

wide range of users from system administrators to researchers. 

Keywords. Research informatics, distributed systems, publication archives, 

research objects, cohort studies, discovery networks, knowledge management. 

1. Introduction 

The tsunami of data generated, or leveraged by, social and biomedical sciences poses a 

significant challenge in knowledge discovery for both researchers and data investors 

(those collecting or enabling the collection of research-ready data). 

For example, researchers may be interested in finding scholarly assets relevant to 

their work and describing how they have derived new knowledge from existing assets. 

At the same time, data investors may wish to track the outputs, such as published papers, 

based on their data – this is illustrated in a recent literature search by the Millennium 

Cohort Study wishing to track the outputs from its data [1]. 

The current models of knowledge discovery via structured metadata focus on large 

Data Archives and Research Data Portals. These centralized approaches involve the 

curation of metadata (often with extensive manual processes), primarily from 

retrospective documentation of surveys and other data collections. With the increasing 

availability of portals and platforms storing scholarly assets there is move to better reuse 

existing data to answer new questions [2]. To maximize the impact of this reuse  asset 
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producers need to specify the relationships between existing scholarly assets that asset 

consumers can navigate to discover the context of use.  

To facilitate the discovery of new knowledge there needs to be open and shared 

specification of the aggregated assets, and an infrastructure to make these aggregations 

available. Such assets may be co-produced across multiple organizations/sources that do 

not necessarily share the source data, for example due to governance constraints. Akin 

to a car built of components from different factories. 

The problem for discovery is two-fold: encouraging the creation of metadata around 

generated data resources and connecting metadata to its source through a chain of 

provenance at minimal additional cost. This discovery problem is like that of research 

using articles from serials and journals, which use exchange protocols such as OAI-

PMH, and standards such as Z39.50. However, whereas the digital manuscript field 

benefits from having a small set of similar metadata models, in social and biomedical 

science data management there are many (and quite different) metadata models in use. 

To address this problem we reviewed existing approaches, technologies, and 

standards, and we developed use-cases and specified requirements for an infrastructure 

to support discovery of relationships between scholarly assets. 

2. Methods 

2.1 Use Cases 

We developed the use-cases below drawing on the experiences and needs of users of the 

HeRC e-Lab and CLOSER discovery platforms for collaborative research (across 

organizations and disciplines) using shared data sources. 

The HeRC e-Lab is an online research collaboration platform which can combine 

and harmonize existing datasets, for example storing multiple birth cohort datasets, plus 

linked clinical data, as part of the STELAR project [3]. The CLOSER discovery platform 

[4]  enables researchers to search and explore data from eight UK longitudinal studies. 

We have considered a range of users from those driving research and consuming 

content from platforms, to the platform developers and data managers: 

1. A researcher has obtained data from a Research Data Portal and generates some 

derived variables and wants to share what it is and how it was generated, and provide 

a citable link for publication. 

2. A researcher is looking at a dataset available from a Research Data Portal and wants 

to know what other researchers have produced before deciding whether to explore a 

funding call. 

3. A Principal Investigator wants to understand what data from their study has been 

used in published research and whether the data produced is being under-utilized. 

4. A Platform owner would like to make their users’ aggregations of assets searchable 

in a lightweight shared network, where there is no reliance on a single third party 

central platform being maintained and available. 

2.2 Requirements  

We identified the following requirements for a system to serve the use-cases above: 

• Store assets in distributed infrastructures and search them in a unified way. 
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• Search and create aggregations of existing assets (e.g. publications, datasets), and 

specify relationships between them (via a web-based interface and 

programmatically for external platforms). 

• Identify and authorize users, for example using OpenID, or ORCIC ID. 

• Harvest assets’ records and aggregations from existing platforms. 

• Assist/guide users in creating ‘profiles’ for aggregations to ensure sufficient context 

is recorded and that the aggregations have enough metadata to be usefully searched. 

3. Results 

Cross platform/format search has been driven largely by serials, journals and libraries 

using the centralized approaches described below. The move toward common standards 

has been very helpful in this area, e.g. the CORE platform [5] which harvests multiple 

repositories via the OAI-PMH standard protocol, and journals using Z39.50. 

Federated search: one platform facilitates search over all resources/service 

providers. The records from the service providers are stored at the data archive sites. The 

records’ schema needs to be the same to easily add a new provider, unless a mediator is 

written to allow new record formats to be ingested, with additional cost. As data archives 

manage the assets the search interface is always up to date and there are fewer issues 

with synchronization. Search performance can be poor as the process involves waiting 

for the query results from each service provider. 

Cross archive search via harvesting: data are first gathered from sources and then 

stored locally in the search platform, resulting in improved performance but with 

inherent synchronization issues. This is the approach of large search engines, but requires 

a common data format e.g. OAI-PMH. There is further complication if a source goes 

down and the record still exists in the search platform. 

To enable discovery of content across platforms, we investigated a variety of 

possible approaches and technologies: 

Aggregation: a key requirement for the infrastructure we propose is a method to 

aggregate resources that can be identified (e.g. dereferenced by a URI). The OAI-ORE 

standard for reuse and exchange defines Resource Maps [6] and these can also be made 

identifiable to allow discovery [7]. The Research Objects standard for aggregating 

resources [8] builds on OAI-ORE and incorporates formalized annotations, capture of 

provenance metadata, as well as minimum requirements for metadata, and the use of 

checklists [9] to assess the quality of aggregations. 

Blockchain: there is emerging interest in utilizing Distributed Ledgers to benefit 

from the decentralized capabilities and provenance tracking properties of blockchain. 

The original implementation, bitcoin, is purely currency based but variants such as 

Multichain or Ethereum allow assets to be stored and blockchain additions validated. 

Blockchain has several weaknesses for this discovery role, e.g. it is not designed for large 

document storage, e.g. records of 1MB for Datacoin. The cost of adding to the block 

chain scales with the size of the block chain, this is challenging for an infrastructure 

designed to be used over a long period. Only the transaction information (but not the 

contents of the block chain) is searchable. Once records are added they are immutable 

which could problems in governance rich areas such as data access. 

Distributed databases: distributed databases support the decentralized nature of our 

proposed infrastructure. Elastic search (which incorporates a search engine), and, 
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Couchbase are examples document stores and Cassandra is a columnar database. Graph 

variants include Titan, Neo4j and OrientDB with querying via the Gremlin graph 

querying language. Compared to blockchain these perform better for searching (in 

blockchain only the transaction history is searchable), and share the decentralized nature 

and redundancy but lack the in-built provenance capturing abilities. They also more 

naturally support file storage, for example Couchbase can store ‘blob’s of JSON up to 

20MB. They also support the distributed nature (adding extra nodes), for example with 

Cassandra new nodes can be added to the cluster using a certificate approach. 

3.1 Proposed Approach 

Figure 1 contains an illustration of our approach. We propose an infrastructure that uses 

an aggregation format such as Research Objects (ROs), to be stored in a network of 

distributed databases, which supports the addition of new organizations. Identification 

and authorization could be handled via open ID, or ORCID ID [10] and usernames and 

passwords to cater for users unable to access the other methods. 

The infrastructure incorporates a web interface for users (e.g. researchers, data 

investors) to add and search aggregations. The interface could be authenticated to, via 

Open ID or ORCID. This enables use of the system by those with low resources, whereas 

platform hosts may interact via software. 

Both e-Lab and CLOSER are nodes in this example, and would host an instance of 

the distributed database, with the capability to push both records of content via OAI-

PMH, and ROs. 

The Figure illustrates the example of a dataset, contained in both the CLOSER portal 

and the HeRC e-Lab. There are ROs in the e-Lab aggregating existing data, scripts and 

results, and ROs in the CLOSER platform contain the questions, studies, sweeps and 

instruments. 

 

Figure 1: Outline of proposed asset relationship discovery framework, illustrated with e-Lab and CLOSER 

platforms and study data, using a currency of (extended) Research Objects (ROs). 
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4. Discussion 

We have studied theoretical and practical solutions for discovering new knowledge from 

the relationships between digital scholarly assets – reviewing existing technologies and 

standards; exploring use-cases; specifying requirements; proposing an open technical 

and operational framework that can leverage existing platforms quickly. 

Two key strengths of the proposed framework are: 1) it does not need to be 

maintained by a single organization – operations are distributed and thus resilient; and 

2) it builds on existing standards, platforms, and assets. 

The framework allows users (e.g. data investors, or researchers building on existing 

work) to aggregate related assets from different locations or platforms, enabling the 

discovery of relationships that were previously fragmented across the distributed assets. 

We propose using ROs to specify their aggregations and publish them in ways that are 

easy to find, share and reuse. The exchange of ROs provides a mechanism for discovery 

between different platforms – this can be a partial exchange where encapsulated source 

data may not be shared (e.g. resources are within a private portal, that requires additional 

access authorization) but their metadata are sufficient for discovery of new knowledge 

(e.g. contact details to request information from the portal). This highlights the need to 

specify profiles for ‘types’ of ROs, although this is currently missing from the RO 

specification, minimum information checklists [8] could be developed to facilitate 

different profiles. 

The use of a distributed database for ROs increases availability by avoiding reliance 

on a single platform, and this approach enables trusted networks to be developed by 

incorporating extra nodes. 

We are currently linking the e-Lab and CLOSER platforms using the framework 

presented here as part of UK Research Councils’ move toward more collaborative 

research using shared digital assets. 
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Abstract. Throughout the world, biomedical knowledge is routinely generated and 

shared through primary and secondary scientific publications. However, there is too 

much latency between publication of knowledge and its routine use in practice. To 

address this latency, what is actionable in scientific publications can be encoded to 

make it computable. We have created a purpose-built digital library platform to hold, 

manage, and share actionable, computable knowledge for health called the 

Knowledge Grid Library. Here we present it with its system architecture. 
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1. Introduction 

This work addresses the latency between biomedical knowledge discovery and its use in 

practice [1]. It is founded on informatics methods to make biomedical knowledge 

computable [2, 3]. However, most biomedical knowledge that could be made machine-

interpretable has not yet been [4, 5]. Also, the modest amount of computable biomedical 

knowledge that exists can be difficult to update, as it is often embedded within e-Health 

systems [6-8]. Further, computable knowledge about human factors or the information 

and implementation sciences also has the potential to improve eHealth applications [9-

11]. The Knowledge Grid Library developed at the University of Michigan can store, 

preserve, manage, and disseminate reusable knowledge objects. Knowledge objects held 

in the library are comprised of binary code with metadata [12]. The library is part of a 

larger Learning Health System infrastructure [13]. This paper describes the system 

architecture of the Knowledge Grid Library, which has been realized after seven months 

of software development using Agile methods.  

2. Research Question 

The research question motivating this work is this:  What are a minimum set of necessary 

and sufficient logical-technical components, which, when integrated, can bring about a 
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stable, scalable digital library capable of storing knowledge objects, making them 

discoverable and shareable, facilitating their incorporation into various e-Health 

applications, and supporting object and library management? 

 

3. Materials and Methods 

 

To create an encompassing architectural overview of the Knowledge Grid Library, 

noting its logical-technical components, we analyzed the system architectures of several 

existing digital library platforms and other open source technologies. A logical-technical 

component is a single entity in the system architecture that can be implemented by 

various technical means.  

 The Fedora project brings a fundamental component to the Knowledge Grid 

Library’s system architecture [14]. Fedora version 4.x is open source middleware that 

combines a native Resource Description Framework (RDF) linked data platform with 

binary file storage [15]. The Fedora repository middleware can scale up to store millions 

of holdings with their RDF descriptions. Two existing digital library platforms built on 

Fedora were also studied: Islandora and Hydra [16-17]. In addition to these, we studied 

the OpenICPSR resource, which is a Fedora-based data repository built using the 

Archonnex Architecture [18].  

 The California Digital Library provides a service called EZID to create and manage 

long-term globally unique identifiers (IDs) for digital objects [19]. EZID mints Archival 

Resource Keys (ARKs) that are used by the Knowledge Grid Library to solve the 

problem of uniquely identifying knowledge objects with universal identifiers. ARKs 

support finding these objects regardless of the deployed library instance where they are 

held.  

 Library holdings consist of digital knowledge objects. We have previously published 

a model of a digital knowledge object for health [12]. In technical terms, a knowledge 

object is software code (the payload), written in any programming language, that is 

annotated with RDF metadata (object description), linked to source evidence (object 

citations), linked to a license governing its use (object license), and also augmented with 

a RDF/XML representation of its inputs and outputs (object interface description). 

Examples of payloads include encoded predictive models, computable guidelines, and 

computable phenotypes.  

 

4. Results 

 

A library provides a set of core functions [20]. These core functions can be organized 

into three functional categories: Storage of holdings, Discovery of holdings, and 

Management of both holdings and the library itself. A successful digital library 

adequately addresses all three of these categories. A system architecture for a digital 

library of computable knowledge objects for health was designed with these three 

functional categories in mind (Figure 1). 

 What follows is a description of the Knowledge Grid Library’s current capabilities 

to store, preserve, and protect computable knowledge objects for health. The capabilities 

described here have all been realized during the initial development phase of the library 

platform. 
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Figure 1. System Architecture of a Digital Library for Computable Knowledge Objects for Health 

 

4.1. Storage 

 

Knowledge objects held by the Library are stored in Fedora using a tree structure 

comprised of (a) RDF Containers, (b) Binary Containers, and (c) the branches between 

them. In Fedora, RDF Containers hold each object’s metadata annotations and links to 

evidence and licenses while Binary Containers hold the executable software payloads of 

each object. Digital preservation is supported by Fedora’s native fixity checking. It is 

possible to query Fedora directly through its Application Programming Interface (API). 

Integration of several storage sub-components is included in this architecture. RDF 

Triples are automatically extracted from Fedora and loaded into a separate Fuseki Triple 

Store. The Fuseki Triple Store enables SPARQL queries to be executed on the RDF 

object annotation data for all objects. An additional component which stores RDF 

annotation data is Apache Solr. Solr supports discovery by automatically generating an 

inverse index from RDF object annotation data. 

 

4.2. Discovery 

 

Besides its integrated Storage components, the Knowledge Grid Library’s system 

architecture includes several other software components that we have built.  

 The first of these is the Library Models component, which is used to create 

knowledge objects according to predefined knowledge object models. The Library 

Models component also applies a specific provenance model – the W3C PROV-O 

ontology –  to consistently author RDF statements that record key events in the lifecycle 

of knowledge objects [21]. A specific object metadata model is used by the Library 

Models component to enable users to create, read, update, and delete object annotations. 

Fields used for these annotations include several Dublin Core elements along with links 

to citations of published scientific works, and links to object licenses. An external 

system, EZID, is used by the Library Models component to request and receive unique 

Archival Resource Key (ARK) IDs for every knowledge object and to register the 
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whereabouts of each object on an external EZID server. EZID, working in conjunction 

with the Name-to-Thing Resolver, enables knowledge objects to be persistently located 

and accessed over the World Wide Web.  

 The second component we have built is the Library Access Controls component that 

is used to control access to the holdings stored in the Library.  

 We have also built a Library Gateway component with two APIs, one enabling 

external systems to do object discovery (Discovery API) and another to let external 

systems import, export, and update knowledge objects (Management API). The Library 

Gateway implements these two APIs.  

 

4.3. Management 

 

In the Knowledge Grid Library architecture, the Management API applies mainly to 

knowledge object management and less to overall Library management. The set of basic 

knowledge object Management capabilities currently supported by the Management API 

consist of mechanisms enabling external systems and applications to (1) create/upload, 

(2) “checkout” or read/download, (3) edit/update, and (4) delete knowledge objects from 

the library. In addition, the Library Models component includes encoded logic to govern 

all four of these object management capabilities, including user configurable options for 

setting up object version control. The knowledge object “checkout” capability provided 

by the Management API is particularly important because it enables external e-Health 

applications to automatically gain access to knowledge objects and apply the encoded 

knowledge they carry in their payloads to tasks that take place outside of the Knowledge 

Grid Library.   

 

5. Conclusion 

 

A digital library to hold health-related digital knowledge objects, which are comprised 

of annotated and curated software payloads that are “ready to run”, differs from other 

digital libraries and code repositories. It provides secure storage for executable code and 

preserves and protects the software it holds over a long period of time. It makes the 

objects it holds readily discoverable, accessible, shareable, and usable and it enables 

client applications to create, update, “checkout”, and apply the software payloads in 

knowledge objects. A system architecture for the Knowledge Grid Library that meets all 

of these requirements has been reviewed. It externalizes and modularizes computable 

health knowledge to support clinical decision support and faster knowledge 

dissemination within a Learning Health System. 
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Abstract. With the unprecedented increase of healthcare data, technologies need to 
be both, highly efficient for the meaningful utilization of accessible data and flexible 
to adapt to future challenges and individual preferences. The OntoHealth system 
makes use of semantic technologies to enable flexible and individual interaction 
with Electronic Health Records (EHR) for physicians. This is achieved by the 
execution of formally modelled clinical workflows and the composition of Semantic 
Web Services (SWS). Several seamless components provide a service-oriented 
structure defined by individual designed EHR-workflows. This work gives an 
overview of the planned architecture and its main components. The architecture 
constitutes the basis for the prototype implementation of all components. With its 
highly dynamic structure based on SWS, the architecture will be able to cope with 
both, the individual users’ needs as well as the quick evolving healthcare domain. 

Keywords. Electronic Health Records, Workflow, Diabetes Mellitus, Service-
oriented architectures, Semantic Web Services 

1. Introduction 

A big challenge for stakeholders within the healthcare domain is to cope with the 
unprecedented amount of accessible healthcare data, e.g. clinical patient data collected 
through electronic health records (EHR). One of the major challenges is to make use of 
this data in a meaningful way in order to support efficiency and healthcare quality whilst 
keeping the health IT solutions flexible and adaptable to individual preferences and 
future changes [1]. Although research has advanced to address important challenges such 
as syntactic and semantic interoperability, major limitations on the functional level 
perceived by the EHR end users have not been tackled sufficiently. 

Nowadays, semantic technologies play a key role in information utilization for many 
areas, even beyond the Semantic Web: The growing number of ontologies available for 
bio- and medical informatics purposes and the increasing number of knowledge-based 
systems for patient-related activities suggest potential benefits of these technologies [2]. 

The project OntoHealth is developing concepts for the flexible and individual 
execution of EHR-workflows using a semantic, service-based platform [3]. Physicians 
will be able to design and execute workflows, modeled as a set of tasks. Each task is 
basically defined by a certain functionality, inputs, outputs and non-functional 
properties. An individually created workflow is interpreted by the system as a template 
for a domain specific situation (e.g. “diabetes routine examination”). During the actual 
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execution, suitable Web Services will be discovered and invocated by incorporating the 
workflow and context. The project aims to support EHR-usage with a new level of 
flexibility according to information processing in order to finally increase the usability 
of EHRs for healthcare professionals' daily work. This is especially relevant for 
interdisciplinary domains like diabetes Mellitus, where available information needs to be 
preprocessed according to the physician’s needs and the patient’s context. More 
information about the OntoHealth project can be found online2. In order to enable such 
a flexible and individual EHR information processing it is necessary to provide a suitable 
system architecture that fulfills the required goals. The present paper will explain the 
developed software architecture for OntoHealth as well as the methods followed to 
design the architecture. 

2. Methods for architecture design 

The OntoHealth approach empowers the physician to interact with the EHR by means of 
the execution of computerized patient-centered clinical workflows. These workflows 
refer to a set of activities conducted by the physician such as “get overview of the patient” 
or “prescribe medication” where interaction with medical record data is required. To 
derive informational, functional and non-functional requirements for the OntoHealth 
system we focused on Diabetes mellitus and conducted a systematic literature review [3], 
direct observations [4] and interviews with clinical personnel [5]. The results of these 
activities enabled us to identify common patterns and tasks within clinical workflows 
conducted in diabetes consultations, physician desired EHR-functions (e.g. ”retrieve 
data”, “visualize trends”, “calculate risk score”) regarding the utilization of needed 
medical patient data (e.g. “HbA1c”, “blood pressure”, “therapy”, “referral”) and non-
functional parameters (e.g. “availability”, “performance”, “costs”) users deem necessary 
when executing the workflows.  

This information was used for the development of the semantic model that 
constitutes the backbone of the OntoHealth platform: The standard-based ontology for 
clinical workflow-based e-health services in the domain of diabetes mellitus (WISE-DM) 
[6] integrates six sub-models to semantically describe EHR-related clinical workflows, 
information needs, functions and non-functional properties. The same model is also used 
for the description of the semantic web services, which provide the functions and access 
to the EHR. The Minimal Service Model (MSM) [7], Business Process Modelling and 
Notation (BPMN) ontology [8] and the Web Service Modeling Ontology (WSMO) [9] 
were integrated and used for its development. WISE-DM contains two different types of 
EHR-workflow concepts: (1) workflow templates and (2) workflow routines. While a 
workflow template defines the sequence/structure of tasks and gathers requirements 
within each task for a common clinical situation (e.g. “diabetes routine examination”), 
the workflow routine is used for one concrete execution, i.e. for each task a list of 
concrete goals is created according to the user input of the physician and the given 
context, e.g. the related patient case and physician role. 

Given the highly dynamic setting of the healthcare domain in general, it is necessary 
to provide flexible software which adheres to individual preferences and is able to cope 
with future challenges, e.g. new medical developments, organizational changes, legal 
restrictions. In order to incorporate all gathered requirements and the need for a dynamic 
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structure, service-oriented architectures provide a suitable means [10]. Requirements 
were modeled using the Unified Modelling Language (UML), which resulted in use-
case, activity and sequence diagrams. Those were used within several group discussions 
of the project participants in order to derive the architectural structure and its 
components. The architecture development process has followed an agile approach, 
where the architecture has been developed in recurring cycles of architecture 
modification and prototype implementation. Modifications are based upon the results of 
continuous evaluation according to the Deming-cycle principle [11]. 

3. Results: The OntoHealth architecture model 

The OntoHealth architecture is based on the idea of service-oriented architectures. The 
conceptual view of the architecture (see Figure 1) describes the integration of the main 
OntoHealth core, the Semantic Web Service Bus and an existing IHE XDS3 part.  

The Workflow Manager Platform is in charge of the communication with the 
physician (or any other end user) through the User Interface, manages the workflows 
and consists of the Workflow Engine, which is responsible to create all semantic routine 
instances according to the template, user input and context. The Workflow Loader 
module enables to obtain the workflow templates available in the Triple Store. Beside 
the templates, the Triple Store will be aware of related routines, goals, the service 
descriptions, domain knowledge (e.g. data element class “HbA1c” with properties like  
“unit : mmHg”) and data (data element instance, e.g. “blood pressure = 118/76 mmHg”). 
The Workflow Engine uses all information provided as user input and available in the 
Triple Store, i.e. the selected workflow template will be transformed to a workflow 
routine including context-aware goals. The goals are then executed according to the 
workflow structure by composing suitable semantic web services based on the selection 
results from the Service Delivery Platform.  

Figure 1. The OntoHealth architecture from a component-based view. The backend of the OntoHealth core 
constitutes of Workflow Manager Platform, Triple Store and Service Delivery Platform. The frontend with the 
user interface has not been specified in detail yet. Loosely coupled web services are provided through the 
Semantic Web Service Bus. Web services can interface an IHE-XDS based EHR. Orange arrows depict the 
relations between the components.  
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The service delivery process includes several steps ranging from registration of the 
services, pre-filtering, discovery (matching), composition of services, ranking, selection 
and finally invocation. As shown in architecture (see Figure 1), the Service Delivery 
Platform includes components to serve these functionalities, where the registration will 
be the first, resulting in a set of service descriptions within the triple store. A service 
description formally describes the capabilities of the web service consisting of 
inputs/outputs, function and non-functional properties. 

Once a goal has been created for the workflow routine, the filtering process will 
discard all available services that do not match the mandatory non-functional 
requirements set by the physician from a functional point of view (e.g. “service should 
be available in Austria”). The aim of the discovery phase is to identify those services 
available in the Semantic Web Service Bus that fit a specific created goal and the 
requirements of the physician. The discovery of the services is done in two steps: (1) 
matching based on function classification and (2) matching based on inputs and outputs. 
Composition of services might be necessary if the available services do not fulfill all the 
requirements. Based on the user-selected, non-functional properties, the ranking module 
will return an ordered, ranked list of services, which are fulfilling the requirements best.  

The final phase in a service delivery process is the actual invocation of the service, 
which was previously discovered, ranked and selected. Invocation enables the actual 
service to be called and the results to be delivered. Consuming the functionality of a 
service might happen in a straightforward manner, e.g. by simply invoking one service 
operation and returning the result, or a more complex interaction with the service is 
required in order to get its results. This particular aspect of the service interaction, dealing 
with how to invoke and interact with a service is known as service choreography [12]. It 
is often the case that more complex interaction is required in order to consume the service 
functionality, e.g. calling several service operations in a certain order, the order of the 
calls depends on the output of the previous operation, etc. As part of the invocation 
component, the OntoHealth Service Delivery Platform includes a service choreography 
engine, which is responsible for “understanding” the service choreography and guiding 
the interaction with the service in order to get its results. One service may have access to 
the EHR (e.g. based on IHE-XDS) to obtain the adequate clinical information while 
others may have functionality to extract data from a given source. 

Results of a certain web service may be either used for (1) further consumption of 
services in terms of using it in a composition or for the subsequent task within the 
workflow or (2) to provide them for the User Interface Module, which will then be 
responsible to display the requested information according to the user’s needs. 

4. Discussion and Conclusions 

Semantic technologies play an important role in our approach, enabling firstly to 
formally describe functions, data elements, and non-functional properties involved in a 
clinical workflow and secondly facilitating the selection of the most suitable and 
available eHealth services that fulfill these requirements.  

The OntoHealth architecture presented in this paper includes some innovational 
aspects, which distinguishes the design from other works: (1) User requirements are 
managed through formal models of EHR workflows that might be individually designed. 
Including also non-functional properties opens new possibilities in user-centered EHR-
execution. (2) A workflow engine is capable of executing the workflows involving the 
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context of a certain situation (e.g. the patient-case). This can be used to adapt a workflow 
(template) for one patient-case, e.g. when additional information is needed, or data 
should be processed in a different way. (3) The description of eHealth web services is 
also modeled in a formal manner based on the WISE-DM ontology. This ontology was 
developed very thoroughly by incorporating all necessary stakeholders within the 
development process. Appropriate reasoning will be used to discover, compose and rank 
suitable services or service-compositions. (4) Flexible Invocation through service 
choreography deals with the communication and potentially side effects (e.g. mediation, 
error handling). The architecture provides dynamic interfaces required for 
communication with IHE-related components.  

Agile development with continuous evaluation has proven so far to be a suitable 
means for the present prototype development as design results can be checked 
immediately in implementation. However, the actual capability of this method will be 
evaluated when the prototype is finalized.  

The next steps within the project are to continue the prototype implementation for 
all components and finalize the service-oriented architecture design. Related web 
services will further be developed in order to enable concrete executions for test cases. 
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Abstract. Medical informatics is a young and rapidly evolving field, influenced by 
and impacting on many different knowledge domains. Recent contributions on 
scoping the associated body of knowledge are confounded both by variations in 
popular use of terminology for established areas, and by the advent of new areas 
without yet established terminology. Determining the scope of a topic through 
online bibliographic search filters is a well-established approach in scientific 
research and has been developed as a human-directed task. Establishing the best 
approach and automating the process has proved a difficult problem. This paper 
explores the use of text analysis of bibliographic information using available search 
engines and NVIVO text analysis tools to test the potential for dynamic word based 
filters based on data mining.  Results show that word searches of abstracts are more 
effective than topic searches for identifying health informatics papers, however 
more work is required to refine search terms to improve generalisability. Using data 
mining to track changes in word use in medical informatics journals, may make it 
possible to establish a more dynamic search filter to match the evolving nature of 
the field of health informatics.  

Keywords. medical informatics, knowledge discovery, search engine, text analysis  

1. Introduction 

Since the late 1990s, the field of Medical Informatics has evolved. The term Medical 

Informatics is used in this research as a generic term rather than exclusive one. Terms 

used by other authors include biomedical informatics, clinical informatics, health 

informatics, health information technology, as well as more popular terms including e-

health, digital health, digital medicine. Medical Informatics is still a comparatively 

young field, with many of its intrinsic concepts still being refined, and with many new 

directions proposed.  It is influenced by, and in turn impacts upon, different knowledge 

domains such as health, technology, social sciences, and humanities.  The rapidity of 

change in an age of health systems reform, and the impact of disruptive influences such 

as those of new technologies or of swinging political directions, make it desirable to track 

emerging trends in the field.  This would allow incremental adjustment of the 

acknowledged scope of the field to incorporate these extensions, which in turn will assist 

in establishing currency in education, research and policy development for the field. 
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2. Scope of Medical Informatics 

Recent work which was undertaken has adopted a structured and detailed approach to 

provide a scoping of the field.  IMIA [3] developed a knowledge-based list of 48 topic 

areas with specific recognition of two major domains: (a) medicine, health and 

biosciences, health system organization; (b) informatics and computer science, 

mathematics, biometry.  AMIA [4] took a competencies-based approach and identified 

five broad categories for these: (a) fundamental scientific skills; (b) scope and breadth of 

the discipline; (c) theory and methodology; (d) technological approach; (e) human and 

social context.  These approaches offer a sound basis for maintaining and extending 

descriptions of the body of knowledge for the field, as they offer fixed hierarchical 

structures into which new concepts can be inserted and classified.    

       Nevertheless, there are limitations in such a structural approach, which become 

evident when elements need to be added.  As demonstrated Elkin et al [5] mapping 

between complementary structures may be necessary, to provide a holistic view of the 

scope of the field, whilst a fuller interpretation of elements in the structures may not 

conform to that mapping. Martin-Sanchez and Lopez-Campos [6] identified another 

limitation by showing how adding elements associated with some new area of knowledge 

may intersect with existing structures in numerous ways [e.g. 6].  

Determining the scope of a topic through online bibliographic search filters is a 

well-established approach in scientific research and has been developed as a human-

directed task (e.g. in the undertaking of systematic reviews of the literature [7]). 

Establishing the best approach and automating the process has proved a difficult 

problem, to which some current attention is being directed [8]. This paper documents the 

development and testing of search filters based on common word usage in bibliographic 

information and explores ways in which the selection of words used in word based search 

filters might be automated to enable dynamic search filters that remain current by 

tracking change in word use over time.  

3. Methodology 

A three-step method was used to construct and test a word based search filter for medical 

informatics based on text analytics of common word usage in bibliographic information. 

Identifying key search words and the optimal search field. Individual word frequency 

searches using a stemmed word search (e.g. health, healthy, healthful) was performed 

using NVIVO, on bibliographic information (abstract, title, keywords) of four leading 

journals in the field of medical informatics (2001-2015): Journal of Medical Internet 

Research (JMIR), Methods of Information in Medicine (MIM), Journal of the American 

Medical Informatics Association (JAMIA) and International Journal of Medical 

Informatics (IJMI). The journals were selected for their diversity of coverage based on 

European and US vocabulary, and applied and theoretical papers covering both medical 

and informatics journal. To capture the diversity of terminology a preliminary search 

developed and tested search terms for each journal. The top 10% of words in each of the 

resulting word lists, ordered by word count, were then manually coded into one of three 

categories: health, informatics or neither. These three categories are used as the research 

is restricted to either health/medical based words, informatics related or neither of these.      

Subsequently, a series of Scopus searches was performed to test the sensitivity of the top 
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ten words for each journal (health and informatics) using each journal as its own 

reference standard. (Sensitivity is measured as a percentage by dividing the number of 

records retrieved by the total number of relevant records). Searches were also conducted 

to identify which bibliographic field (title, abstract, keyword) resulted in the highest 

sensitivity.  

Comparing key word searches with topic word searches. After removal of duplicates, all 

the top ten search word stems both informatics and health from all four journals from 

Step 1 were combined as follows:  

adopt* OR algorithm* OR app OR application* OR apps OR code* OR coding 

OR comput* OR data OR EHR* OR electronic* OR imag* OR informatics OR 

Internet OR mobil* OR online OR predict* OR record* OR system* OR 

System* OR technolog* OR tool* OR user* OR web*) AND (biomedical or 

cancer* or care* or caring or clinic* or disease* or drug* or health* or heart* 

or hospital* or medic* or nurs* or patient* or physician* or prescribe* or 

treatment* or weigh* or well 

The results of the word based above were compared to a broad topic Scopus search which 

included terms such as digital/e-health, health/medical/clinical informatics, health 

information technology and electronic/digital health/patient records. Having identified 

that abstracts produced the highest matched results for word searches, a comparison of 

the performance of the word versus topic base searches was undertaken on all four 

journals. These were limited to abstract searches only. 

Exploring word use changes over time. To explore how word use changes over time 

might be tracked semi-automatically, abstracts from one of the four journals (JMIR) were 

separated into three five-year time periods. NVIVO, stemmed word frequency searches 

were used to identify the top 5% of most frequently used words. To separate the 

informatics and health words from other commonly used words, the top 5% of words 

were semi-automatically coded using Excel’s vlookup function. The vlookup table array 

was based on all the results of the manual coding of informatics and health words in Step 

1 above. Results for each time period were ranked based on word frequency because the 

number of papers published was variable across the years: 2001-2005 (n=183) 2006-

2010 (n=251) 2011-2015 (n=1437). 

4. Results 

Results from Step 1 (Table 1) show that abstracts are the best for sourcing and for 

matching word based searches with a sensitivity of between 80% and 98% compared to 

between 48% and 67% for word searches based on titles and keywords. Results also 

showed that there was variance in word use between the four journals. The word 

technology was in the top ten of all four journals. Comput*, data and system* were only 

top ten in three out of four journals. Web* was only prominent in JMIR and system* 

popular in all but MIM. There was more concurrence in the top ten health words terms. 

The search terms health*, patient*, medic*, clinic* and physician* were commonly used 

across all four journals. Other health search words only appeared in one journal for 

example biomedical (MIM) and drugs (JAMIA). 
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Table 1. Results of word searches using abstract, title and keyword for the journal JMIR and MIM 

  JMIR (n=1889) MIM (n=966) 

Health words Retrieved Sensitivity Retrieved Sensitivity 

Abstracts 1743 92% 774 80% 

Titles 1125 60% 477 49% 

Keywords 1186 63% 463 48% 

Informatics words         

Abstracts 1842 98% 886 92% 

Titles 1036 49% 477 49% 

Keywords 1272 67% 611 63% 

 

The results of Step 2 comparing word based search with topic based searches are 

shown in Table 2.  Word searches in each of the four medical informatics journals 

showed results of between 86% and 100%, in each case higher than the equivalent topic 

search which only resulted in specificities of between 31% and 70%. 

 

Table 2. Results comparing topics search and word search 

  JMIR (n=1871) MIM (n=852) JAMIA (n=1770) IJMI (n=1561) 

  Ret* Spe^ Ret* Spe^ Ret* Spe^ Ret* Spe^ 

Word based search 
TITLE-ABS-KEY 

1833 98% 839 98% 1767 100% 1341 86% 

Not captured in search 38 2% 13 2% 3 0% 220 14% 

Topics based search 
TITLE-ABS-KEY 

573 31% 346 41% 1235 70% 916 59% 

Not captured in search 1298 69% 506 59% 535 30% 644 41% 

* Retrieved ^  Specificity 

 

Finally, word use (both health and informatics) changes over time. Results show 

changes in the top ten ranked words as described in Step 3. Health is consistently the 

highest ranked word (based on word frequency) over all three time periods. Other word 

rankings changed over time with words like medical and cancer and community being 

replaced with the words programs, data and systems. There were also changes in the 

lower rankings with the words appearing in 2011-2015 included: app, twitter, 

smartphone and mhealth, respectively ranked 16, 45, 46 and 54. These additions reflect 

changes in trends and language use, with the use of the abbreviated apps rather than 

applications, lexical changes with the introduction of the word mhealth (mobile health), 

changes in social trends with the inclusion of twitter and lastly changes in technology 

with the inclusion of smartphone.  

5. Limitations 

The four journals chosen for the research are not necessarily representative of the field 

and a different choice of journals might result in different search terms. Scopus was used 

for convenience but other search engines such as Medline or Google Scholar may very 

well produce different results. Equally the topic search terms used in Step 2 were 

generated by the third named researcher. Different topics choices may result in different 

outcomes. The word searches tested in this paper need to be further refined to improve 

generalisability. It is likely that some of the search terms are too generic to be used in 

abstract searches in other journals. Combining words (e.g. electronic and record) and/or 
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replacing existing words with words outside the top ten, more specific to the field of 

medical informatics, might produce more generalisable without too much loss of 

specificity.  

6. Discussion & Conclusion 

This paper offers an early contribution towards the development of a systematic process 

for identifying emerging trends in the field, by mining of recent literature using available 

search engines and text analysis tools and offers suggestions on ways in which the 

selection of search words can be updated so filters remain dynamic.   

A number of findings emerge. First, word based searches retrieve more papers than 

do topic based searches, when tested against journals in the field of medical informatics. 

When using data mining to identify words to use in a word based search, mining needs 

to be conducted across a number of journals as word use and frequency of word uses 

varies across journals. Word based searches retrieve the most papers when searches are 

conducted using abstracts rather than title or keywords. Abstracts have more consistent 

and natural word use than do titles and keywords and also contain more information.  

Second, word use changes over time, not only the relative frequency of word use but 

also the emergence of new words. New word use emerges for multiple reasons including 

changes in everyday word use, social trends and technology. One of the biggest 

challenges still to be addressed is automating the identification of health and informatics 

words. In this paper vlookup was used to automate the coding of words, however this 

approach requires a reference source or lexicon. An alternative solution would be to 

create a comprehensive stop word list to eliminate words that are related to neither health 

or informatics. In conclusion, text mining to identify key search words and change in 

word use over time can facilitate and potentially automate the creation of dynamic filters 

to capture the cross disciplinary and evolving nature of the field of medical informatics.  
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Abstract. Children are dependent on a reliable healthcare system, especially for 
the delivery of care which crosses the primary/secondary care boundary. A 
methodology based on UML has been developed to capture and single out 
meaningful parts of the child healthcare pathways in order to facilitate comparison 
among 30 EU countries within the MOCHA project. A first application of this 
methodology has been reported considering asthma management as an example. 
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1. Introduction 

The main objective of the MOCHA (Models of Child Health Appraised) project2 is to 
compare and appraise existing models of primary care for children among 30 EU/EEA 
countries. The complexity and variation in care provision makes it a challenging task 
that needs a holistic and multidisciplinary approach for the analysis of health service 
patterns, and measurement of system performance, outcomes and costs. The 
identification of optimal models of primary child healthcare considers how health 
systems organise the interaction and integration of primary, secondary and social care 
to deal with the different healthcare needs, ranging from well-being related services, 
that monitor the psychophysical development of a healthy child and/or of children with 
special conditions or needs, to the treatment of acute and chronic conditions. Under this 
perspective the application of business process modelling contributes to the analysis of 
the current delivery models adopted in each EU country providing a synthetic and 
pictorial description of the different ways of organizing, coordinating and delivering 
children’s care. For this reason, to produce a consistent and scientifically sound 
business process of child healthcare delivery a conceptual framework was developed to 
capture and single out meaningful parts of the child healthcare pathways so to facilitate 
the comparison between national health systems.  

The paper is structured as follows: a methodology that captures the business 
process from a high-level to a low-level of granularity is presented in Section 2, 
providing the description of each model applied as well as its use in the MOCHA 
perspective. The third section reports the application of the methodology using asthma 
disease management as an example. Finally, discussion and conclusions are presented.  
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2. Methods  

The methodology proposed in this paper is described in Table 1, highlighting the main 
steps to be followed to identify homogeneous parts of the process of child care that can 
facilitate the comparison between national health systems.  

Table 1. Main steps of the proposed methodology highlighting aim, method, input and result of each step. 

Aim  Method  Input  Result of the step   
Conceptual model  

Identify the main components 
that influence the child care 
from the MOCHA perspective 

Rich 
picture  

MOCHA 
objectives; Vision 
of child care  

Determinants of care, set of macro-
processes.  

Identify the macro-processes 
and macro-activities that 
describe the child care  

Map of 
building 
blocks  

Rich picture  
Identification, for each macro-
process, of the generic workflow 
and of the linked building blocks.  

UML model  
Identify the activities, the 
actors involved and their 
relationships to a disease 

Use case 
diagrams 

Macro-processes; 
Guidelines  

Identification, for each macro-
process, of all possible actors and 
roles involved.  

Identify similarities and 
differences between countries 
in terms of: Activities 
performed; Actors involved; 
Where it is executed; Timeline  

Activity 
diagrams  

Use cases;  
Case studies;  
National norms 
and regulations  

Identification, for each use case, of 
a set of activity diagrams grouping 
countries with similar process 
performance. They identify 
activities and messages exchanged, 
actors involved, their relationships 
and interactions.  

The highest level of abstraction is described by a rich picture [1,2] that specifies 
the main components setting the boundaries of the healthcare service provision centred 
on child care pathways.  

The second point of view, called map of building blocks, is a refinement of the rich 
picture that specifies the macro-processes describing their generic workflows and 
related macro-activities to be analysed in the provision of child care. Each map that 
represents one of the main healthcare pathways is composed by a sequence of building 
blocks executed in parallel or in series to accomplish a well-defined objective. Decision 
points are also included in the workflow to determine alternatives as well as parallel 
paths within a process flow. Additional linked building blocks are included in the map 
and represent macro-activities that can be executed in certain circumstances and 
anytime within the main process. Differently from the use of building blocks in 
software development [3], in our approach they are needed to single out homogeneous, 
comparable parts of the process that have to be taken into account when analysing the 
different national care provision.  

This conceptual point of view is the starting point to apply and develop the UML 
models [4] that provide a standard way to visualize the process description relevant for 
our aims. In our methodology we select the use case and the activity diagrams as 
suitable means to describe the interaction between the different stakeholders as well as 
the activities performed in each identified scenario [5]. The UML use case diagram 
describes a single, previously identified building block focusing on a specific disease or 
type of intervention, generally based on available clinical guidelines. Considering that 
clinical guidelines are commonly agreed by the scientific community, they can be used 
as an ideal set of activities to be performed, thus providing a country-independent 
picture as an important point of reference to assess the quality of care provision.  

Finally, once the actors and macro-activities of a specific building block have been 
identified, UML activity diagrams are used to capture the activities performed and the 
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messages exchanged by the different actors as well as triggering conditions taking also 
into account the location and timeline of each activity. The description of the activity 
diagrams is based on the results of Country Agents questionnaires developed by 
MOCHA partners around case studies, that capture real-life context [6] in child health 
service provision. On the basis of these descriptions, countries that have similar 
procedures, use similar services, and are based on similar caregivers for the provision 
of care are grouped and then compared.  

3. Results: Application of the Methodology  

This paragraph gives an example based on asthma treatment that illustrates how UML 
use case and activity diagrams (UML Model from Table 1) have been integrated in the 
proposed methodology. The rich picture shown in Figure 1a models at the centre of the 
system the child represented as a girl jumping from well-being to disease management 
and vice versa. Children are generally a healthy population whose psychophysical 
development is monitored especially, but not only, in the first years of their lives. 
When an illness occurs, this is treated following a disease management pathway whose 
results lead to the normal well-being monitoring, or with the management of chronic 
conditions. Strictly connected with these two pathways social support is included in the 
rich picture to identify services addressed to improve quality of life, such as social 
inclusion, ability to live independently, fundamental rights. Moreover, these pathways 
are surrounded by the family and the related living and working conditions, the 
community as well as health services and professional caregivers. Other determinants 
of health are identified in socio-economic and financial conditions as well as cultural 
and environmental settings. 

  
Figure 1. (a) Rich picture; (b) Disease management map of building blocks 

Figure 1b shows a map of building block as a first refinement of the rich picture 
focusing on the disease management pathway. A high-level workflow comprises the 
macro-activities performed to make a diagnosis and prescribe the related initial therapy. 
A check visit is then scheduled to verify the appropriateness of the therapy, to control 
whether the issue is solved (return to well-being pathway) or follow-up activities 
should be foreseen (management of chronic patients). The disease management process 
comprises various linked building blocks that can represent the connection between 
primary and secondary care and/or the treatment of children with complex needs, such 
as exacerbation management, surgery intervention, rehabilitation. Figure 2 depicts a 
use case diagram that describes the “first sick visit” building block structured on the 
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GINA (Global Initiative for Asthma) [7] guidelines. Best practices described in 
guidelines do not specify who performs the activities given that it depends on the way 
the healthcare system is organized. In our perspective, this aspect is crucial to compare 
the different models of service provision in the 30 EU countries. Therefore, the use 
case diagram has the important function to identify actors and roles in the performance 
of the “first sick visit” macro-activities. This represents a synthetic, not country-
specific, view useful to capture, for example, whether a diagnostic test is performed 
directly by a gatekeeper or a specialist and, in the first case, whether this is done by a 
GP or a Paediatrician depending on the national healthcare system (e.g. Italy is a 
primary care paediatrician-based system, whereas the UK is a generalist GP-based 
system).  

 
Figure 2. UML use case diagram describing a sick visit performed for the treatment of asthma 

 
Figure 3. Activity diagram describing the spirometry test performed by a) gatekeeper; b) specialist  

Figure 3 shows the activity diagram for the use case: “perform the spirometry test”. 
The diagram is based on a case study where a ten-years-old child has occasionally 
experienced wheezy attacks and needs to perform this test during the sick visit to help 
the healthcare providers to make the diagnosis as well as determine the type and the 
severity of asthma. This test is an important part of the diagnosis process as it can be 
performed directly by the gatekeeper (GP or paediatrician) or by a specialist. Therefore, 
we can distinguish the countries in these two groups and compare the activities 
performed in each one. In particular, in Figure 3a the test is directly executed by the 
gatekeeper during the first sick visit. In this case the gatekeeper can analyse the results 
and consequently make the diagnosis. Differently, in Figure 3b the spirometry is 
performed by a specialist, for instance in countries where the gatekeeper is not 
equipped with spirometer or is not qualified to perform this task. Thus, in the diagram 
the introduction of this third actor is needed and visualized using the relevant swim 
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lane. In particular, the gatekeeper requires the family of the child to book a specialist 
visit during which the required test is performed. This implies the collaboration 
between the two healthcare professionals as well as the inclusion of administrative 
procedures related to the booking and eventually payment of the specialist visit. The 
two processes are compared not only on the basis of activities performed and actors 
involved but also on the time required to perform the diagnosis. This implies also to 
include waiting time for a child to access the primary as well as the secondary care visit, 
as shown by the hourglass reported in the diagram 3b. 

4. Conclusions and Discussion  

The paper describes a framework to facilitate the comparison between the different 
business processes performed in 30 EU/EEA countries in the delivery of child care 
within the MOCHA project. Given the difficulties in the a-priori identification of pre-
defined models of care, the proposed methodology is based on a conceptual framework 
that allows the comparison between a set of homogeneous building blocks that are 
identified in the context of three main pathways: well-being monitoring, disease 
management and social support. The methodology also specifies how UML use case 
and activity diagrams are applied to achieve the comparison of business processes 
across countries. In particular, the use case diagram provides a snapshot of actors and 
activities related to a building block and relies on clinical guidelines that represent a 
benchmark to compare healthcare business processes. Activity diagrams highlight 
differences and similarities in activities performed, actors involved as well as timelines 
in real-life context. This methodology has the advantage of making comparison of child 
healthcare systems on the basis of homogenous, well-defined parts of the process of 
child care. Moreover, it is flexible enough to allow the analysis of parts of the process 
selected on the basis of the case studies identified by the MOCHA partners for the 
investigation and appraisal of health systems. Finally, this methodology is also suited 
to consider the interaction between primary and secondary care and/or complex care as 
well as the analysis of interfaces with social services within national healthcare systems.  

Acknowledgment  

This study is part of the Horizon 2020 MOCHA project. Grant agreement no. 634201. 

References 

[1] P. Checkland, J. Scholes, Soft Systems Methodology in Action, John Wiley and Sons, Chichester, 1990.  
[2] H. Liyanage, D. Luzi, S. de Lusignan, F. Pecoraro, R. McNulty, O. Tamburis, P. Krause, M. Rigby, M. 

Blair, Accessible Modelling of Complexity in Health (AMoCH) and associated data flows: asthma as 
an exemplar, Journal of Innovation in Health Informatics 23 (2016), 476-484.  

[3] J.K. Müller, Aspect design with the building block method, Software Architecture (1999), 585-601.  
[4] J. Rumbaugh, I. Jacobson, G. Booch, Unified Modeling Language User Guide, Addison-Wesley, 2005.  
[5] H. Eriksson, P. Magnus, Business modeling with UML, Business Patterns at Work, John Wiley & Sons, 

New York, USA, 2000.  
[6] S. Crowe, K. Cresswell, A. Robertson, G. Huby, A. Avery, A. Sheikh, The case study approach, BMC 

Medical Research Methodology, 100 (2011), 1-9.  
[7] GINA (Global Initiative for Asthma) guidelines. Available at www.ginasthma.org  

D. Luzi et al. / Appraising Healthcare Delivery Provision 515

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use

http://www.ginasthma.org/


 

 

A Case Study on Sepsis Using PubMed and 
Deep Learning for Ontology Learning 

Mercedes ARGUELLO CASTELEIROa, Diego MASEDA FERNANDEZb, George 
DEMETRIOUa, Warren READa, Maria Jesus FERNANDEZ PRIETOc, Julio DES 

DIZd, Goran NENADICa,e, John KEANEa,e, and Robert STEVENSa,1 
aSchool of Computer Science, University of Manchester (UK) 
bMidcheshire Hospital Foundation Trust, NHS England (UK) 

cSalford Languages, University of Salford (UK) 
dHospital do Salnés de Villagarcia, SERGAS (Spain) 

eManchester Institute of Biotechnology, University of Manchester (UK) 

Abstract. We investigate the application of distributional semantics models for 
facilitating unsupervised extraction of biomedical terms from unannotated corpora.  
Term extraction is used as the first step of an ontology learning process that aims 
to (semi-)automatic annotation of biomedical concepts and relations from more 
than 300K PubMed titles and abstracts.  We experimented with both traditional 
distributional semantics methods such as Latent Semantic Analysis (LSA) and 
Latent Dirichlet Allocation (LDA) as well as the neural language models CBOW 
and Skip-gram from Deep Learning. The evaluation conducted concentrates on 
sepsis, a major life-threatening condition, and shows that Deep Learning models 
outperform LSA and LDA with much higher precision. 

Keywords. Ontology Learning, Deep Learning, PubMed, OWL, SPARQL 

1. Introduction 

Sepsis is defined as a life-threatening organ dysfunction caused by a dysregulated host 
response to a new infection [1]. Severe sepsis occurs when complicated with organ 
dysfunction, and may progress to septic shock [1]. Severe sepsis and septic shock affect 
millions of people worldwide, and their incidence is increasing [2]. According to NHS 
England: “sepsis now claims more lives than lung cancer, the second biggest cause of 
death after cardiovascular disease” [3]. Severe sepsis is regarded as “a common, 
deadly, and costly complication in cancer patients” [4].  

The Surviving Sepsis Campaign (SSC), established in 2002, updates consensus 
definitions and evidence-based guidelines for management of severe sepsis and septic 
shock. Evidence from the literature improves understanding of sepsis, leading to better 
patient care. However, the size and rate of growth of PubMed – the largest biomedical 
resource – is a challenge for term extraction and knowledge representation. 

Ontology learning from text aims to “turn facts and patterns from an ever growing 
body of information into shareable high-level constructs” [5]. This paper investigates 
how the traditional distributional semantics methods, Latent Semantic Analysis (LSA) 
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[6] and Latent Dirichlet Allocation (LDA) [7], as well as the neural language models 
CBOW (Continuous Bag-of-Words) and Skip-gram of Mikolov et al. [8] from Deep 
Learning can facilitate ontology learning from an unannotated biomedical corpus. 

2. Methods 

In distributional semantic models (DSMs), the semantics of terms within a domain are 
determined empirically [9]. LSA is spatially motivated, while LDA is a probabilistic 
method. LSA and LDA have high computational and storage cost associated with 
building or modifying the model. However, CBOW and Skip-gram from Deep 
Learning make it feasible to obtain word embeddings (i.e. distributed word 
representations) from corpora of billions of words. Using similarity measures (e.g. 
cosine value for CBOW and Skip-gram) we can obtain the n top-ranked candidate 
terms for a query term (e.g. sepsis). Hence we can quantify empirically how closely 
related are two terms from a DSM. 

This study takes advantage of the UMLS (Unified Medical Language System) 
Metathesaurus from the U.S. National Library of Medicine that contains more than 
three million biomedical concepts. Each UMLS concept has a unique identifier (a.k.a. 
CUI). UMLS Metathesaurus concepts are grouped into UMLS Semantic Types, where 
semantic types can also be merged into semantic groups [10]. 

We use OWL-DL [11] to formally represent concept names, concept expressions, 
and terminological axioms. We started by creating programmatically a small ontology 
that contains mostly the UMLS Semantic Types and Groups. This ontology together 
with lemon (Lexicon Model for Ontologies) [12] is key to the move from candidate 
terms from DSMs to UMLS Metathesaurus concepts with known synonyms and 
relationships. In this study, the concept Lexicon from lemon represents a vocabulary for 
a DSM, while the concept Lexical entry represents a single term (one or more words) in 
the vocabulary/lexicon of the DSM. We also link the concept Lexical sense from lemon 
with the UMLS Metathesaurus concept, an OWL class we created that can have as a 
subclass any of the more than 3 million UMLS Metathesaurus concepts. 

A vocabulary/lexicon from DSMs contains lexical entries that are: concepts, 
phraseological expressions (typically combination of concepts), or spurious terms 
without a true biomedical meaning. UMLS MetaMap [13] can indicate which terms 
from the lexicon are UMLS Metathesaurus concepts and their UMLS Semantic Type(s).  

Experimental setup – We downloaded the MEDLINE/PubMed baseline files for 
2015 and also the update files up to 8th June 2016. Applying the PubMed Systematic 
Reviews filter [14], a subset of 301,202 PubMed publications (title and abstract) with 
date of publication from 2000 to 2016 was obtained. We performed two experiments 
using LSA, LDA, CBOW and Skip-gram: Experiment I – the pre-processing performed 
preserves capitalisation and numbers in the text; and Experiment II – after the pre-
processing that preserves capitalisation and numbers in the text, Part-Of-Speech (POS) 
tagging and chunking was performed. Chunking labels segments of a sentence with 
syntactic constituents – e.g. noun phrase (NP) and verb phrase (VP). For the 
experiments reported here, we used gensim [15] and word2vec [16]. 

Domain expert evaluation – three medical consultants (rater A, B, and C) 
assessed the relevance of the terms in pairs (query term and candidate term) using a 
Likert-type (categorical) scale taken from [17]. According to this scale, a candidate 
term can be: not at all relevant (marked as 0); a little relevant (marked as 1); quite a bit 
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relevant (marked as 2); and very much relevant (marked as 3). Simple guidelines were 
given to the domain experts. They consist of: a) the Likert-type (categorical) scale; and 
b) a few examples illustrating pairs of query term-candidate term annotated with 
different scores. The inter-annotator agreement is calculated using two well-known 
measures: weighted Cohen’s Kappa and Fleiss. Using few raters and simplistic 
annotation guidelines, low inter-annotator agreement and some difficulties are expected 
before arriving at consistent figures [18]. 

Task-based evaluation – the automatically extracted ontology – called here 
PubMed Ontology LEarning Ontology for Sepsis (POLEOS) – refers to the OWL-DL 
ontology built programmatically out of the n top-ranked candidate terms obtained from 
each model (i.e. LSA, LDA, CBOW, and Skip-gram) in Experiment I and II. POLEOS 
reuses the UMLS Semantic Types and Groups formalised in OWL. Two annotation 
properties were introduced in POLEOS to capture: a) the relevance of a candidate term, 
which comes from a voting system that considers equally the assessment made by each 
human rater per candidate term; and b) to what extent the candidate term was 
recognised by UMLS MetaMap. Using conventional measures in information retrieval 
[5], the suitability of the different models to find relevant terms (concepts or 
phraseological expressions) for sepsis is assessed. The numbers needed to calculate 
precision are obtained by executing SPARQL [19] queries over POLEOS. We can also 
query POLEOS with SPARQL to determine: the number of unique UMLS concepts 
needed to provide the biomedical meaning for the candidate terms; and how many 
candidate terms can be assigned to each UMLS Semantic type or group based on the 
Lexical sense assigned.  

3. Results 

Computational resources and execution times – The DSMs are generated using a 
Supermicro with 256GB RAM and two CPUs Intel Xeon E5-2630 v4 at 2.20GHz. The 
time to obtain a DSM goes from less than 1 hour for CBOW (the quickest) to more 
than 23 hours for LDA (the slowest). Using a MacBook Pro Retina (2.8 GHz Intel Core 
i7 with 16GB RAM) and Jena ARQ [20] as the SPARQL query engine, the mean time 
for executing a SPARQL query over POLEOS three times was less than 2 seconds. 

Distributional Semantics: LSA, LDA, CBOW, and Skip-gram –The query term 
was “sepsis” for all models. For LDA in Experiment II, two topics for sepsis were 
identified, and thus, LDA in Experiment II has almost double the candidate terms than 
the other models. 

Domain expert evaluation – Rater C did not score any candidate term with 0 (not 
at all relevant); while rater A scored 52 of the candidate terms with 0. Based on this 
finding, we decided to merge the four scores into two categories: more relevant with 
score 3 or 2; and less relevant with score 1 or 0. These two categories allow arrival at 
consistent figures, where the weighted Cohen’s Kappa between two consultants is: 0.53 
for rater A and B; 0.61 for rater A and C; and 0.55 for rater B and C. Fleiss Kappa is 
0.56 for the three raters. In Figure 1, each column corresponds to a model with its name 
at the top. A column has up to three colours: dark grey for most relevant (score 3) 
candidate terms agreed by all three raters, grey for more relevant (score 3 or 2) agreed 
by at least two raters, and white less relevant (score 1 or 0) candidate terms agreed by 
at least two raters. 
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Figure 1. Agreed assessment by medical consultants for candidate terms, where SG = Skip-gram 

 
Task-based evaluation – POLEOS contains a total of 3276 axioms, and its 

Description Logic expressivity is ALEHI(D). From the two experiments and the 
different models, a total of 157 candidate terms related to sepsis were obtained. The 
same candidate term may appear in more than one model; 130 candidate terms are 
unique: 71 are UMLS concepts, 50 are phraseological expressions (typically a 
combination of UMLS concepts), and 9 were unrecognised by UMLS MetaMap.  Only 
7 of the 9 unrecognised are truly spurious terms (i.e. terms that do not have a true 
biomedical meaning); the other two (i.e. suPAR and IgGAM) are acronyms that could 
be mapped to UMLS concepts. A total of 169 unique UMLS concepts are represented 
as subclasses of the concept Lexical sense from lemon. In other words, 169 UMLS 
concepts are needed to provide the biomedical meaning of the 157 candidate terms 
obtained. Three UMLS Semantic groups stand out with more candidate terms (concepts 
or phraseological expressions): Disorders (DISO) with 61 candidate terms, Concepts & 
Ideas (CONC) with 47 candidate terms, and Living Beings (LIVB) with 24 candidate 
terms. Table 1 shows the precision for each model in Experiment I and II. 
 
Table 1. Task-based precision calculated as tp/(tp+fp) per model and experiment, where tp stands for the 
number of true positives agreed by at least two raters and fp stands for the number of false positives agreed 
by at least two raters. 

Model Experiment I Experiment II 
      LSA - 26% 

LDA 58% 36% 
CBOW 

Skip-gram 
90% 
90% 

85% 
70% 

4. Discussion and Conclusion 

Healthcare data is multi-source, high volume and multi-modal. Identifying patterns in 
such data requires scalability while accommodating structured and unstructured data. 
Unlike conventional datasets, healthcare data is often incomplete and noisy; in turn, 
unlike standard analytics, neural language models process raw natural language data to 
associate terms with vectors of real valued features and place semantically related 
terms close together in the vector space [21]. The learned “high level” semantic 
features of the word embeddings are usually not explicitly present in input such as 
biomedical literature. 

Hu et al. [22] recently reported improvements in the word embeddings generated 
by introducing POS tagging information into a neural network similar to CBOW. 
However, from the precision obtain for Experiment II (see Table 1) it is difficult to 
derive a real benefit from the chunking (VP and NP) performed. 
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Although several parameter settings were tried, it is plausible that other options 
may have improved the precision for LSA and LDA. However, a higher performance 
for CBOW and Skip-gram when compared with traditional DSMs such as LDA is 
aligned with the results reported in the literature for other studies, e.g. [23]. 

Using sepsis as the query term, we have shown how to anchor plain text candidate 
terms from DSMs into shareable high-level constructs, i.e. UMLS concepts represented 
in OWL that can be easily queried with SPARQL based on Semantic types and 
Semantic Groups. The evaluation performed indicates high precision for the neural 
language models, which in turn hints at the plausible acquisition of relevant medical 
concepts for sepsis. Hence, this paper illustrates how CBOW and Skip-gram can be 
used to aid ontology learning tasks for sepsis, a major healthcare problem, using 
unannotated PubMed Systematic Reviews citations (titles and abstracts) as a corpus.  
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Abstract. Technical medical terms are complicated to be correctly understood by 
non-experts. Vocabulary, associating technical terms with layman expressions, can 
help in increasing the readability of technical texts and their understanding. The 
purpose of our work is to build this kind of vocabulary. We propose to exploit the 
notion of reformulation following two methods: extraction of abbreviations and of 
reformulations with specific markers. The segments associated thanks to these 
methods are aligned with medical terminologies. Our results allow to cover  over 
9,000 medical terms and show precision of extractions between 0.24 and 0.98. The 
results and analyzed and compared with the existing work. 

Keywords. Reformulation, Information Extraction, Medical Terminology, 
Layman Language, Patient Education 

1. Introduction 

Experts from medical area use sophisticated technical terms, which are usually non-
understandable by patients [1]. This makes patients unable to make decisions, 
understand consequences of disorders and treatments, or even understand their disease. 
The situation is not improved by information increasingly available online [2]: patients 
remain often unable to understand it either. Find and understand new information 
implies solitary information retrieval process [3] when the patient is not accompanied 
by his medical doctor, with whom he may have verbal interactions and obtained needed 
information [4,5]. Indeed, with verbal interactions, it is possible to share knowledge 
and create common basis through reformulations, repetitions and clarifications [2]. 

Our purpose is to acquire vocabulary which associates specialized terms with 
layman expressions. We propose to exploit reformulations in texts written by experts or 
issued from collaborative media, in order to guarantee a better reliability of the 
extracted data. According to our hypothesis, (1) when experts reformulate terms, this 
indicates that the term is technical and conveys specialized meaning; (2) the 
reformulation act may allow to associate term with its reformulation; (3) reformulation 
is language phenomena spontaneously used in different kinds of texts.  
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In what follows, we present some existing work (section 2). We describe the 
material and methods used (section 3), and then present and discuss the results (section 
4). We conclude with some directions for future work (section 5). 

2. Related Work 

Reformulation occurs when someone is saying or writing again a given idea with 
different words [6], often in order to improve the understanding. Reformulation can be 
introduced by specific markers (eg, let's   say, That is). Reformulated segments are not 
always semantically equivalent [7], but when they are it becomes possible to extract the 
paraphrases of technical terms. We can distinguish two main directions of the existing 
work: health literacy and automatic acquisition of paraphrases for medical terms. 
Health literacy is related to the understanding of medical information, its use and 
interpretation, and depends on two factors: environment (education, age, medical 
history...) and knowledge of patients, be it shared or not with the medical staff [8]. 
Several works have been dedicated to the acquisition of vocabularies associating terms 
with their paraphrases: exploitation of monolingual comparable corpora, in with 
morpho-syntactic patterns, similarity measures or n-grams allow to associate syntactic 
groups from both corpora [9,10]; exploitation of monolingual corpus for the acquisition 
of paraphrases for neoclassical compounds (myocardial, desmorrhexia...) thanks to the 
morphological analysis and segmentation of such terms, translation of their 
components in French (myocardial: myo=muscle, cardia=heart), and search of 
syntactic groups that contain these words (heart muscle, muscle of the heart) [11]. Let's 
also mention (1) the Consumer Health Vocabulary (CHV) in English [12], which a 
collaborative initiative, involving corpora processing, associative measures, and human 
annotators.  The resource contains currently 141,213 unique terms; (2) an automatic 
translator of medical terms [13], best known through the resource MEDLINEplus, 
organized according to medical topics (tumors, obesity, etc). Let's also mention work 
on extraction of paraphrases, mainly applied to parallel and aligned corpora [14]. 

3. Material and Methods 

We use the French part of the UMLS [15], and SNOMED International [16] (323,964 
terms). We also use two corpora: (1) development corpus, issued from masante.net 
forum moderated by medical doctors. When users ask questions they are answered by 
the moderators. We use part with answers containing 6,139 answers (315,362 occ.); 
and (2) test corpus built with articles from the medical part of Wikipedia, which gives 
18,434 articles (15,235,219 occ.). Finally, we use linguistic resources: 111 stopwords 
and morphological resources with 163,823 wordpairs (eg {aorta, aortic}) [17]. 

Our method is composed of four steps: (1) pre-processing of corpora with the 
syntactic analyzer Cordial [18]. Table 1 presents an example for Vous devez les faire 
brûler par un gastroentérologue spécialisé, c'est-à-dire un proctologue (You must to 
make them burn by specialized gastroenterologist, that is a proctologist). The exploited 
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fields are forms, lemmas, and syntactic information type GS and Prop; (2) extraction of 
reformulations, which is done with two approaches: 

- for abbreviations, we use the raw corpus and extract two structures: extended 
form (abbreviation) and abbreviation (extended form). For this, we implement 
an   existing algorithm, which allows to associate each letter from abbreviation 
with a given word before of between parentheses [19]. Three situations are 
possible: full when all letters from abbreviation are associated, partial when 
part of letters are associated, null when no letters are associated; 

- for reformulations with markers, we exploit three markers c'est-à-dire (That 
is), autrement dit (in other words), encore appelé (also called) in the structure 
concept marker reformulation, like in specialzed gastroenterologist, that is a 
proctologist, where the underlined segments correspond to the source and 
target segments. It appears that source segments are better extracted with the 
type GS information, while target segments with the Prop information. 

Table 1. An excerpt from syntactically tagged and analyzed text 

form lemma POS POSMT GS Type GS Prop 
Vous vous PPER2P Pp2.pn 1 S 1 
devez devoir VINDP2P Vmip2p 2 V 1 

les le PPER3P Pp3.pa 3 C 2 
faire faire VINF Vmn-- 4 D 2 

brûler brûler VINF Vmn-- 5 V 3 
par par PREP Sp 8 F 3 
un un DETIMS Da-ms-i 8 F 3 

gastroentérologue gastroentérologue NCMS Ncms 8 F 3 
spécialisé spécialisé ADJMS Afpms 8 F 3 

, , PCTFAIB Ypw - - 3 
c' ce PDS Pd-..- 11 N 3 
est est ADV Rgp - p 3 
-à à PREP Sp 14 I 3 

-dire dire VINF Vmn-- 14 I 3 
un un DETIMS Da-ms-i 8 F 3 

proctologue proctologue NCMS Ncms 16 D 3 
. . PCTFORTE Yps - - - 

 

(3) alignment of the extracted segments with medical terminologies has double 
objective: check the relevance of extractions and associate the extracted segments with 
medical terms. During the alignment, the extracted segments are normalized (accents, 
morphologically-related words), the stopwords are removed; and (4) evaluation, for 
which we build reference sets with two independent annotators for annotating source 
and target segments. For the evaluation of alignment with terminologies, we build a 
reference set from the development corpus. On the basis of the reference annotations, 
we can evaluate precision P, recall R and F-measure F of the extractions and 
alignments. Evaluation of extractions is performed with exact (boundaries of segments 
must be respected) and inexact (boundaries of segments can be inexact) versions. 

4. Results and Discussion 

The inter-annotator agreement [20] of extractions at the word level is 0.967  and 0.816, 
for alignments it is 0.208 and 0.714 for abbreviations and markers, respectively.  

E. Antoine and N. Grabar / Acquisition of Expert/Non-Expert Vocabulary from Reformulations 523

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



 

In the upper part of Table 2, we indicate number of extractions for each method: 
with abbreviations and the test corpus, we extract several candidates. With 
abbreviations, we observe three cases: correct extraction {ESF; Editions Sociales 
Françaises}, {CD26; cluster de différenciation 26}; partial correct extraction {CHUM; 
Université Montréal}, {CHU; hôpital universitaire}; partial incorrect extraction 
{SEPP; plus}, {NFS; faire sang}. Extractions with markers provide few duplicates 
because reformulations are less controlled (des canaux galactophores: qui fabriquent le 
lait de la femme, qui sécrètent le lait). Evaluation of extractions indicates that 
abbreviations show 0.74 and 0.94 F-measure, while markers show 0.24 and 0.98 F-
measure with exact (borders respected) and inexact versions, respectively. In the lower 
part of Table 2, we indicate number of alignments. Within aligned segments, we can 
observe 5 cases: full correct {syndrome polyalgique idiopathique diffus; syndrome 
polyalgique idiopathique diffus.C0016053}; morpho-syntactic variation {troubles 
fonctionnels intestinaux; troubles gastrointestinaux fonctionnels/C0559031}; partial 
{semaines amenorrhee; amenorrhee/C0002453}; compositional cause/C0085978 and 
pus/C0034161 for cause de pus; and incorrect ({LCR; ph lcr/C0853364}, {liquide 
cerebro; regime liquide/C-F2300}). The average F-measure for the two segments is 
0.71 and 0.73 with abbreviations and markers, respectively.  

Table 2. Number of extractions and alignments for each method 

 Development corpus Test corpus 
 Abbrev. Markers Abbrev. Markers 

 Extraction: nb occurrences 75 96 88,762 2,710 
Extraction: nb types 42 96 8,106 2,710 

Alignment: nb occurrences 75 96 88,762 2,757 
Alignment: full alignments 11 5 154 42 

Alignment: partial alignments 44 37 1,634 557 
Alignment: not aligned 20 54 6,318 1,937 

Table 3. Comparison with methods from the existing works 

Method Type of terms Nb. extractions Precision 
Abbreviations abbreviations 42, 8,106 0.74/0.94 

Markers any type 96, 2,710 0.24/0.98 
Definitions [11] any type 1,028 0.52, 0.68 

Morphology [11] compounds 1,128 0.76, 0.86 
N-grams [9] morpho-syntactic 65, 82 0.67, 0.60 

Syntactic groups [10] morpho-syntactic 109 0.66 
Abbreviations [18] abbreviations 785 0.95 

 

In Table 3, we propose a comparison with existing works: type of terms, number 
of extractions, precision (available for all cited works). We can see that our methods 
are efficient: they provide an important number of extractions with good precision. 

5. Conclusion and Future Work 

For the acquisition of vocabulary associating technical terms with layman expressions, 
we propose to exploit reformulation through two methods: extraction of abbreviations 
and their extended forms, and of reformulations introduced by markers. The methods 
are fixed on the development corpus and then applied to the test corpus. Exact 
precision is between 0.23 and 0.74, while inexact precision is between 0.68 and 0.98. 
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The future work may study other markers. With the annotated corpora, we may apply 
supervised machine learning for making the extractions. The acquired vocabulary will 
be used for the simplification of medical and health documents. 
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Abstract. Non-optimal prescriptions of antibiotics have a negative impact on 
patients and population. Clinical practice guidelines are not always followed by 
doctors because the rationale of the recommendations is not always clear and can be 
difficult to understand. In this paper, we propose a new approach consisting in 
presenting the properties of antibiotics for allowing doctors to compare them and 
choose the most appropriate one. For that, we used and extended rainbow boxes, a 
new technique for overlapping set visualization. We tested our approach on 11 
clinical situations related to urinary infections, and assessed the simplicity, the 
interest and utility with 11 doctors. 10 of them found that this approach was 
interesting and useful in clinical practice. Further studies are needed to confirm this 
preliminary work.  

Keywords. Antibiotic prescription, Clinical Decision Support System, Visual 
analytics, Usability 

1. Introduction 

Non-optimal prescriptions of antibiotics have a negative impact on patients (risk of 
complications) and population (risk of bacteria resistance). To help general practitioners 
(GPs) to prescribe the right antibiotic, national health authorities elaborate Clinical 
Practice Guidelines (CPGs) which are evidence-based document written by a group of 
experts [1]. To facilitate their use, they are implemented in CDSSs (Clinical Decision 
Support Systems) which display, for each clinical situation, the antibiotics recommended 
in CPGs [2]. However, GPs are reluctant to use such systems because they don’t always 
understand the rationale of the recommendation [3].  

Rather than displaying the recommendation of CPGs (e.g. “prescribe this drug”), we 
propose a new approach consisting in presenting information for allowing the 
comparison of the various possible therapeutic options (e.g. “drug A has a low efficacy, 
drug B has a risk of serious adverse effects”), and letting GPs make their own choice.  In 
a previous work [4,5], we identified the 6 properties of antibiotics that were necessary 
for choosing the antibiotic during prescription for urinary infections, and we ordered 
them according to their degree of importance. We hypothesize that this information could 
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be used by GPs to choose one antibiotic among all those which are indicated for the 
clinical situation. 

Few studies have focused on the presentation and the visual comparison of drug 
properties, and all of them used simple tables. Examples include a spreadsheet-like tool 
for reviewing and authoring drug properties, and tables for comparing the 
contraindications and the adverse effects of a new drug to a reference drug [6]. However, 
these tables are often very big and don’t provide a global overview. 

In a recent work, we designed a new technique for overlapping set visualization [7], 
rainbow boxes [8], and we applied it to the comparison of drug properties 
(contraindications and adverse effects). Rainbow boxes display the element to be 
compared (e.g. drugs) in columns, and the sets (e.g. drug properties) in labelled 
rectangular boxes that cover all the columns corresponding to the elements in the set. 
Larger boxes are placed at the bottom and two boxes can be side-by-side as long as they 
do not cover the same columns. A box can have holes, if the elements in the set are not 
displayed in consecutive columns. We designed a heuristic algorithm to find a near-
optimal column order minimizing the number of holes, in a satisfying time. 

The aim of the study was to design a visual interface displaying antibiotic properties 
and their importance, by using and adapting rainbow boxes. This interface could then be 
implemented in a CDSS for empiric antibiotic prescription [9]. In this paper, we will first 
describe the methods we followed for constituting a knowledge base containing the 
properties of antibiotics, for extending rainbow boxes and for evaluating the system. 
Then we will present the resulting interface and evaluation results and conclude. 

2. Materials and Methods 

2.1.  Constitution of a Knowledge Base Containing the Properties of Each Antibiotic   

By analyzing CPGs, we noticed that the reasoning for finding the appropriate antibiotic 
was based on the progressive exclusion of the antibiotics with the most important 
disadvantages. Therefore, we considered the 6 antibiotic properties as 6 potential 
disadvantages: (disadvantage #1) the antibiotic has a moderate clinical efficacy, (#2) the 
administration protocol is not convenient, (#3) it promotes the emergence of bacteria 
resistance, (#4) it is associated with a risk of serious or frequent adverse effects, (#5) it 
has a broad activity spectrum, (#6) it belongs to a precious class to keep for more serious 
indications. For each clinical situation, and for each antibiotic, a disadvantage is a 
Boolean value (true: the disadvantage is present, false: it is absent). 

An algorithm developed in a previous work [4,5] was improved with the help of 6 
medical experts to order the disadvantages of antibiotics according to their degree of 
importance. Disadvantage #1 (limited efficacy) was ranked as the most important, then 
#2, then #3, then #4-5-6 (same rank for the three). This order was transformed into a 
score computation, by associating a weight WI with each disadvantage #I (from #1 to #6) 
(See details in results section). For a given clinical situation and antibiotic, the score is 
the sum of WI for each disadvantage #I that is present. Thus, the antibiotic with the lowest 
score should be preferred. 

From CPGs, we extracted all the clinical situations related to urinary infections. For 
each of them, we built a knowledge base containing the Boolean values for the 6 
disadvantages of all the antibiotics that could be prescribed. The knowledge base was 
structured as an OWL formal ontology of the ALIF family of description logics. 
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2.2. Extending Rainbow Boxes to Display the Weight of Disadvantages 

We extended the original rainbow boxes to take into account the weight associated with 
each disadvantage: we fixed the height of the box for disadvantage #I to a value 
proportional to its weight WI. Consequently, the score can be visually computed by 
summing the height of all boxes present in a given column. We coloured the boxes in 
red. In addition, the saturation of the colour was also proportional to the weight (i.e. more 
important disadvantages have brighter red colours). We named the resulting visualization 
technique weighted rainbow boxes. 

The OwlReady module for ontology-oriented programming [10] was used for 
accessing the knowledge base and generating rainbow boxes. 

2.3. Evaluation Methods 

Two sets of rainbow boxes were shown to 11 GPs: one with few antibiotics, and one with 
many antibiotics to compare. For each, we asked them 5 questions related to the 
simplicity, interest and utility of the interface (graduated with a Likert scale), and one 
question concerning the antibiotic they would prescribe. We also asked them if they 
would like to have such a system in clinical practice. 

3. Results 

3.1. Presentation of the Visual Interface for Comparing Antibiotics 

11 clinical situations related to urinary infections were implemented in the form of 
rainbow boxes. The weights of the disadvantages were chosen to have a lexicographic 
order between disadvantages #1, #2, #3 and the conjunction of #4, #5 and #6; and an 
equal weight between #4, #5 and #6, i.e. W1 > W2 + W3 + W4 + W5 + W6; W2 > W3 + 
W4 + W5 + W6; W3 > W4 + W5 + W6 and W4 = W5 = W6. A lexicographic order means 
that disadvantage #1 is considered first, then #2 is considered in case of equality for #1, 
and so on. We arbitrarily chose the following values, which satisfy the previous formula: 
W#1 = 16.0, W#2 = 7.9, W#3 = 3.8, and W#4 = W#5 = W#6 = 1.0. 

Figure 1 shows the resulting weighted rainbow boxes for two clinical situations, with 
5 and 10 antibiotics. Antibiotics are displayed in columns, with their classes in headers, 
and the 6 disadvantages in the boxes. Only one hole is present (in the bottom, for 
ceftriaxone and the adverse effect disadvantages). The visualization allows to visually 
sum the weights of the various disadvantages for each antibiotic, i.e. to compute the 
score, easily, despite the presence of holes and gaps between some boxes. It is also very 
easy to find visually the antibiotics with the fewest and less important disadvantages (e.g. 
nitrofurantoin, for the second clinical situation in Figure 1). Moreover, they correspond 
to antibiotics recommended in rank 1 in CPGs.  
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Figure 1. Weighted rainbow boxes showing the available antibiotics and their disadvantages in 2 clinical 
situations: pyelonephritis (top) and cystitis with risk of complication (bottom). 

3.2. Evaluation Results 

Rainbow boxes were perceived as easy for 64% of GPs in pyelonephritis, and 27.5% of 
GPs in cystitis. The reading of disadvantages looks easy for 73% of GPs in pyelonephritis 
and 64% of GPs in cystitis. About 90% of GPs found that the display of disadvantages 
of antibiotics could be interesting in clinical practice, and more than 91% of them found 
it could be useful in clinical practice. 5 GPs would like to have this system in clinical 
practice vs 3 who would not. In both clinical situations, 8 GPs prescribed the antibiotic 
with the fewest disadvantages displayed. 
 

Table 1. Result of the evaluation. 11 GPs assessed two interfaces for cystitis and pyelonephritis 

  Don’t 
agree at all 

Don’t 
agree 

Neutral Agree Fully 
agree 

I find the interface easy pyelonephritis 0  2  2  6  1  
cystitis 0  5  3  3  0  

The disadvantages of each 
antibiotic are easy to read 

pyelonephritis 0  2  1  6  2 
cystitis 0  2  2 6  1 

I find interesting to visualize 
the disadvantages of 
antibiotics 

pyelonephritis 0  0  1 4 6  
cystitis 0  0  1 5  5  

It is useful to visualize the 
disadvantages of antibiotics 
in clinical practice 

pyelonephritis 0  0  0  5 6 
cystitis 0  0  1  4  6 

I would like to have this 
system in clinical practice 

 1  2 3  4  1  

R. Tsopra et al. / Design of a Visual Interface for Comparing Antibiotics Using Rainbow Boxes532

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



4. Discussion and Conclusion 

Instead of displaying the recommendations of CPGs, we proposed a new approach 
consisting in comparing antibiotics according to their disadvantages, using rainbow 
boxes. Rainbow boxes were adapted to display the weight of each disadvantage. 
Although the rainbow boxes seemed to be more complex when the number of antibiotics 
is high, GPs still found the disadvantages easy to read. They also found that the 
comparison of antibiotics was interesting and useful. 

Our approach allows GPs to choose the antibiotic to prescribe among all those able 
to treat the patient. It has several advantages. First, it allows GPs to adapt their 
prescription according to the patient profile [4] (e.g. if the most appropriate antibiotic 
cannot be given, then GP can choose a second one among those remaining). Second, the 
update of the system is facilitated, since the disadvantages could be updated from 
different resources (e.g. “protocol administration” from a drug database), instead of 
waiting many years for an updated version of the CPGs. Third, the use of weighted 
rainbow boxes allows GPs to see at a glance the antibiotic with the least disadvantages. 
Further studies are needed to confirm this preliminary work. Other types of infections 
(e.g. respiratory) should be tested. A broader evaluation with more GPs and with 
questions about the reasons why GPs would like to have a such system or not, needs to 
be conducted. The genericity of the approach to other domains beyond antibiotherapy, 
such as chronic disorders, needs also to be proven (other parameters (e.g. patient 
comorbidities) should probably be taken into account). 
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Abstract. Over the past twenty-five years the time from diagnosis of breast cancer

to the initiation of therapy has steadily grown. In this note we present a mechanism

to give a ballpark estimate of the risk associated with delaying therapy given a

specific set of presenting patient data.
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1. Introduction

When a patient is diagnosed with breast cancer, especially when the tumors are non-

palpable or small, surgeons, oncologists and nurses will generally not stress the impor-

tance of prompt treatment. At the same time, the interval from diagnosis to initiation of

therapy for breast cancer has been rising [1]. Should we be concerned?

Virtually all older studies about delaying therapy have been on the impact of delay-

ing adjuvant chemotherapy [2,3,4,5]. An inconclusive 2013 study on the effect of sur-

gical delays in Britain [6] is an exception. Very recent comprehensive studies, however,

point to the fact that putting off therapy, both surgery and adjuvant chemotherapy, does in

fact reduce one’s survival probability [7,8]. Until now, however, it has not been possible

to give an estimate of the risk associated with delaying therapy in the case of a partic-

ular set of presenting attributes (e.g. size of tumor, protein receptor status [ER, PR and

HER2], single or multi-focality, age of patient, etc.). We present such a method, and pro-

vide our results in terms of the hazard ratio of 10-year mortality attributable to an incre-

mental month of delaying therapy. Hazard ratio is defined as the ratio of the percentage

of individuals incurring the hazard (in this case death in 10 years), given assumption of

the risk (i.e. delay in therapy by one month), to the percentage of individuals incurring

the hazard who have not assumed the risk.

2. Related Work

As far back as 1907, famed American surgeon William Stewart Halsted, responsible for,

among other things, the introduction of the radical mastectomy for breast cancer treat-
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ment, appreciated the need for urgent treatment, stating [9] “Fortunately we no longer

need the proof which our figures so unmistakably give that the slightest delay is dan-

gerous and that, other things being equal, the prognosis is quite good in the early stage

of breast cancer, two in three being cured, and bad, three in four succumbing, when the

axillary glands are demonstrably involved.”

Until very recently, however, systematic studies of the effect of postponing surgery

or other primary treatments have not been performed, while times from diagnosis to

treatment have increased [1]. Especially troubling are the results of [10] showing dras-

tically different times to treatment based on racial/ethnic background and the patient’s

access to private insurance (points also reinforced in [8]). Further, given that the current

authors are from sub-Saharan Africa, we call particular attention to the fact that there are

noticeably longer times from diagnosis to treatment in the developing world compared

to the developed world [11].

While studies of the effect of postponing surgery or other primary treatments have,

until very recently, not been performed, there have been a number of modest size ret-

rospective studies (population sizes ranging from 1788 to 6827) that have looked at the

impact of delaying adjuvant chemotherapy following surgery [2,3,4,5]. While these stud-

ies have generally found a correlation between delay and poorer outcomes, one of these

studies [5], that of 2782 Spanish patients from the time period 1990 to 1997, found no

difference in either disease-free survival or 5-year overall survival based on time of ini-

tiation of adjuvant chemotherapy following surgery.

In 2013 a first study [6] of 53,689 female British breast cancer patients surprisingly

found no statistically significant effect due to delaying surgery of up to 62 days on 5-year

survival. In 2016, however, an editorial [12] and two very large prospectively collected

studies [7,8] appeared in JAMA Oncology, giving a clear indication of the risk associ-

ated with either delaying surgery following initial diagnosis [7], or of delaying adjuvant

chemotherapy following surgery [8]. The first, Bleicher et al. study [7], looked at data

from 94,544 breast cancer patients from the Surveillance, Epidemiology and End Re-

sults (SEER)-Medicare Database, along with data from 115,790 breast cancer patients

from the National Cancer Database. The authors analyzed 5-year overall survival and

found an increased hazard ratio for mortality of 1.09 for each 30-day delay in treatment,

up to 180 days of delay in the SEER-Medicare population and an increase hazard ratio

for mortality of 1.10 for each 30-day delay in the National Cancer Database population.

The second of the very recent studies, by Chavez-MacGregor et al. [8], looked at 24,843

breast cancer patients from the California Cancer Registry and found that delaying ad-

juvant chemotherapy after surgery by more than 90 days following surgery, compared

to beginning in the first 30 days following surgery conferred a hazard ratio for 5-year

mortality of 1.34 (and a hazard ratio for breast cancer-related 5-year mortality of 1.27).

Our risk assessment method uses a nomogram developed by researchers at the

Memorial Sloan Kettering (MSK) Cancer Center in New York for assessing the like-

lihood of sentinel lymph node metastasis [13] given pathological characteristics of the

primary tumor(s) and age of the patient. The nomogram was built based on a study pop-

ulation of 3786 breast cancer patients with sentinel lymph node biopsies performed at

MSK between 1996 and 2002. The model was subsequently validated based on a second

population of 1,545 patients receiving sentinel lymph node biopsies at MSK between

2002 and 2004 [14].
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3. Our Risk Assessment Tool

The idea of our “back of the envelope” risk assessment tool is to use the MSK nomogram

[13] to back into an estimate of the increased risk of delaying treatment by a given incre-

ment of time following initial diagnosis. In conjunction with the nomogram we use the

comprehensive 2008 Soerjomataram study [15] that assesses the 10-year mortality-based

hazard ratios associated with various prognostic factors.

Given a patient with a presenting case of breast cancer, the first step in assessing

the patient’s risk associated with delaying therapy is to fill in the patient’s tumor and

demographic information in the MSK nomogram. See the illustrative case on the left

hand side of Figure 1 of a 56 year-old patient with multi-focal HER2+ breast cancer. The

patient presented with a tumor of size 1.2 cm, another of size 1.0 cm, and a third, slightly

smaller site of DCIS (ductal carcinoma in situ). After filling out the nomogram, we use

Figure 1. Left side: The completed nomogram for a patient with multi-focal HER2+ breast cancer. Right side:

Backing up to the likely initial presentation of an earliest possible mammogram detection.

it to calculate the probability of sentinel node involvement, obtaining a probability that

we denote by p and in this case p = 0.56. We then make note of the number of months

since the patient has been in for their last mammogram and call this duration D. In this

case, the patient’s last mammogram was 14 months earlier so D = 14 months.
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Next, we try to roll back the camera to the earliest time the exiting cancer might

have been detectable under mammography. What would the original presentation have

been like? In the case of our 56 year old patient we estimate that initial presentation

to have been a single 0.5 cm instance of DCIS with no lymphatic or vascular structure

involvement. The completed nomogram is given on the right hand side of Figure 1. We

again calculate the probability of sentinel node involvement, obtaining a probability that

we denote by p0. In the case of our illustrative patient p0 = 0.07. We now take the value

of D = 14 months since the last mammogram and make the naive estimate that the first

visible lesion would have manifested itself at a point D
2 = 7 months earlier. Thus, over

the estimated 7 months, the patient has incurred an additional likelihood of sentinel node

involvement of p− p0 = 0.49, and, extrapolating linearly, waiting an additional month

will incur an incremental risk of approximately p−p0
D/2

= 0.49
7 = 0.07. Note that this linear

addition of incremental risk cannot continue forever, since the risk of sentinel node in-

volvement cannot exceed 1 and the delay vs. risk curve is almost certainly sigmoid. How-

ever, for values of p below about 0.75 the linearity assumption seems like a reasonably

conservative one to make.

We next refer to [15] to get the hazard ratio for 10 year survival associated with

sentinel lymph node involvement – the hazard ratio in this case being 2.4. We are incur-

ring .07 of this hazard ratio in an incremental month, so that the expected hazard ratio

of waiting an additional month is .93(1) + .07(2.4) = 1+ 0.07 ∗ (2.4− 1.0) = 1.098,

or in this case, a value that is very similar to the aggregate value obtained in [7] when

studying patients of all different tumor presentations and demographic characteristics. In

general for values of p, p0 and D, the approximate incremental hazard ratio of waiting an

additional month, HRinc-month, is

HRinc-month = 1+2.8
p− p0

D
,

or for a generic reporting of hazard ratio associated with sentinel node involvement,

HRsent-node,

HRinc-month = 1+
2(p− p0)

D
(HRsent-node−1).

4. Conclusions and Next Steps

We have described a “back of the envelope” style estimate for approximating the risk

of delaying treatment following initial diagnosis of breast cancer. A weakness of our

method is that the risk of nodal involvement is supposed to increase linearly from a

hypothetical first possible diagnosis, a supposition that is not a great one in case the

probability of sentinel node involvement is already high. In this case it is better to make

an explicit sigmoid assumption about the shape of the delay vs. risk curve and consider

the conditional probability of additional, non sentinel node involvement, given the likely

sentinel node involvement. Such additional node involvement becomes the predominant

risk factor in such cases. MSK has a second breast cancer nomogram that can be used in

this case [16]. In future work we will describe this more detailed calculation.
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Abstract. We present the results of a pilot project of the Spanish Ministry of 
Health, Social Services and Equality, envisaged to the development of a national 
integrated data repository of maternal-child care information. Based on health 
information standards and data quality assessment procedures, the developed 
repository is aimed to a reliable data reuse for (1) population research and (2) the 
monitoring of healthcare best practices. Data standardization was provided by 
means of two main ISO 13606 archetypes (composed of 43 sub-archetypes), the 
first dedicated to the delivery and birth information and the second about the infant 
feeding information from delivery up to two years. Data quality was assessed by 
means of a dedicated procedure on seven dimensions including completeness, 
consistency, uniqueness, multi-source variability, temporal variability, correctness 
and predictive value. A set of 127 best practice indicators was defined according to 
international recommendations and mapped to the archetypes, allowing their 
calculus using XQuery programs. As a result, a standardized and data quality 
assessed integrated data respository was generated, including 7857 records from 
two Spanish hospitals: Hospital Virgen del Castillo, Yecla, and Hospital 12 de 
Octubre, Madrid. This pilot project establishes the basis for a reliable maternal-
child care data reuse and standardized monitoring of best practices based on the 
developed information and data quality standards. 
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1. Introduction 

Integrated Data Repositories (IDRs) are becoming an essential resource enabling the 
biomedical data reuse on larger amounts and sources of data [1]. Several initiatives 
have been carried out on IDRs to provide access to biomedical research data, either as 
federated query tools [2,3] or as centralized repositories [4]. In most solutions, the 
adoption of a common data format was key. However, to our knowledge, the use of 
specific health information standards was limited [5]. Besides, it is agreed that the 
reliability of data reuse depends greatly on its Data Quality (DQ) [6].  Certainly, DQ 
assessment is considered a key component to any IDR [7], where some successful 
examples can be found in the recent literature [4,8]. 

We present the results of a pilot project of the Spanish Ministry of Health, Social 
Services and Equality (2015/07PN0010), envisaged to the development of a National 
IDR of maternal-child care information. The project had two main motivations. First, 
the evaluation of maternal and child health strategies [9,10] with the ultimate aim of 
disseminating best practices (BPs). Second, to provide a repository for population-
based research, with a special focus on breastfeeding, as one of the main determinants 
for maternal and child health [10]. An IDR was developed as solution, which, based on 
health information standards, ensured a common interface for monitoring BPs of 
different hospitals and regions, and having its DQ assessed ensures a reliable data reuse. 

2. Materials and Methods 

The pilot was divided in three main workpackages: (1) definition of clinical 
information models and standardization of data, (2) DQ assessment and (3) definition 
of a proposal of BPs indicators. Clinical and data support was provided by the two 
participating hospitals: Virgen del Castillo Hospital, Yecla (VCH) and 12 de Octubre 
Hospital, Madrid (12OH). Figure 1 shows the architecture of the proposed solution. 

Regarding to standardization, we used ISO 13606 archetypes [11] to provide the 
IDR with an information model about the data structure (how data is organized) and the 
data constrains to be fulfilled (which values are valid). To create the required 
archetypes, a multidisciplinary group of professionals was arranged. A proper 
information modelling is crucial to ensure that the relevant clinical information will be 
available for the particular data reuse purposes. Hence, the archetype creation 
methodology included the identification of the main clinical data structures, the 
selection and aggrupation of relevant data items for the required clinical domains, the 
search of reusable archetypes, the creation of new archetypes or adaptation of existing 
ones, and their validation by clinical experts. Finally, archetypes were mapped to the 
maternal-child care data extracted from the original data sources, which were 
transformed into the ISO 13606 archetype-compliant documents. Archetype edition 
and data transformation were performed using LinkEHR Studio [12]. The IDR was 
implemented in ExistDB, and queries were defined using native XQuery language. 

The DQ assessment was carried out with a dedicated procedure based on seven 
dimensions [13]. Data completeness (non-missing data, weighting obligatory and 
optative elements), consistency (conformance to schema rules) and uniqueness (non-
replicated identifiers) were calculated according to the archetype conformance 
requirements and based on our previous studies [14]. The multi-source and temporal 
variability of data (degree of data concordance among different sources and over time) 
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were assessed based on our probabilistic DQ methods [15-17]. Data correctness 
accounted for the number of possibly anomalous records (multivariate outliers). Finally, 
the predictive value dimension measured the baseline dataset potential to predict the 
breastfeeding continuity at one month as the AUC of a Naïve Bayes classifier with a 
10-fold cross-validation estimation, as a measure of the data usefulness for this task. 

Lastly, the BPs workpackage included two tasks. First, the formal definition of a 
set of BPs indicators based on an extensive review of literature. And second, the 
operative definition of the indicators and mapping of their variables to the archetype 
information for their automatic calculation. 

 
Figure 1. Architecture of the IDR solution for a standardized and reliable maternal-child care data reuse 

3. Results 

Two main archetypes were created as the basis for (1) a report of perinatal health 
information (Figure 2), including information about family history, gestation, delivery, 
birth, and maternity, and (2) a report of the infant feeding up to two years, including 
information about breastfeeding and the dates of introduction of different types of food. 
The two main archetypes were composed of 43 sub-archetypes. The two archetypes can 
be accessed at http://mm.linkehr.com/ (currently available in Spanish only). 

To populate the IDR, the archetypes were mapped to the hospitals data sources and 
data were transformed to ISO 13606 instances. The VCH provided data from 3781 
records for the newborn report and 2133 for the infant feeding report. The 12OH 
provided 1949 records for the newborn report, but only from their neonatal database. 

DQ was assessed on the VCH and 12OH data separately for the perinatal and 
infant feeding datasets, evaluating the original EHR data (PRE) and after its 
standardization in the IDR (POST). A DQ report was generated, including the 
following main findings. Uniqueness: 100%, no replicated patient identifiers found. 
Completeness: in POST, completeness decreased due to stricter information 
requirements by the archetypes. Particularly, despite the higher completeness of the 
PRE 12OH neonatal dataset (77%), this filled a minor part of the more detailed 
perinatal archetype in POST (8%), whilst the average completeness of the VCH 
remained more stable (56% to 52%), filling in a higher degree the information required 
by the archetype. Consistency: in this pilot, due to the large amount of variables, data 
types and range checks were not included, thus, consistency results accounted for the 
un-conformance to data obligatoriness, and high measurements were obtained in 
general. Temporal stability: the method warned about a minor number of wrongly 
dated records in 12OH, showing up as an anomalous temporal subgroup; the VCH 
perinatal data showed three temporal subgroups (showing non-concordant data among 
their periods) related to two changes in the original EHR system; the VCH infant 
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feeding data was stable over time. Multi-source stability: a low stability between the 
VCH and 12OH perinatal data was found (0.08 out of 1), as expected due to their 
different populations (maternity vs neonatal units) and completeness derived from this 
reason. Correctness: an average of 1% of outlier records were found in all the datasets. 
Predictive value: an AUC of 0.60 was obtained using all the variables of VCH perinatal 
dataset. Six records did not pass the standardization process due to strong quality faults. 

Finally, a set of 127 BPs indicators, grouped in six categories involving different 
clinical processes (from gestation to primary-care follow-up), was defined according to 
national and international recommendations (Euro-Peristat, WHO, UNICEF). All the 
variables in the operative definitions of indicators were mapped to the archetypes. A 
BP monitoring system was developed using XQuery programs on the standardized data. 

 
Figure 2. Contents of the perinatal report archetype 

4. Discussion 

The defined archetypes should be considered as an initial version, candidate to be 
revised by further professionals, towards a harmonized detailed clinical model. Further 
versions should also incorporate terminology bindings (e.g., to SNOMED-CT) to 
provide the semantics of the information structures and data values, not covered in this 
pilot. Mapping the local vocabularies of the two hospitals to the controlled vocabulary 
used in the archetypes was an intense task. Using standard terminologies in both the 
archetypes and the original data sources can solve this problem in the future. 

The DQ assessment provided novel insights about the effect on DQ of data 
standardization using health information standards. Stricter information requirements 
can improve DQ in terms of completeness and consistency, and improve the usability 
of data given their contextualization. However, the change of the variable space given 
by the standardization must be considered in comparing PRE and POST measurements: 
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archetypes defined a larger set of information compared to the existing data.  
Consistency assessment can be improved including data type and range checks, what 
can be supported by the use of terminologies. The temporal variability results can be of 
utmost utility to support the mapping of data with variable representations over time. 

The BPs monitoring based on standardized data would allow further enrolled 
hospitals getting instant BPs monitoring, comparison, and DQ assessment, just by 
providing equivalent standardized data. Finally, other repository technologies are to be 
explored to support advanced query needs and to improve the efficiency of the IDR. 

5. Conclusion 

This pilot project established the basis for a national IDR for a reliable maternal-child 
data reuse and standardized monitoring of BPs. The discussed lessons learned can 
facilitate the scaling-up of the project in national and international actions. The 
developed approach can be replicated in additional healthcare domains. 
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Abstract. The Medical Research Council (MRC) framework for complex 
interventions provides useful guidance to assist with the development and 
evaluation of health technology interventions such as decision support. In this paper 
we briefly summarise a project that focused on designing a decision support 
intervention to assist with the recognition, assessment and management of pain in 
patients with dementia in an acute hospital setting.  We reflect on our experience of 
using the MRC framework to guide our study design, and highlight the importance 
of considering decision support interventions as complex interventions. 
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1. Introduction 

The Medical Research Council (MRC) guidelines for complex interventions [1] provide 
guidance to researchers on the process for developing and evaluating interventions that 
contain several interacting components.  The aim of the framework is to ensure that 
interventions are empirically and theoretically founded, and that considerations are given 
both to the effectiveness of the intervention and how it works.  In this paper we report on 
our experiences of using the MRC framework as the basis for developing a clinical 
decision support intervention, focusing on the assessment and management of pain in 
patients with dementia in an acute care setting.   

1.1. Complex Interventions 

Complex interventions have ‘several dimensions of complexity’ such as variations in the 
number of intervention components, behaviours and degree of flexibility required to 
implement it, the groups it targets and the interactions between components [1]. The 
MRC framework (figure 1) provides guidance on how to design and evaluate such 
interventions in a structured way. It highlights the importance of the development phase 
of intervention design, ensuring that there is an evidence base and theory to support the 
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intervention, modelling both the intervention process and outcomes, before it is piloted 
for feasibility [1].  

 

 
Figure 1. MRC framework of complex interventions 

1.2. Pain in Patients with Dementia and Decision Support Interventions 

Pain is a common symptom in older adults, and it is estimated that approximately 50% 
of people who have dementia also experience pain [8]. There is growing evidence that 
pain is often inadequately treated in patients with dementia; patients often have difficulty 
with recall, interpretation, identification and responses to pain making it challenging for 
health care professionals to evaluate their pain experiences [4].  These difficulties are 
often compounded in an acute care setting, where the environment may increase a person 
with dementia’s sense of confusion and disorientation, and where staff may be unfamiliar 
with their individual pain responses [7]. 

Clinical decision support systems ‘provide clinicians with patient-specific 
assessments or recommendations to aid clinical decision making’ [3].  They often 
integrate information from a variety of sources using sophisticated technology and are 
implemented in a complex environment (that of a health care organisation with different 
layers of individual and social units collaborating together). 

 In this study we aimed to develop a decision support system that could assist 
clinicians with the complex task of identifying and treating pain in patients with dementia 
in an acute care setting.  It focused on the first and second stages of the MRC framework; 
developing the intervention and exploring its feasibility. 

2. Theory Development and Identifying the Evidence Base 

Existing models of pain recognition, assessment and management of pain assume a linear 
process that could be compared to a linear judgement and decision making process 
(figure 2) [2], mirroring individual cognition.  

This conceptual model was used as the starting point for our research, with the focus 
on identifying existing tools (that could potentially be used as the basis for our decision 
support intervention) and modelling the processes by which pain was recognised, 
assessed and managed in patients with dementia in acute care settings.  
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Figure 2: The cognitive and clinical process for recognising, assessing and managing pain [2] 

3. Methods 

A systematic review of systematic reviews of pain assessment tools, and a multiple case 
site study with embedded units of analysis.  The full methods and results of these studies 
have been reported elsewhere [2; 5; 6].  Here we provide a brief overview and key results, 
to provide context for our discussion of the utility of the MRC framework to guide the 
intervention development. 

3.1.  A Systematic Review of Systematic Reviews of Pain Assessment Tools for Patients 
with Dementia [6] 

Systematic reviews of pain assessment tools were identified through searching databases 
(e.g. Medline, Embase, Cochrane) the JBI Database of Systematic Reviews and the 
DARE database, alongside reference chaining.  Reviews were included in our ‘meta-
review’ if they included pain assessment tools involving adults with dementia/cognitive 
impairment and provided psychometric data on the tools evaluated.  Each review was 
assessed for risk of bias using the AMSTAR critical appraisal tool.  Data were extracted 
and summarised.  At least two reviewers carried out each element of the review 
procedure (i.e. review inclusion/exclusion, assessment of methodologic quality, data 
extraction). 

3.2. A Multiple Case Site Study Using Ethnography [2; 5] 

Data were collected in four NHS hospital trusts across England and Scotland, varying in 
size and types of service provision.  Wards within each hospital were theoretically 
sampled to provide an overview of care provided to patients with dementia in a variety 
of settings (e.g. orthopedic, acute medicine, elderly care).  Data were collected using 
non-participant observation of care interactions, semi-structured interviews with clinical 
staff and informal carers and audits of patient notes for documentation related to the 
recognition, assessment and management of pain. 
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4. Results 

Ten papers reporting the results of 8 reviews were included in the meta-review.  Each 
review summarised between 8 and 13 pain assessment tools, providing data for 28 tools 
in total. Overall, there were limited data on the reliability, validity and clinical utility of 
any of the tools evaluated in the reviews.  On the basis of the evidence, we were unable 
to identify one specific tool that could be used as the basis for our decision support 
intervention. 

In our case study we observed 31 patients with dementia for a total of 170 hours of 
observation; we interviewed 52 health care staff and 4 carers. Our analysis highlighted 
the difficulties patients with dementia had communicating with staff about their pain.  
Patients with dementia had significant issues communicating pain verbally, and their 
interactions with staff were often brief, and rarely with the same person. These problems 
with communication affected clinicians’ abilities to reassess pain following 
administration of therapy, and often affected whether a patient received medication at all.  
Overall the process of pain recognition, assessment and management involved ‘putting 
a picture together’ of a patient’s pain, which required clinicians to share information 
across individuals, and through written documentation which was often fragmented and 
kept in professional ‘silos’.  

5. Discussion 

The results of our study highlight the importance of considering theory and aspects of 
how an intervention may be thought to work in practice, as the first stage of intervention 
development. Our study used existing conceptualisations of how pain is thought to be 
identified, assessed and managed in clinical settings, underpinned by decision making 
theories. However the study results highlighted the need to refine that theory; if we had 
assumed that the focus of the decision tool should support a linear process focused on 
one clinician, we would not be reflecting the actual decision process we discovered 
through our ethnographic work.  We have subsequently expanded the theoretical basis 
of our intervention to include an acknowledgement of the work of ‘sense-making’ in pain 
recognition, assessment and management [2] which can then provide the basis for an 
intervention that may actually have more utility for clinical staff in a practice setting. 

What our work has highlighted is that the MRC framework provides a good starting 
point for intervention development, but as often the interventions we are developing are 
being implemented in complex environments, that process has to be cyclical and flexible 
to adapt to the environment and project findings.  Our study also highlighted the issues 
related to summarising and evaluating existing evidence; the meta-review for our study 
was extremely complex and did not identify one ‘best’ tool that could be used in practice.  
On reflection this may be a frequent issue with systematic reviews of complex 
interventions, that the results tend to be also complex and context dependent.  The MRC 
framework reminds us that interventions need to be evidence based, but finding 
conclusive evidence may be the first challenge.  

Since the MRC framework was originally published and then revised (in 2006) the 
science of complex intervention development and evaluation has progressed 
considerably.  Whilst we found the framework a useful starting point to provide a 
structure for our research study, the complexity of the theoretical and clinical 
environment suggest that other conceptualisations of intervention development and 
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evaluation may also be useful. For example realist evaluation methods, originally 
developed to explain how program interventions may work in one environment, but not 
another, may provide one way of supporting complex intervention development.  This 
approach, where the researcher outlines and refines theories based on how individuals 
interact with the resources provided by an intervention (known as mechanisms) could 
enable a more flexible and reflexive approach both to theory development and testing in 
complex intervention research. 

In general health informatics solutions, such as decision support interventions and 
other technological innovations, are rarely conceptualised in terms of their complexity.  
Given the complex nature of such technology, that individual users may interact with 
that technology in a number of ways, and the complexity of the environments where they 
are often introduced, we also believe that both the MRC framework and other approaches 
to evaluation could provide a useful framework for informatics researchers in the future. 
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Abstract. Valid scientific inferences from epidemiological and clinical studies 
require high data quality. Data generating departments therefore aim to detect data 
irregularities as early as possible in order to guide quality management processes. 
In addition, after the completion of data collections the obtained data quality must 
be evaluated. This can be challenging in complex studies due to a wide scope of 
examinations, numerous study variables, multiple examiners, devices, and 
examination centers. This paper describes a Java EE web application used to 
monitor and evaluate data quality in institutions with complex and multiple studies, 
named Square². It uses the Java libraries Apache MyFaces 2, extended by 
BootsFaces for layout and style. RServe and REngine manage calls to R server 
processes. All study data and metadata are stored in PostgreSQL. R is the statistics 
backend and LaTeX is used for the generation of print ready PDF reports. A GUI 
manages the entire workflow. Square² covers all steps in the data monitoring 
workflow, including the setup of studies and their structure, the handling of metadata 
for data monitoring purposes, selection of variables, upload of data, statistical 
analyses, and the generation as well as inspection of quality reports. To take into 
account data protection issues, Square² comprises an extensive user rights and roles 
concept.  

Keywords. data quality; data monitoring; web-application; epidemiology; statistical 
analyses 

1. Introduction 

To enable valid scientific inferences from epidemiological and clinical studies it is 
essential to obtain a high data quality. A broad scope of recommendations for study 
design, and quality assurance measures have been described to achieve this goal.[6; 10]. 
An indispensable aspect of quality assurance processes is a functioning data quality 
monitoring. Several data quality indicators have been described [1-3; 7; 8] for this 
purpose. They target data properties such as missing values, implausible values, extreme 
values, and measures of reliability and validity. For example, the “Guideline for the 
Adaptive Management of Data Quality in Cohort Studies and Registers” describes 51 
quality indicators which are organized in the categories of plausibility (27 indicators), 
organization (16 indicators), correctness (6 indicators), and metadata (2 indicators).[5]  

Data generating departments aim to detect data irregularities as early as possible to 
guide quality management processes. After the completion of data collections the quality 
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of this data must be rigorously evaluated before the start of scientific analyses.[4] In 
complex studies this can be a challenging task due to a wide scope of examinations with 
numerous study variables, as well as multiple examiners, devices, and examination 
centers. The Study of Health in Pomerania (SHIP) may serve as an example for this 
complexity.[9] SHIP studies the prevalence and incidence of risk factors, subclinical 
disorders, clinical diseases, and their associations. To date, almost 9000 adults have been 
examined up to five times. Examinations consisted of an extensive computer assisted 
personal interview, self-report questionnaires, the collection of biomaterials (blood, urine, 
faeces, saliva), imaging (e.g. ultrasound of the carotid artery, liver, thyroid, heart; full-
body magnetic resonance imaging (MRI)), a dental and dermatological examination, and 
more. Thousands of variables, grouped into dozens of examination categories must be 
managed. The complexity is increased by changing examination teams, temporal 
examination centers and the conduct of numerous secondary data generation projects, 
which are for example related to the reading of MRI images (e.g. disc herniation). All of 
these secondary data collections may themselves be regarded as studies with an 
independent workflow. Other major cohort studies face comparable complexities.[11]  

Under these circumstances, an efficient, manual data monitoring method seemed no 
longer feasible. Therefore, we aimed to standardize processes by developing appropriate 
IT tools. First, a partial standardization of the workflow was achieved by combining a 
manually controlled STATA analysis environment with a web frontend to generate PDF 
reports. This was implemented in the year 2010. Second, based on our experience with 
the first data quality analysis tool and our interactions with internal and external SHIP 
project partners, and team members we developed a web application to control the entire 
data monitoring process, Square², which is described in detail in this paper. The decision 
for a new development was made because (1) software solutions to monitor data quality 
were highly uncommon in major epidemiologic studies [3] despite their use in other 
fields of research, (2) existing solutions did not meet to a sufficient degree the 
requirements of large epidemiologic cohort studies. Important requirements were, among 
others, a standalone web-application allowing for a multi-study management with a 
differentiated rights- and roles concept to safeguard data protection issues, the possibility 
to automatically generate standard reports without statistical programming, the option to 
flexibly adapt reports to individual demands, a strong focus on measurement error related 
issues, flexible extension of statistical functionalities based on the integration of standard 
statistical packages (e.g. R), and non-commercial availability of all components to avoid 
additional costs for academic users. 

2. Methods 

Square² was designed as a Java EE web application, deployed in Tomcat 8. All data is 
stored in a PostgreSQL database. The statistics backend is R because of its free 
availability, wide acceptance in the statistical community, fast growing scope of 
packages, and the option to run it as a server process. LaTeX is used for the generation 
of print ready PDF reports. An overview of the components is provided in Figure 1. A 
GUI manages the entire workflow.  

Square² uses the Java libraries Apache MyFaces 2, extended by BootsFaces for 
layout and style. RServe and REngine manage calls to R server processes. Additionally, 
we use unit testing libraries (JUnit). The following in-house developed libraries are used: 
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ShipDBM, a data persistence library, providing access of the web application to 
PostgreSQL, and Pwencrypt, a library for password encryption.  

 

  

 
 
 
 
 
 
 
 

Figure 1. Square² Components. 

 
R performs statistical analyses, and results are stored in the database. Analyses can 

be processed asynchronously to improve computational speed. The in-house developed 
R package squareControl manages all R server processes. It uses the package „rpg“ for 
persistence, "futile.logger" to log process information, and "parallel" to parallelize tasks.  

Study data as well as all metadata and analyses results are stored in PostgreSQL. 
Square² starts calculations on the R server and disconnects thereafter, leaving all 
subsequent processes to the R Server. Thus all computational load remains on the R 
Server, including data base operations. All analysis results are stored in PostgreSQL. 
Graphical elements are embedded in LaTeX documents as base64 encodings. 

3. Results 

Square² is currently used within SHIP [9] but has been designed to meet the needs and 
requirements of different studies. The workflow consists of the following steps: 

1. Study management: First, a new study needs to be defined in Square² for data 
monitoring purposes by providing descriptive information such as study name, 
study description, and if possible begin and end dates.  

2. Study structure: In this step, the study structure and all necessary metadata for 
data monitoring are defined. Hierarchical elements of a study may consist of 
groups of examinations (e.g. medical examinations), examinations (e.g. hand 
grip, anthropometric measurements, blood pressure), and variables (e.g. the first 
measurement of hand grip strength in the left hand in kg). Next, metadata 
associated with a study and single variables are added. Metadata fields include, 
for example, the variable type (e.g. categorical, continuous, count), plausibility 
limits for continuous or count variables, reference categories for categorical 
variables, missing value indicators, observer, device or center indicators, and 
measurement times and dates. Elements of the study structure may either be 
added manually by using the GUI or by an import of available metadata.  

3. Variable sets. Sets of variables are subsequently defined for data monitoring 
purposes. These sets may consist of variables from different studies. Quality 
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officers may only create reports for variables from variable sets to which they 
have been assigned.  

4. Data management. This functionality controls the upload of study data for 
statistical analyses.  

5. Statistics. The statistics module serves to enter R scripts into Square². For each 
R script, input and output parameters must be defined to properly link R scripts 
with variable and study metadata and to enable the web-application to integrate 
statistical output into reports. R-scripts are assigned to predefined report 
categories (e.g. descriptive statistics, missing values, extreme values, observer 
or device variability). Statisticians may add statistical functions without in depth 
knowledge of the web application. 

6. Templates. The reporting of data quality within studies often follows standard 
requirements and reports should be highly comparable. For this purpose, 
templates can be created to structure reports (using elements such as headers, 
sub-headers, text blocks, tables, statistical output, page breaks). 

7. Quality reports. The preceding steps provide the necessary background 
information to now create specific quality reports. First, a new report is defined 
by assigning a name, templates, and a variable set. Second, an analysis matrix 
is created to link variables from the variable set with statistical routines. Third, 
additional information may be entered into the predefined text fields. Fourth, 
the report is generated, and may subsequently be inspected.  

Once all background information is entered, users mainly work in step seven. 
Square² includes an extensive user rights and roles concept. This includes tailored access 
to study data and reports by assigning personnel to specific studies, or even to specific 
sets of variables within studies to protect data safety. Multiple roles can be managed such 
as principal investigators (e.g. for the definition or deletion of studies), quality officers 
(e.g. to add and modify study metadata and to create reports), statisticians (e.g. to add R 
scripts), and examiners (e.g. to only read reports related to their own examinations).  

4. Conclusion 

Square² was primarily designed to support the monitoring of data quality in institutions 
running multiple complex studies. It allows for an efficient and timely generation of 
standard data quality reports. Efficiency is essential because funding for extensive data 
quality control activities is often limited. The design of Square² draws strongly from the 
concept of automatization of monitoring processes. However, there are limits. Square² 
may not be the most appropriate tool to address highly specific data quality aspects. This 
limitation is mainly related to logistic considerations. While the modular design of 
Square² allows for a strong degree of individualization, the integration of such highly 
specific analyses might be realized more quickly outside the Square² framework. The 
strengths of Square² are most apparent when there is a need for a repetitive reporting 
with a centralized demand to oversee and control these reporting activities.  

Another limitation is related to the focus on the properties of measured data. 
However, the obtained data quality in a study may only be fully appreciated by 
interpreting results in light of additional study meta-information, such as the study design. 

The development of Square² is still ongoing. Access to report contents may for 
example be based on HTML pages rather than PDF reports. We intend to classify R-
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routines based on data quality indicators as described by the “Guideline for the Adaptive 
Management of Data Quality in Cohort Studies and Registers”.[5]  

Square² may be accessed for academic use through scientific cooperation projects, 
please contact the first author for this purpose. Free access for academic users to a web-
based instance of Square² is projected to be available as part of an ongoing network 
project on data quality indicators in cooperation with the TMF (http://www.tmf-ev.de), 
an umbrella organization for networked medical research in Germany. 
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Abstract. Safety analysis is centred on identifying a set of hazards that form the 
basis of risk assessment. In healthcare, hazards are potential sources of harm to 
patients and as such the risk of these has to be assessed and managed. With the 
increased reliance on Health IT systems in health and social care settings, some of 
these hazards are associated with the development and use of these systems. In this 
paper we examine current practices in hazard identification, focusing on how 
clinicians and engineers approach this task within the Health IT safety assurance 
process. We highlight certain technical and organisational challenges and discuss 
approaches to improving current practices and promoting learning initiatives. 

Keywords. Digital health, health IT, hazards, patient safety 

1. Introduction  

Health IT (HIT) has become a critical infrastructure in healthcare [1]. The connected use 
of information-intensive functions (e.g. electronic health records and ePrescribing) has 
revolutionised the provision of treatment and care. Recently, the HIT landscape has 
expanded by the use of health apps and social media, empowering patients to take a more 
active role in their own care [2]. For any technology used in the care pathway, the impact 
on patient safety is a fundamental concern [3]. HIT has the potential to improve patient 
safety but also introduce new hazards. For example, ePrescribing can help eliminate 
transcription errors in a paper-based process but also increase risk by inducing unsafe 
shortcuts and alert fatigue. 

In order to address this challenge, different national reviews have encouraged the 
healthcare domain to consider and where appropriate adapt practices used in other high-
risk sectors, particularly aviation [4], which adopt systematic approaches to safety 
assurance and management [5]. This typically includes the implementation of a proactive 
safety management system, generation of a Hazard Log and a safety case and 
institutionalisation of an open safety culture [6].  

In England, the National Health Service (NHS) has been promoting and supporting 
such approaches for HIT, through a dedicated Clinical Safety Team at NHS Digital. NHS 
Digital is a public body that is responsible for providing data and IT systems for 
commissioners, analysts and clinicians in health and social care. Two HIT safety 
standards, targeting manufactures (SCCI0129 [7]) and health organisations (SCCI0160 
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[8]), have been issued by the Standardisation Committee for Care Information on behalf 
of NHS England. These standards specify normative requirements, supported by 
informative guidance, for the implementation of a risk management process and 
demonstration of organisational commitments. Establishing a safety culture has been a 
primary objective, requiring evidence of commitment by senior management, e.g. 
providing the necessary resources and a clear chain of responsibility. This includes the 
appointment of Clinical Safety Officers (CSOs), who, in their capacity as experienced 
clinicians, are expected to lead the HIT risk management activities. 

Similar to the majority of safety processes in other safety-critical sectors such as 
nuclear [9] and automotive [10], the SCCI0160 and SCCI0129 standards are centred on 
identifying the hazards posed by the HIT and assessing, mitigating and monitoring the 
risk associated with these hazards. In this context, a hazard is defined as “potential source 
of harm to a patient” [7], e.g. the patient receives more than the intended drug dose. A 
clinical risk is defined as the “combination of the severity of harm to a patient and the 
likelihood of occurrence of that harm” [7], e.g. the likelihood that the patient suffers a 
permanent life-changing incapacity as the result of the drug overdose. 

In this paper, through a qualitative case study, we examine current practices in 
hazard identification, focusing on how clinicians and engineers approach this 
fundamental task within the HIT safety process, as defined by the SCCI0129 and 
SCCI0160 standards. We highlight certain technical and organisational challenges and 
discuss approaches to improving current practices and promoting learning initiatives. 

2. Methods 

2.1. Setting 

This study concerns hazard identification practices for HIT in England, as scoped by the 
SCCI0129 and SCCI0160 standards. It focuses on the role of hazard identification within 
the overall risk management process (Figure 1). The standards follow the safety 
principles established for medical devices and are consistent with ISO14971 [11]. 

 

 
Figure 1. SCCI0129/SCCI0160 Risk Management Activities [7] 

Two primary artefacts are generated from the risk management process that 
explicitly consider HIT hazards: Hazard Log (HL) and Clinical Safety Case Report 
(CSCR). The HL is a mechanism for recording the on-going identification, analysis and 
resolution of hazards associated with the HIT system. The CSCR documents an argument, 
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supported by evidence, for why the system is safe for a given application in a given 
environment. 

2.2. Data Collection and Analysis 

Three separate one-day workshops were organised in February/March 2016, involving 
34 participants: 19 clinicians, 12 engineers, 2 researchers and 1 patient representative. 
The participants were selected due to their expertise in the development, deployment 
and/or assessment of HIT and their understanding of both the engineering and clinical 
perspectives of the technology. They represented the three main parties involved in HIT 
risk management: NHS Digital, health organisations and HIT manufacturers. 
Participants were split into groups of 5. Each group had a moderator who recorded a 
summary of the discussion. The discussion was led by the following question: 

 

How is Hazard Identification performed so that the hazards identified are specific, 
relevant, clearly documented and “complete”? 

 

The workshops were followed by detailed reviews of the CSCRs for 20 HIT systems, 
covering primary and secondly care, based on the above question. The CSCRs 
considered diverse functions (e.g. care records, prescription, bed management and 
emergency care) and were submitted by health organisations (for specific deployments), 
manufacturers (for type approval) and NHS Digital (for the national infrastructure). The 
CSCR reviews were used to corroborate and augment the workshop outputs.  

The data was then imported into NVivo11 for analysis. The text was coded following 
an iterative process and analysed using Thematic Analysis [12], determining and 
interpreting repeated patterns of meaning in the data set. The final phase involved 
combining the different codes into overarching themes using a thematic map, which was 
independently validated by a senior safety analyst against the original data set. 

3. Results 

The data indicates that the safety assurance framework established through the 
SCCI0129 and SCCI0160 standards has provided a systematic approach to identifying 
hazards within the overall HIT risk management process. When complying with these 
standards, it is now common practice to produce an explicit HL that is developed by a 
multidisciplinary team comprising clinicians and engineers. This HL forms the evidence 
basis for the CSCR. The data also highlighted specific challenges and areas for 
improvement that concern the technical and organizational aspects of hazard 
identification. These are summarised in Table 1 and discussed in the rest of this section. 

Firstly, the notion of hazard is not familiar in healthcare settings. The term risk is 
more recognisable by clinicians, as expressed by one participant: “the NHS has always 
worked in the ‘risks’: don't know what a hazard is”. The overwhelming majority of 
hazards are care hazards, e.g. patient misidentification, which predate the deployment of 
HIT and to which the technology now contributes. Positioning the specific hazardous 
contributions of HIT within the care process is seen as a difficult task.  

Secondly, deciding on the level of granularity for hazard identification is 
problematic. On the one hand, many of the identified HIT hazards are too detailed and 
correspond to technical failures (i.e. ‘network unavailability’). As such, they do not 
reflect the potential harm to patients. On the other hand, other hazards are defined 
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generically, with little information about the context, to make them specific to the clinical 
environment (e.g. ‘wrong prescription’). In part, this can be complicated by a poorly-
defined clinical scope, as illustrated by one participant: “an important distinction needed 
to be made between hazards caused by system and hazards caused by clinical activity. 
Can the system lead to patient harm or was the patient harm already there but the system 
perpetuates it?”  

Table 1. HIT Hazard Identification Themes and Recommendations 

Summary of Themes 
� Confusion about the terms hazard, risk, harm and quality; 
� Difficulty of positioning hazardous failures of HIT within care processes;  
� Hazards too detailed to reflect potential harm to patients; 
� Hazards very generic and poorly linked to clinical environment; 
� Hazards identified by manufactures lacking validation for their relevance by health organisations; 
� Lack of early engagement in, funding for, hazard identification; 
� Perception of hazard identification as a tick-box exercise. 
Key Recommendations (made by participants) 
� Publish anonymised Hazard Logs for HIT and known hazards of care within the NHS; 
� Develop practical guidance on hazard identification workshops and techniques; 
� Develop guidance on the necessary clinical/engineering expertise needed for hazard identification. 

 
Thirdly, it was observed that engineers were more comfortable than clinicians 

concerning thinking hypothetically about foreseeable hazards, i.e. proactive hazard 
identification during design stages. Clinicians placed more emphasis on actually 
experienced hazards and problems based on “what they already know”. It was noted that 
many of the events flagged by engineers as hazards were treated as quality issues by 
clinicians, i.e. events that commonly occur and from which recovery is expected, e.g.  
‘delay in providing care’.  

Fourthly, where do hazards come from? Ideally, the clinicians and engineers from 
both the manufactures and health organisations should identify the potential hazards 
collaboratively. A more common scenario has been to take the HL generated by the 
manufacturers and instantiate it to fit within the specific clinical context of the health 
organisations. The perception here is that the manufacturers are more competent and 
have the resources to produce the HL to the required quality. The potential consequence, 
however, is that many health organisations adopt the HL without the adaptation 
necessary to cater for the specific local clinical requirements. This is, in part, due to lack 
of early engagement: “Poor quality is due to many reasons including doing the work last 
minute, ‘as something that needs to be done’, a tick box exercise. It is usually left to the 
clinician assigned rather than done in plenty of time with a multidisciplinary team. The 
hazards are generic, often lifted from other documents”. Some highlighted the lack of 
resources as the primary contributor: “a continuing message is that there is no funding 
and resources provided to the NHS to deal with these issues”. 

Finally, to increase confidence in the hazard identification results, evidence of the 
use of systematic techniques is typically provided. What-If Analysis, combined with 
“user stories”, appears to be the most common approach. To ensure consistency and 
promote learning, participants emphasised the need to “publish anonymised hazard logs 
for HIT and known hazards of care within the NHS”, combined with “practical guidance 
on Hazard Identification workshops and techniques”. Initiatives within NHS Digital are 
currently focusing on compiling generic hazard logs for different types of HIT systems, 
including apps, combined with a tool-supported methodology and practical guidance, 
which will be publicly available for use by the wider community. 
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4. Discussion and Conclusions 

Hazard identification challenges are not uncommon for novel, highly-configurable and 
context-sensitive technologies. For example, in the automotive industry, autonomous 
driving has raised concerns about the adequacy of the current approaches to hazard 
identification, highlighting gaps in our understanding of the relationship between the 
human driver and the autonomous vehicle functions [13]. For healthcare, ideally, safety 
analysis should be applied in a top-down and integrated manner, focusing on the potential 
patient harm and the hazards posed by the health services to which different technologies 
(including HIT), clinical practices and organisational processes contribute. Such a 
holistic approach, which is common in aviation and nuclear for instance, is rarely 
followed in healthcare for many complex reasons [14]. As such, labelling certain HIT 
failure conditions as hazards is a pragmatic choice and can be criticised as being IT-
centric. After all, information, unlike human actions or implantable medical devices, 
cannot directly lead to harm. However, the sphere of influence for clinicians and 
engineers who are currently responsible for the development and deployment of HIT is 
often limited. This has led to treating critical HIT failures as hazards, rather than causes 
of higher care hazards.  

Finally, the recent national review of HIT in the NHS, led by Robert Wachter, 
highlighted the principle that “Health IT Entails Both Technical and Adaptive Change” 
[15], focusing on clinical aims and practices and patient outcomes (not the mere act of 
digitisation). Meeting such a principle will help achieve an integrated approach to hazard 
identification that involves the right clinical and technical stakeholders, including 
patients and front-line users. 
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Abstract. This paper discusses reactive improvement of clinical software using 
methods for incident analysis.  We used the “Five Whys” method because we had 
only descriptive data and depended on a domain expert for the analysis. The 
analysis showed that there are two major root causes for EHR software failure, and 
that they are related to human and organizational errors. A main identified 
improvement is allocating more resources to system maintenance and user training.  

Keywords: Clinical software; Software Maintenance; Failure analysis; Five Whys 

1. Introduction 

This paper discusses reactive improvement of Electronic Health Record systems (EHR) 
viewed as part of a socio-technical system. Proactivity is the ideal for system designers 
and organizations: Striving to avoid incidents and design flaws instead of fixing or 
learning not to repeat them. However, systems are more or less flawed, not fulfilling 
the needs of changing organizations. Thus, our topic is pinpointing and prioritizing 
improvement in use, design and implementation of an operational EHR system. We 
describe detected and reported accidents, mishaps, errors or near misses as “incidents”, 
thus not judging or ascribing any reason. “Reactive improvement” means that incidents 
are analysed to find causes and eliminating them. This way of improving a complex, 
socio-technical system has been used with success in, e.g., the aviation industry, and it 
should be used more in healthcare [1]. Many methods support reactive improvement, 
but we will only employ “Five Whys”. Our data consists of error reports from an EHR 
help-desk in a hospital trust. Note that this work is an initial and independent analysis, 
not in any way commissioned or expected by the healthcare trust or a software provider. 
No actions have been taken to inform them about these preliminary results, but we 
intend to do so in the near future. 

The following sections discuss related work, error analysis methods, empirical 
help-desk data, data analysis, results and finally conclude with recommendations for 
reactive improvement in practice.  

2. Related Work 

The EHR fulfils many diverse, complex, partially conflicting requirements. In contrast 
to non-clinical information systems used in healthcare, the EHR ecosystem provide a 
very rich context of study. Three areas of research are related to our work: Introduction 
of IT in healthcare practice and corresponding evaluation of effects in quality, work 
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practice, patient safety [1]; Sociotechnical aspects of Information Systems [2]; 
Software and user interface design [3]. Surprisingly little research has focussed on 
methods for improving design or maintenance of existing systems. It is perhaps 
revealing that the term “e-iatrogenesis” [4] has been coined to describe adverse effects 
to the patient because of using clinical software. However, as a means to control and 
record quality, all specialist healthcare in Norway have implemented systems for 
recording, reporting and tracking issues related to adverse events [5]. This paper 
proposes to take a next evolutionary step: From awareness and systematic recording of 
deficiencies, causes and effects, to directed improvement and maintenance of systems 
critical for patient care, i.e. Reactive Improvement. 

3. Reactive Improvement  

Reactive improvement is different from incremental, iterative or agile development. 
‘Reactive’ implies that the information system is not in (agile) development or in 
design, it is considered to be fully deployed, fully operational and in use by the 
customer organization. The improvement may effect system design, function and use. 

What kind of events during operation should trigger improvement? We have 
chosen to disregard IT-related, e-iatrogenic adverse events, as reported in the separate 
health quality reporting systems mandated in Norwegian specialist healthcare. This 
study only takes into consideration improvement triggers as reported to the IT helpdesk. 
In order to make this study useful from a patient and clinical perspective, it could be 
extended by aligning incidents with related, identifiable health adverse events. 
However, in this study, we have neither had access to clinical data, nor the analytical 
methods that would allow us to relate helpdesk event to clinical outcome.  

Reactive improvement, based on helpdesk reports, relies on insight into both 
organization and system design in order to isolate root causes, and propose possible 
remedies. The EHR interconnects user interface components/devices/subsystems - used 
in organizational processes - by actors with certain patient responsibilities. In general, 
we have found it convenient to categorize errors along four independent dimensions:  

1. Apparent situation of discovery/organizational context 
2. Type of system malfunction or error 
3. Apparent system location:  a function or module 
4. Seriousness or risk of patient harm 

In the incident reports we have used for this paper, all these dimensions appear. 
Some, eg. 4, are reported as criticality, while others, eg. 1, must be deducted from the 
incident report. See incident report sample in section 5. The following sections describe 
an analysis method, review findings and explain how the data can be applied for 
ranking and specifying reactive system improvement.  

4. Data Analysis Method 

We did only have access to textual data and a purpose to extract knowledge, or more 
precisely, causes for problems with clinical software. Since this is a quite common data 
analysis problem, meny analysis methods are available. We have chosen “Five Whys” 
due to its simplicity. The method was first described by T. Ohno [6] and is an 
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important part of Toyota’s production improvement process. Our approach follows 
Bulsuk [7]. “Five Whys” has been given little research attention, but there exist a large 
number of blogs reporting practical experiences. Several papers related to health care 
quality refer to the use of “Five Whys” [8, 9]. The main idea of “Five Whys” is simple 
– identify the problem, ask experts why the problem did occur and keep on asking 
“why” five times. The process is as follows: 

1. Identify the problem – what are we trying to achieve. Spend some time here. It 
is important to focus on the root cause and not the symptom. 

2. “Why did this happen?” Identify all the causes you can think of.  
3. For each of the causes identified in step 2 ask “Why did this happen?” 
4. Repeat steps 2 and 3 five times. By this stage, we should have identified all 

relevant root causes. 
5. Identify solutions and countermeasures to the causes identified in steps 2 and 

3 

The method will run into difficulties if the experts disagree. However, having more 
than one answer to a why-questions is not a problem. There are two ways to resolve 
such situations: Either (1) choose one of the alternatives and document why it was 
chosen or (2) build a tree-structure and select the best alternative later. We can also 
reason that all remaining root causes eventually will be tackled. Following the five 
steps described above, the whole process can be documented using a table. When we 
have reached the last step in the table, we need to suggest actions that will remove or 
reduce the problem. Without this last step, the whole process is a waste of time.  

Subjectivity is the main problem both with “Five Whys” and all other methods of 
analysis where people try to identify causes. This holds for methods such as Ishikawa 
diagram – also known as Fishbone diagrams, Fault Trees and Cause – Consequence 
diagrams. 

5. The Data Used  

The data used in this paper are collected from a helpdesk system used by 
Sykehuspartner – the IT service provider owned by the South East Norway Health 
Regional Authority. All system users in government hospitals of the trust report errors 
related to clinical ICT to Sykehuspartner, who is responsible for finding causes and 
solving the problems within an agreed period of time. At the helpdesk, reports are 
categorized along two dimensions 1 , according to criticality (1: threat of life, 2: 
major/lasting service impact, 3: temporal service impact) and scope/quality (A: Whole 
wards, sections, patient groups, major loss of efficacy or work effort, B: Smaller groups, 
C: Individual, but workarounds possible, D: substandard service quality. 

This study gathered more than 13000 reports with criticality 1B (i.e. errors that 
affect a small group of users and that might lead to a situation threatening patient life or 
being critical to hospital operation) related to different clinical applications, for the 
period from January 2013 to July 2014. Manual inspection of 13000 reports was not 
possible, so we narrowed the scope to analysis of 1618 reports related to the EHR. The 
specific EHR system has wide national coverage, so was of particular interest. 

                                                         
1 With different responses. Very simplified for the purpose of this presentation 
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Incidents originate from nine hospitals in the South-East Health Region. Incidents can 
be have many immediate reasons: system down; malfunction under operation; user 
error; intra-system communication; data loss; data input failure; retrieval failure etc. 

We did a grouping based on the similarity in manifestation of the indicents 
reported. This was done to avoid redundancy and gain insight into the problem. A 
representative sample of 26 incidents from each group have been selected and analysed 
by using the five whys analysis method. A sample incident report from the logging 
system and the corresponding Five Whys analysis is shown underneath: 

 
Hospital: YY  
Title: Scheduled contact did not appear in the record window  
Description: Scheduled contact does not appear in the medical record registration 
window. Clinicians cannot register contact diagnosis. This happens intermittently 
and the clinicians want to know why it happens and how it can be avoided. 
Solution: Contacted Dr XX by phone and informed that the clinicians must 
select/tick the current patient so that the scheduled contact will be visible in the 
registration window.  

Table 2: Example of “Five Whys” analysis 

Step Reason  Why? 
1 Clinicians couldn’t register diagnosis Why couldn’t clinicians register?  
2 Scheduled contact (window) did not appear  Why didn’t scheduled contact appear? 
3 The clinicians didn’t tick the current patient Why didn’t the clinicians tick? 
4 The clinicians did not know that ticking was 

required for registering diagnosis 
Why didn’t the clinicians know? 

5 (New) clinicians didn’t get detailed training  Why didn’t clinicians get training?? 
Root cause This registration module is not part of the training program for new clinicians. 

6. Results 

In order to classify our resulting problems into categories, we applied the following 
algorithm: 

1. Go through all the root causes and look for frequently used terms 
2. Join terms that have the same or close meanings. 
3. Repeat step 2 as long as we find categories that may be merged.   
4. Select a unifying term for each class 

Applying this process to the 26 selected incidents gave the six failure categories shown 
in table 3 below. Other category sets could have been used but as far as we can see, this 
would not change the main conclusions. 

Table 3: Problem categories 

Problem category Failures Relative volume 
Wrong manual procedures 9 35% 
Configuration problems  6 23% 
Lack of resources, e.g., for training 5 19% 
Deficiencies in (use of) the system monitoring services and brokers 3 11% 
Unknown cause 2 7% 
Long delays in a specific external register 1 5% 
Sum 26 100% 

T. Teame et al. / EHR Improvement Using Incident Reports562

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



We see that the main problem categories are not technical, but related to human 
users (both clinical and IT) and their organizations. Wrong manual procedures, 
configuration problems and lack of resources for training and monitoring.   

7. Conclusions and Implications 

One broad conclusion that can be drawn based on our results is that Norwegian 
specialist healthcare may be unprepared for the challenges of continuous 
implementation of new information technology. Two categories of reasons stand out: 
1. Too few resources are allocated for training the users and for using and responding 

to issues related to the service control/monitoring system. 
2. Manual procedures are not well tested and validated.  

Both of these problems are solvable, but require that the hospital administration 
understand them and give them priority. An additional challenge is that inferior log 
data quality makes many reported incidents impossible to analyse. The hospitals and 
their staff waste important improvement opportunities. In our opinion, the incident data 
quality will improve when the persons involved see that it is used for something 
important – namely to improve their systems and the service that they provide. On a 
higher level, in order to improve the quality of service offered to users and patients, it 
is necessary, but challenging, to analyse the relationship between EHR incidents and 
health outcomes. EHR malfunction does impact outcome [11], sometimes by 
improving quality at the cost of lowering efficiency. Our perspective on reactive 
improvement hunts the “why” of causality in the IT system. Hunting “whys” in the  
clinical work process is beyond our methods, but should nevertheless have high priority. 

Both hospitals and software development companies should look at all problems 
and failure reports as an opportunity to improve their processes. This requires good 
reporting, an open communication and the necessary resources. All problems should be 
analysed using e.g. “Five Whys” and the identified root causes should be understood, 
resolved or at least remedied so as not increase patient risk.  
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Improving Handovers Between Hospitals 
and Primary Care: Implementation of 

E-Messages and the Importance of Training 
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Abstract. The transfer of information and responsibility for care of a patient from 
one healthcare provider to another is referred to as a handover. While some 
handovers are effective and achieve high quality communication, others represent a 
barrier to continuity of care. To increase the patient safety, Norway decided to 
replace handovers with an electronic e-message system (EMS). This paper refers to 
a quantitative study of this implementation and examines the opinions of first-line 
leaders and nurses (N=108) on how organisational factors were taken into account 
and how the implementation might be improved. The findings indicate that such 
factors generally did not receive very much attention in the implementation of the 
EMS, and less for the nurses than for the first-line leaders. Particularly, the factor 
most prominently identified by both groups as warranted improvement, was the training. 

Keywords. E-messaging, handover, implementation, training, organizational factors. 

1. Introduction 

Handovers are described as transfer of responsibility and accountability for patient care 
from one provider or team of providers to another [1]. They occur within and between 
organisations, and the communication takes place either face-to-face, by telephone, e-
mail, fax or electronic messaging. The desired outcome is patient safety and a reduced 
number of failures. But handovers may also represent a barrier, or even worse, be a high-
risk point in patient care [2, 3, 4]. Patient information might get lost, ignored or 
misinterpreted, treatment might be delayed and patients may die.  In 2008, Norwegian 
health authorities, in line with national strategies, decided to develop an electronic-
messaging system (EMS) that could make selected patient information available for all 
partners in the health and care sector, provide more efficient work and a safer continuity 
of care. Five years later, a set of standardised e-messages with content customized for 
the transition between hospitals and municipal healthcare was disseminated nationally 
[5]. The role of the nurses was to produce adequate and correct information in e-messages, 
transfer these messages to the next health provider, and, to control and read the content 
in the e-messages they received.  

Despite this, there are still challenges in the handovers between hospitals and 
municipal healthcare. These are so far explained by 1) the lack of integration of e-
messages into day-to-day work; 2) a general lack of ICT skills among the healthcare 
staff; 3) the functionality of the EMS; 4) the system’s usefulness for different user 
groups; and, 5) the varying quality of the e-message content, sometimes being incorrect, 
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incomplete, inconsistent or delayed [6, 7, 8]. It is further recognized that the perceived 
challenges might differ between nurses and FLLs and that e-messaging might affect the 
collaboration between different groups regarding tasks and responsibilities [3, 9]. 
Implementations of e-health systems have been assessed as demanding. The same seems 
to apply to the implementation of e-messaging. This paper will examine four 
organisational factors frequently mentioned in systematic reviews as being critical to ICT 
implementations in the healthcare sector [4, 10]: information (e.g. sense-making and the 
announcement of the project’s importance, scope, progress, objectives and activities [2, 
4, 11]); involvement (e.g. individual and collective involvement in planning and 
implementation, collective action and interaction [4, 10, 11]); training (e.g. adequate 
training of staff members and consistent use of the new system [4, 11]), and, support (e.g. 
skilled people that can assist when needed and follow-up from manager [8, 10]). 

Because the e-message system is a new tool for handovers and interorganisational 
collaboration, this study is inspired by a sociotechnical perspective [12]. With this 
perspective as a departure point, the implementation and integration of the e-message 
system into different organisations will depend on the interaction among individuals and 
organisational as well as social and technological elements in local settings. This paper 
addresses how the organisations have prepared their nurses and FLLs for the 
organisational factors mentioned above, in implementing the e-messages, and how the 
implementation process might be improved. 

2. Method 

The study is based on an online survey conducted in a Norwegian county in spring 2014.  
Data were collected from 1) the nursing homes and home healthcare services in three 
municipalities selected as representatives of the three EHR systems in use in the county, 
and, 2) the three units in the main hospital with the highest rate of e-message exchange 
with municipalities. The survey took place four to five months after the e-message 
implementation in the respective units. Three sources formed the basis for the 
development of the questionnaire: Interviews with the project teams in the county 
hospital and in one municipality; careful examination of the national e-message program 
directive, national and regional implementation guidelines and national pilot reports [5, 
6, 13]; and, research on handovers, implementations of e-health systems, and the 
introduction of e-messages in different contexts.  Before the questionnaire was launched, 
it was sent for comments to two FLLs and two project leaders, asking them to involve 
one or two nurses. The final questionnaire, which had 35 questions for nurses and 41 (6 
extra) for FLLs, included the following topics: demographics, ethics, organisational and 
implementational characteristics, experienced challenges, deviations and errors, perception 
of the implementation and the EMS, and suggestions for improvements.  It was distributed 
via a link to nurses and leaders who were on duty in their respective units in a 24-hour 
period. The response rate was 93% for FLLs and 90% for nurses. Totally 93 nurses 
(4male) and 15 FLLs (1 male) responded. The responses to most of the questions 
involved rating on a six-point Likert scale (1 = to a very small extent; 6 = to a very large 
extent). Some questions permitted a binary choice in the response and a few required 
free responses. This paper is based on twelve items focusing on how the implementation 
had prepared the nurses and the FLLs for information, involvement, training and support; 
two items focusing on the participants’ perception of how the national aims more 
efficient work and a safer continuity of care had been achieved; and, one open-ended 
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question dealing with how to improve the implementation. The latter responses were 
coded according to the items and organisational factors before the meaning was 
condensed [14]. All analyses were carried out using IBM SPSS ver. 23. The t-tests were 
carried out by conducting Student’s t-test, which has a threshold of p<0.05. 

3. Results – Assessment of Organisational Factors 

The main focus here is on 1) the descriptive differences in the organizational 
implementation data rated using a Likert scale, and 2) the responses from the open-ended 
question. The first results are split into two separate tables, both listing the mean values 
and standard deviations of the ratings for FLLs and nurses. For all variables the 
differences in mean values between FLLs and nurses are statistically significant (p<0.05). 
While Table 1 describes variables related to the themes of information (the five columns 
to the left) and involvement (the remaining columns).  Table 2 describes variables related 
to training (the four columns to the left) and support (the last column). Clear differences 
in mean values between FLLs and nurses are found for all variables in both tables, the 
clearest ones in Table 1 for variables characterised as involvement (2.15 and 2.07). Rather 
large differences of this kind, albeit smaller, were identified in the same table for 
information-related variables, where differences in mean values between the two groups 
ranged from 1.82 to 1.17, respectively. It should be noted that the mean values in Table 
1 were higher for the FLLs (4.80 to 4.27) than for the nurses (3.63 to 2.12). The values 
of the nurse responses are more widely spread than the values of the FLL responses. 
Overall, Table 1 indicates that the FLLs considered that they were better informed about 
the project and more involved in the planning. 

Table 1. Information and involvement – nurses (N) and first-line leaders (FLLs) 
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N FLLs N FLLs N FLLs N FLLs N FLLs N FLLs N FLLs 

Mean 3.63 4.80 3.62 4.80 3.53 4.73 3.14 4.73 2.71 4,53 2.26 4.33 2.12 4.27 
Standard dev. 1.420 1.082 1.414 1.320 1.515 1.100 1.434 .884 1.571 .743 1.444 1.676 1.451 1.387 

 

Table 2 focuses on the assessment of training and support. As in Table 1, the 
assessment ratings differ between the two groups, with a maximum difference between 
mean values of 1.51 for the variable Sufficient time for testing. The smallest difference 
in mean values is found for the variable Relevant training (1.04). Within each of the user 
groups, the mean values for training and support variables range from 3.69 to 2.89 for 
nurses and from 4.73 to 4.40 for FLLs. Compared with Table 1, the assessment across 
variables within each group is smoother. The spread within the different variables is also 
smaller. Both for nurses and FLLs, the lowest mean value was related to the variable 
Sufficient time for testing (2.89 and 4.40 respectively). On the other hand, the absolutely 
highest mean value for nurses was for the variable Sufficient training (3.5), for leaders 
the variable Relevant training (4.73). Considering all of the participants, Table 2 suggests 
that the leaders as a whole probably found the given training more adequate and more 
relevant than the nurses. 
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Table 2. Training and support- nurses (N) and first-line leaders (FLLs). 
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N FLLs N FLLs N FLLs N FLLs N FLLs 
Mean 3.41 4.53 3.11 4.60 3.69 4.73 2.89 4.40 3.34 4.60 
Standard dev. 1.446 1.187 1.710 .910 1.367 1.033 1.543 1.298 1.514 1.183 

 

In the open-ended questions both user groups provided comments on the 12 variables 
(Table 3). Eight of the fifteen FLLs suggested improvements to the training, three of 
them to the information, three to the involvement and six to the support. The respective 
allocations of these factors among nurses were respectively 58, 22, 1 and 22. The factor 
most prominently identified by both groups as warranting improvement was the training 
especially in the nurse group where 62% of the nurses answered that more adequate and 
different training would improve the implementation.  It should be noted that there was 
a significant medium correlation between Training (an aggregate of the four training-
related variables) and More efficient work (r=0.475) as well as between Training and 
Safer continuity of care (r=0.419), assessed according to Cohen’s rules of thumbs [15]. 
This will be addressed in later work. The nurses’ attention to involvement was minimal. 

Table 3. Distribution of the four organisational factors in open-ended questions - nurses (N) and first-line leaders (FLLs) 

Respondents n= Information Involvement Training Support 
N 93 22 24% 1 1% 58 62% 22 24% 
FLLs 15 3 20% 3 20% 8 53% 6 40% 

4. Discussion 

Two particularly striking findings were made in this study, namely, the differences in 
mean values between how the FLLs and nurses assessed the organisational factors and 
the substantial need for training. The most marked differences were in the mean values 
for the variables addressing involvement and information, and some smaller, but still 
evident, for training- and support-related variables. This is interesting as it shows that, 
while the leaders are generally well informed about project progress, success criteria and 
so on, the nurses, who are expected to use the e-messages as part of their daily work, to 
a large extent lack the same information. Together with the low mean value of the nurse 
involvement, this might indicate that information and anchoring had stopped at the leader 
level, or, that the organisation had underestimated the needs in the nurse group. This 
happened although national and regional project guidelines underlined the need for 
organizational changes and suggested to arrange for satisfying training activities and user 
support adjusted to relevant target groups [6, 13]. At this stage, it remains unclear whether 
the implementation for the FLLs was better planned, or that this group received more 
information, training and support, or was more involved in the implementation process. 
Another explanation of the differences of opinion is that the two groups differ in their needs 
for training and information, among others, given their different occupational roles, as 
claimed by McGinn et al. [10]. It is also interesting that, despite mean values for training 
and support for nurses lying in the middle of the scale and being higher than the 
corresponding levels for information and involvement, the poor quality of the training 
was the main focus of comments in the open-ended responses. Some examples: more 
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individual and collective training before, during and after the implementation, more 
information about how to use the different e-messages, and the lack of opportunities for 
real time testing across collaborating organisations. This detailed description of required 
types of training, gives a valuable contribution to future training programmes, since these 
issues often are discussed superficially in the literature [11]. The identified correlations 
between training and the two national aims, more efficient work and a safer continuity 
of care, are also interesting. Suggestions for improvement also came from leaders, but 
these were less detailed about exactly what should be done. A few of the nurses also 
requested higher information quality in the received e-messages, which supports Bjørlo 
et al.’ finding [8]. Overall, the low mean values for the organisational variables in the 
nurse group and the numerous requests and suggestions for improvement in this study, 
might indicate that there is plenty of room for improvement in the implementation of e-
messaging.   

5. Conclusion 

The findings indicate that organizational factors and in particular training should receive 
more attention when e-messages are implemented across administrative levels. For future 
implementations2, a more detailed and targeted training programme should be developed 
taking into account 1) that nurses and FLLs might assess the organisational factors differently, 
and, 2) that actors in collaborating organizations should be involved.  
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Abstract. Potentially inappropriate prescribing is a common problem, especially 
in elderly care. To tackle this problem, Irish medical experts have developed a list 
of criteria when medication should be added or omitted based upon the patient’s 
physical condition and medication use, known as the STOPP and START criteria. 
The STOPP and START criteria have been formulated to identify the prescribing 
of potentially inappropriate medicines (PIMs) and potential prescribing omissions 
(PPOs). One of the most common problems of inappropriate prescribing is gastro-
intestinal track bleedings. For this purpose, nine of the 87 STOPP and START 
criteria are designed to prevent this. However, the prevalence of gastro-intestinal 
track bleedings has not been established when these nine STOPP and START 
criteria are violated. The database contained 182,000 patients belonging to 49 
general practitioners in the region of Amsterdam, The Netherlands. We estimated 
both the incidence of PIMs and PPOs and whether harm, in this case a gastro-
intestinal track bleeding, occurred. We found that although violation of the nine 
STOPP or START criteria were possibly associated with harm (OR = 1.30), this 
association was not statistically significant (p = 0.323). Searching for evidence for 
harm informs decision support design aimed at improving quality of medication 
prescription as it prioritizes the many suggested criteria based on their relevance.  

Keywords.  STOPP START criteria, gastro-intestinal track bleeds, elderly people, 
primary care, CPOE, NSAID, adverse drug reactions, drug safety, older patients. 

1. Introduction 

Life expectancy increases as the average life standards and medical developments 
improve over time. For example, in the Netherlands, the life expectancy at birth in 
1995 was 77.4 years whereas it was 81.9 years in 2015 [1]. Although medications play 
an important part in prolonging life expectancy, they are also associated with risks of 
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adverse events. This is especially relevant in elderly care where the contribution of 
medications to health utility is not well understood.  

In 1991, Beers et al. developed criteria to look into the possible prescribing 
problems in elderly patients to prevent harm [2]. As this list was based on the 
American health care system, a group of Irish experts developed a new list of criteria, 
the STOPP and START criteria, to adjust and expand Beers’ list for the European 
situation [3]. The STOPP criteria are concerned with medications that should be 
stopped, the potentially inappropriate medicines (PIMs);. The START criteria concern 
medications that are currently omitted and should be started, the potential prescribing 
omissions (PPOs). Both categories of criteria are based upon the patient’s physical 
condition and use of other medications. The original list consists of 65 STOPP and 22 
START criteria. It was later translated and adjusted to suit the Dutch situation [4,5].  

The Beers criteria and the STOPP and START criteria are both based on general 
pharmacological knowledge [2,3]. In general, there is paucity in studies investigating 
the empirical harm of individual STOPP and START criteria. This is problematic since 
it is hard to focus on the most relevant criteria from the large number of the STOPP and 
START criteria. The main objective of this study is to gain empirical evidence for the 
STOPP and START criteria associated with the important side effect (harm) of gastro-
intestinal bleeding. The (automatic) identification of PIMs and PPOs, for instance by 
using a decision support system (DSS), can contribute to optimize strategies and 
prevent the implied harm pertaining to the START and STOPP criteria.  

This paper is organised as follows: in Section 2 we will describe the decision tool 
and the conducted study. In Section 3 we will represent the results, followed by a 
discussion in Section 4. We will end this paper with our conclusions in Section 5. 

2. Methods 

Our study forms a secondary analysis of data originally collected to investigate the 
incidence of PIMs and PPOs by Bruin-Huisman et al [6]. The database of the 
Academic Medical Center of Amsterdam, the Netherlands, contains 182,000 patients of 
49 general practitioners (GPs). Our sample consists of all patients aged ≥ 65 years on 
January 1st of the investigated years (2007-2014) with ≥ 1 prior year of data and ≥ 1 
record in the investigated year or in the subsequent six months.  

Selection of criteria pertaining to gastro-intestinal bleedings was performed on 
both the original STOPP and START list of Gallagher et al. as well as the Dutch list 
[3,4]. The six criteria selected from the original list (A9, A11, A12, A17, E1 and E5) 
were matched with their equivalents on the Dutch list. Furthermore, both lists were 
checked for other criteria, which could logically lead to the development of gastro-
intestinal bleedings. This resulted in two additional criteria from the Dutch list being 
added to our selection (D2A and E5). The complete list of criteria is STOPP A9, A15 
and E5, and START D2A, D2B, D2C, D3A, D3B and D3C.  Criteria A9, D3A, D3B 
and D3C involve the use of acetylsalicylic acid or carbasalate calcium (blood thinners). 
Criteria E5, D2A and D2B involve nonsteroidal anti-inflammatory drugs (NSAIDs). 
Criterion D2C involves both. Most criteria discuss the absence of a PPI (protects the 
gastric wall). Criterion A15 is about the use of platelet inhibitors (blood thinners) in 
patients with a concurrent bleeding disorder. 

To determine whether harm in the form of gastro-intestinal bleeding had occurred, 
two selection methods were used. The first is based on the International Classification 
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of Primary Care (ICPC) codes, used by the GP to document diagnoses. All codes 
describing gastro-intestinal bleeding, or its symptoms, were included (Table 1). The 
second method consisted of screening the health record for keyword combinations, 
which could be associated with gastro-intestinal track bleedings. To combine keywords, 
wildcards for partial matching were used. We considered a case as indicating harm if 
either a selected ICPC code was used or one of our keyword combinations was found. 
We considered harm due to (violating) a STOPP or START criterion if it occurred 
between the prescription date and the end of the prescription date plus fourteen days. 
The latter date was computed using the prescription date, the number of pills prescribed 
and the number of pills prescribed per day. Fourteen days are added to compensate for 
lag time between the prescription and pharmacy pick up date, and for missed doses, 
which result in a longer therapy duration.  

 
Table 1. Selection criteria for Gastro-intestinal track bleedings 

ICPC Diagnosis  
D14 Haematemesis 
D15 Melaena 
D85 Ulcus duodeni 
D86 Ander ulcus pepticum (ulcus ventriculli) 
keywords “Bloed%” (Blood) and: 

“Maag%”  (Stomach) “Digest%”  “Tr Dig%”  “Gastro%” 
 

Patient records have been analyzed for the years 2007-2014. We reused the selection 
method used in Bruin-Huisman et al [6]. For each year we determined the total harm 
and harm potentially due to a PIM or PPO. Furthermore, we calculated an odds ratio on 
harm for patients with one of the selected STOPP or START violations in comparison 
to patients who did not have a STOPP or START for each year separately. 

3. Results 

In Figure 1, the number of PIMs and PPOs during harm is noted as ‘event’. The odds 
ratio varies between 0.21 (when only 1 patient could be identified) and 2.42. Of the 8 
investigated years, 4 years indicate an odds ratio greater than 1 and 4 years a value 
below 1. The pooled odds ratio for all years combined is 1.30 (p=0.323).  

Table 2 shows the number of gastro-intestinal track bleedings per STOPP and 
START criterion per year and overall. Five criteria show a number of PIMs or PPOs 
that vary greatly. Harm given D2A or D2C is registered one time in eight years, while 
harm given D3C has been documented 14 times in the eight studied years. From 2007 
to 2012, harm only occurred during the last 3 criteria, D3A, D3B and D3C. No PIMs 
were found for patients who suffered from a gastro-intestinal bleeding at the same time. 

4. Discussion 

A positive association between violation of a selected START or STOPP criterion and 
the development of gastro-intestinal track bleedings was not proven, as the pooled OR 
showed a small positive, but not significant, association.  
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Figure 1. The odds ratio’s for the years 2007-2014 and a pooled odds ratio for all years combined. 

 
Additionally, the prevalence of harm, as we defined it within the STOPP or START 
period is very small. Of the nine STOPP and START criteria designed to prevent 
gastro-intestinal bleeding only five showed actual harm possibly due to violating the 
criteria. 

This study is the first to focus on the implications in practice of the STOPP and 
START criteria. By doing so, an example can be made to understand the relevance for 
such a list for GPs in daily practice. We had a large dataset which we could use to 
assess and select relevant data. Furthermore, we made an analysis of harm, which 
included multiple methods, thereby taking into account bias due to  the possibility of 
suboptimal registration of ICPC codes and the differences in describing certain diseases 
between GPs.  

As we reported harm due to PIMs and PPOs as occurring only during and 
immediately after the prescription period, a larger percentage of harm might be 
associated with these PIMs and PPOs. The harm as a consequence of possibly incorrect 
prescribing behavior could occur after the STOPP or START period is finished. A 
different analysis could have shown this effect. The reported odds ratio would then 
increase.  

Table 2. The number of patients with harm within the STOPP or START period. 

year harm 
A9 

harm 
A15 

harm 
E5 

harm 
D2A 

harm 
D2B 

harm 
D2C 

harm 
D3A 

harm 
D3B 

harm 
D3C 

2007 0 0 0 0 0 0 1 1 2 

2008 0 0 0 0 0 0 1 0 0 

2009 0 0 0 0 0 0 2 1 3 

2010 0 0 0 0 0 0 0 0 1 

2011 0 0 0 0 0 0 1 0 2 

2012 0 0 0 0 0 0 1 1 3 

2013 0 0 0 1 0 1 1 0 2 

2014 0 0 0 0 0 0 0 0 1 

all yrs 0 0 0 1 0 1 7 3 14 
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Another limitation of our study is the lack of data on recipe-free medications, 
such as certain NSAIDs. As NSAIDs are part of criteria E5, D2A, D2B and D2C, but 
will not be registered as such if they are not prescribed by a GP, under-registration of 
these three criteria could occur. In some cases, no PIMs or PPOs were found during a 
year. Any harm during that year cannot be a consequence of a STOPP or START. To 
eliminate this problem, a larger group of patients is required or research to provide 
insight into the necessity of a certain STOPP or START criterion.  

Further research could focus on the impact of the other major side-effect groups 
that are covered by other STOPP and START criteria than the ones used in this study. 
It might be possible to edit the original STOPP and START list to develop a list 
consisting of only criteria that have supporting evidence pertaining to their relevance. 
These relevant criteria can then be used to build a focused DSS (CPOE), where advice 
is given based on known harmful medications or combinations. By only using relevant 
criteria, alert fatigue is less likely to occur and offered advice is easily followed. This is 
the strength of our study as a predecessor to the development process.  

5. Conclusion 

We analyzed a database of 182,000 GP patients over a period of 8 years to investigate 
whether or not harm is associated with preventable inappropriate use of medication. 
Although a possible association was found between potentially inappropriate medicines 
(PIMs) and potential prescribing omissions (PPOs) and gastro-intestinal track 
bleedings, this observed correlation was not significant. Our results show a large 
difference in detected harm of the different PIMs and PPOs related to gastro-intestinal 
track bleedings.  If this difference would be confirmed, the current list of STOPP and 
START criteria could be adapted and improved. When implementing STOPP and 
START criteria in decision support systems (such as a CPOE), one should focus on the 
relevant criteria in order to prevent alert fatigue, but still improve healthcare by 
preventing possible harm. 
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Abstract. Effectiveness of screening for homelessness in a large healthcare system 
was evaluated in terms of successfully referring and connecting patients with 
appropriate prevention or intervention services. Screening and healthcare services 
data from nearly 6 million U.S. military veterans were analyzed. Veterans either 
screened positive for current or risk of housing instability, or negative for both. 
Current living situation was used to validate results of screening. Administrative 
evidence for homelessness-related services was significantly higher among 
positive-screen veterans who accepted a referral for services compared to those 
who declined. Screening for current or risk of homelessness led to earlier 
identification, which led to earlier and more extensive service engagement. 

Keywords. Homeless, Screening, Veterans 

1. Introduction 

Early identification of homelessness is imperative for successful prevention or 
intervention efforts, which can include providing appropriate services or directing 
individuals to existing resources. Apart from homeless shelters and other similar 
agencies, healthcare clinics, hospitals, and systems can serve as a means to identify 
individuals who are experiencing homelessness or risk. Although screening for 
homelessness has been attempted in a variety of settings, empirical evidence of its 
efficacy is lacking. Accurately targeting individuals with the greatest need for 
homelessness prevention and intervention—and forecasting the onset of homelessness 
based on known risk factors—is complicated and often associated with a high false 
positive rate, making homelessness prevention relatively inefficient [1-2]. 

A population that is particularly vulnerable to homelessness is U.S. military 
veterans, who, as compared to the general population, are over-represented among 
individuals experiencing homelessness. Despite significant policy and programmatic 
steps in the U.S. Department of Veterans Affairs’ (VA) shift toward homelessness 
prevention, limited evidence exists as to which prevention-oriented strategies 
implemented by VA mitigate homelessness risk. Improving measurement of 
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homelessness risk, identifying veterans at greatest risk, and intervening effectively is 
essential to ongoing VA initiatives. 

In 2012, the VA deployed a largescale implementation of a screening instrument 
known as the Homelessness Screening Clinical Reminder (HSCR), which presents a 
unique opportunity to quantify the prevalence of homelessness [3-4]. Additionally, 
limited research on homelessness risk has examined approaches to engage persons 
identified as at imminent risk for homelessness and provide services to mitigate such 
risk [5]. Rigorously examining the validity and efficacy of this instrument will ensure 
the effective use of limited resources. The HSCR is designed to link veterans 
immediately with Veterans Health Administration (VHA) homeless programs or social 
work services, but its effectiveness at making these linkages is unclear. Therefore, the 
objective of this evaluation study was to evaluate criterion validity of the HSCR, as 
well as the processes by which veterans who are currently experiencing homelessness 
or risk are linked with services. 

2. Methods 

2.1. Homelessness Screening Clinical Reminder 

To assist in the identification of veterans in need of homelessness prevention, the 
National Center on Homelessness Among Veterans in Philadelphia, PA, USA, 
developed the HSCR, a two-question universal screener that assesses housing 
instability and risk among veterans who present for outpatient care and are not already 
engaged with VHA homeless programs. The two questions are:  

� In the past 2 months, have you been living in stable housing that you own, 
rent, or stay in as part of a household? [“No” indicates veteran is positive for 
current housing instability] 

� Are you worried or concerned that in the next 2 months you may NOT have 
stable housing that you own, rent, or stay in as part of a household? [“Yes” 
indicates veteran is positive for risk of housing instability] 

Veterans who screen positive to either question are then asked where they have 
lived for most of the previous two months and whether they want to be referred for 
services. In conjunction with the veteran’s self-reported living situation, results of 
screening were used to form three major groups [6]: 1) positive screen for housing 
instability, 2) positive screen for risk of housing instability, 3) negative screen for 
housing instability or risk; and then group 1 was further subdivided into two groups: 
1a) positive screen for housing instability with a current homeless living situation (i.e., 
shelter, on the street, with a family member or friend [doubled-up], or in a motel/hotel) 
and 1b) positive screen for housing instability without a current homeless living 
situation (i.e., subsidized or unsubsidized housing, or in an institution). Group 1a 
represented the most stringent classification for current housing instability or 
homelessness. Veterans whose current living situation was “Other” at the time of 
screening were not included in groups 1a or 1b. 

J.D. Fargo et al. / Needles in a Haystack 575

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



2.2. Data 

Veterans Informatics and Computing Infrastructure (VINCI) provides secure access to 
VA data sources through an integrated suite of databases in a secure, high-
performance-computing environment [7]. VINCI houses data on over 21 million 
veterans nationwide. Data available on VINCI for this study included veterans’ 
demographic, military, and healthcare characteristics (International Classification of 
Diseases, Ninth Revision, Clinical Modification [ICD-9-CM] codes, clinic stop codes, 
inpatient treatment specialty codes, and National Homeless Registry data [longitudinal 
data for veterans who have experienced homelessness]). Homelessness was defined as 
receiving a clinical diagnostic code (ICD-9 v60.0) indicative of housing instability, 
participation in a VA homelessness-related clinical service or treatment specialty, 
and/or participation in a VHA homeless program within 90 days of initial HSCR 
response [8]. Results of the HSCR were matched with demographic, military service, 
and healthcare data. 

2.3.  Sample 

A total of 5,845,937 veterans were asked to complete the HSCR between October 1, 
2012 through September 30, 2014. However, 74,441 (1.3%) were excluded or not 
screened because they 1) reported that they were already receiving housing assistance 
(n=11,020), 2) declined screening (n=2,656), 3) were a nursing home resident 
(n=1,202), 4) were unable to perform screening (n=148), 5) used a VHA homeless 
program in the 6 months prior to screening (n=57,356), or 6) were missing screening 
results (n=2,059). This resulted in a final sample of 5,771,496 veterans with HSCR 
results. A majority of the sample was male (92.8%, n=5,356,442), White (76.2%, 
n=4,396,989), had served in the Army (53.0%, n=3,060,863), and had served in 
conflicts other than operations in Iraq or Afghanistan (88.8%, n=5,126,393); mean age 
was 61.1 years (SD=16.6; median = 64.0). 

2.4. Evaluation 

Descriptive statistics were computed for demographic and HSCR variables, including 
current living situation and referral acceptance in cases of positive screens. The 
criterion validity of the HSCR was evaluated by comparing the positive screens for 
current or risk of housing instability with the current living situation. Among veterans 
who screened positive for current or risk of housing instability, presence of 
administrative evidence for homelessness was compared between those who accepted 
or declined a referral for services using logistic regression analyses in order to evaluate 
screening and referral effectiveness in connecting veterans to services.  

3. Results 

3.1.  Results of the HSCR 

Results of initial screening showed that 0.8% (n=45,282) were positive for current 
housing instability, 1.0% (n=54,882) were positive for risk of housing instability, and 
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98.2% (n=5,671,332) screened negative (see Table 1). Among those who screened 
positive for housing instability, 61.9% were living in a homelessness situation, 24.5% 
were not; for those who screened positive for risk, 25.1% were living in a homeless 
situation, 65.3% were not. Results were similar whether we excluded or retained 
veterans without a current homeless living situation from the group that screened 
positive for housing instability. Administrative evidence for homelessness significantly 
varied depending on whether veterans accepted or declined a referral for services, with 
61.3% of positive screens for housing instability who accepted services showing 
administrative evidence for homelessness as compared to only 19.0% who declined 
(p<.01); a similar difference was observed for other groups (p<.01). 

Table 1. Homelessness Screening Clinical Reminder, Living Situation, Acceptance of Referral, and 
Administrative Evidence of Homelessness within 90 Days of Screening. 

 

Group 1: Housing Instability 
N=45,282 

(0.8%) 

Group 2: Risk 
of Housing 
Instability 
N=54,882 

(1.0%) 

Group 3: 
Negative 

N=5,671,332 
    (98.2%) Total 

Living Situation     
  Homeless 27,878 (61.9%) 13,768 (25.1%)  41,646 (41.5%) 
    Friend/Family 18,355 (40.8%) 12,720 (23.2%)  31,075 (31.1%) 
    Shelter 2,091 (4.6%) 177 (0.3%)  2,268 (2.3%) 
    Street 4,791 (11.0%) 307 (0.6%)  5,278 (5.3%) 
    Motel/Hotel 2,461 (5.5%) 564 (1.0%)  3,025 (3.0%) 
  Non-Homeless 11,106 (24.5%) 35,843 (65.3%)  46,949 (46.8%) 
    Subsidized Housing 971 (2.2%) 3,110 (5.7%)  4,081 (4.1%) 
    Unsub. Housing 9,179 (20.4%) 32,395 (59.0%)  41,574 (41.6%) 
    Institution 866 (1.9%) 338 (0.6%)  1,204 (1.2%) 
  Unknown 6,127 (13.6%) 5,269 (9.6%)  11,396 (11.4%) 
 Group 1: 

Overall 
Group 1a: 
Homeless 

Living 
Situation 
N=27,878 

Group 1b: 
Non-

Homeless 
Living 

Situation 
N=11,106 

   

Accepted Referral for 
Service 

28,279 
(65.6%) 

18,073 
(67.9%) 

6,664 
(62.4%) 

31,868 
(60.5%) 

 60,147 
(62.8%) 

Administrative 
Evidence of 
Homelessness 

21,502 
(47.5%) 

14,444 
(51.8%) 

4,017 
(36.5%) 

12,129 
(22.1%) 

43,955 
(0.8%) 

77,586 
(1.3%) 

   If Accepted Referral 17,336
(61.3%)

11,755 
(65.0%) 

3,381 
(50.7%) 

10,054 
(31.5%) 

 27,390 
(45.8%) 

   If Declined Referral 2,922
(19.0%)

1,994 
(23.3%) 

453 (11.6%) 1,462 
(7.0%) 

 4,384 
(12.3%) 

4. Discussion 

A majority (61.9%) of veterans who self-identified or screened positive for current 
housing instability were indeed living in a homeless situation (e.g., shelter, street, 
hotel/motel, or doubled-up with friends or family) and conversely, a majority of those 
who screened positive for risk of housing instability were not currently living in a 
homeless situation (65.3%) (e.g., subsidized or unsubsidized housing, an institution). 
These results speak to the criterion validity of the HSCR in terms of differentiating 
between homelessness and risk of homelessness. Additionally, as evidenced by receipt 
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of administrative homelessness codes within 90 days after screening, veterans who 
screened positive for current housing instability and accepted a referral for services 
were more likely to receive homelessness prevention and intervention services (61.3%) 
than those who declined the referral (19.0%). Similarly, administrative evidence for 
homelessness was apparent for 31.5% of those with a positive screen for risk of 
housing instability who accepted a referral for services, as compared to only 7.0% for 
those who declined the referral. Thus, screening for housing instability and risk, which 
results in an acceptance of a referral for services in cases of positive screens, in turn 
leads to provision of homelessness-related services at a higher level, as evidenced by 
administrative data. A limitation of this study is that living situation was self-reported 
and those who screen negative are not asked to report their living situation, thus full 
diagnostic statistics including sensitivity and specificity cannot be computed.  

5. Conclusion 

The results of this study of almost 6 million records from a healthcare system suggests 
that screening for current housing instability and risk can lead to earlier identification, 
which can then lead to earlier referral for service provision. If such referrals are 
accepted, service provision is more likely to occur, as evidenced by administrative 
documentation of homelessness prevention and intervention services.  
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Abstract. This paper outlines a systematic literature review undertaken to 
establish current evidence regarding the impact of Business Intelligence (BI) on 
health system decision making and organizational performance. The review also 
examined BI implementation factors contributing to these constructs. Following 
the systematic review,  inductive content analysis was used to categorize themes 
within the eight articles identified. This study demonstrated there is little evidence 
based literature focused on BI impact on organizational decision making and 
performance within health care.  There was evidence found that BI does improve 
decision making. Implementation success was found to be dependent on several 
factors, many of which relate to broader organizational culture and readiness. 

Keywords. Business intelligence, health, decision making, analytics, outcomes  

1. Introduction 

Clinical information systems are improving healthcare delivery through legible 
documentation, improved information sharing, and alerts among other benefits[1]. In 
addition, access to real-time information from these systems can enable front line 
managers to make informed decisions to drive system improvements. This concept, 
referred to as Business Intelligence (BI) can be defined as the use of specialized tools to 
collect, analyze, and present organizational data to operational leaders in user-
friendly format(s) to support organizational objectives. BI is an emerging focus within 
the health sector but has become an established management practice in other sectors 
such as business, manufacturing, and finance where BI is viewed as a key component 
of strategic and operational decision making[2,3].   

In all sectors, being rich in organizational data does not correlate directly to good 
information and, despite best intentions, “the problem is that most companies are not 
succeeding in turning data into knowledge and then results”[4, p. 118]. While there are 
few empirical studies examining the impact of BI in the health sector, there are 
numerous articles identifying the anticipated benefits of BI reinforcing the need for 
study in this area[5]. Expected benefits include: easier access to data[6-8]; time 
savings[7]; improved decision making[6]; improved outcomes[7]; and improved 
financial performance[9].  
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2. Review Objectives  

This systematic literature review was undertaken to establish the evidence 
demonstrating the impact of BI on decision making and organizational performance 
and to identify success factors for BI implementation in the health care sector. The 
review focused on the following questions: 1) What evidence exists that use of BI 
improves nurse or other health system manager decision making in health care? 2)What 
evidence exists that use of BI improves organizational performance in health care? 3) 
What are implementation success factors for BI in health care? 

3. Methodology 

The PRISMA methodology was used to guide the selection of articles and to structure 
both the screening and qualitative/quantitative assessment of included papers[10,11]. 
Search terms included: health care or medicine; BI or business analytics or big data; 
decision making – manager or nurse manager; organizational performance or 
outcomes; and implementation success factors. Databases were selected in consultation 
with subject matter experts to identify those common to the health sector, business and 
informatics and searches were conducted in July 2015.  

Inclusion criteria were intentionally broad and included: English text; publication 
year>=2000 to reflect mature underlying health information systems; evidence based or 
existing systematic review; and, health system management related. Exclusion criteria 
were: clinical decision support (tools for individual patient care decisions); general 
decision making that did not reference or consider the underlying information systems; 
secondary or retrospective analysis; and articles without a research basis. Of the latter, 
numerous articles indicated a case study methodology however these were excluded 
where formal methods or controls for bias were not described.  In total, 10 databases 
and search engines were included (See Table 1).  

Table 1. Databases and search engines. 

Database Number of Results Returned 
CINAHL with full text EBSCO 391 
Medline with full text EBSCO 
PubMed 
Business Source Complete EBSCO 
Web of Science Core Collection 
IEEE Xplore Digital Library 
Science Direct 
Health Technology Assessments EBSCO 
ACM Digital Library 

962 
265 
70 

577 
407 
139 
14 
12 

Total 2,837 

3.1. Screening and Quality Assessment 

Searches were imported into EndNoteTM reference management software and databases 
were merged and duplicates (n=547) were removed resulting in 2,290 unique articles. 
Articles were screened by title and abstract by one author (LL) and the remaining 342 
articles were reviewed in detail along with an additional 36 identified through hand 
searching.  Reviews were then validated with the second author (AR) with final 
determination based on consensus between the reviewers.    
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3.2. Data Analysis  

Included articles were reviewed for quality and underlying bias and then analyzed 
using qualitative inductive content analysis[12]. Findings were marked manually and 
then transcribed into a graphical format using brainstorming features of Visio. The 
quantitative results were descriptive and, for the most part, not directly attributed to the 
presence of BI thus, the analysis focused on general themes and did not differentiate 
between anticipated versus actual impacts.  

4. Results 

Following screening, eight articles met the inclusion criteria (see Figure 1). The articles 
were predominantly descriptive with subjects reporting anticipated versus actual 
benefits with BI systems.  

# of records identified 
through database screening 

(n=2,837)

# of additional records 
identified through other 

sources (n=36)

# of duplicates removed 
(n=547)

# of records screened 
(n=2,326)

# of studies included in 
qualitative synthesis (n=8)

# of full-text records 
excluded with 

reasons (n=370)

# of full-text records 
assessed for eligibility 

(n=378)

# of records 
excluded (n=1,948)

# of studies included in 
quantitative synthesis 
(meta-analysis) (n=0)

Id
en
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n
Sc
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g

El
ig
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ty
In
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ud
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# of records not 
found (n=48)

 
Figure 1. Search summary 

Of the eight articles, seven directly examined health sector findings while one included 
health sector respondents among other service industries. Methods were predominantly 
qualitative and included: descriptive survey (n=1)[17], framework development 
methodology supported by case study (n=1)[18], mixed methods (n=2)[15,14], case 
study (n=3)[13,16,19], and systematic literature review (n=1)[20]. Four were published 
in 2014, and one in each of 2003, 2008, 2011 and 2015. Journals included: 
Communications of the Association for Information Systems; CIN: Computers, 
Informatics, Nursing; Journal of Ambulatory Care Management; Journal of Nursing 
Management; Journal of Oncology Practice; International Journal of Information 
Management (n=2); and International Journal of Accounting Information Systems.  

Qualitative analysis of themes that presented in the articles resulted in six high level 
groupings: information needs/system indicators; information system quality; 
demonstrated/anticipated benefits; barriers to getting/using information; decision 
making impacts; and factors impacting BI adoption. While not all articles were 
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reflected in each of the theme groupings, each grouping contained concepts from at 
least four of the articles. Findings specific to each research question are summarized 
below (see Table 2).  

Table 2. Summary of findings 

Question Findings 
Evidence that use of 
BI improves 
manager decision 
making? 

Manager reported improvements in decision making, economic awareness, ability 
to explain variances[14]  
Anticipated improvements if BI available: increased confidence in decisions, less 
subjective, more timely[13]  

Evidence exists that 
use of BI improves 
organizational 
performance in 
health care? 

Improved internal business processes (efficiency, customer intelligence) and 
ability to realize organizational objectives (enhanced profits, improved inventory 
turnover, partner relations) in all sectors although weaker in service sectors[15] 
Perception that organizational objectives such as length of stay were not being 
managed as effectively as they could be impacting quality of care and cost[13] 
Unit level improvements included reduced overtime and extra staffing hours (as 
compared with control units); managers reported better understanding of 
interrelated factors such as patient acuity, staffing and cost of care[14]  
Decreased morbidity and mortality, shorter wait times and length of stay and 
decreased cost[16] 

Implementation 
success factors for 
BI in health care? 
(often identified as 
gaps to address) 

Organizational: lack of skilled analytics resources[13,17,18]; leverage drivers 
such as external compliance or reporting mandates[17]; strong organizational 
vision[18]; address organizational silos[17]; and, address underlying care 
coordination factors[14,19] 
Technical: integration across multiple platforms[17,18]; and, need for a strong 
underlying technology platform[13,18] 
Data: underlying data quality and semantic interoperability systems[13,16,18] 
End user adoption: strong perceived usefulness and ease of use[14,19,20]; 
presentation of data that is meaningful and can be changed/controlled by end 
users[14,19,20]; and, ability to address fear of measurement and transparent 
reporting[14,19,20] 

4.1. Discussion 

The articles found through this search, while limited, do provide evidence for the 
research questions posed. The articles as a group suggest there is evidence that BI, 
when available to health system leaders and managers, would be used to inform 
decision making resulting in improved organizational performance. Given the 
prospective approach of several of the articles, it is worth noting the observation in 
Foshay and Kuziemsky[13] that there is a risk that managers may lack the skills to use 
the data for decision making even if it was available to them. The limited number of 
empirical articles found in this search on health sector BI is, in part, because the BI 
field itself is an emerging area[5].  

4.2. Limitations 

While the search terms were intentionally broad, it is still possible that articles were 
missed due to the emerging nature of work in this field and the potential that published 
research may be using alternative subject key words. The primary reviewer worked 
independently on the original reviews and may have missed key articles however, this 
is mitigated somewhat through the inclusion of new articles found through hand search 
and reference review.  
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5. Conclusion 

These findings reinforce the need for research looking at BI impacts in the health care 
sector given the unique nature of health service delivery and its complex supporting 
organizational structures. The articles lend compelling arguments for the potential for 
BI to add value to health system manager practice. They also reinforce the need for 
research approaches that extend beyond implementation and user acceptance to look at 
organizational factors and the realization of organizational performance improvements.  
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Abstract. Audit and feedback (A&F) is a common strategy to improve quality of 
care. Meta-analyses have indicated that A&F may be more effective in realizing 
desired change when baseline performance is low, it is delivered by a supervisor or 
colleague, it is provided frequently and in a timely manner, it is delivered in both 
verbal and written formats, and it includes specific targets and an action plan. 
However, there is little information to guide operationalization of these factors. 
Researchers have consequently called for A&F interventions featuring well-
described and carefully justified components, with their theoretical rationale made 
explicit. This paper describes the rationale and development of a quality dashboard 
including an improvement toolbox for four previous developed pain indicators, 
guided by Control Theory.  

Keywords. Pain, Intensive Care, Quality Improvement, Toolbox, Control theory 

1. Introduction 

Audit and Feedback (A&F) is a common strategy to improve quality of care. It 
provides health professionals with a summary of their clinical performance over time 
[1] and is delivered to them in different formats such as a benchmark report or 
dashboard. 
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A Cochrane review showed that A&F is effective in improving provider 
compliance with desired practice, but with only a small median absolute improvement 
of 4.3% (interquartile range 0.5% to 16%) [2]. Meta-analyses have indicated that A&F 
may be more effective in realizing desired change when baseline performance is low, it 
is delivered by a supervisor or colleague, it is provided frequently and in a timely 
manner, it is delivered in both verbal and written formats, and it includes specific 
targets and an action plan [2-4]. However, there is little information to guide 
operationalization of these factors [5], which may lead to recommendations for 
improvement that are suboptimal [6]. Researchers have consequently called for A&F 
interventions featuring well-described and carefully justified components, with their 
theoretical rationale made explicit [1; 7]. 

Recently, our research group of the National Intensive Care Evaluation (NICE) 
quality registry [8] developed an A&F intervention that aims to improve clinical 
performance of Dutch intensive care units (ICUs) on pain management. Feedback is 
provided on four quality indicators through a web-based quality dashboard. We guided 
the design of our intervention by Control Theory and findings from a previous 
intervention undertaken by our research group among similar ICUs. A qualitative 
evaluation of the previous A&F intervention [9; 10] showed that ICUs experienced 
barriers to achieving improvement, including a lack of normative standards and 
benchmarks, inadequate case-mix adjustment, lack of knowledge on how to improve, 
and insufficient allocated time and staff [11]. To address all except the last barriers, we 
incorporated several strategies into the quality dashboard including explicit benchmark 
information, patient subgroup analyses, lists of patients who had not achieved the 
indicator target, and a quality improvement (QI) toolbox containing potential barriers 
and suggested actions to improve practice. 

This paper describes the rationale and development of the QI toolbox for four 
previous developed pain indicators [12]. The effectiveness of the QI toolbox will be 
evaluated in a randomized controlled trial. 

2. Methods 

2.1. Theoretical Rationale 

Our theoretical rationale of the mechanisms through which health professionals aim to 
improve their clinical performance is based on Control Theory as shown in Figure 1. 
Control Theory hypothesizes that behavior is goal-driven, and professionals are 
prompted to change behavior (e.g., execute improvement actions) when observing a 
negative discrepancy between their current performance and a goal, until the 
discrepancy is eliminated. Feedback reports are input for comparing perceived clinical 
performance to performance goals (see upper-left grey box in Figure 1) However, if 
professionals lack skills, knowledge or strategies for action, they may disengage from 
goal attainment and stop trying to achieve the goal [13]. Feedback may, therefore, be 
more effective when accompanied by action plans to inform behavioral adjustment to 
reduce discrepancy (see bottom-right grey box in Figure 1) [6]. Our QI toolbox will 
supply in action planning by supporting ICU professionals to translate their intentions 
into actions, and enhances the likelihood that actions will be completed by providing 
supporting material to execute those planned actions. 
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Figure 1. Illustration of hypothesized role played by feedback and the QI toolbox to promote development of 
improvement intentions and behaviour change. Adapted from Carver & Scheier’s Control Theory. 

2.2. Toolbox Development: Identification of Barriers and Improvement Actions 

The quality dashboard provides feedback on the four previously developed quality 
indicators reflecting best practice for pain management: 1) perform pain measurements 
each shift; 2) achieve acceptable pain scores; 3) repeat pain measurements in case of 
unacceptable scores within one hour; 4) normalize unacceptable pain scores within one 
hour. To develop the QI toolbox we analyzed the pain management process in the ICU. 
The pain management process consists of three steps: 1) pain assessment, 2) 
medication or other treatment prescription, and 3) treatment effect evaluation. The 
Systems Engineering Initiative for Patient Safety (SEIPS) model provides a framework 
for understanding the structures, processes and outcomes in health care [14]. Based on 
the SEIPS model, two of the authors (MRB and JJS) identified potential barriers that 
could lead to poor performance on each of the four pain management quality indicators. 
Next, for each barrier we listed expert and guideline-based examples of goal-oriented 
actions that could be effective in attaining better performance. During an expert focus 
group the preliminary list of barriers and actions was discussed, prioritized and 
supplemented with other expert and practice-based actions. The expert panel consisted 
of two intensive care nurses; one hospital pharmacist; two anesthesiologist-intensivists; 
two internist-intensivists; and one research coordinator pain management. For the final 
list of actions we searched for supporting material in the literature. Additionally, we 
asked the expert panel for locally developed supporting material that could facilitate 
action implementation. These improvement actions and materials together with the 
quality indicators, were included in a web-based dashboard that will be offered to the 
ICUs. Potential end users critically assessed the dashboard for usability. 

3. Results 

The QI toolbox (Figure 2) consists of 18 unique barriers and 26 unique improvement 
actions. On average, the toolbox lists 12 barriers per indicator (range, 11 to 13) and 5 
actions per barrier (range, 1 to 8). Six actions have supporting materials attached to 
facilitate its implementation, including posters, educational PowerPoint presentations, 
pocket cards, information leaflets and protocols. The toolbox is incorporated within the 
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action plan in the dashboard, see Figure 2. ICU teams can develop action plans for each 
quality indicator included in the dashboard. To do so, they can select or deselect 
potential barriers in their local care process organization, and pick actions. The toolbox 
displays actions that are associated with the selected barriers, and hides those that are 
only associated with deselected barriers. ICU teams can pick those actions they intend 
to undertake. Teams can also define their own barriers and actions. Each improvement 
action will be assigned by a deadline and responsible person(s). 

 
Figure 2. The NICE dashboard (translated from Dutch). 

4. Discussion 

We developed a web-based quality dashboard with QI toolbox, guided by Control 
Theory, to assist Dutch ICUs in achieving better performance on pain management.  

Behavior change is most likely if feedback is accompanied by specific goals and 
action plans [6]. A previous trial of Ivers et al. [15] studying goal-setting and action 
planning did not lead to quality improvement. Their intervention lacked the inclusion 
of active, practice-based support and was therefore believed to be ineffective. Our QI 
toolbox does include expert-based actions complemented with evidence from the 
literature, resulting in a practice-based list of goal-oriented actions and supporting 
material which enhances its employment. Following Control Theory [13], we believe 
that our toolbox may reduce the intention-action gap by suggesting improvement 
actions in case they do not know what they can do to improve (lack of knowledge) and 
materials in case they do not know how to do it (lack of skills). 

Our QI toolbox was designed to offer a comprehensive set of actions that are 
specific enough to be actionable [16], yet generic enough to be relevant for all ICUs. 
To overcome the problem of being confronted with a high number of inapplicable 
actions, e.g. because actions might have already been implemented or might not 
contribute to solving a local ICU’s specific barriers, teams can select those barriers 
from the toolbox that are relevant to their own context; the toolbox displays only those 
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suggested actions associated with the selected barriers. Nevertheless, actions can still 
be too generic to guarantee swift implementation (e.g. increase efficiency of work 
process). We aim to continuously expand and improve the toolbox with new or revised 
actions and supporting materials to address this issue in the future. 

We will evaluate the effectiveness of the QI toolbox in an upcoming head-to-head 
randomized controlled trial (ClinicalTrials.gov NCT02922101). 

5. Conclusion 

Our web-based quality dashboard is one of the first A&F interventions with a QI 
toolbox based on explicit theories. The toolbox offers a solution to ICU professionals 
in planning and executing more effective improvement strategies for pain management. 
Its effectiveness will be evaluated and if successful it will be applied to other areas of 
ICU care.  
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Abstract. We present Diabetes Web-Centric Information and Support 
Environment (D-WISE) that features: (a) Decision support tool to assist family 
physicians to administer Behavior Modification (BM) strategies to patients; and 
(b) Patient BM application that offers BM strategies and motivational 
interventions to engage patients. We take a knowledge management approach, 
using semantic web technologies, to model the social cognition theory constructs, 
Canadian diabetes guidelines and BM protocols used locally, in terms of a BM 
ontology that drives the BM decision support to physicians and BM strategy 
adherence monitoring and messaging to patients. We present the qualitative 
analysis of D-WISE usability by both physicians and patients 

Keywords. Behaviour Modification, Self-Management, Diabetes, Knowledge 
Management, Decision Support, Ontology, Semantic Web 

1. Introduction 

The Canadian diabetes clinical practice guideline specifically recommends that 
diabetes patients should be assisted to self-manage their disease with the help of an 
integrated diabetes team. Diabetes in Canada is managed by Family Physicians (FP) 
and certified diabetes educators. At the provider level, the challenge is that they are not 
trained to administer behaviour modification strategies to patients. At the patient level, 
the challenge is the low uptake of the educational material provided to patients—some 
patients do not comply with the recommendations and others do not have the self-
efficacy or motivation to pursue the recommendations. We believe that a informatics 
based behaviour modification environment can (a) empower providers to administer 
behaviour modification by helping them design personalized behaviour modification 
strategy based on the patient’s specific needs; and (b) motivate patients to adhere to 
their behaviour modification strategy by monitoring and messaging so that they adopt 
healthy behaviours and to achieve efficacy to self-manage their condition at home.  
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In this paper, we present “Diabetes Web-Centric Information and Support 
Environment” (D-WISE) that features the following functionalities: (i) Assessment of 
FP readiness to administer behavior change interventions to patients; (ii) Behavior 
modification (BM) educational support to FP so that they can offer behavior 
modification (BM) interventions to patients; (iii) Personalized self-management 
programs and education to help patients modify behaviors; (iv) Monitoring the 
patient’s progress as per their behavior change program and motivating them to comply 
with it. D-WISE offers these functionalities through an interactive web-based interface 
to physicians, whereas the patient’s self-management program and associated behavior 
interventions are delivered through smart mobile devices [1]. D-WISE leverages 
semantic web technologies, where it incorporates an BM ontology that represents 
evidence-based BM theories that can be reasoned over using a patient profile to 
generate a personalized BM strategy [2].  

2. Solution Approach 

The theoretical foundation of D-WISE is grounded in Behavior Change Models (the 
knowledge content) and Healthcare Knowledge Management (the knowledge 
translation method). We have modeled and computerized the constructs of Social 
Cognitive Theory (SCT) [3] and the BM protocols used by the Halifax Behaviour 
Change Institute (BCI) in terms of a BM ontology that is used to develop behavior 
profiles for both FP and patients. Using the knowledge represented within the BM 
ontology our behavior modification approach is to: (i) assess FP’s readiness to 
administer behavior modification counselling to patients; (ii) guide FP to assess 
patient’s readiness and self-efficacy and then design a personalized behavior 
modification interventions in a shared-decision making setting—patients set short-term 
behaviour goals and design a feasible action plan; (iii) motivate patients to achieve 
their goals through motivational messaging and showing them their progress.  

3. D-WISE Implementation Methodology 

3.1. Development of Behavior Modification (BM) Algorithm  

The BM protocols applied at the BCI were translated into high-level BM algorithms 
that captured the readiness assessment tools, range of provider and patients’ inputs, 
sequence of the BM strategy and corresponding educational material. The BM 
algorithm compute: (i) BM Readiness Assessment in terms of Ready, Ambivalent and 
Not ready; (ii) BM Decisional balance scored ranging from 1 (completely disagree) to 
10 (completely agree); (iii) BM Self-efficacy assessment of individuals.  

3.2. Modeling of Behavior Modification Knowledge  

The BM Ontology was developed using the Web Ontology Language (OWL), applying 
ontology modularization principles, with two main ontological modules:  

Information Personalization Module creates unique patient profiles that consist of 
four elements: (i) Medical Profile represents patient’s current medical data; (ii) 
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Readiness Assessment represents the readiness assessment of FP to administer BM to 
patients, and for patients to uptake BM interventions; (iii) Decisional Balance 
Assessment measures positive and negative perceptions of FP and patients who are not 
ready or are ambivalent towards BM; and (iv) Self-efficacy Assessment assesses SCT 
based self-efficacy of the FP and the patient in providing/adhering to BM interventions. 
Readiness, decisional balance and self-efficacy assessments required the ontological 
modeling of respective paper-based assessment questionnaires. Information 
Personalization Module contains 9 classes (Barrier, Barrier to Change, Clinical Profile, 
Decisional Balance Result, Readiness Assessment, Readiness Assessment Result, Self 
Efficacy Questionnaire, Self Efficacy Result, Prognostic Factors). 

Domain Knowledge Module represents disease-specific knowledge and self-
management knowledge, e.g. barriers to diabetes self-management and BM support 
materials, and goal setting support. Domain Knowledge Module contains 8 classes 
(Clinical Parameter, CPG Recommendation, Behavior Recommendation, Feedback 
After Assessment, Goal Setting, Reminder Schedule, Target Behavior and Strategies). 
BMO represents 18 top-level classes, 16 top-level object properties. The knowledge 
was validated for clinical correctness by the domain experts.  

3.3. D-WISE Framework  

D-WISE is a web-based decision support framework with specialized tools supporting 
the FP and diabetes patient to achieve BM in a standardized and sustained manner [1].  
D-WISE FP tool firstly provides readiness assessment questionaries’ to assess the 
readiness and self-efficacy of the FP to administer BM. The readiness assessment logic 
captured within the BM ontology is leveraged to dynamically select and adapt the 
standard assessment tools suit the context of the FP. For FP who are assessed to be 
‘ready’, D-WISE secondly establishes a shared decision making session between the 
patient and the FP to help them design a patient-specific BM strategy; this functionality 
is akin to the BM consultations performed at the BCI.   

D-WISE patient tool, implemented as both a web-based system and an Android 
mobile app, supports the patient to achieve BM and diabetes self-management through 
interfaces that allow goal setting, behavior shaping, stimulus control and reinforcement 
management based on the SCT constructs modeled by the BM ontology. These BM 
elements are monitored via a patient diary that allows patients to report vitals, diet, 
exercise, stress and mood. The patient-reported data is analyzed to establish their 
progress with respect to their BM strategy, and to keep them engaged motivational 
messages (and alerts) are periodically sent to encourage patients to adhere to their 
selected BM goal and the BM strategy.  

Figure 1: Provider tool assessing self-efficacy of the FP/CDE 

S. Abidi et al. / A Digital Framework to Support Providers and Patients 591

 EBSCOhost - printed on 2/11/2023 6:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



 

Figure 2: Provider tool assessing BM pros and cons 

4. Evaluation of D-WISE 

To measure whether D-WISE meets the functional goals, content suitability and 
usability needs of FP and patients, we conducted two pilot studies that employed the 
Think Aloud Protocol (TAP) [4] using a cognitive and usability engineering framework 
[4]. We recruited 10 licensed FP for the provider study and 11 adult patients for patient 
study following ethics approval. The sample size estimate is based on the evidence that 
70% of severe usability problems can be uncovered within the first five users, and up to 
85% by the eighth user [5]. Each FP was provided with 3 standard case scenarios that 
simulated 3 different patients thus yielding 30 TAP. Patients were presented with a 
standard behavioral recommendation (such as increase physical activity) that yielded 
11 TAP. The study participants interacted with D-WISE and were encouraged to think 
aloud during their interactions; their screen activity and audio was recorded and 
analyzed in the ATLAS.Ti software using the inductive thematic coding method. 

4.1. Qualitative Results from Provider Tool Study 

In total 22 independent open codes based on usability issues were identified in 30 
provider TAP (see figure 3). A number of these codes were highly grounded in the data 
e.g. “Need more patient information for pros and cons” is grounded in 19 quotations 
and “Need more information for readiness assessment” is grounded in 11 quotations. In 
total 17 themes of axial categories of usability problems emerged. In conclusion, most 
problems were associated with navigation, and some to the presentation and 
understanding of the content. The FP were satisfied with the BM content of D-WISE.  

 
Figure 3: Open codes observed in Provider TAP 
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4.2. Qualitative Results from Patient Tool Study 

Patient TAP yielded 17 open codes and 9 axial categories (see figure 4). Out of 17 
codes, most critical codes include: ‘Unsure of goal setting data entry field’ which was 
grounded in 11 quotations, ‘Sliding bar problems’ grounded in 7 quotations and 
‘Problems with scrolling’ grounded in 6 quotations. It was concluded that the patients 
were satisfied with the BM content and purpose of D-WISE.  

 
Figure 4: Open and axial codes derived from patient TAP 

5. Discussion and Concluding Remarks  

We presented a digital health approach that translates BM models to a point-of-care 
BM tool. The key contribution of our approach is the modeling of BM knowledge and 
then operationalization of the BM model to generate personalized BM strategies for 
diabetes patients to self-manage their condition. Furthermore, D-WISE presents a 
unique BM environment that provides a shared decision making opportunity to both 
providers and patients to administer personalized BM interventions based on 
theoretical BM constructs. D-WISE assesses the readiness of patients and then 
accordingly guides patients to specify their barriers and goals, thus ensuring that 
adherence to the BM strategy is feasible. The BM knowledge model and strategy 
formulation approach is scalable in nature, such that can be readily applied other 
chronic diseases. D-WISE will now be evaluated for its efficacy to influence BM.  
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