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These books will highlight the ongoing role the Marine Biological Labora
tory plays in the creation and dissemination of science, in its broader histor
ical context, as well as current practice and future potential. Each volume 
is anchored at the MBL and includes work about the MBL and its science 
and scientists; work by those scientists; work that begins with workshops, 
research, or courses at the MBL; collaborations made possible by the MBL; 
and so on. Books by, about, with, for, inspired by, and otherwise related to 
the MBL will capture the spirit of discovery by the community of MBL scien
tists and students. Some will be monographic, while others will be collabo
rative coherent collections.

We look forward to discovering new ideas and approaches that find their 
way into volumes of this series. I first did summer research, with a small NSF 
grant, as a graduate student in 1976; it led to my first edited volume inspired 
by this special place. Many other people have been similarly inspired, and 
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role in convening science at the seaside.
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1

chapter 1

introduction
Karl S. Matlin,  Jane Maienschein,  

and Manfred D. Laubichler

Cell biology as many scientists know it today is generally considered to have 
arisen after World War II and is often associated historically with particular 
technical developments, most prominently the electron microscope and 
cell fractionation. Despite its extraordinary success in describing both the 
structure and function of cells, modern cell biology tends to be overshad-
owed by molecular biology, a field of inquiry that developed in the same 
period. Nevertheless, cell biology, which considers both the molecular as-
pects of cells and cell form, is often more effective than approaches focused 
only on molecules in explaining biological phenomena at the cellular level.

The investigation of cells began, of course, much earlier than the post-
war period. As a number of recent studies have explored, the cellular con-
ception of life emerged gradually within a rich context of cultural trends, 
philosophical claims, changing epistemologies and aesthetic preferences, 
political debates, and institutional settings (Duchesneau 1987; Harris 1999; 
Parnes and Vedder 2008; Rheinberger and Müller- Wille 2007; Weigel 2005). 
Cells were identified in the seventeenth century, and during the eighteenth 
century and into the beginning of the nineteenth century, observations of 
mainly plant but also animal cells accumulated. By the beginning of the 
nineteenth century, improved light microscopes with significantly reduced 
chromatic aberration became widely available, and the pace of new discov-
eries about cells accelerated. Building on the work of Henri Dutrochet and 
François- Vincent Raspail in France, among others, Matthias Schleiden and 
Theodor Schwann produced widely read works in the 1830s suggesting that 
all organisms are composed of cells. Shortly thereafter, Robert Remak and 
Rudolf  Virchow emphasized that all new cells are formed by division of old 
cells (Harris 1999).

As the nineteenth century progressed, cytologists increased our under-
standing of cell structures through morphological observations of embryos 
and other preparations, while also developing the protoplasm concept that 
began to address questions of cell chemistry (Geison 1969; see also Reyn-
olds, chap. 3 in this volume). These observations also contributed to ideas 
about the theoretical foundation of biology as the fundamental science of 
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life (Driesch 1893; Hartmann 1925 and 1933; Hertwig 1892; 1898; and 1906; 
Laubichler 2006; Schaxel 1919; Verworn 1895).

Further studies led to the formulation of hypotheses about the relative 
functions of the nucleus and cytoplasm, and the mechanism of cell division 
(Laubichler and Davidson 2008). Then, at the beginning of the twentieth 
century, cytologists correlated the distribution of Mendelian characters 
into dividing cells with the separation of chromosomes, and cytology be-
came, for a time, closely linked with the study of heredity through the new 
field of genetics (see Allen, chap. 8 in this volume; and Sutton 1903). This 
link was grounded in a conceptual understanding of inheritance that pre-
dates the subsequent split into thinking in terms of genetics (transmission) 
and development (expression), a split triggered both by methodology and 
by new conceptual orientations (Laubichler 2014; Maienschein and Lau-
bichler 2014). A casualty of this split into two experimental disciplines was 
the apparent loss of importance of cells to each.

Cytology, in the meantime, had become an increasingly experimental 
field based upon manipulations of early embryonic cells by Hans Driesch, 
Theodor Boveri, Wilhelm Roux, and others (Maienschein 1991). Although 
cytology still relied on the light microscope, biologists generally agreed 
that the processes within cells also depended on chemical reactions that 
researchers could not directly observe. There was, however, a dilemma. The 
living substance of the cell was the protoplasm, a gel- like mass that con-
tained within it the nucleus and other “formed elements.” Life was viewed 
as the consequence of protoplasmic organization, but the disruption of 
protoplasm believed to be necessary to study its chemistry was thought to 
render suspect the biological relevance of any reactions uncovered by these 
manipulations (Wilson 1896, 238; Geison 1969).

Cowdry’s General Cytology
It is within this context that a group of American biologists decided to initi-
ate a new project, the creation of a comprehensive cytology textbook with 
individual chapters from many of the leaders in the field, most of whom al-
ready interacted on a regular basis during summers at the Marine Biologi-
cal Laboratory (MBL) in Woods Hole, Massachusetts. When General Cytology  
was published in 1924, the volume sought to treat cytology comprehensively, 
but also to go beyond what the authors saw as the usual morphological con-
siderations. Chapters focused on the chemical and physical activities of 
cells, and new techniques, such as cellular microsurgery and tissue culture, 
joined more traditional observational and experimental methods (Cowdry 
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1924). Edmund Beecher Wilson, one of the leading synthesizers of all knowl-
edge of the cell up to then, noted in his introduction to the volume that  
General Cytology represented a new era of multi- perspectival cell biology.

The idea for General Cytology originated at a meeting of scientists work-
ing at the MBL in Woods Hole in September 1922. At the suggestion of Ed-
ward Conklin, the cytologist and anatomist Edmund V. Cowdry was asked 
to edit the volume. After accepting, Cowdry began assembling contribu-
tors, starting with the core group from the MBL (see Maienschein, chap. 2  
in this volume). Among the individuals on this original list was Jacques 
Loeb, the great promoter of mechanistic views of the cell and formerly an 
MBL regular, with the suggested topic “Physical chemistry of the cell with 
special reference to proteins” (see fig. 1.1). Loeb later dropped off this list, 
presumably due to ill health (he died in 1924) (Pauly 1987). Robert Bensley, 
an anatomist from the University of Chicago and Cowdry’s thesis advisor, 
was also proposed tentatively as author of two chapters on secretion and 
methods of fixation and staining. In the end, neither chapter by Bensley  
appeared in the final book, nor did a chapter by the botanist and physi-
ologist Winthrop J. V. Osterhout on cellular permeability or a proposed 
“historical resume” by Fielding H. Garrison (see fig. 1.1). Other authors, 
however, eventually stepped in to fill these gaps.

A subsequent meeting determined the final title, list of authors, and sug-
gestions for a publisher. The original working title was Cellular Physiology, 
indicating perhaps the desire to avoid what the group saw as the morpholog-
ical connotations of the term cytology (fig. 1.1). By the time of the meeting, 
however, General Cytology was set as the final title. Wilson, who had been 
asked to write the introduction, planned to include historical material largely 
drawn from the upcoming edition of his book The Cell in Development and 
Inheritance, making a separate chapter on history superfluous (Wilson 1925). 
Merkel Jacobs, at the time responsible for directing the noted physiology 
course at the MBL, replaced Osterhout on cell permeability, and Thomas 
Hunt Morgan was added to write about the experimental analysis of the  
chromosome theory of heredity to pair with Clarence E. McClung’s presum-
ably more comprehensive chapter on the same topic (see fig. 1.2; see also 
Maienschein, chap. 2 in this volume, for more details).

While it seemed that Cowdry had preempted the others by speaking to 
Appleton Publishers about the book, in the end Frank Lillie, the MBL direc-
tor and University of Chicago professor, approached the University of Chi-
cago Press. On December 23, 1922, the contract for the book was completed 
(fig. 1.2). After that, adjustments to the content were minor but telling: 
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Morgan changed his title to “Mendelian Heredity in Relation to Cytology,” 
and Lillie added Ernest Everett  Just as a coauthor. Just, an African American 
scientist and one of Lillie’s former graduate students, was struggling to get 
recognition for his work, and Lillie may well have wanted to support him 
by giving him this opportunity while, at the same time, easing the burden 
of  writing on himself (see fig. 2.1 in Maienschein, chap. 2 in this volume).

Figure 1.1. An early proposal of contributors and topics for the volume that became General 

Cytology. Note the provisional title, Cellular Physiology. The handwritten notes may be 
those of Frank Lillie, since this document was found in his archives at the University of 

Chicago. Lillie submitted the proposal for the book on Edmund Cowdry’s behalf to  
the University of Chicago Press. From the Special Collections Research Center,  

University of Chicago Library, Frank Lillie Archives, box 2, folder 23.
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Figure 1.2. The first part of the formal agreement between the University of Chicago Press 
and Edmund Cowdry to publish General Cytology, dated December 23, 1922. Note the final 

list of contributors, including Thomas Hunt Morgan. As this document is from the press 
archives, handwritten notations are likely those of an editor. From the Special Collections 

Research Center, University of Chicago Library, University of Chicago Press Archives,  
box 126, folder 6.
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When published in 1924, General Cytology was very well received, and the 
book became somewhat of a best seller, especially considering that it ran 
to more than seven hundred pages and was intended for a specialized audi-
ence. As an edited volume put together by a collection of experts, the book 
was a concrete illustration that the scope of cytology had expanded beyond 
the capacity of an individual biologist, as Wilson noted in his introduction.

But was General Cytology, despite its popularity and stellar set of con-
tributors, successful in transforming cytology into the modern, interdis-
ciplinary science that the authors envisioned? That is less clear. It was 
forward- looking and did emphasize the importance of chemistry and even 
physics to understanding cellular phenomena. At the time, however, this 
was certainly not unique, since even earlier textbooks such as Allan Mac-
Fadyen’s The Cell as a Unit of Life, published in Britain in 1908, as well as 
other works, also addressed the chemical aspects of cell function. In ad-
dition, by 1924 biochemists like Frederick Gowland Hopkins had already 
mounted an attack on the protoplasm concept, proposing to substitute en-
zyme specificity as the foundation on which the chemical organization of 
the cell was built (Needham 1949). Furthermore, Cowdry’s book failed to 
predict the dramatic advances achieved just a short time later. In the 1930s 
Robert Bensley and, particularly, Albert Claude at the Rockefeller Institute 
began to disrupt current ideas about the cell and protoplasm, eventually 
leading to new epistemic strategies to explain cellular phenomena and to  
the merger of morphology, physics, and chemistry in cell studies (see Mat-
lin, chap. 11 in this volume, and Bechtel 2006). Nevertheless, what General  
Cytology did accomplish was to mark the beginning of a transition in cell 
studies to an era in which the barriers constraining progress in cytology were  
overcome by new technologies and by collaborative and multi- perspectival 
approaches.

Reflecting on the Past, Present, and Future of Cell Biology
In October 2014 another group of leading scientists, historians, and philos-
ophers of biology came together at the MBL in Woods Hole to reflect on the 
Cowdry volume from the perspective of the twenty- first century (table 1.1). 
Among the scientists were not only individuals who clearly identified as 
cell biologists, but also those more focused on gene expression and its reg-
ulation, topics many would consider more properly as molecular biology. 
The historians and philosophers were also an eclectic group. In presenta-
tions, several focused on events in cytology that preceded and produced 
the scientific context of the Cowdry volume, while others looked at what 
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Table 1.1. Participants in the first workshop, “Updating Cowdry at the MBL”

Jane Maienschein / Arizona State University and the MBL 
Revisiting Cowdry’s General Cytology: Looking Back to See Ahead

Laura Otis / Emory University 
The Evolution of Imagined Cells

Andrew Reynolds / Cape Breton University 
Updating the Metaphors of Cytology and Cellular Biology since Cowdry 1924

Michael Dietrich / Dartmouth College 
Finding the Pulse of Protoplasm: The Search for Mechanisms of Cytoplasmic Streaming

Kai Simons / MPI- CBG Dresden 
Cell Membranes: How to Cope with Complexity

Benjamin Glick / University of Chicago 
Self- Organization and Maturation of Endomembrane Compartments

Jutta Schickore / Indiana University 
Pitfalls of Carmine and Canada Balsam: Accounts of Sources of Error in Cowdry’s 
General Cytology

Rudolf Oldenbourg / MBL 
Shinya Inoué and the Reemergence of Light Microscopy

Karl Matlin / University of Chicago 
On the Relationship between Morphology and Molecular Explanation

Daniel Nicholson / University of Exeter 
Mechanism versus Organicism: Two Views of the Cell

Garland Allen / Washington University 
The Chromosome Theory of Heredity and the Cell: A Fruitful Convergence, 1910– 1930

Hannah Landecker / UCLA 
From Information to Conformation: Chromatin and Cell Biology Then and Now

Jason Lieb / University of Chicago 
Genomics and the Cell Biology of the Nucleus

Manfred Laubichler / Arizona State University and the MBL 
The Regulatory Genome from Boveri to Davidson

Eric Davidson / Caltech 
A Formal View of the Regulatory System of the Animal Cell

James Nelson / Stanford University 
Challenges and Solutions to Probing Adhesive Mechanisms

Clare Waterman / NIH 
The Dynamic, Nano- Scale 3D Molecular Clutch

Michael Bennett / Albert Einstein University 
From General Cytology to Cellular Biology of Neurons: Modes of Synaptic Transmission

Fridolin Gross / Humboldt University 
Updating Cowdry with Computational Models

Ed Munro / University of Chicago 
Getting at Cellular Dynamics

(continues)
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occurred afterward, and even explored future strategies to address cellular 
complexity.

On the basis of discussions at the meeting and at a subsequent work-
shop one year later, some of the original participants plus a few others who 
were not in attendance contributed chapters to this volume, Visions of Cell 
Biology. Although some contributors focused on Cowdry and his book, 
most used Cowdry’s General Cytology and the imagined atmosphere of the 
MBL in 1924 as points of departure to try to understand not only how study-
ing the cell has changed historically, but also how cell studies have affected 
and been affected by developments in the twentieth and even twenty- first 
centuries.

Our intention was neither to review the history of cell biology before and 
after Cowdry comprehensively, nor to attempt to directly relate the propos-
als articulated by the authors of General Cytology to later developments. 
Instead, Cowdry’s book was used to inspire us to think about the study of 
cells from the microscopic observations of Schleiden and Schwann in the 
1830s to the dynamic imaging of living cells today. In the end, we believe 
that our analysis establishes that cell biology is neither a discipline that 
arose in the modern, postwar period, nor one whose time has passed. In-
stead it is clear that the study of cells today exists within the mainstream of 
a historical continuum going back to the very origins of biology, a key part 
of the scientific study of life that was ushered in by the microscope and the 
ensuing recognition that, to paraphrase Wilson, everything alive began its 
existence as a single cell (Wilson 1925, 1).

Visions of Cell Biology is about how biologists attempted and continue 
to attempt to understand cells, not only before and after the appearance of 
Cowdry’s General Cytology, but also in the present, when cellular complex-

Table 1.1. (continued)

Bill Bechtel / UCSD 
The Evolving Understanding of Mechanisms

William Summers / Yale 
Cellular Pathogenesis: Virus Inclusions and Histochemistry

Bill Aird / Harvard Medical School 
Seeing the Endothelium: A Story of Blind Spots, Blind Turns, and Blind Alleys

Lijing Jiang / Princeton 
How Aging Became a Part of Cellular Life

Gary Borisy / Forsyth Institute 
Missing Microbes
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ity is beginning to yield to computationally based strategies. Technology is 
part of this story. Jutta Schickore (in chap. 4 of this volume) maps the use of 
the light microscope in the nineteenth and early twentieth centuries as it 
changed from a tool for simple observation to an experimental instrument. 
As microscopes improved, their magnification increased, and different 
forms of illumination and chemical dyes were added to the scientific rep-
ertoire to allow previously invisible structures to be seen. These manipula-
tions created problems of interpretation, but also opened up possibilities to 
conduct real analysis of cells through the microscope. Karl Matlin (chap. 11  
in this volume) picks up this thread by describing the introduction of elec-
tron microscopy as well as cell fractionation to cell biology in the 1940s 
and 1950s, while Rudolf Oldenbourg (chap. 12 in this volume) relates the 
reemergence of light microscopy in the modern period, exemplified by the 
work of the great microscopist Shinya Inoué and his application of sophis-
ticated optics and digital imaging to living cells.

Another part of understanding cells is how the very idea of the cell has 
changed and continues to change. Andrew Reynolds (chap. 3 in this vol-
ume) traces emerging concepts of cellular organization, from the original 
use of the term cell that emphasized the cell wall and not the space within, 
to the focus by the end of the nineteenth century on the protoplasm, the 
critical living substance filling the cell’s interior. As he makes clear, it was 
understood at the time that protoplasmic function was governed by chem-
istry. Yet even when General Cytology appeared, cytologists did not see a 
way to apply the emerging science of biochemistry to this problem, despite 
the pleadings of the great enzymologist Frederick Gowland Hopkins from 
Cambridge (Needham 1949). Instead, as Reynolds describes, they grasped 
mechanical and physical metaphors to try to conceptualize protoplasmic 
organization and find their way forward.

In her contribution, Jane Maienschein (chap. 2) looks most directly at 
the Cowdry volume itself and reviews the cell concept from that time and 
after, comparing views of the cell as an independent living unit and as a 
component responsible for the growth and differentiation of complex liv-
ing systems. Against this background, she also details the creation of Gen-
eral Cytology in the 1920s, exploring the credentials of the biologists chosen 
as contributors, as well as the reception of the book after its publication 
and its impact on future conceptions of cells.

William Summers (chap. 5) adds to this by reminding us that the cell 
can be a source of a disease. He accomplishes this by following Edmund 
Cowdry’s career both before and after General Cytology. During this time, 

 EBSCOhost - printed on 2/13/2023 7:17 AM via . All use subject to https://www.ebsco.com/terms-of-use
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Cowdry became an expert on intracellular pathogenesis and cellular inclu-
sions caused by viruses and bacteria. As Summers points out, while Cow-
dry’s histochemical approach was eventually superseded by molecular 
analysis and tissue culture, aspects of the classification schemes that he 
developed remain important. Lijing Jiang (chap. 6) follows another aspect 
of Cowdry’s diverse career, the study of cell aging. Here the original belief 
that cells were immortal was replaced by the concept of a cellular lifespan 
called the Hayflick limit, eventually explained by telomere shortening.

A different kind of perspective on cells is provided by Beatrice Steinert  
and Kate MacCord (chap. 7). They describe pictorial representation in General 
Cytology, suggesting that the forms that these representations take can reflect 
evolving epistemic strategies in the field of cytology itself. Realistic drawings 
of cells harken back to simple morphological descriptions designed to convey 
as accurately as possible what can be seen through the microscope. However, 
as they point out, additional drawings depict experimental manipulations of 
cells that point in directions beyond straightforward observation, consistent 
with the transcendent goals of General Cytology. Still others illustrate pro-
posed explanations of biological phenomena or theories, abstractions that 
now have little to do with real representation of cells as physical entities but 
focus instead on ideas about cellular function derived from data that is not 
necessarily microscopic.

Bill Bechtel (chap. 13) explores the use of representations and images 
in the modern period by examining the roles of diagrams in mechanistic 
explanations of biological phenomena. He notes that diagrams are tradi-
tionally used to illustrate recomposed mechanisms, enabling the “mental 
rehearsal” of mechanistic steps, whereas the complex mechanisms recog-
nized in current biology require different sorts of diagrams that are intui-
tively out of reach but can be deciphered through computational simulation 
and graph theoretic network analysis.

Another way that biologists try to understand cells is through genetics 
and the expression of genes. The discipline of genetics is rooted in the cy-
tological study of chromosomes. After the rediscovery in 1900 of Mendel’s 
work on peas, Walter Sutton and Theodore Boveri linked chromosomes di-
rectly to Mendel’s characters (Laubichler and Davidson 2008; Sutton 1903). 
Boveri then developed a compelling conceptual framework that focused on 
the role of the hereditary material as a structured system of causal agents 
that controlled development and, by implication, evolution. This was the 
beginning of a trajectory that finds its most recent expression in the con-
cept of gene regulatory networks, as Eric Davidson’s work and investigative 
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pathway, which began more than six d ecades ago at the MBL, demonstrates 
so well (Laubichler and Davidson 2008).1

After Boveri and Sutton, but well before any thought of gene regula-
tory networks, genetics took off through the study of model organisms, 
most prominently Drosophila melanogaster, and gradually separated itself 
from cytology. Nevertheless, in General Cytology, the importance of chro-
mosomes and Mendelian genetics to cytologists led to inclusion of the 
chapters by McClung and Morgan. In Visions of Cell Biology, Garland Allen 
reviews Morgan’s contribution to explain why Morgan, at the late date of 
1924, felt it necessary to focus on Mendelian genetics. He reports that, in 
fact, at that time aspects of what Allen calls the Mendelian- chromosome 
paradigm of heredity were still controversial, justifying Morgan’s vigorous 
defense, while also showing how the contributions from both Morgan and 
McClung led to the firm establishment of cytogenetics as a lasting part of 
cell biology.

Inheritance through genes on chromosomes is not, however, the only 
form of inheritance important to cell biology. Jan Sapp, in chapter 9, re-
minds us that nonchromosomal inheritance, or epigenetics, has been a 
constant theme in the history of cytology and remains of great significance 
today, despite narrowing definitions and continued confusion about the 
term epigenetics itself. Sapp explores the debates about cytoplasmic versus 
nuclear inheritance, along with inconsistencies in the logic suggesting that 
a one- dimensional code can give rise to a three- dimensional, spatially dif-
ferentiated cell, by relating classical studies of  Tracy Sonneborn on cortical 
inheritance in Paramecia. At the same time, he traces the path to our cur-
rent definition of epigenetics as non- sequence- based changes in chromo-
somal DNA from proposals of Joshua Lederberg in the 1950s.

In the modern period, of course, the way we try to understand cells is 
through molecular mechanisms. Daniel Liu, in his contribution to Visions of 
Cell Biology, describes how chemists’ acquisition of the capacity to visualize 
molecules, specifically the heads and tails of lipids, enabled them to con-
ceive of a model for the lipid bilayer (chap. 10). The lipid bilayer is the basis 
of the biological membrane enclosing cells and cellular compartments, 
and is perhaps the most iconic element of the cell’s three- dimensional 
form. As related by Karl Matlin in his chapter, one of the most significant 
next steps in chemically characterizing cells was to disrupt the cell mem-
brane and separate the resulting membrane- bound compartments by cen-
trifugation, the process of cell fractionation. This enabled determination 
of the biochemical identity of cellular organelles and, through parallel 
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electron microscopy of the whole cell and its parts, also made functional 
inferences possible. Eventually, as he describes, this approach led to an 
almost comprehensive molecular understanding of certain biological pro-
cesses within the cell.

The problem, though, is that the demands of trying to understand cells 
at the molecular level ultimately require a confrontation with cellular com-
plexity. We now know many of the molecular parts of cells and their cellular 
locations because of high- throughput technologies, advanced microscopy, 
and bioinformatics. However, this knowledge has also demonstrated that 
the relationship between the molecular parts and cellular functions is de-
cidedly nonlinear. As noted earlier, Bechtel describes an approach to this 
challenge by highlighting diagrams as they began to portray cellular pro-
cesses only accessible through computational approaches, including the 
current focus on networks as a way of understanding biological mecha-
nisms. Fridolin Gross (chap. 14) also describes the transition to compu-
tational modeling, certainly one of the most important developments in 
modern cell biology. He explores the different heuristics used by “experi-
mental” versus “computational” cell biologists as seen from their analysis 
of cell cycle dynamics at finer and finer resolution. A take- home message 
from both Bechtel and Gross is that computational modeling of biological 
systems is an element of the epistemic strategy of cell biology that will con-
tinue to develop. Whether it will finally resolve debates about the relation 
of the parts (molecules) to the whole, which reaches back to the origins of 
biology itself, remains to be seen.

In the call for our workshops we emphasized a focus on the past, pre-
sent, and future of cell biology as part of our reflections. While many of 
the scientists at the meetings gave detailed overviews of the present state 
in their various subdisciplines, and historians and philosophers provided  
detailed accounts in the form of specific case studies and thematic reflec -
tions, the future of cell biology remains somewhat unspecified. In light 
of  Yogi Berra’s declaration (“The future ain’t what it used to be.”) this is 
not that surprising. Nevertheless, as with the Cowdry volume that initially 
inspired us to come together, Visions of Cell Biology demonstrates that 
historians, philosophers, and scientists bring different perspectives and 
approaches to their reflections. Cowdry and his group recognized in 1924 that 
such a confluence provides something more valuable than one contributor 
alone can offer. Perhaps, as Wilson noted about cell biology in 1924, it is 
no longer possible for any one scholar to write a history of cell biology. As 
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a remedy, we offer Visions of Cell Biology, in which once again the MBL has 
brought people together to explore new directions.

Notes
1 Davidson gave a special lecture at the first workshop at the MBL that led to the develop-

ment of this volume, and he and Manfred Laubichler intended to contribute a chapter. 
Unfortunately, Davidson’s untimely death prevented this from happening.
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chapter 2

changing ideas about  
cells as complex systems

Jane Maienschein

As Edmund Beecher Wilson finished writing the third and final edition of 
his The Cell in Development and Heredity, he noted that in the future prob-
ably no single author could write such a cell biology text. The subject had 
become too complex and required too many different kinds of expertise 
to do it justice. About the same time, Wilson joined Edmund Cowdry and 
other leading biologists in a workshop at the Marine Biological Laboratory 
(MBL), where the distinguished group divided up the topics to write the col-
lective 1924 volume General Cytology (Wilson 1925; Cowdry 1924). Cowdry 
then convened a larger and even more diverse group to produce two vol-
umes on Special Cytology (Cowdry 1928; Cowdry 1932).

Far from being of merely antiquarian interest, these volumes reveal 
underlying assumptions that both reflected and informed the directions 
of scientific research. The 1924 Cowdry volume focused on the architec-
ture and activities of individual cells, not primarily as building blocks of 
living organisms but also as the fundamental units that were themselves 
living, and the authors emphasized the value of studying these living cells 
in detail. The group clearly saw the beginning of a new field of cell biology 
emerging, one that might lose the coherence of a single approach but gain 
from different points of view, using different techniques to ask different 
questions about complex cells and their activities.

This chapter looks at the context in which Cowdry’s volume appeared, 
a context constructed on the foundation of the first cell theory of 1839 
and subsequent developments. The story leads to questions about what 
the Cowdry volume tells us about the science of understanding cells more 
generally. It looks at what the 1924 volume offers in seeing cells as having 
gained autonomy, integrity, and biological importance as complex living 
systems in their own right. In addition, some of the chapters and reviews 
focus on understanding that the individual cells work together to make up 
complex organisms, such that organization arises through their connec-
tions. Yet the chapters mostly remain focused on the individual cells them-
selves rather than on how they communicate with each other and work as a 
whole. The Cowdry volume presents an American story, focused on Woods 
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Hole at a time after World War I when scientists in the United States as-
pired to scientific leadership. To gain perspective on the contributions of 
Cowdry’s volume, it is useful to start briefly at a prominent discussion at 
the centennial of the cell theory for a broader view looking back, and then 
to move on to General Cytology itself.

Reflecting on the First Century of Cell Theory
In his introduction to the centennial volume entitled The Cell and Proto-
plasm in 1940, editor Forest Ray Moulton noted that the American Asso-
ciation for the Advancement of Science was publishing the book as part 
of a series. It grew out of a symposium, held in 1939, to celebrate the cen-
tennial of Matthias Schleiden and Theodor Schwann’s introduction of the 
scientific cell theory. Because of the rich history of thinking about cells up 
to that time, Moulton felt that “in a sense the Cell Theory is not new.” Yet, 
he continued, “In another sense the Cell Theory is always new, for every 
discovery respecting this primary and essential unit of living organisms, 
both plant and animal, has raised more questions than it has answered and 
has always widened the fields of inquiry” (Moulton 1940, “Foreword”). The 
volume set out to show both what was old and well established and what 
was new a century after the original idea of cells.

By 1940, discussion of cells usually separated plant, microbial, and 
animal cells. For plants, discussion typically involved looking at such pre-
dictable topics as cell walls, while discussion of animal cells looked more 
closely at delineation of individual cells; contents of cells, including nu-
cleus, cytoplasm, and organelles; and environments, both internal and ex-
ternal to each cell. Along the way came considerations of biochemistry and 
cell physiology. More surprising in the 1940 volume are the less standard 
chapters on microbiology, viruses, enzymes, hormones, and vitamins. The 
choice of topics and of contributors makes clear just how much remained 
in 1940 to be discovered about cells and especially about the ways they in-
teract with each other as well as with their environment. The contributors 
realized that they still knew relatively little about how the individual cells 
add up to an organized, whole, complex organism, though they recognized 
that the process of making coordinated combinations of parts was key to 
understanding living systems and organisms.

We see this emphasis on individual cells in textbooks of the time as well. 
For example, Lester W. Sharp’s very widely used Fundamentals of Cytology 
of 1943 (as well as other editions) laid out the way that cytoplasm and nu-
cleus work in the cell, looked at different kinds of cells, and recognized 
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that cells make up organisms, but had relatively little to say about the latter 
point. Sharp noted that in addition to the cell theory focused on the cells 
themselves, other researchers had a different view of living organisms that 
supported an emphasis on each organism as a whole. The two different 
perspectives have to come together in some way, Sharp recognized, for “in 
every normal mass of protoplasm, whatever its growth pattern or degree 
of differentiation, the many diversified activities are so coordinated that it 
behaves as a consistent whole, or individual, from the beginning of devel-
opment onward; without such harmony there obviously could be no organ-
ism” (Sharp 1943, 20). Yes, but how could this harmony be achieved?

The connections were not yet clear. Some biologists continued to look 
at organisms as organized living systems that happen to consist of cells, 
while others looked at aggregations of cells as making up organized living 
systems. At issue was partly a matter of emphasis, but also partly a matter of 
causal efficacy. Do cell divisions and actions cause organisms, or does some 
integrated wholeness cause cells to behave as they do? What drives the inte-
gration of the whole organism? These were still questions in the 1940s, and 
the discussion shows that biology had not embraced a single “cell theory” 
to explain the basis for all living systems.

Sharp explained that cell structure and function affect or perhaps even 
effect the organism, but it remained unclear just how that happens. In an 
earlier picture of cells as structural units or building blocks, it was easier 
to treat them like bricks or stones that combined into a larger organism 
through forces outside the cells themselves. But if cells were each living 
units in their own right, then how do all those separate cells relate to the 
organism as a whole, and how do they make up that whole? How could new 
research resolve persistent debates? In particular, by the end of the nine-
teenth century, in the face of increasing knowledge about protoplasm and 
internal workings of cells, which theory about life should hold? “The pro-
ponents of the cell theory stressed the cell as the primary agent of organi-
zation, while adherents of the organismal theory insist upon the primacy 
of the whole, cells when present being important but subsidiary parts” 
(Sharp 1943, 21). Furthermore, looking at evolutionary relationships by 
comparing studies of different organisms suggested that a different kind  
of protoplasm might serve to connect cells and might thereby help to bring 
together coordinated whole organisms in somewhat different ways and 
not necessarily in exactly the same processes and patterns for each kind of 
organism. Many questions remained in 1940, including questions about 
what cell theory was and how it had changed over time.

 EBSCOhost - printed on 2/13/2023 7:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



18 Jane Maienschein

Again, this work of the mid– twentieth century reinforced just how much 
had been learned about the details of cells, and yet how little that knowl-
edge revealed about the ways cells work together in a coordinated way in 
more complex animals. It is worth looking at how the science had gotten to 
this point. The history of cell biology shows a first stage of thinking about 
cells as the structural units of living organisms, followed by a stage of think-
ing about cells as themselves more nearly the “agent[s] of organization,” 
as Sharp put it. Reflecting on the development of cell theory took Sharp, 
Cowdry’s group, and takes us as well, to previous studies of cells, starting 
with Schleiden and Schwann.

In the Beginning
Most of us have heard something about the basic story of Schleiden and 
Schwann and the cell theory that they invented, which is recounted in text-
book after textbook— except that we do not know the historically accurate 
story, because the textbooks usually get it wrong, or partly wrong. Those 
accounts tell of these two German innovators, one working on plants and 
the other working on animals, as coming up with the theory that cells are 
the fundamental units of life. The story goes that these two began to put 
together the available evidence and reasoning to develop what they called 
the Zellenlehre and what others labeled the Zellentheorie that has grounded  
all of biology since (Schwann 1839).

Everybody likes a good myth, and like most, this one is not completely 
inaccurate. Matthias Schleiden and Theodor Schwann did, respectively, 
study plants and animals and did see and describe structural units that they 
called cells. Their work added to earlier observations by Robert Hooke, An-
thony Leeuwenhoek, and others to establish the idea of structural cellular 
units as bounded by walls and consisting of some internal fluid- like or gel- 
like substance. The claim that they established cell theory in the sense that 
the cell is the fundamental unit of life, or the fundamental living unit, is 
less clear.

In the mid– twentieth century, several biologists looked much more 
closely at the historical record and at what each contributor to the founda-
tional biological idea had actually done. They began to replace the earlier, 
oversimplified interpretations. In 1948, the Oxford University cytologist 
John Randal Baker began a series of essays in the Quarterly Journal of Mi-
croscopical Science. Under the title “The Cell- Theory: A Restatement, His-
tory, and Critique,” Baker reported on his close studies of the primary 
sources that textbooks had so frequently mentioned but seldom studied 
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in any detail. He began his essays with the point that “several zoological 
text- books published during the last two decades have cast doubts on the 
validity of the cell- theory.” Baker resolved to review the recent attacks, the 
nature of the evidence, and to establish the current status of the cell theory. 
He found that different critiques were attacking different aspects of what 
was lumped into the cell theory, and he found some of the attacks were 
justified, while others were not— largely because the critics were really talk-
ing about different things (Baker 1948, 103).

Baker broke down the larger cell theory into seven propositions, then 
explored each in turn. They involved claims that (1) most organisms con-
sist of microscopic cells, (2) cells have definable characters, (3) cells usually 
come from other cells, (4) cells are the living parts of organisms, (5) cells 
are individuals, (6) cells are like living protists, and (7) many- celled organ-
isms may have resulted from protists coming together. And his discussion 
focused on the shape, characteristics, origin, development, individuality, 
and claims about the relationships of multiple cells in multicellular organ-
isms (Baker 1988, 107).

Through his five essays, Baker provided a tremendous service in clarify-
ing what was at issue in discussions of cell biology. He showed that Schlei-
den and Schwann each, in different ways, made assumptions about how 
cells originate or about their structure and nature that went beyond their 
data from what they could observe. In some cases, they worked with in-
adequate microscopic tools; in other cases, they started with views about 
what they should see and then somehow became convinced that they had 
actually seen it— whether it was really there or not. In particular, Schwann 
was confident that he saw cells forming around a nucleus, much as crystals 
form from inorganic matter. Baker’s essays appeared from 1949 to 1955, 
and his careful research showed very clearly who had said and thought 
what, when, and why.

Shortly after, in 1959, Cambridge University anatomist Arthur Hughes 
published A History of Cytology. Like Baker, and probably for some of the 
same reasons related to questions about the cell theory at the time, Hughes 
sought to clarify the development of the understanding of cells. Hughes 
emphasized the cytological methods of investigation alongside the theo-
ries, with special emphasis on the nucleus and the cytoplasm (Hughes 
1959).

Each of these mid– twentieth century historical studies focused on cell 
structure and asked how we came to the idea that cells are the fundamen-
tal structural units of living organisms. Textbooks of the time reinforced 

 EBSCOhost - printed on 2/13/2023 7:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



20 Jane Maienschein

the underlying view that cells do, in fact, play this central role, thereby re-
inforcing some version of a cell theory. Yet Moulton’s question from 1940 
remained: Do the cells themselves serve as the drivers for development and 
organization, or are cells instead the results of the process of organismal 
development. To put it another way: To what extent, and in what ways, are 
cells the units of life rather than simply the structural units of living sys-
tems? A century after the introduction of the cell theory, this question had 
not yet been answered.

Cells as Structural Units of Living Organisms
For many who saw Schleiden and Schwann as the beginning for cell theory, 
those two gave cell theory a name. They declared, first, that cells exist and 
are constituents of living organisms and, second, that the theory might 
help to explain the individuality of more complex organisms that consist of 
multiple cells. The decades following brought a great deal of additional ob-
servation as well as interpretation. Those years also brought improvements 
in both microscopes and microscopic techniques, as Hughes discussed in 
some detail. In studying cells, what one can see and how well one can see 
it are of crucial importance; and making sure that others can see the same 
thing is especially important. Better lenses reduced chromatic aberration, 
and better fixing, staining, and sectioning methods brought consistency to 
the preparation of specimens (Bracegirdle 1978). The whole story is much 
richer than this, and a number of historians of science have taken up as-
pects of early cell theory. In addition, as Jutta Schickore explains in chapter 4  
of this volume, the technical innovations brought additional questions of 
interpretation. The emphasis here is on the emerging understanding of 
cells that informed the 1924 Cowdry volume, to help us interpret the con-
tribution and impact of that volume.

In 1834, Karl Ernst von Baer had presented observations of frog cleav-
age stages, which clearly showed what later biologists saw as cells dividing,  
each reliably dividing in the same way and following the same basic pat-
terns, or what were later called lineages of cell divisions within the organ-
ism. Von Baer’s images were also taken as showing that the full material 
in the initial egg divides into more and more cells, which remain separate. 
His illustration clearly supported a claim that the collection of cells is what  
makes up the developing organism— not intercellular connections or non-
cellular material (von Baer 1834). The images were taken as representing 
division into separate structural units, and for those who held that those 
units were cells, they played an important structural role.
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Yet not everybody accepted cells as having such a role, especially those 
who focused on organisms as a whole. Historian Marsha Richmond points 
to Thomas Henry Huxley as a leading critic, and she argues that he re-
jected cell theory in part because it seemed to assign the cells a sort of pre-
formationist role, as if the cells themselves cause development and body 
structure. Huxley held a more epigenetic view. As Richmond notes, Hux-
ley insisted that cells are “not instruments, but indications— that they are 
no more the producers of the vital phenomena than the shells scattered in 
orderly lines along the sea- beach are the instruments by which the gravi-
tative force of the moon acts upon the oceans. Like these, the cells mark 
only where the vital tides have been, and how they have acted” (Richmond 
2002, citing Huxley 1853). Richmond further discusses the debates of the 
time, which make clear that cell theory was not a clearly defined, unified, or 
universally accepted idea. (See also Whitman 1893 on what he called “the 
inadequacies of the cell theory.”)

In fact, one main alternative idea persisted, affirming that some sort of 
protoplasm lies outside the cells and connects them. Huxley put forth such 
ideas. Adam Sedgwick was still invoking this idea through the end of the 
nineteenth century, as Baker discusses at greater length (Baker 1988, 175; 
Sedgwick 1894). The idea of a reticulum, or syncytial connections, proved at-
tractive because it seemed to offer an explanation for how the cellular parts 
might work together as an organismal whole. Physical connections make 
the parts into a network. The same reasoning held for the nervous system. 
At the end of the nineteenth century, researchers argued about whether the 
nervous system is there from the very beginning in a sort of reticulum that 
then grows larger while maintaining its structure (Billings 1971). This idea 
of a protoplasmic reticulum could explain how the complex structure arose 
and was maintained. In contrast, the neuronal theory held that individual 
neuroblast cells then develop nerve fibers that grow out and make connec-
tions. Gradually, they extend, develop connections, and make up the ner-
vous system.

Some researchers, such as Ross Granville Harrison, could easily imagine 
how such a complex system can arise from the interactions of individual 
cells. His study of individual cells led him to develop the first successful 
tissue culture and the first stem cell research, with transplanted neuro-
blasts (neural cells). Harrison’s work was taken by many as having resolved 
the question in favor of the action of individual cells working together. 
Certainly Santiago Ramon y Cajal agreed. In contrast, Ramon y Cajal’s co- 
recipient of the Nobel Prize, Camillo Golgi, and others never gave up their 
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convictions that the system was inextricably interconnected from the be-
ginning. The discussions were part of persistent debates about whether de-
velopment is more preformationist, that is laid out from the very beginning 
in a preformed way, or epigenetic, that is arising only gradually over time. 
These debates have been discussed in detail elsewhere, and we need not 
repeat the entire story here (Maienschein 1983; Maienschein 1991).

It is worth remembering that when different people looked at cells, 
some saw them as newly arisen objects making up an organism, and some 
saw them more as products of cell division from past cells. Both are partly 
true, and it really depends on how one does the looking and what one is 
looking for. It depends, as is so often the case, on perspective.

The former, epigenetic view requires an explanation for how the individ-
ual cells arise and how they make up a whole organism. Where does the or-
ganization and where does the life come from if the separate and individual 
cells come together only gradually over time to make a whole? The tempta-
tion was strong to invoke some form of teleological or vitalistic principle or 
force to offer such an explanation and drive the process. Aristotle had given 
us two and a half millennia of thinking in such gradual, epigenetic terms, 
and his instincts fit with those of many other observers. While later thinkers 
discarded Aristotle’s entelechy, they had to find explanations for the emer-
gence of form and function in some other way (see Maienschein 2011).

In contrast, if cells arise only from other cells, then the “life” and the be-
ginnings of the form are in some sense already there from the beginning. 
Thus, when Robert Remak showed that cells divide and give rise to other 
cells, and Rudolf Virchow famously declared that “omnis cellula e cellula,” 
their assertions that cells come from other cells were clear and direct. The 
claim was neither entirely new, however, nor was it universally accepted at 
the time. Asserting that cells come from other cells pushes back the expla-
nation of where they come from in the first place as well as the question of 
how they come to be “alive.” If cells are the fundamental unit of life, and 
more than just the structural building blocks of living things, then how 
so? And what follows for our understanding of biological processes? (See 
Maienschein 2014, chap. 1.)

Cells as Living Units
This very quick look at leading ideas brings us to the end of the nineteenth 
century and to the work of Theodor Boveri, Oscar Hertwig, and Edmund 
Beecher Wilson. A number of researchers had demonstrated that the cell 
has structure, with a distinct bounded nucleus, liquid or gel- like cytoplasm, 
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and other structures including the mitochondria and Golgi bodies, with 
spindle fibers, asters, and centrosomes playing important roles during cell 
division. Again, historians have covered this period in detail, and the rich 
historical work of cell biologist Sir Henry Harris at the University of Oxford 
provides the best modern account in The Birth of the Cell, which appeared 
in 1999.

Harris goes over much of the same ground as Baker and Hughes, but 
with considerably more interpretive subtlety. He has reread the original 
sources, and furthermore has the benefit of an additional half- century of 
biological discovery and reflection on our understanding of cells. Harris 
frames his work with a selected quotation from the French microscopist 
François- Vincent Raspail: “Give me an organic vesicle endowed with life 
and I will give you back the whole of the organized world.” Making the 
claim that the German story came to dominate— and perhaps to distort— 
the history of cell biology as well as the work of cytology itself, Harris calls 
for recognizing the alternative point of view held by Raspail and a few oth-
ers. While most of those studying cells were still focused on establishing all 
the details of structure, Raspail already by the early nineteenth century saw 
the cell as a “kind of laboratory” that allowed development of the life of an 
organism out of the life of the individual cells (Raspail 1833; Harris 1999).

Understanding life also involves sorting out what is going on with he-
redity and development. By the last quarter of the nineteenth century, 
Oscar Hertwig provided a widely cited solidification of the accumulating 
evidence and reasoning about the nature of fertilization, concluding that 
the nucleus of the egg and sperm come together to make a new nucleus 
for the zygote. This provided the starting point for a new cell. Efforts to un-
derstand whether chromosomes retain their individuality throughout cell 
divisions, and whether they retain all their material or undergo some sort 
of reduction division occupied Hertwig’s attention and led to greater clarity 
of what the questions were surrounding fertilization and cell division. As 
Harris discusses, a number of other researchers also began to ask similar 
questions directed at understanding the cell as a living functional unit. In 
particular, they wanted to know how each cell grows, divides, differentiates, 
and otherwise changes over time in ways that add up to a complex orga-
nized organism?

Theodor Boveri provided some answers, looking closely at the contribu-
tions of the nucleus. In 1902, for example, Boveri demonstrated that chro-
mosomes are defined structures and, furthermore, that they retain their 
individuality through cell divisions. They divide in such a way that each of 
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the daughter cells has its own set of chromosomes after divisions, but they 
retain their individuality nonetheless. Observing carefully both naturally 
occurring and experimentally derived examples, Boveri added immeasur-
ably to the understanding of cell division with his experimental work.

Manfred Laubichler and Eric Davidson have suggested that Boveri was 
thinking in very forward- looking terms about the cell and the roles of its 
parts. They help us see Boveri as a visionary able to imagine something con-
ceptually similar to today’s complex organisms guided by gene regulatory 
networks, even though Boveri thought of them as determinants on chro-
mosomes in the nucleus and did not yet have a concept of genes specifically 
(Laubichler and Davidson 2008).

Cells as Complex Living Systems: Wilson’s The Cell
Edmund Beecher Wilson built on the work of  Hertwig, Boveri, and many oth-
ers. For Wilson, the cell plays a foundational role for life and therefore also 
for the study of life through biology. Wilson’s work influenced generations 
of cell and developmental biologists because of the way he brought together 
and made sense of so many different pieces of evidence about parts of the 
cell and its changes over time. In the first 1896 edition of his classic textbook, 
entitled The Cell in Development and Inheritance and dedicated to Boveri, Wil-
son opened his introduction by pointing to Schleiden and Schwann: “During 
the half- century that has elapsed since the enunciation of the cell- theory by 
Schleiden and Schwann, in 1838– 39, it has become ever more clearly appar-
ent that the key to all ultimate biological problems must, in the last analysis, 
be sought in the cell.” Furthermore, “No other biological generalization, save 
only the theory of organic evolution, has brought so many apparently diverse 
phenomena under a common point of view or has accomplished more for the 
unification of  knowledge. The cell- theory must therefore be placed beside the 
evolution- theory as one of the foundation stones of modern biology” (Wilson 
1896, 1). He saw his task in part as bringing the two together, showing the role 
of cells in development and heredity, in ways that made evolution possible.

By the third and final edition in 1925, Wilson acknowledged that a great 
deal had changed— the volume had grown from 371 to 1232 pages and 
had undergone reconceptualization while seeking to retain its synthetic 
approach. For that last edition, he opened with a slightly different tone: 
“Among the milestones of modern scientific progress the cell- theory of 
Schleiden and Schwann, enunciated in 1838– 39, stands forth as one of the 
commanding landmarks of the nineteenth century.” Yet he went on to note 
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that their ideas were just a “rude sketch” and that it nonetheless succeeded 
in “opening a new point of view for the study of living organisms, and re-
vealing the outlines of a fundamental common plan of organization that 
underlies their endless external diversity” (Wilson 1925, 1).

In this third edition, Wilson pointed to three rough periods since the 
inception of the initial idea of cells: the first focused on the basic ideas 
about cells and their roles; the second looked at development and cell divi-
sion; and the third brought in the chromosome theory of heredity, which 
introduced explanations of the causes of cell division. This third period 
had made heredity more a matter of biochemistry and metabolism, Wilson 
thought (Wilson 1925, 1114). Wilson pointed to several key phenomena 
that remained puzzles, concluding that “we are still without adequate un-
derstanding of the physiological relations between nucleus and cytoplasm 
and of the manner in which the nucleus is concerned in the operations of 
constructive metabolism, of growth and repair, and in the determination 
of hereditary traits. The same may be said of our present knowledge of de-
velopment, above all in respect to the problem of localization.” Further, 
he asked, “What determines the appearance of hereditary traits in regular 
order of space and time? How are the operations of development so coor-
dinated as to give rise to a definitely ordered system?” (Wilson 1925, 1115). 
And how can a proper understanding in physicochemical terms of the “or-
ganization” of the organism push away any temptations toward vitalism 
that he found in some of his contemporaries?

In the third edition also, even more than in the previous two, he ended 
by pointing to the successes of recent years in moving forward on all three 
contributions, while acknowledging that many questions remained. “If we 
are confronted still,” he wrote in the final paragraph, “with a formidable ar-
ray of problems not yet solved, we may take courage from the certainty that 
we shall solve a great number of them in the future, as so many have been 
in the past” (Wilson 1925, 1118).

Senior scholars today recall buying this last edition of  Wilson’s book and 
reading it for one or another class, as well as being instructed to keep the 
volume nearby for reference. With his series of three editions of The Cell, 
Wilson provided a compendium of existing knowledge about cells and the 
ways that they reflect the processes of life. His message was that each cell 
is a fundamental living unit, useful for understanding the processes of life 
as well as the structure of living organisms. Interpreting those processes, 
though, required bringing together heredity, development, and evolution.
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Wilson provided a view of the cell as an individual, complex, living sys-
tem. The year before his first edition in 1895, he had published The Atlas 
of Fertilization and Karyokinesis of the Ovum, which included a set of beau-
tiful print copies of photographs taken of the early stages of fertilization 
and cell division. Collaborating with photographer Edward Leaming,  
Wilson sought to show his readers the complex parts of the cell and how 
they change during those early stages. By 1896, he provided considerably 
more detail about later roles of the cell as well. His point in the Atlas was 
precisely to provide an atlas, a sort of collection of maps of structures.

The Cell added function and development. In the process, the cell came 
alive. Cells still went through stages of development, but Wilson sought to 
capture more than the standardized stages characteristic of normal tables. 
He wanted to understand more about what it meant to be alive and espe-
cially what it meant to be organized into an individual organism with integ-
rity and autonomy. What Wilson did not quite see yet, despite his clarity of 
vision and depth of understanding, was the importance of understanding 
the ways in which cells interact with other cells and the complexity of the 
regulatory processes that reside within the inherited material but go be-
yond each individual cell itself.

Edmund Cowdry, General Cytology
As Wilson had acknowledged, and despite his attempts to provide a sum-
mary update of the field with his own third edition, by 1924 the challenges 
of understanding the cell had already grown beyond what any single re-
searcher could grasp. Indeed, the very brief summary of ideas taken to be 
important leading up to 1924 has focused especially on parts of the story 
about study of cells. Other researchers were looking more intently at physi-
ology, biochemistry, and other areas that fed into the study of cells, es-
pecially in later periods. The point here has been to put us at least partly 
inside the thinking of those who gathered to produce the volume edited by 
Cowdry.

By 1924, the biologists who gathered to produce the edited volume 
agreed that it was time for a cooperative approach, which Edmund Cowdry 
coordinated at the Marine Biological Laboratory in Woods Hole (see also 
the introduction to this volume). Cowdry noted that, because contributors 
had worked in the MBL facilities, “the volume, as it stands, is to be consid-
ered, to some extent at least, as a contribution from the Marine Biological 
Laboratory” (Cowdry 1924, v).
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The University of Chicago, which published the volume, has a folder of 
reviews and letters related to the book. One is labeled “17. A Textbook of 
General Cytology. By Frank R. Lillie, et al.” and summarizes the proposal 
for the book, which Lillie apparently presented to the press. Claiming that 
the total would not exceed 650 pages (the actual was 754 pages), the press 
calculated a net investment of $3436.75. The press estimated sales of one 
thousand copies at $5 each. Those numbers probably look astonishingly 
low to today’s publishers, who would nonetheless be reassured to note that 
the costs included $1010 of “overhead.”

the contributors
The contributors to Cowdry’s volume all had close ties with the MBL, which 
was a prime gathering place for biological research by the 1920s (figs. 2.1 
and 2.2). They each had a home institution, but they came together at the 
MBL in the summers to discuss their shared interest in cell biology. It is 
worth getting a sense of the people involved, and a short biographical sketch 
of each gives a sense of the group. Yet they each had independent research 
careers, and so their biographies remain separate and largely not overlap-
ping beyond their collaborations at the MBL.

Edmund Vincent Cowdry
Edmund Vincent Cowdry was born in Alberta, British Columbia, in 1888, 
the same year that the MBL opened its doors. Cowdry received his Bach-
elor’s degree from the University of  Toronto and a PhD from the University 
of Chicago. He moved to the Johns Hopkins University in anatomy and in 
1916 married Alice Hanford Smith, going to the MBL for summer research. 
A year later, the China Medical Board of the Rockefeller Foundation re-
cruited Cowdry to establish and lead an Anatomy Department of Peking 
Union Medical College in Beijing, and he and Alice moved there in 1917. 
With the birth of their first child in 1920, Cowdry returned to the United 
States to the Rockefeller Institute in New York and studied a range of topics, 
including anatomy, cytology, parasitic diseases, and aging. He continued 
to spend many summers at the MBL and to establish his editorial creden-
tials. Cowdry took up an academic position at Washington University in  
St. Louis in 1930. There, he moved increasingly to studies of aging while con-
tinuing to focus on cytology, looking at cell degeneration in particular. As 
Hyung Wook Park has shown, Cowdry became a leader in gerontology and 
orga nized a conference on aging at the MBL in 1937, which was supported by  
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the Josiah Macy Jr. Foundation and is considered the first such scientific 
meeting (Park 2008; 2016).

Edmund Beecher Wilson
Edmund Beecher Wilson was the leading cell biologist of the day and a 
senior statesman. Born in Geneva, Illinois, in 1856, young Wilson enjoyed 
learning about natural history. He received a PhB degree from Yale Uni-
versity in 1875 and proceeded to the new Johns Hopkins University for a 
PhD under William Keith Brooks. After a visit to Germany and the Naples 
Zoological Station, Wilson spent a year at Williams College, then visited 
at MIT, where he wrote a biology textbook with his fellow Hopkins gradu-
ate William Sedgwick, and in 1885 he took a position as head of the biol-
ogy department at the new Bryn Mawr College for Women. In 1891 Wilson 
moved to Columbia University, where he remained for the rest of his career, 

Figure 2.1. The title page and table of contents from Cowdry’s General Cytology,  
as published in 1924.
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Figure 2.2. The contributors to General Cytology, as pictured in the 1920s. Edmund Cowdry, 
the editor, is in the center. Others include (clockwise from the top left) Robert Chambers, 

Edwin Conklin, Merle Jacobs, Ernest Just, Margaret Lewis, Warren Lewis, Frank Lillie, Ralph 
Lillie, Clarence McClung, Albert Matthews, Thomas Hunt Morgan, and E. B. Wilson. Images 

reproduced from the website “History of the Marine Biological Laboratory”  
(http://hpsrepository.asu.edu/).

 EBSCOhost - printed on 2/13/2023 7:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



30 Jane Maienschein

spending almost all his summers at the MBL. His The Atlas of Fertilization 
and Karyokinesis, and The Cell set the standard, as discussed earlier (Wilson 
1895; 1896; Morgan 1940).

Albert P. Mathews
Albert P. Mathews was born in 1871 in Chicago. He received a Bachelor’s de-
gree from MIT, studying biology under William Sedgwick, and then a PhD 
from Columbia University. He taught first at Tufts College Medical School, 
and then in 1901 moved to the University of Chicago, where he remained 
for fifteen years and was promoted to professor and eventually chairman of 
the Physiology Department. In 1916, he moved to the University of Cincin-
nati as Carnegie Professor of Biochemistry, and served as head of the Bio-
chemistry Department until he retired in 1939. Though his work focused 
on chemistry, he also pursued physics in relation to life and wrote work 
on gravity, matter, space- time, and such topics. Mathews began his career 
looking at the biochemistry of secretions, but soon moved to study of living 
cells. E. Newton Harvey explained that “Woods Hole was just the place for a 
man of Mathews’ broad interests, and the group benefited immensely from 
his new and stimulating ideas.” That group, living near Mathews’s house 
on Buzzards Bay Avenue, included Thomas Hunt Morgan next door, Wilson 
across the street, Conklin and Jacques Loeb nearby, among many others. 
Harvey recalled, “I can still see him, walking briskly with great strides along 
the streets of Woods Hole, with his head held high and a keen penetrat-
ing look in his blue eyes, as if he were about to lay bare the secrets of the 
universe. His convictions were strong and his ideals high” (Harvey 1958a, 
744). We see those strong convictions in his highly idiosyncratic essay in 
the Cowdry volume.

Merkel H. Jacobs
Merkel H. Jacobs was born in 1885 in Harrisburg, Pennsylvania. He re-
ceived his Bachelor’s and PhD degrees from the University of Pennsylvania, 
and after a year in Berlin, he returned to the university in protozoology. He 
spent the war years in the Sanitation Corps and then returned to Penn in 
1921, remaining there until he retired in 1955. A memorial by Warner E.  
Love reported that “he was tenacious of purpose, very hard working, high- 
principles, and kept his own council. He spoke ill of no one. To those 
around him, he was above all, gentle” (Love 1971, 16). Shortly after Cowdry 
published his collaborative volume, Jacobs became the third director of 
the MBL. He had been a member of the MBL Corporation since 1911 and 
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became associate director in 1925– 1926 and then director from 1926– 1938, 
while also directing the physiology course. The 1920s was a lively time for 
the MBL, with significant growth of the physical facilities and increasing 
numbers attending the courses and carrying out research. In contrast, the 
Depression of the 1930s brought serious challenges that Jacobs had to navi-
gate to keep the institution afloat. That he nonetheless managed to con-
tinue his studies of cell permeability and to inspire many to enter the field 
is evident from the dedication of a special issue of the Journal of Cellular 
and Comparative Physiology to Jacobs in 1956 (Harvey 1956).

Ralph Stayner Lillie
Ralph Stayner Lillie, was born in Toronto and received his BA from the Uni-
versity of  Toronto in 1896 and his PhD from the University of Chicago. After 
that he worked at the Nela Research Laboratory in Cleveland, the Carnegie 
Institution of Washington at Johns Hopkins, and then at Clark University 
as professor of biology, with positions also at the University of Nebraska, 
Harvard, Johns Hopkins, and the University of Pennsylvania. In 1924, Lillie 
moved back to the University of Chicago as professor of general physiology 
until he retired in 1952. Lillie was intrigued by the dynamic activity of or-
ganisms, as reflected in his General Biology and Philosophy of Organism. Like 
his brother Frank, Ralph spent many summers at the MBL as a researcher 
and as a trustee (Ralph S. Lillie Papers).

Robert Chambers
Robert Chambers was born in Erzerum, Turkey, where his parents served as 
missionaries. He graduated from Robert’s College in Istanbul and received 
an MA degree from Queens University in Kingston, Ontario, Canada. Af-
ter earning his PhD in Munich, studying cell physiology and embryology, 
he spent time at the MBL, first as a researcher, then on the teaching staff, 
and then directing a summer cell biology laboratory at the MBL. His first 
academic position was in Cincinnati at the Medical College for three years, 
then at Cornell University Medical College in New York City until he retired 
in 1949. His student Irene P. Goldring noted that Chambers encouraged 
her to go to the MBL embryology course, which she did in 1948, and she 
later wrote, “My introduction to the life of that community enabled me to 
hear at first- hand, anecdotes and somewhat apocryphal tales of the legend 
that Robert Chambers had become.” Chambers told Goldring that during 
his own introduction to embryology, he had said, “Dear God, I believe in the 
chromosomes, I believe in the spindle, I believe in the asters, now help me 
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to find out what they actually are” (Goldring 1979, 1271). Chambers served 
as an MBL trustee and regarded summers in Woods Hole as the most im-
portant time of his year.

Warren Harmon Lewis
Warren Harmon Lewis was born in 1870 in Suffield, Connecticut, and soon 
moved to Chicago. He received his BS from the University of Michigan 
and remained as an assistant for a year. In 1896, he entered the still new 
Johns Hopkins University Medical School, where he became fascinated by 
anatomy and graduated in 1900. He studied experimental embryology with 
Jacques Loeb at the MBL. As his biographer George Corner put it, “A sum-
mer with Jacques Loeb could not fail to open the eyes of his young associate 
to the exciting possibilities of experimental cytology” (Corner 1967, 326). 
At the MBL, he later met Margaret Reed, whom he married in 1910, and 
they had three children. Margaret and Warren Lewis worked closely in their 
shared research, carrying out tissue and cell culture studies designed to 
observe and document cell movements under different conditions. They 
improved culture media, made videos of developing cells, and continued 
exploring movements in living cells. In 1917, Warren Lewis moved to the 
Carnegie Institution of Washington’s Department of Embryology, which 
was on the Johns Hopkins campus. The study of living cells eventually led 
them to explorations of how cancer cells behave in different culture condi-
tions. As Corner wrote, “Dr. and Mrs. Lewis led a quiet life of devotion to 
work in their laboratory. They were seldom seen apart. Their vacations were 
generally spent at Woods Hole, later at the Mt. Desert Island Biological Lab-
oratory, where they varied their work by observations and experiments on 
marine organisms” (Corner 1967, 342).

Margaret Reed Lewis
Margaret Reed Lewis was born in Kittanning, Pennsylvania, in 1881. She re-
ceived her BA degree from Goucher College, then studied at Bryn Mawr Col-
lege, Columbia University, and abroad at Zurich, Paris, and Berlin, though 
she did not receive a graduate degree. Her studies included regeneration in 
amphibians and crayfish, and she served as an assistant to Thomas Hunt 
Morgan at both Bryn Mawr and Columbia. She taught as an assistant in 
zoology at Bryn Mawr in 1901– 2 and at the New York Medical College for 
Women in physiology, and then served as a lecturer at Barnard College, 
and later trained nurses at Johns Hopkins. In 1910, she married Warren 
Lewis and began a long and fruitful career of collaboration in cell biology, 
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embryology, and related studies. That work built on her 1908 visit to Berlin, 
where she transplanted guinea pig bone marrow into a solution of nutri-
ents for culturing tissue in an experiment later cited as the first successful  
culture of mammalian cells. The Lewises went on to develop highly suc-
cessful approaches to culturing tissues in different growth media and pro-
duced impressive videos of the process (Landecker 2004). In 1915, Lewis 
became a researcher at the Carnegie Institution of Washington Depart-
ment of Embryology.

Frank Rattray Lillie
Frank Rattray Lillie was born in 1870 in Toronto, and was brother to Ralph 
Stayner Lillie. He received his BA from the University of Toronto, where he 
became intrigued by embryology. This led him to the MBL where Charles 
Otis Whitman recruited Lillie for studies of cell lineage in the freshwater 
mussel Unio. Whitman enticed Lillie to graduate study at Clark Univer-
sity in 1891 and then to the University of Chicago, where Whitman moved 
in 1892 to take up the first directorship of zoology. Lillie received his PhD 
degree two years later. At the MBL, Lillie became course instructor for the 
embryology course when it began in 1893. Lillie held positions at the Uni-
versity of Michigan and Vassar College, then returned to the University of 
Chicago as assistant professor of embryology and remained there through-
out his career as professor, chairman of the Department of Zoology, and 
dean of the Division of Biological Sciences until he retired. He was a tal-
ented administrator, who helped shape and sustain both the University of 
Chicago and the MBL. His research included a textbook on The Development 
of the Chick in 1908, study of marine invertebrates, and study of freemartins 
in Chicago. His study of fertilization was regarded as his most important 
contribution, despite disagreements about interpretation. It is this work, 
developed in Problems of Fertilization in 1919 and updated in 1924 with his 
student Ernest Everett Just, that they present in the Cowdry volume. That 
work involved what Lillie referred to as “a working hypothesis” that a sub-
stance, “fertilizin,” contributed to the joining of egg and sperm. Lillie con-
tinued to support his students, especially Just (Willier 1957).

Ernest Everett Just
Ernest Everett Just was born in 1883 in Charleston, South Carolina, and was 
sent to a boarding school, the Kimball Union Academy in Meriden, New 
Hampshire. He graduated from Dartmouth College in 1907 magna cum 
laude as a Rufus Choate scholar. He began teaching at Howard University 
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in Washington, DC, and soon became chair of the zoology department. Just 
began going to the MBL in 1909, where he worked with Frank Lillie, study-
ing the process of fertilization as the starting point for individual develop-
ment. Just received his PhD from the University of Chicago for this work. 
It is not surprising that Lillie would invite Just to join him as coauthor on 
the chapter for the volume. Biographer Kenneth R. Manning has written a 
definitive and provocative interpretation of Just’s scientific contributions 
and his place in the history of biological sciences as well as in the culture 
and life of academic society more generally (Manning 1983).

Edwin Grant Conklin
Edwin Grant Conklin had a large presence in cell biology and at the MBL, 
as seen in stories in an interview taped just days before his death (Conk-
lin 1952). Conklin was born in 1863 in Waldo, Ohio. The family lived on a 
farm, and Conklin worked while attending a country school with one room 
and one teacher. He studied natural history at Ohio Wesleyan University 
and received his degree in 1885. While teaching at the missionary college 
for blacks, Rust University, from 1885 to 1888, he met and married Belle 
Adkinson. They had three children. Conklin received his PhD from Johns 
Hopkins in 1891. He studied embryology, cells, and related topics, while 
also working to reconcile his Methodist convictions with evolutionary biol-
ogy. While at Johns Hopkins, William Keith Brooks sent Conklin and other 
students to the US Fish Commission station in Woods Hole. Very quickly, 
Conklin learned about the MBL just across the street, where he met Whit-
man and began his own cell lineage studies under Whitman’s encourage-
ment. His study of ascidian eggs became his dissertation work, and his 
completed work made up 226 pages, 9 plates, and 105 colored figures in 
the Journal of Morphology. Conklin enjoyed explaining how his dissertation 
very nearly bankrupted the journal. His work demonstrated how cells di-
vide, step by step, and acquire differentiation in their different locations 
within the embryo. Conklin builds on that work in his essay in the Cowdry 
volume. At first Brooks had been skeptical of Conklin’s proposal to study 
cell lineage, but in the end Brooks said, “Well, we give students degrees for 
counting words in classics, so I guess we can give you a degree for counting 
cells” (Harvey 1958).

Clarence E. McClung
Clarence E. McClung was born in 1870 in Clayton, California. He received a 
Bachelor’s and PhD degree from the University of Kansas and then became 
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professor and dean of the medical school there. In 1912, he went to the 
University of Pennsylvania as director of zoology and remained until he re-
tired in 1940. He also chaired the Division of Biology and Agriculture of the 
National Research Council through World War I, serving from 1912 to 1921. 
After retiring, he spent one year at the University of Illinois as acting direc-
tor of the Department of Zoology and then became the acting head of the 
Department of Biology at Swarthmore. His obituary in the New York Times 
reported that his one hundred or so students had honored his “profound 
influence on individuals and organizations concerned with biological re-
search” (New York Times 1946). McClung’s study of heredity led him to hy-
pothesize that in grasshoppers, the number of X chromosomes determines 
the sex of an individual organism. Males lack a second X chromosome, 
which led to the idea of a sex- determining chromosome and provided early 
evidence that a particular chromosome carries a definable set of hereditary 
units and thereby shapes inheritance. His discussions of heredity stimu-
lated others, such as Thomas Hunt Morgan.

Thomas Hunt Morgan
Thomas Hunt Morgan was born in 1866 in Lexington, Kentucky, into a fam-
ily with deep roots in US history. Morgan received his BS degree from the 
University of Kentucky and his PhD from Johns Hopkins in 1891, following 
Wilson and along with Conklin. From Hopkins, Morgan followed Wilson to 
Bryn Mawr College, because Wilson had just left for Columbia. One of his 
students, Lilian V. Sampson, was especially notable, and he married her in 
1904. They worked together on embryological research at Columbia and 
the MBL. In 1904, Morgan again followed Wilson to Columbia, where he 
remained until he left for Caltech in 1928. Morgan spent most summers at 
the MBL as a trustee and an active researcher. Morgan is best known for his 
work on fruit fly genetics, for which he received a Nobel Prize. Yet his work 
on regeneration of planarians, earthworms, and hydra, culminating in Re-
generation in 1901, continues to play a role in stimulating how we interpret 
regeneration. Morgan studied many different species, and continued to 
do so even after achieving his reputation with flies (Sturtevant 1959; Allen 
1978).

Initially, Cowdry’s volume was to include an essay by Jacques Loeb on 
physical chemistry, with a special focus on proteins. Loeb was one of the 
luminaries of late nineteenth-  and early twentieth- century biology. He 
asked challenging questions and posed provocative interpretations about 

 EBSCOhost - printed on 2/13/2023 7:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



36 Jane Maienschein

the nature of life, and he supported a physicochemical interpretation of 
the mechanics of organisms. Loeb’s work was always stimulating, and the 
contributors had surely benefited from Loeb’s presence at the MBL over the 
years. Unfortunately, Loeb became ill and died in 1924 (Pauly 1987).

the volume
In his introduction to the volume, Wilson pointed to three periods of study-
ing cells as he had with his own book, but in somewhat different terms. 
The first involved the early, largely structural, cell theory, while the second 
brought in modern cytology and embryology. The third involved Mende-
lian heredity, and therefore genetic analysis of cell phenomena and more 
study of the details of the cells. This period required bringing together cell 
morphology and physiology, biophysics and biochemistry, embryology, 
and genetics, and all together were leading to a new, “many- sided cellu-
lar biology” with increasing cooperation among approaches and among 
researchers (Cowdry 1924, 10). Wilson noted that “it is hardly possible to 
arrive at complete unity in a work produced by several collaborators repre-
senting widely diverse fields of research. Such a group, however, can at least 
bring to their task a broader and more critical knowledge of the subject 
than any single writer can at this day hope to command” (Cowdry 1924, 11). 
This commentary by the preeminent cell biologist set up the volume in a 
way that allowed each author considerable individual control over his topic.

Rather than providing a review of each chapter, it is useful to reflect on 
the approach of some of the chapters and the resulting whole. Many of the 
chapters seem rather surprising in modern terms. In discussing chemistry, 
Mathews entitles his first section “Chemistry and Psychism” and discusses 
the chemistry of “mentality” and vital forces as well as such mystifying ideas 
as the “psychology of hydrogen.” He invokes Sir Oliver Lodge’s etherions, 
and emphasizes the importance of providing an explanation for how the 
living is created from the nonliving. Despite the rather remarkable quirks 
in his eighty- page chapter, he also covers a lot of contemporary discussion 
of molecular chemistry, even if his chemistry colleagues would not have 
recognized some of it. Mathews did not have the most forward- looking view 
when he concluded his chapter by noting that little was known about the 
chemistry of genes and that existing knowledge therefore seemed to weigh 
against the gene theory. Mathews nonetheless showed that, while the bio-
chemistry of cells might leave much open for question, it was essential for 
understanding cells.
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In contrast, Jacobs’s discussion of cell permeability explicitly acknowl-
edged how little was known and yet how important it would be to know 
about the process of crossing cell membranes. Cells do not contain every-
thing that they will ever need from the beginning, so they must have perme-
ability. But how that permeability works and what controls the diffusion of 
materials across the membrane remained unknown.

Ralph Lillie asked about how cells react to their environments. Under-
standing their reactions requires knowing about both the stimuli and the 
responses. As Lillie’s chapter explores possible chemical, mechanical, 
electrical, and other possible factors influencing reaction, it becomes clear 
that here, too, remained many open questions. Yet Lillie introduced the 
idea that cells do react and are not completely autonomous or insular. The 
ability of cells to react to stimuli from outside is what makes cell- cell inter-
actions, as they were called later, actually work; it allows individual cells 
to work together as whole coordinated and organized organisms. Ralph 
Lillie’s chapter really just points to the interactions, which became much 
more important in later decades.

The first four chapters, including Wilson’s introduction, all raised many 
more questions than answers. Clearly, a community of researchers had 
come to recognize that cells are themselves complex and are also parts of 
complex systems, requiring diverse kinds of methods and questions to in-
crease understanding.

In his seventy- page chapter, Chambers provided a much more definitive 
report on the results of microscopic techniques for establishing the physical 
structure of protoplasm. Chambers acknowledged that there was more to be 
learned about asters and other details of the cleavage process, but also that 
researchers had already learned an astonishing amount about both the cy-
toplasm and nucleus. Whereas Mathews, especially, had veered toward the 
theoretical and abstract, Chambers grounded his discussion in concrete ob-
servations. The same is largely true also of  Cowdry’s own seventy- page chapter 
on the cellular parts— mitochondria, Golgi apparatus, and chromidial sub-
stance. Thus, we see a diversity of methods and approaches as well as topics.

In their sixty- two- page chapter, Warren and Margaret Lewis introduced 
experimental approaches, looking at cells in tissue culture. As the acknowl-
edged authorities on this topic, their work focused on laying out the tech-
nique and observing how cells behave as a result of being moved to artificial 
media. Theirs is the only chapter in the volume with photographic plates, 
which had become a standard way to demonstrate the results of tissue 
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culture experiments. They discussed work with a number of different kinds 
of cells and concluded the chapter with a short section on cell death in cul-
ture. In brief, cells in culture eventually die, they reported, and they did not 
know why. In fact, it took several more decades before researchers began 
to sort out factors leading to the death of cells under normal conditions as 
well as in the artificial conditions of tissue culture.

Fertilization was a more familiar topic by the 1920s, and it is worth not-
ing that Cowdry included Frank Lillie and Just rather than Loeb on the 
eighty- five- page chapter on the topic. Lillie and Just, on the one hand, and 
Loeb, on the other, had rather different interpretations of what happens 
at fertilization and of the extent to which the process is strictly mechani-
cal and chemical- physical (as Loeb said) or involves a special substance 
called fertilizin (as Lillie maintained) (Pauly 1987; Manning 1983). While 
Loeb had worked for a number of years at the MBL, Lillie served as the sec-
ond and long- term director of the MBL. It is therefore not surprising that 
Cowdry included Lillie’s and Just’s interpretation and did not discuss the 
controversies. Perhaps because the debates had continued for a number of 
years already, this chapter comes across as more specific and established 
than some of the others.

The same is true of Conklin’s forty- eight- page chapter on cellular dif-
ferentiation. Conklin was a leader in examining the cell lineage in several 
invertebrate organisms and then pursuing the causes and patterns of dif-
ferentiation in each case. Differentiation takes cells from a more general to 
a more specialized state and constitutes development, Conklin explained. 
The process of differentiation occurs because of changes in both the nu-
cleus and the cytoplasm. For Conklin in 1924, it was not the genes that 
drive development, however. He held a common view of those focused on 
cells and embryology that “the genes or Mendelian factors are undoubt-
edly located in the chromosomes, and they are sometimes regarded as the 
only differential factors of development, but if this were true these genes 
would of necessity have to undergo differential division and distribution to  
the cleavage cells, as Weismann maintained. Since this is not true, it must 
be that some of the differential factors of development lie outside of the 
nucleus, and if they are inherited, as most of these early differentiations 
are, they must lie in the cytoplasm” (Cowdry 1924, 601). That sounds mis-
guided, or at least over- simplified, to us today, but it made sense at the time 
in the face of existing evidence.

Two chapters followed Conklin’s and focused on the nucleus and its con-
tents. McClung’s seventy- nine pages on the chromosome theory of heredity 
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and Morgan’s forty- two pages on Mendelian heredity focused on the con-
tents of the nucleus in germ cells. Look inside the cell for the driver of liv-
ing processes, these approaches said. Chromosomes and chromatin carry 
heredity— somehow. McClung concluded that “the chromosome theory as 
it stands is logical, consistent, and generally applicable to both plants and 
animals. Admittedly incomplete, it yet stands as one of the highest achieve-
ments in biology and offers the most promising guide to further advances” 
(Cowdry 1924, 682). Morgan emphasized that even though the nucleus and 
hereditary genes might contribute to driving what happens in the cell, the 
cytoplasm remains essential as well. We need, Morgan suggested, more in-
formation about the “physiological processes that take place in the chro-
mosomes and in the cytoplasm” (Cowdry 1924, 728). That ended the book.

Throughout, the authors noted the need for more information, more  
understanding, and more success in putting together a picture of the complex  
organism and its interacting parts. Cells are organic units, and they are in 
a real sense alive. But they are not the sole factor in making up living organ-
isms and are also responsive to environmental conditions and to changing 
internal conditions. Most of the authors went on to further studies that ex-
panded on their summary review approaches here, and some of the ideas 
here were left behind with time. Yet the overall picture is one of growing 
understanding of the need for multiple approaches, perspectives, and  
interpretations of cell structure, function, and interactions. Many questions  
remained, with many opportunities for further study, some of which are 
picked up in other chapters in this volume.

reactions to general cytology
Overall, reviewers responded enthusiastically to the edited volume. They 
recognized the challenges of having thirteen authors with relatively short 
contributions on each topic (though they seem relatively long as chapters). 
And, as always with edited volumes, they liked some sections better than 
others. All acknowledged that the authors were all leaders in their respec-
tive fields. And several noted that the volume could not have been written by 
any one person alone. It took a group to provide what they all acknowledged 
as an authoritative, comprehensive, and overall very impressive laying out 
of the contemporary study of cells.

A review in the Nation began by noting that “the summer capital of biol-
ogy in America is at Woods Hole, Massachusetts. A couple of years ago some 
dozen of the leaders of this scientific convent decided that there should be 
a new book about cells” (Thone 1925). Another review by Raoul M. May in 
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the history of science journal, ISIS, reviewed Cowdry’s volume and Wilson’s 
third edition together. He concluded that “too much good cannot be said 
of these two great contributions to science. While, however, Wilson’s book 
is a milestone, the combined studies of the American investigators which 
together form General Cytology are a stepping- stone. Wilson has mainly 
elaborated, as in the previous editions of his book, on questions concern-
ing cellular morphology, while General Cytology includes a great deal which 
is physiological in nature. The two books together are a splendid mise au 
point of all that is known concerning that most fundamental of all living 
structures— the cell.” Wilson’s was a classic volume, marking the state of 
a field, while Cowdry’s also pointed to new ideas and directions for future 
study (May 1925, 214). Another review by Arvilla Meek Taylor in the Chicago 
Evening Post Literary Review summarized the book and concluded with a 
call for more such collaborative projects, “for nothing will do more to ad-
vance the cause of science as a whole than such efforts as this” (University 
of Chicago Archives).

Other reviews offered similar views, though a number of them did find 
parts of Mathews’s chapter on chemistry decidedly odd. Cytologist J. Brontë 
Gatenby provided a long and detailed review, in which he pointed out what 
he found missing or misleading in places, though he applauded the volume 
as a whole. He referred to Mathews’s discussion of chemistry and psychism, 
in particular with regard to understanding how life emerges. It is worth 
reflecting on this point more closely, because Cowdry, as editor, had al-
lowed this part to remain. The persistence of the views Mathews espoused 
shows that in 1924 biologists were not yet clear on how cells gain life, nor 
how they make up living organisms. Mathews wrote, “It is in fact the lu-
miniferous ether which has made things alive, for ether is the storehouse 
of energy; it is itself nothing else than space and time; energy and time” 
(Cowdry 1924, 185). Today, Gatenby’s response seems reserved in its cri-
tique: “It is impossible for a working cytologist adequately to comment on 
such passages. They may mean something to the metaphysician, but one 
cannot help feeling that Prof. Mathews’ views on the relationship between 
cell lipins and cell proteins, or on the biochemistry of development, would 
have been more useful” (Gatenby 1925, 186).

A few critics went further, suggesting that Mathews’s chapter ought not 
to have been included at all. Wilder B. Bancroft, writing a six- page review for 
the Journal of Physical Chemistry noted that the Mathews chapter was decid-
edly the weakest. After quoting passages related to psychism and the soul of 
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atoms, Bancroft concluded that “this sort of speculative metaphysics may 
be justifiable in a popular article; but it should not have been allowed in a 
book like this” (Bancroft 1925, 107). Fortunately, all the reviewers seem to 
have agreed that the other chapters ranged from very useful to excellent.

Indeed! Yet what Mathews shows, alongside the collection of chapters, is 
the range of ideas about cells that were available in 1924. While researchers 
had learned a great deal, much remained to be learned. Cowdry’s volume 
was, in fact, a stepping stone. And the steps forward lead to more study of 
areas that are only hinted at in the Cowdry volume but became increasingly 
important, such as cell- cell interaction, cell signaling, gene transcription 
and regulation, and so on, including the range of topics discussed in other 
essays in our volume.

Deeper understanding of the cells themselves, if not of their interac-
tions, began to appear in the 1928 and 1932 editions of Special Cytology (of 
two and three volumes, respectively) that Cowdry edited. Here, too, Cowdry 
brought together a collection of authors. He explained that the purpose was 
to present in more detail knowledge about the different kinds of cells. “The 
book,” he explained, “is to be regarded as supplementary to an earlier vol-
ume called General Cytology.” There, the authors looked at “the fundamen-
tal principles of architecture and activity which cells possess in common” 
(Cowdry 1928, vii). Special Cytology looked instead at the characteristics of 
specialized cells. The thirty- seven chapters allowed room for a variety of 
types of cells as well as some of the methods used to study them.

Conclusion
This brings us back to the 1940 celebration of a century of cells in The Cell 
and Protoplasm. That 205- page volume included relatively short chapters 
by very distinguished researchers on cells, protoplasm, cell walls, chro-
mosomes and genes, enzymes, molecular structure, plant hormones, vi-
tamins, differentiation, physiology, viruses, microorganisms, techniques, 
and a chapter by Charles Kofoid on “Cells and Organisms.”

While these researchers had acquired more knowledge about details 
by this 1940 symposium and volume, it is striking how many of the papers 
again include acknowledgements about how much remained to be learned. 
Conklin noted that “the mystery of mysteries is not the mechanism of evo-
lution, but the evolution of the mechanism by which cells and protoplasm 
came to have the organization that has resulted in ‘the promise and potency 
of all life.’ This is the great problem which is sure to occupy increasingly 
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the attention of biologists in the future” (Moulton 1940, 18). Richard Gold-
schmidt pointed to the need to get past thinking in terms of individual 
particulate genes and to focus instead on connections and chromosomes, 
even though this work may be harder and not fully understood yet. But the 
volume showed that “nothing is gained by hiding the head in the sand, or 
by erecting sign- boards ‘Verboten’ or by calling names” (Moulton 1940, 66). 
Other contributions pointed to the lack of completeness, or to remaining 
unaddressed questions. As in 1925, cytology in 1940 was still in its early 
stages.

In 1959 Jean Brachet and Alfred E. Mirsky edited The Cell: Biochemistry, 
Physiology, and Morphology, which grew to five large volumes and showed 
how much, and in what ways, the field had expanded. They recognized the 
tremendous recent advances in molecular biology and genetics, and the 
ways that understanding the complex interactions of morphological and 
physiological factors, grounded in biochemistry, had truly revolutionized 
the understanding of cells. It is clearly true that the knowledge available 
had expanded, and that the way researchers understood cells and their roles 
had changed.

By the 1960s, researchers began to discover the details of and reasons for 
cell cycles, finding that cells go through predictable stages following molecu-
lar triggers. Lee Hartwell, Paul Nurse, and Timothy Hunt are credited with 
having observed that cycles occur and having worked to understand underly-
ing mechanisms. They shared the 2001 Nobel Prize in Physiology or Medi-
cine for their respective contributions, and the study of cyclin and cell cycles 
became a core way to interpret cell division (Nobel Prize 2001). Along with a 
growing understanding of cell death, the cell cycle work helped reinforce the 
idea of a cell that is itself alive, matures and specializes, and then dies.

Many other contributions added to our understanding of how each cell 
works, how they interact, and how that interaction makes up a whole or-
ganism that changes and responds to its environment. The regulation of 
that process, its timing, and the factors that influence it all come from the 
environment of other neighboring cells as well as from within the individ-
ual cell itself. Cells behave in part in response to their neighbors. They are 
therefore living units themselves, yes, and also parts of larger, whole, inte-
grated complex systems. Finally, we have moved closer to integrating the 
different ideas about the roles of cells that Cowdry’s group and others were 
trying to grasp. Yet, as those researchers all noted, there remains much 
more to be learned.
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chapter 3

in search of cell architecture
general cytology  and early twentieth- century  

conceptions of cell organization
Andrew Reynolds

In chapter 2, Jane Maienschein discusses how biologists grappled with the 
conceptual difficulties concerning the cell’s status in relation to the living 
organism as a whole: was the cell merely a structural unit of life, a part sub-
ordinate in status to the organism? Or was it the fundamental and primitive 
unit of life, a living whole primary in some sense to multicellular organ-
isms? This chapter is concerned with another development in the concep-
tualization of the cell in the late nineteenth and early twentieth centuries: 
this is the description of the living cell as an organized system of heteroge
neous parts.

By the first two decades of the twentieth century, many biologists had be-
come convinced that the cell’s vital properties were to be ascribed neither 
to some mysterious property of protoplasm (construed as a homogenous 
and simple substance) nor to any more elementary living molecule or entity 
hypothesized to exist within the cell. If the cell truly is the fundamental unit 
of life, then life must be a property of the cell as a whole that arises from 
the systemic organization of all its component parts. This meant proposing 
that the chemical molecules of  living cellular protoplasm were organized in 
some fashion. The chief difficulty was that, aside from a few notable struc-
tures (organelles) embedded in the cytoplasm, this internal organization, 
or cell “architecture,” could not be seen with the light microscope, though 
something of its nature could be inferred on the basis of biochemical and 
biophysical investigations.

In this chapter I describe how researchers working in the period of Cow-
dry’s General Cytology (roughly the first three decades of the twentieth cen-
tury) went about feeling their way toward an understanding of what this 
sub- visible organization might be like. Most of these biologists adopted bio-
chemical and biophysical approaches to cellular structure and function, 
but for reasons explained by Karl Matlin in chapter 11, these techniques 
were not able to reveal clearly the internal organization of the cell’s proto-
plasm. In order to help them think through how the living matter might be 
spatially arranged so as to achieve such things as the temporally ordered 
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processes of metabolism or the creation and transmission of electrical 
charge, these “architects of the cell” (if we might call them that) drew com-
parisons to familiar examples of organized systems, such as laboratories, 
batteries, and machines.

Biologists were, then, somewhat “in the dark” when it came to the cell’s 
internal organization, but by means of analogy and metaphor they grasped 
their way toward a conception of the cell as something more than a bio-
logical atom, a primitive speck of living  jelly, or even an elementary organ-
ism (Kyne and Crowley 2016). They began sketching a picture or blueprint 
of the cell as a complex, dynamic, and highly ordered system, one whose 
structural and functional architecture is today understood in the modern 
technological terms of electronic computer circuitry and networks of sig-
naling pathways. Our modern understanding of the cell as a complex system 
of molecular components with a logical architecture of genetic circuits and 
subroutines was traced out in an earlier time and on the model of earlier 
technology. A closer look at these developments in our understanding of 
the cell reveals both how much has changed and how much has remained 
the same since the 1920s.

General Cytology: Uniting Structural and Functional  
Considerations of the Cell

At the beginning of the twentieth century, several distinct and specialized  
lines of investigation into the cellular basis of living organisms had devel-
oped. These included the long- established approach of descriptive mor-
phology (“microscopical anatomy”) and the newer, more experimental and 
physiologically focused approaches of biochemistry, experimental embry-
ology, and cellular genetics. As these separate ventures made progress in-
dividually and their conceptual, theoretical, and methodological principles 
were more fully articulated, the need for a more synthetic and integrated 
picture of the cell as a whole became apparent. This was the task set by a 
group of leading researchers which met at the Marine Biological Labora-
tory at Woods Hole in the summer of 1922 under the editorial direction of 
Edmund V. Cowdry of the Rockefeller Institute for Medical Research in New 
York City.

Cowdry (1924b, v) explained that the objective was to “present briefly for 
the first time within the scope of a single volume data concerning the cell 
fun damental, alike, to the sciences of botany, zoology, physiology, and pa-
thology [and] . . . to emphasize the results obtained in different lines of  work 
bearing upon the cell, as the fundamental unit in health and disease.” 
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Achieving this, he noted, would involve a “close rapprochement between 
physicochemical and morphological points of view.” The concrete result 
of these efforts was the book General Cytology: A Textbook of Cellular Struc
ture and Function for Students of Biology and Medicine (University of Chicago 
Press, 1924). A more abstract result was the eponymous field of general 
cytology.

The chief instruments of cytologists were the optical microscope and 
selective dyes with which they studied cell constituents like the nucleus, 
centrosome, mitochondria, and the protoplasmic substance within whole 
cells. Cell physiologists, on the other hand, studied the chemical activities 
of extracts and “juices” squeezed from broken cells. Both, however, were 
thinking their way toward a conception of intracellular organization. Cow-
dry, for instance, talks of cellular “architecture” in the preface to the later 
volume Special Cytology: “In ‘General Cytology’ the fundamental princi-
ples of architecture and activity which cells of different kinds possess in 
common were discussed by a group of workers chiefly recruited from the 
biological sciences. This involved, primarily, a rapprochement between 
physicochemical and morphological points of view, which is one of the 
most recent and profitable departures in cytology” (Cowdry [1928] 1932, ix).

To speak of the cell as having an “architecture” is to say more than that it 
contains various structures (such as chromosomes, Golgi apparatus, etc.); 
it is to suggest that these visible structures are arranged or organized within 
the cell in a specific manner. And as several of the chapters in General Cy
tology reveal, it is also to suggest that protoplasm and its ultramicroscopic 
constituents (the enzymes and other chemically active molecules) are likely 
spatially organized as well. The chief difficulty was in discerning what this 
internal cell organization might look like.

A review of  the volume observed that “its chief  value lies in the exposition 
of cellular physiology, and in the fact that it presents the cell as a dynamic 
whole, a viewpoint which has been largely ignored in books of this type up 
to now” (May 1926, 214). In his introduction Edmund B. Wilson (1924, 10) 
spoke of how the earlier tradition of morphological cytology had entered 
into closer cooperation with more experimentally focused biophysics and 
biochemistry, creating a new and integrated “cellular biology,” which he 
hoped would become a systemic and organized disciplinary whole. But 
achieving this goal required a conception of the cell itself as an integrated, 
organized, and systemic whole. This would be a holistic perspective, in the 
sense that it was the organization of the cell’s microscopic and ultrami-
croscopic structures that made of it a system with the capacity for life. So 
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despite the strategy of many cytologists to investigate particular cell con-
stituents and to tease out what, if any, was their function, or of biochemists 
to grind up cells so as to explore the chemical activity of their molecular 
components, the cell remained a fundamental scientific concept because it 
was believed that only from the cellular organization of physical and chemi-
cal elements could life arise as an emergent, system- level property. But to 
get to this point, biologists worked through several radically distinct con-
ceptions of what they understood a cell to be. The next section traces some 
of the important developments in the cell concept as a means of describing 
the conceptual context in which the field of general cytology was created.

History of Distinct Conceptions of the Cell
“The word cytology denotes the study of cells,” E. B. Wilson wrote in his in-
troductory essay to General Cytology (Wilson 1924, 3). Wilson and Cowdry, 
like many biologists (but by no means all), considered the cell to be the 
“fundamental unit of  life” and thus the starting point for the investigation 
and understanding of  life, health, and disease.1

But why cell and why cytology? Why these terms? These terms— cell  from 
the Latin cellula, cytology from the Greek cytos, and similarly for the German 
equivalent Zelle— all denote an empty space, a vessel, chamber, booth, or 
box. Robert Hooke first used the term cell in 1665 to describe the compart-
mentalized structure of dead plant tissue as it appeared to him under the 
microscope (Hooke 1665). It reminded him of the hexagonal units of a bee’s 
honeycomb, which were called cells in metaphorical reference to a store-
room or chamber. Hooke also described these and similar structures visible 
only with aid of the microscope as “pores,” “boxes,” “bladders,” “bubbles” 
and “caverns.” Others would refer to these and similar structures visible in 
other (typically plant) tissues also as “vesicles” and “chambers.” Use of the 
term cell seems to have caught on more widely because the German scien-
tists Matthias Schleiden and Theodor Schwann used its German equivalent 
(Zelle) in their essays, which were considered foundational of the cell theory 
in the late 1830s. These essays were translated into English in 1847 using the 
term cell (Schleiden 1847; Schwann 1847). Cytology then became the proper 
Greek term for the study of, or science specially devoted to, cells, but not, as 
Wilson (1924, 3) explains, until the 1870s, when improvements in micro-
scope design and techniques for fixing and staining material (see Schickore, 
chap. 4 in this volume) made the internal structure of cells more accessible.

Even by the middle of the nineteenth century, researchers were finding 
fault with the term cell as an adequate description of what was supposed 
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to be a living unit of life, let alone the fundamental unit of all life. Even if  
it were the case, which turned out not to be so, that all those things to be 
denoted by the term cell had the characteristic structural feature which had 
inspired the term originally— namely, a well- defined outer wall— this mor-
phological feature could not be considered the fundamentally living ele-
ment. Many animal “cells” and those of the more “primitive” unicellular 
forms of life were found to lack a cell wall altogether. What all living units 
did seem to share was the semifluid and jellylike substance known vari-
ously as “sarcode” or “protoplasm,” and within it a nucleus. So the cell was 
redescribed by investigators like Max Schultze as “a naked speck of proto-
plasm containing a nucleus” (Schultze 1861), and soon T. H. Huxley (who 
was never sold on the cell theory to begin with) was professing protoplasm 
to be the “physical basis of life” (Huxley [1868] 1968). But if the term cell 
focused on an inessential structural feature, the cell theory was saved by 
the practice (traceable back to Schleiden and Schwann) of referring to the 
cell as a “little organism.” In an influential paper of 1861, the physiologist 
Ernst Brücke asked “what should we understand the term “cell” to mean?” 
and answered “an elementary organism” (Brücke 1861). Afterward, the fo-
cus shifted from an inessential morphological feature to a more essential, 
physiological one. Attention could now move from the “box,” “vessel,” or 
“prison” to its occupant, the living stuff itself.

For the purpose of arguing for the plausibility of evolution ( just recently 
made scientifically respectable by Darwin in 1859), it paid to portray the cell 
as a rather homogenous blob of protoplasm (and for this role, the amoeba 
cell was frequently given star billing), making it appear reasonable that 
such a simple system might evolve quite naturally from more primitive 
physicochemical materials. This was a conception frequently employed 
by Ernst Haeckel in his popular writings on evolution (e.g., Haeckel 1876). 
For the purpose of actually understanding cell physiology and inheritance, 
however, many agreed with Brücke that, if the cell is indeed a little organ-
ism, it must possess an internal organization of its own of even smaller 
parts by which it is able to carry out all the essential functions of life.2

Investigations into the chemical composition of protoplasm success-
fully revealed the elements of which it is typically composed, but early obser-
vations with the light microscope could not conclusively determine what, if 
any, structure it possessed essentially. Fundamentally, there were two chief 
ideas: either protoplasm was essentially a contractile solid, with fluid inter-
spersed throughout a structure composed of either a connected, netlike 
reticulum or a filamentous arrangement of separate fibers; or protoplasm 
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was essentially a viscid fluid, with a foamlike or alveolar structure running 
throughout. The protozoologist Otto Bütschli favored the latter and pub-
lished the results of his experiments in creating artificial systems from 
suspensions of oil and soap in water and other materials that exhibited fea-
tures similar in some respects to living protoplasm (Bütschli 1894). By the 
1920s the idea that protoplasm consists of a colloidal suspension of large 
molecules in a viscid fluid was gaining in popularity, as were descriptions 
of the cell as a complex, polyphasic (exhibiting solid, fluid, and gaseous 
properties) colloidal system (more on this below).3

To all concerned, but especially to the physiologists, it was clear that 
inside cells there is lots of chemistry. And chemical activity involves mol-
ecules and molecular structure. Pasteur discovered in the nineteenth cen-
tury that many molecules display chirality, a spatial property he believed 
peculiar to living organisms. This revealed that biological activity is tied to 
the structural features of molecules. Pasteur also believed that fermenta-
tion was a peculiarly vital process requiring the presence of intact and live 
yeast cells. This was refuted in 1897 when Eduard Buchner exhibited cell- 
free fermentation in a test tube, spurring the development of what have 
been called the “grind and find” techniques of enzymology (Welch and 
Clegg 2010). These exceptionally disruptive techniques of the newly emerg-
ing biochemistry raised concerns (even among some of its practitioners) 
that the cell was being treated as a mere bag of enzymes.4 However, among 
the pioneers of biochemistry, there was recognition that cell structure and 
organization were required in order to achieve the levels of efficiency and 
productivity that were unattainable to them in their structureless test- tube 
solutions. Within a complete and spatially organized cell, enzymes and 
their substrates would not be left to diffuse about randomly and to interact 
by chance alone.

Franz Hofmeister (who coined the term biochemistry) speculated that 
the cell must be a highly differentiated and orderly space that provided  
favorable environments for the meeting of enzymes and their specific sub-
strates and for the orderly arrangement of the stepwise nature of complex 
chemical reactions involved in metabolism. “Is the cell as a whole one ves-
sel, filled with a homogenous solution, in which the collection of chemical 
processes occurs, or does it contain a number of definite separate vessels, 
in which the undisturbed sequence of  individual reactions are secured next 
to one another in an approximately sequential fashion?” (Hofmeister 1901, 
24).5 Hofmeister compared the internal environment of the cell to an organ-
ized chemical laboratory (Laboratorium) or factory (Betrieb), wherein the 
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proper materials and tools were arranged in close spatial proximity to one 
another on colloidal structures like machine tools (Handwerkszeug; Zahn
rad; Räderwerk) on an assembly line for maximum efficiency (Hofmeister 
1901, 11– 12, 19, 28, 29).

This conception of the cell as an organized and heterogeneous space 
was also promoted by the influential Cambridge biochemist Frederick 
Gowland Hopkins in the early part of the twentieth century. Hopkins op-
posed the idea that the activities of life are carried out by protoplasm en 
masse rather than in stages under the catalytic influence of a multitude of 
specific enzymes. “It is clear,” he wrote, “that the living cell as we now know 
it is not a mass of matter composed of a congregation of like molecules, but 
a highly differentiated system” (Hopkins 1913, 715). He believed that the 
conception of protoplasm as a homogenous living substance was inhibi-
tory to a proper understanding of the cell’s physiology. “The use of the term 
protoplasm may be morphologically justified but chemically it denotes an 
abstraction. It is sure that it is made up of parts in which the influence of 
molecular structure as understood by the chemist is all potent” (Hopkins 
1949a, 310).

Experimental studies suggested that metabolism occurs through the 
agency of intracellular enzymes operating in localized “compartments” 
in the cell environment (Hopkins 1913, 714– 15). Hopkins suspected that 
the temporal procession of metabolism in orderly stages could be traced 
to another level of organization lying beneath the limits of microscopical 
detection, one involving the physical structure of the molecules involved 
and their spatial localization within the polyphasic colloid environment of 
the cell. “For the dynamic chemical events which happen within the cell, 
these colloid complexes yield a special milieu, providing, as it were, spe-
cial apparatus and an organized laboratory” (Hopkins 1913, 715; emphases 
added). The specific affinity of enzymes to catalyze particular substrates 
he attributed to their structural chemistry, following the earlier “lock and 
key” metaphor of Emil Fischer. In this way their ability to function still in 
cell- free environments would be due to their structural properties, just 
like a wrench or other workshop tool, removed from the factory. And if, as 
Hopkins suspected, some enzymes were attached to membranes or other 
molecular surfaces, this would create localized compartments of activity 
where distinct chemical processes could occur simultaneously and with 
greater efficiency than would be possible if the interaction between an en-
zyme and its specific substrate were left to chance meeting by random dif-
fusion in the cell’s aqueous internal environment. Elsewhere, he invoked a 
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different spatial metaphor to complement his mechanical language when 
he declared that “the cell, too, has a geography,” he wrote, “and its reactions 
occur in colloidal apparatus, of which the form, and the catalytic activity of 
its manifold surfaces, must efficiently contribute to the due guidance of 
chemical reactions” (Hopkins 1949b, 236; emphasis added).6

In summary, in addition to the largely morphological emphases of cytol-
ogy at the microscopic level, it became apparent that, from a biochemical 
perspective, the cell cytoplasm must contain a good deal of organization 
and structure at the molecular or chemical level. That some enzyme ac-
tivity could be shown to occur in broken or cell- free systems spoke to this 
internal structure, the enzymes operating as Hofmeister’s “machines” or 
“gears,” capable of performing their various chemical work independently 
of the larger structure and organization of the cell as a whole. On the other 
hand, it might also suggest that the cell itself as a morphological unit is 
not an essential feature of the chemical activities associated with life. It is 
worth noting, however, that although Hopkins defended the techniques of 
the biochemist which involved destroying the intact cell, he insisted that 
life as it is commonly understood can only be ascribed to the cell as a whole 
organized system, not to any of the parts individually (Hopkins 1913, 715).

This emphasis on internal cell structure and organization was an im-
portant shift from the idea of protoplasm as “the physical basis of life” to a 
more mechanistic picture of the cell in terms of the coordinated activity of 
multiple components. Scientists began to stress the importance of organi-
zation within the cell— that function requires both structure and organiza-
tion.7  The “tools,” or “enzyme equipment” as they came to be known at this 
time, must be properly arranged next to one another in order to carry out 
the work required in a timely and efficient manner, and processes involv-
ing distinct types of chemical activities (catabolic and anabolic) must be 
isolated one from the other so that the cell can carry out all the different 
processes it must to remain alive.8

Cells, Systems, and Machines
Biologists in the dawning years of the twentieth century became increas-
ingly aware of the cell’s complexity. The discovery by Ernest Starling and 
Sir William Bayliss of hormones in 1902 and Hopkins’s discovery of vita-
mins in 1912 added to the list of enzymes and more conspicuous structures 
(organelles) now known to be simultaneously active within the tiny space 
of the cell. Although it took some time to associate various biochemical 
reactions with distinct organelles and membranes, biologists at this time 

 EBSCOhost - printed on 2/13/2023 7:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



54 Andrew Reynolds

were keen to discern some kind of organization within the cell, to see it not 
just as a random jumble of molecular interactions, but as a coordinated 
arrangement of activities. Talk of the cell as a kind of “system” becomes 
increasingly common in the early twentieth century, and although descrip-
tion of living things as machines was in no way new, the practice now pro-
vided biologists with a useful model of an organized system composed of 
multiple parts.9 This section discusses how biologists employed the con-
cepts of “system” and “machine” (and their offshoot, “mechanism”) to con-
front the problem of cell organization.

An illustration of this shift is evident in the comparative descriptions 
of the cell in the first and second editions of E. B. Wilson’s influential text 
The Cell in Development and Inheritance. In the first edition of 1896, the cell 
is described as both a “mass of protoplasm containing a nucleus” (sensu 
Schultze) (Wilson 1896, 14) and an “elementary organism” (sensu Brücke) 
(Wilson 1896, 211). But in the second revised edition released just four 
years later, Wilson added that “life can only be properly regarded as a prop-
erty of the cell- system as a whole” (Wilson 1900, 29).

The Oxford English Dictionary defines the term system thus: “— n. a 
complex whole, set of connected things or parts, organized body of mate-
rial or immaterial things; the established political or social order” (Concise 
Oxford Dictionary, 6th ed. 1976, s.v. “system”). This emphasizes the notion 
of organization. The Chambers Etymological English Dictionary provides the 
following suggestive definition: “— n. anything formed of parts placed to-
gether to make a regular and connected whole working as if one machine” 
(Anonymous, London: 1966, s.v. “system”). Despite the later provenance of 
this definition, we will see that many early twentieth- century biologists also 
regarded machines as instructive examples of an organized system.

The third and final edition of Wilson’s The Cell appeared the year after 
publication of General Cytology. One of the revisions in this much- expanded 
version was the inclusion of a section titled “The Cell a Chemical Machine.” 
Here Wilson stated that, “physiologically, . . . the cell may be regarded as 
an apparatus for the transformation and application of chemical energy.  
In the phrase of Loeb, it is a chemical machine. . . . We assume, as our fun-
damental working hypothesis, that the specificity of each kind of cell de-
pends essentially upon what we call its organization, i.e., upon the construc
tion of the cell machine, in some sense or other— morphological, physical, 
or chemical” (Wilson 1925, 635; Wilson’s emphasis).

Wilson conceded the great gap between the cell and any human- made 
machine, yet he insisted as a valuable hypothesis that the difference is not 
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one of  kind but of degree. The alternative is to insist that the operation and 
organization of the cell is entirely sui generis and unlike anything else of 
which we have experience or understanding. This was the position of vital-
ists, such as the embryologist Hans Driesch, and of some so- called holists 
(Allen 2005). But while it is indisputably true that living cells and organisms 
are not literally machines, this stance provides no clues to how cells might 
be understood. By comparing them to machines biologists gained at least 
some provisional insight into how they might function; for aside from the 
assumption that living cells must also obey the laws of energy, machines 
provide familiar and useful examples of systems of distinct parts organized 
for the fulfillment of some specific function.

Wilson put great emphasis on the idea of cellular organization, citing 
Brücke’s 1861 essay especially.10 “The fact of importance to the cytologist is 
that we cannot hope to comprehend the activities of the living cell by analy-
sis merely of its chemical composition, or even of its molecular structure 
alone; . . . the cell is an organic system, and one in which we must recognize 
the existence of some kind of ordered structure or organization” (Wilson 
1925, 670; Wilson’s emphases).

Of this notion of organization, Wilson admits, “We cannot, it is true, 
say precisely what organization is, but we can hardly think of it as other 
than some kind of material configuration of the protoplasmic substance, 
and one that involves both a differentiation of parts and their integration 
to form a whole, as Herbert Spencer long since urged. When, therefore, 
Loeb (to cite still another physiologist) characterizes the living organism 
as a chemical or colloidal machine (’06) he employs a word that implies the 
existence of such a configuration” (Wilson 1925, 671).

Jacques Loeb was one of the most notably reductionist and materialist 
biologists of the early twentieth century. Like Cowdry, he had a permanent 
position at the Rockefeller Institute and was a frequent summer visitor to 
the Marine Biological Laboratory at Woods Hole.11 Loeb began the lectures 
mentioned by Wilson (published as The Dynamics of Living Matter) by ex-
plaining, “In these lectures we shall consider living organisms as chemical 
machines. . . . Living organisms may be called chemical machines, inas-
much as the energy for their work and functions is derived from chemical 
processes, and inasmuch as the material from which the living machines 
are built must be formed through chemical processes” (Loeb 1906, 1). 
Loeb’s chief motivation for calling the living organism a machine was to 
counter the vitalist thesis that life involves some unique force or principle 
distinct from and in addition to those of chemistry and physics, and in the 
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collection of essays published six years later under the title The Mechanistic 
Conception of  Life, Loeb was willing to call even a waterfall a machine (Loeb 
1912, 117).

But talk of the body or of cells as machines did more than assert a stance 
against vitalism. Comparing the cell to various sorts of machines and other 
contrivances provided investigators with working hypotheses about the 
cell’s internal organization or the architecture that permitted it to function 
as a system. I turn now to several of the chapters in Cowdry’s General Cy
tology to illustrate how machine or mechanistic analogies were employed 
to guide investigators as they grappled with the problem of discerning the 
sub- visible organization inside the cell.

The first chapter after Wilson’s introduction is Albert Mathews’s contri-
bution on the general chemistry of cells. Mathews’s discussion is founded 
on the metaphor that the body is a “living machine”— more specifically, “a 
battery, with a series of resistances and condensers, made up of conduc-
tors and dielectrics” (Mathews 1924, 15). Each of its cells is also a battery, 
he wrote, which generates electricity in a way analogous to the principles 
of a wet- cell or chemical battery (Mathews 1924, 20).12 Consistent with this 
perspective, Mathews declared that “the biochemist has been transformed 
into an electrical engineer” (Mathews 1924, 15), whose task was, as we would 
say today, to reverse- engineer the cell’s function and design.

In addition to a very speculative discussion about the nature of energy, 
atoms, mind, and the ether, Mathews was concerned with the origin of the 
electric current implicated in the cell’s irritability and responsiveness to 
external stimuli. He rejected the view that it is the result of a simple diffu-
sion of a concentration of charged ions in solution across the semiperme-
able cell membrane, for this would eventually come to an end and life with 
it. Life is essentially respiration he insisted and respiration is a matter of 
oxidation. Guided by his battery metaphor, he suggested that, like the flow 
of electricity between the two compartments of a battery across a metal 
conducting wire at which ends oxidation takes place at different rates, so 
there must be in the living cell a conductor “wire,” perhaps consisting of a 
graphite “rod” of carbon atoms, across the cell membrane. Convinced of 
the plausibility of this explanation, Mathews declared that “the living cell 
is in fact a battery” (Mathews 1924, 68). Here Mathews is doing more than 
simply asserting that the living cell is a machine in the sense that it obeys 
the same laws of physics and chemistry as nonliving matter; he is using the 
battery metaphor to guide him in creating a hypothesis about the spatial 
organization of a particular subset of molecular components in the cell’s 
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interior. Ultimately, however, this particular hypothesis would prove infe-
rior to those proposing the existence of “pores” or “channels” in the cell 
membrane which allow for the passage of charged ions in and out of the 
cell (see Jacobs 1924 for discussion of this idea in early form).

Ralph Lillie, in his chapter on the “Reactivity of the Cell,” also compared 
the transmission of electrical current in protoplasm to the electrical and 
chemical principles of a battery (Lillie 1924, 189, 193). Lillie noted how 
in both cases polarization occurs when a current passes across a suitable 
boundary: in the case of a battery linked to an electrolytic cell, the bound-
ary is represented by the metallic and electrolytic phases of the electrode 
system; in the case of a living cell, the relevant boundary may lie between 
the protoplasm and its surrounding medium or between different regions 
of protoplasm separated by internal films and boundaries within an in-
dividual cell. “Protoplasm and the cell media contain salts and are good 
electrolytic conductors; and the characteristic structure, aqueous phases 
separated by thin, alterable, semi- permeable membranes, furnishes the 
conditions for differences of potential, and hence for the production of 
electric currents” (Lillie 1924, 190).

Lillie also appealed to the transmission of current along a “passive” iron 
wire immersed in dilute nitric acid as an analog model for the functioning 
of a nerve (Lillie 1924, 225). This transmission of a chemical influence at a 
distance by means of an electrical current, he explained, also relies on the 
oxidation of a film insulating the metal from the chemical solution. Nerves 
are not metal wires of course, but Lillie’s point is that their function is likely 
to be consistent essentially with known physical and chemical principles 
and that there may be basic similarities of structural chemistry between a 
nerve cell and the passage of electrical current through a film- coated wire 
immersed in solution.

In addition to making mechanical analogies, Lillie also made frequent 
use of the idea that the cell is a system. In fact the term appears 142 times  
in his chapter, out of a total of 224 occurrences in the General Cytology vol-
ume as a whole. Some of the occurrences of the term system in General Cy
tology involve long- established uses such as “circulatory system,” “respira-
tory system,” and so on, but many are specific to discussions of the cell or 
to the nature of protoplasm— for example, in speaking of the cell as a “col-
loidal system” or a “reactive system.”

Ralph Lillie wrote, for instance, that “each living cell, e.g., an egg cell 
or an epithelial cell, as well as a muscle cell or nerve cell, is a reactive sys-
tem, one whose physiological activity changes in response to changes in its 
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environment” (Lillie 1924, 169). After discussing briefly the chemical pro-
cesses taking place within the cell by virtue of which it counts as alive and 
reactive, he states, “The cell is primarily a metabolic system” (Lillie 1924, 
170). He then asks what it is that allows the protoplasmic substance of the 
cell to behave in its peculiar way:

What are those special features in the composition or constitution of 
living matter which render its chemical processes so susceptible to 
influence by changes in the surroundings? Living protoplasm, as we 
have seen, is a complex system, consisting of a large variety of chemical 
compounds associated in a special type of structure. Both its chemi-
cal composition and its structural or morphological constitution (ar-
rangement of parts) are to be regarded as factors in the determination 
of its special type of activity. Now the purely chemical composition of 
protoplasm, considered by itself, does not sufficiently explain its spe-
cial property of reactivity; . . . we must conclude that reactivity depends 
on other conditions than the mere presence of these various com-
pounds within the space of a single cell. The chief of these conditions 
is the special structural constitution or organization of protoplasm;  
apparently this structure is responsible for the special peculiarities of 
its chemical behavior. (Lillie 1924, 171; emphases added)

Like others, Lillie stressed the importance of the structure and internal 
organization of the cell, essentially noting that the living cell is not simply 
a bag of chemicals or homogenous lump of protoplasmic jelly. “Broadly 
speaking,” he wrote, “by the term structure as used in biology we mean the 
permanent spatial distribution and physical state of the essential constitu-
ents of the living system; the term organization has a similar significance, 
referring especially to those permanent features of structure and composi-
tion which underlie or determine the specifically vital properties” (Lillie 
1924, 171). One chief means by which the protoplasmic system might be 
organized into a heterogeneous system capable of performing multiple 
and contemporaneous chemical activities, Lillie suggested, is through the 
presence of internal films like the outer membrane which would “subdi-
vide the cell into regions which are chemically and structurally dissimilar. 
A high degree of chemical differentiation within the limits of a single cell 
thus becomes possible; the basis for a stable and characteristic chemi-
cal organization is thus furnished. In correspondence with this struc-
tural differentiation a variety of physiological or metabolic activities may 
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proceed side by side in the same cell without interfering with one another  
(cf. Hofmeister, 1901)” (Lillie 1924, 177).

Here again is the suggestion promoted by Hofmeister and Hopkins that 
the internal “geography” of the cell could be organized by internal films 
into heterogeneous environments wherein distinct chemical and physical 
activities can occur simultaneously, analogous to the way a highly orga-
nized machine shop or factory consists of many specialized tools or parts, 
(i.e., structures) arranged or organized alongside one another in functional 
compartments or spaces.

Lillie noted that while many forms of living protoplasm appear optically 
homogenous under the (light) microscope, only under the assumption that 
it is a “film- pervaded or film- partitioned system” can one explain the vari-
ability of the speed with which chemical reactions proceed in the living cell 
under conditions of irritation or stimulus. “The regions separated by these 
films and the films themselves,” he wrote, “are in many cases not optically 
distinguishable; but their presence at many protoplasmic boundaries—  
e.g., the general surface of blood corpuscles and other cells without distin-
guishable membranes— can be demonstrated by physiological methods” 
(Lillie 1924, 177). Only in the case of vacuoles, nuclei, or alveoli, where there 
are differences in color, structure, or refractive index, were such bound-
aries visible. The chief physiological characteristic of these film boundaries, 
Lillie believed, was their semipermeability, which prevented the rapid dif-
fusion of dissolved substances. This, he speculated, was also likely involved 
in the chemical and electrical phenomenon of cellular irritability and the 
transmission of a stimulus along nerve and muscle cells (see the next sec-
tion for further discussion).13 Lillie summed up his views and his chapter 
by saying, “According to this conception, the essential basis of transmis-
sion, as of the other phenomena of reactivity in living protoplasm, is to be 
found in the polyphasic and film- partitioned character of the protoplasmic 
system” (Lillie 1924, 229).

Another concept closely associated with the idea of an organized system 
is that of mechanism, a term that appears eighty- six times in the Cowdry 
volume. Broadly speaking, mechanism- talk refers to any causal or law- like 
regularity that can be invoked to explain some phenomenon (but see Bechtel, 
chap. 13 in this volume, for a more precise account). As the name suggests, 
however, it is derived from the example of a machine, which is frequently 
an organized system of parts whose function is to cause a particular ef-
fect. While the notion of a mechanism has obvious roots in our human 
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experience with building and disassembling machines, the concept eventu-
ally became cognitively dissociated from its metaphorical origins (Nicholson  
2012).14

In his chapter, “The Physical Structure of Protoplasm,” Robert Cham-
bers discussed different theories of the nature of protoplasm: whether it 
be of an essentially solid though contractile substratum with fluid in its 
interstices or essentially fluid with an alveolar or foam- like structure inter-
spersed throughout, as championed by Bütschli. Chambers describes how 
the current colloid theory of protoplasm is most consistent with Bütschli’s 
fluid hypothesis, though noting that the alveolar structure can be removed 
without compromising the viability of the protoplasmic matrix. He then 
writes, “The microscope thus far has revealed no structure within this ma-
trix— its colloidal nature is indicated not so much by its appearance, as by 
its behavior. On the other hand, protoplasm is a cellular unit which cannot 
exist without its nucleus and its cortex and, therefore, must be regarded 
not as a “stuff” but as a mechanism consisting of visibly differentiated and 
essentially interrelated parts” (Chambers 1924, 238).

Focus on the cell as a coordinated system of mechanisms is also appar-
ent in Clarence McClung’s chapter, “The Chromosome Theory of Hered-
ity.” Speaking of the essential role of the nucleus and the chromosomes for 
normal development, McClung states that

if the cell is the structural and functional unit which all our studies 
tell us it is, the operation of its parts must be not only co- ordinated 
but continuous, and any effects produced must result from the per-
formance of the entire series and not from parts. This, of course, 
does not mean that there is no differentiation of function, as some 
assume, or that the “cell as a whole” is anything but the co- ordinated 
sum of its parts; it does signify that in a mechanism of differentiated, 
co- operative members they must all work together all the time. (Mc-
Clung 1924, 676)

Note the social- agential metaphor here (“co- operative members working 
together”), despite talk of the cell as a “mechanism.” In fact, despite the 
implication of machine imagery, much mechanism talk assumes merely a 
regular causal arrangement within some system and is quite independent 
of any assumptions of a specific and concrete machine configuration.

Other contributors to the volume were more cautious about the use of 
machine and mechanical metaphors and language. Cowdry, for instance, 
in his chapter, “Cytological Constituents,” considered the term Golgi ap
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paratus “unfortunate” because it suggested a “mechanism of rather me-
chanical type” (Cowdry 1924a, 334). Yet, in commenting on what he felt to 
be an overly narrow approach to the study of the mitochondrion, he himself 
employed a mechanical analogy: “To take a familiar example, close study 
of the mainspring of a watch would not tell us very much unless its behav-
ior was carefully considered in connection with all the other parts of the 
mechanism” (Cowdry 1924a, 332). Similar analogies were actually quite 
common among cytologists and biochemists of the time when reflecting 
on the limitations of their investigative approaches and techniques.

Internal Cell Architecture and the Notion of a Cytoskeleton
The rejection of a rigid cell- wall as an essential feature of a cell (the proto-
plasmic cell concept replacing the original conception of the cell) made the 
attribution of internal organization in the cell a little more tricky, for the 
cell is in many instances a shape- shifter, a plastic speck of protoplasmic 
jelly (think of the changes it undergoes during division and the phenom-
enon of cell motility). How then to maintain organization and structure in 
such an environment or system so unlike a machine? Edwin G. Conklin 
(1924, 562– 63) proposed that the cell contained a flexible internal frame-
work he called “spongioplasm” that would orient the centrosomes, spin-
dles, and other components involved in division and organize other cell 
activity. In 1931 the French embryologist Paul Wintrebert referred to Conk-
lin’s spongioplasm as a cytosquelette, or “cytoskeleton” (Zampieri, Coen, 
and Gabbiani 2014). This attempt to invoke some notion of organization  
internal to the cell was taken up by the biochemist Rudolph Peters in his 1929  
Harber Lectures on “coordinative biochemistry,” in which he proposed the 
cell’s “architecture” to consist of “an organized network of protein mole-
cules, forming a three- dimensional mosaic extending throughout the cell” 
that would allow for “independent chemical reactions . . . [to] proceed si-
multaneously in various parts of the cell” (Peters [1929] 1963, 293). The idea 
was further elaborated by the physiological embryologist Joseph Needham, 
a former student of Hopkins, who first used the English term cytoskeleton in 
1935 to denote this internal cell architecture (Teich 1973; Zampieri, Coen, 
and Gabbiani 2014).15

The term architecture, as applied to cells, appears seven times in Gene
ral Cytology (pp. 7, 173, 333, 611, 715), in each case to highlight structure  
or organization. As noted above, Cowdry, in his preface to Special Cytology, 
described the fundamental focus of General Cytology to be the “architecture  
and activity which cells of different kinds possess in common” (Cowdry 
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[1928] 1932, ix). In his chapter on the cellular constituents, Cowdry also  
remarked on the significance of the “almost innumerable” mitochondria as  
a feature of “cellular architecture,” and how they provide an immense “to-
pography” of surface area, separating fluids of chemically distinct density 
and properties, and promoting a great variety of chemical activity (Cowdry 
1924a, 333). Cowdry was no doubt thinking only of the external surface area 
of the mitochondria and not of the internally folded membrane (cristae) 
that would only become visible in the 1950s with the use of electron micros-
copy by researchers like Palade and Sjöstrand (Dröscher 2009).

Metaphor as Heuristic Tool of Discovery and as  
Explanatory Component

I have tried to argue that, by around the turn of the twentieth century, biolo-
gists increasingly regarded the cell as a complex physical- chemical system 
of diverse parts that was capable of life and its essential properties as a re-
sult of its organization; and that because the details of that organization 
remained invisible at the molecular level, biologists appealed to metaphor 
and analogical comparison to familiar examples of organized systems and 
mechanisms to help them understand what the cell’s hidden architecture 
might be like. Unsurprisingly, in addition to the spatial organization of a 
laboratory or factory, they appealed to examples of technologies and ma-
chines familiar to them at the time.

That scientists use metaphor and analogy to create hypotheses and mod-
els of the world is well known.16 Metaphor and analogy are ways of compar-
ing one thing with another, in the case of science typically with the purpose 
of helping to illuminate one poorly understood system in terms of another 
more familiar. But they can be used in quite different ways. The philoso-
pher Michael Bradie has proposed that metaphors play three basic roles 
in science: (1) a rhetorical or communicative role (which would include 
purposes of pedagogy and talking to non- experts); (2) a heuristic function 
in the creation of new ideas and hypotheses (as a “tool of discovery”); and  
(3) a cognitive or theoretical function in the assessment of evidence and the 
formulation of scientific explanations (Bradie 1999).

As an example of the first, we can turn to T. H. Morgan’s contribution to 
the Cowdry volume, where he made an analogy between a railroad timeta-
ble listing the various stations and their stopping times and the distances 
between genes “mapped” out along chromosomes as determined by cross-
over events (Morgan 1924, 714). This railroad schedule and map anal ogy 
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is clearly intended as a pedagogic device with no deeper implications for 
future research than the suggestion that if one knew the distances between 
genes on a chromatid one could calculate the likelihood of their being 
affected by a crossover event. This points to a relatively superficial simi-
larity. The examples discussed earlier in this paper of the cell as a labora-
tory, a battery, or a machine, were clearly intended to suggest more than a 
superficial similarity between the two systems for pedagogical purposes. 
These metaphors and analogies were used as guides to the creation of work-
ing hypotheses about the cell’s inner state and function. In that sense they 
might be called heuristic tools of discovery, and need not be completely 
correct or adequate in order to be useful in the cause of scientific progress. 
But when a metaphor or analogy does hit at a deep identity of principle or 
structure between two systems initially considered dissimilar, then we have 
an example of the third function claimed of metaphor, a cognitive one in 
which it is used in the construction of scientific explanations and improved 
understanding.

E. B. Wilson noted how the earlier morphological cytology of the nine-
teenth century had merged with biophysics and biochemistry to become 
“a many- sided cellular biology” (Wilson 1924, 10). He probably would not 
have predicted the extent to which cellular biology would become so domi-
nated by the techniques and ideas of molecular biology just two or three 
decades later. The rise of the molecular revolution, coincident as it was with 
the creation of electronic computers and the information age, would see 
scientists’ conceptions of cellular architecture and mechanisms habitually 
described in terms of metaphors borrowed from electronic engineering. 
The language of the cell and molecular biologist today is replete with talk 
of genetic programs, signal transduction, switches, circuits, and wiring 
diagrams.

As explained by William Bechtel in chapter 13 of this volume, early no-
tions of mechanism in “general cytology” were relatively “flat,” static, and 
two- dimensional. But as scientists investigating metabolic pathways recog-
nized that the complex interactions between the components of these path-
ways required the addition of feedback loops, their notion of mechanisms 
and the diagrams they drew to represent them became more complicated 
and less flat. This trend has continued in the investigation of cell- cell com-
munication, where “signaling pathways” have become dynamic “networks,” 
and metaphors of social organization are used to describe how kinases  
(commonly described as “switches” with the ability to turn on or off other 
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proteins) and other molecular components are said to “recruit” one an-
other and to “cooperate” to form “committees” which make dynamic and 
flexible “decisions” about cell “fates.”17

What is one to make of all this metaphorical language? First, we must 
note that it is more than just a convenient rhetorical device for talking to 
laypeople and students. These metaphors are what Richard Boyd called 
“theory- constitutive” (Boyd 1993). Scientists do not translate their hypoth-
eses and experiments into these metaphorical terms only when they are 
talking with people outside their field; they think about and understand 
the phenomena they investigate in these very terms. But we might ask, Can 
metaphors ever be part of a proper scientific explanation? The French cell 
biologist Claude Kordon expressed a common distrust of metaphor in sci-
ence when he wrote,

The metaphors applied to physiology at that time [late nineteenth cen-
tury] always referred to machines. Some fifty years later, this mecha-
nistic vision was tempered by electrical metaphors, with the brain 
being conceived as a powerful telephone system. And, of course, the 
metaphors used in the writings of today’s biologists come from com-
puter science . . . 

No metaphor is really explanatory; rather, it reflects the cultural ref
erences through which we have been conditioned to decipher reality. But 
these cultural references play an important role in the way we look at 
the world. We have not yet really learned how to teach biology through 
the cultural references of our time, which perhaps explains why for 
many of our contemporaries the picture is still somewhat blurred. 
(Kordon 1993, 95– 96; emphasis added)

If one wishes to allow that metaphors can be explanatory or be part of 
legitimate scientific explanations, then two options seem available: (1) we 
might insist that the terms of a successful and well- developed science are 
no longer metaphors— that they are “dead” metaphors, like the familiar 
physical- chemical terms “force,” “bond,” or even “cell” in biology, whose 
meanings are now quite literal; or (2) we might allow that even relatively 
“fresh” metaphors can be explanatory. The second option raises the issue of 
what is required for a description or account to provide a proper scientific 
explanation. If one believes that an explanation should issue in a literally 
true statement, then metaphor can probably not play a part. But facts or lit-
eral truths are typically the things for which we seek an explanation. The ex
planandum is a fact or truth, but is it so clear that the explanans must also be 
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restricted to expression in literally true language? If, however, one thinks 
the object of explanation is to provide understanding or insight into some 
fact or phenomenon, then an explanation parsed in metaphorical language 
may be very useful and fruitful for discovering new truths. If we accept that 
science operates through the construction of models which are used by sci-
entists to represent aspects of reality for various purposes (e.g., prediction, 
intervention, understanding- explanation) then it need not trouble us nec-
essarily that these models employ metaphorical language. And if the sci-
entists themselves believe these metaphors help them to make progress in 
understanding the systems they study, then that must count for something. 
This is not to say, however, that scientists— or those who study them (his-
torians, philosophers, sociologists, etc.)— should not be as critical toward 
the metaphors and analogies they use as they are of any other hypothesis or 
technique they employ in the run of their investigations. As people like to 
say, “The price of metaphor is eternal vigilance” (Ball 2011).

To conclude this section, we can say that, while the sorts of mecha-
nisms and the language used to describe the cell’s architecture have changed 
significantly since the early part of the twentieth century (batteries and ma-
chine technologies having been replaced by computer and electronic engi-
neering technology), biologists continue to rely on metaphors and analogies 
to help them understand the cell’s behavior. However, one respect in which 
this may be changing in modern approaches to cell biology involves the use 
of computational modeling in the field of systems biology (about which see 
Bechtel and Gross, chapters 13 and 14 in this volume), for as these tech-
niques are largely mathematical in expression, their reliance on metaphor 
at least appears to be greatly reduced. That these formally abstract models 
will receive verbal interpretation and explanation through metaphorical 
expression, however, remains a possibility.

A Word on Organization and Cellular Biology as an Institution
Both Cowdry and Wilson remarked early in the twentieth century that as 
cytology transformed into cellular biology, it was becoming more spe-
cialized, differentiated and complex, and so required greater integration 
and organization in order to function as a harmonious whole. The devel-
opment of new instruments, technologies, and approaches was a major 
driver of this trend toward specialization in the science of the cell. Alexis 
Carrel, the tissue and cell culture specialist, commented that due to new 
techniques, increased specialization, and the need for collaborative work, a 
new organization was required of the “modern” cytological lab: “The modern 
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conception of cytology and the development of new techniques have pro-
foundly modified the previous requirements for the training of workers and 
the organization of the laboratories; . . . since he cannot master, during 
one lifetime, these techniques and those of organic chemistry, physics and 
physical chemistry as well, he must have the collaboration or the assistance 
of workers more especially trained in these other sciences. The organization  
of the laboratory has also become more complex” (Carrel 1932, xviii). In a 
curious way, then, the organization of cell biology and the locations where 
it was studied came to be arranged in a way analogous to the architecture 
of cells themselves: in specialized spaces using distinct techniques and 
equipment, separated by literal (and conceptual) walls, but with communi-
cation between them (think of the description of professional journals as 
“organs” of communication).

Cytology’s historical development has in a sense mirrored the cell’s own 
arrangement. It has moved from individual naturalists like Hooke and Leeu-
wenhoek, working in relative isolation in their own private chambers or 
cells, to Wilson (last of the universal cytologists) and to Cowdry and his col-
leagues, a collaborative team or community working in communal spaces 
like the Marine Biological Laboratory, the Rockefeller Institute, or a mod-
ern university of specialized workers requiring proper organization and 
communication in order to achieve desired results. The General Cytology 
volume represented an effort to integrate the distinct visions and investiga-
tive techniques emanating from the division of scientific labor among the 
various disciplines (morphology, physiology, biochemistry, biomechanics, 
and genetics) into a collective and systemic understanding of life’s funda-
mental unit, the cell. To the extent that the project of creating an integrated 
cellular biology has been successful, the science has become a metaphor 
for the organization within the cell (or is it the other way around?).

Conclusion
This chapter has laid out some of the history of conceptual shifts involved in 
thinking about cells as comparatively unstructured specks of protoplasm or 
bags of enzymes to highly organized and dynamic spaces and systems. The 
concepts of system and organization, even if interpreted rather differently by 
scientists like Hopkins or Wilson, working from distinct disciplinary back-
grounds, provided a common conceptual space in which diverse scientific 
approaches and techniques could communicate and collaborate. Biochem-
ists driven by questions of chemical physiology and more morphologically 
inclined cytologists may have found different sorts of models, analogies, 
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and metaphors useful for working through their particular ideas about cell 
organization, but they nearly all found it helpful to extend features of orga-
nized systems with which they were already familiar to more obscure aspects 
of the cell. Metaphors like cell “architecture” and “geography” helped to or-
ganize biologists’ thoughts about the internal state of cells, while metaphor-
ical and analogical comparisons of cells to laboratories, factories, batteries, 
and wires all emphasized familiar examples of structure and organization 
and helped to suggest mechanisms worth exploring. These were treated not 
as established truths but as working hypotheses that provided alternatives 
to a vitalist conception of protoplasm as a homogenous, undifferentiated 
substance somehow capable of performing “en masse” all vital functions 
in some unique and unspecified way. Their key effect was to suggest how 
principles of chemistry and electricity, as understood at the time, might be 
merged in application to understanding processes of cellular function.

While early twentieth- century comparisons of cells to batteries and ma-
chines have been superseded by contemporary talk of signal transduction, 
genetic circuits, kinase switches, and gene- regulatory networks (complete 
with wiring and circuit diagrams), scientists continue to use systems and 
language reflective of their own time and place in history to make sense of 
the cell.18 If one is curious about what the cell biology of the future might 
look like (and its terminology in particular), history suggests it may be pru-
dent to keep a close eye on new developments in technology.
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Notes
1 Some biologists rejected the “cell standpoint” in favor of the “organismal” standpoint. 

See Reynolds 2010 for the history and nature of criticism of the cell theory.
2 For instance, Oscar Hertwig, who wrote that the cell “is a marvellously complicated 

organism, a small universe, into the construction of which we can only laboriously 
penetrate by means of microscopical, chemico- physical and experimental methods of 
inquiry” (Hertwig 1895, ix).

3 Gray’s influential Textbook of  Experimental Cytology, for example, proclaimed, “The con-
ception of the cell as a colloidal system is probably one of the most important landmarks 
in the history of cytology” and that “for more than thirty years every student of cell struc-
ture has had, of necessity, to follow the rapid march of colloidal chemistry” (Gray 1931, 33). 
For discussion of colloid chemistry in relation to the cell, see Liu (chap. 10 in this  volume).
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4 It is not clear when the practice of referring to cells (especially bacterial cells) as “bags 
of enzymes” originated, though Fruton (1999, 418) suggests it was an expression used 
by molecular geneticists in the 1950s– 60s to refer derisively to biochemists’ approach 
to the cell. But given the significance placed on organization for normal cell physiol-
ogy, I suspect discussion about this description must have begun earlier, perhaps in 
the 1930s, when Albert Claude was just beginning his research on the mitochondrion 
by means of cell fractionation and centrifugation at the Rockefeller Institute. Carol 
Moberg (2012, 38) quotes Keith Porter as saying “when he [Claude] started tearing cells 
apart, taking pieces out and examining them, everybody who called himself a decent 
cytologist or cell biologist was at him, . . . [asking] what was the good of doing that, 
breaking up that gorgeous structure?”

5 I am grateful to Jutta Schickore for her assistance with the translation of this passage.
6 Teich (1973, 458) suggests that, for Hopkins, “the living cell was not so much a 

physico- chemical machine as a colloidal system of phases coexisting in a dynamic 
equilibrium,” but the significance of the spatial metaphors associated with ma-
chines and apparatus for his understanding of intracellular organization seems  
undeniable.

7 For discussion of the history of ideas about organization as it specifically concerned  
the egg and embryonal cells around this time, see Maienschein 1997. Allen (1978, espe-
cially chap. 6) provides an important discussion of the history of many of these issues 
in terms of what he has called mechanistic and holistic materialism. Allen reveals 
how Otto Warburg’s early ideas (ca. 1912) on the reliance of enzyme activity on cellu-
lar organization (the Atmungsferment theory) paralleled those of Hopkins expressed  
here.

8 See Shull 1922 for an early occurrence of the “enzyme equipment” metaphor.
9 Accounts of the cell as a system occur in fact as early as 1838, when the botanist Franz 

Unger (1800– 1870, 13 ), in his Aphorismen zur Anatomie und Physiologie der Pflanzen, de-
scribed the “Grundsystem” of plants as being based on “das Zellsystem.” I am grateful to 
an anonymous reviewer for drawing my attention to this early usage of system language.

10 Wilson begins chapter 9 (“Some problems of cell- organization,” Wilson 1925, 670) with 
the following quotation from Brücke: “We must therefore ascribe to living cells, be-
yond the molecular structure of the organic compounds that they contain, still another 
structure of different type of complication, and it is this which we call by the name of 
organization.”

11 As Maienschein (1981, 39) explains, although Loeb was a regular figure at the MBL, he 
was in poor health by 1922 and died in 1924, and this may explain why he was not a con-
tributor to the Cowdry volume.

12 Mathews also ran the analogy in the other direction, stating that “every battery has a 
metabolism” (Mathews 1924, 68), referring to the “consumption,” or catabolism, of a 
metal, typically zinc or copper, in the generation of an electric current.

13 Grote (2010) discusses the importance of films and surfaces in twentieth- century mo-
lecular biology in relation to bioelectric currents.

14 Indeed I suspect that many people today would consider the notion of mechanism to  
be a “dead” metaphor that can be taken quite literally.

15 Needham’s 1935 Terry Lectures at Yale University were published the following year un-
der the title Order and Life.
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16 See Black 1962; Hesse 1966; Bradie 1999; Keller 2002; Brown 2003. Reynolds (forthcom-
ing) provides a specific and detailed study of the role of metaphor in cell biology.

17 See for instance González et al. 2003 or Levy, Landry, and Michnick 2010. Needham 
(1950, 677) noted quite early the attraction of social analogy in molecular biology. In 
commenting on the dynamic nature of proteins and their molecular components he 
wrote, “Hence the protein molecule itself, no less than the cell- structure of which it is  
a part, is a pattern the components of which are in perpetual motion. In visualising  
this, it is difficult not to think of it as a prefiguration of the mutual collaboration of so-
cial units in maintaining patterns at far higher levels of organisation.”

18 In fact, as Alberts (1998) reveals, machine- talk has merely moved down a level in mod-
ern cell and molecular biology to that of proteins.
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chapter 4

methodological reflections  
in general cytology  in historical  

perspective
Jutta Schickore

“. . . as many and as diverse methods as possible ought to be employed.”

— Merle Jacobs, 1924

In his preface to General Cytology, Edmund Cowdry explicitly noted that the 
plan had been to mention methods of investigation “only when necessary” 
(Cowdry 1924, v). Several contributors pointed out that detailed discus-
sions of methods were out of place in a textbook. Nevertheless, references 
to methods and techniques are abundant throughout the book, and sev-
eral chapters contain a fair amount of critical discussion about methods 
and sources of error in cytology. Even the introduction to General Cytology 
contains comments on methods and techniques. In it, Edmund B. Wilson 
pointed out that the advancements in cell theory in the 1870s and 1880s 
would have been impossible without the introduction of “high- power mi-
croscopical lenses” and “methods for the preparation of fixed and stained 
sections.” Notably, at the same time, Wilson emphasized that the rapid de-
velopment of preparation techniques was in fact a mixed blessing: While 
these techniques played an “indispensable part in the advance of modern 
cytology,” they nevertheless “involved many possible sources of error.” 
Even skilled observers had “not always found their way safely amid what 
Michael Foster called the ‘pitfalls of carmine and Canada balsam’ ” (Wilson 
1924, 4).

The concerns Wilson raised in his comments about microscopic meth-
ods and techniques resonate with the ways in which several contributors to 
the volume address methodological issues— warnings and cautionary notes 
are frequent, and several authors indicated that they were not completely 
certain about the reliability of their results. The epigraph for my chapter is 
taken from Merle Jacobs’s essay on permeability of the cell ( Jacobs 1924). It  
alludes to yet another reality that early twentieth- century microscopists— 
and not just microscopists— were facing: There were multiple techniques 
and approaches to choose from, each of them less than ideal and prone 
to error. We will see that for Cowdry and his collaborators, this situation 
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was both a problem and a blessing in disguise. Wilson himself hinted at 
this in his introduction. Having detailed the concerns about potentially  
error- prone cytological methods, he added that at the time he was writing, 
“a more rational treatment of the whole subject, and a gradual affiliation 
of cytological methods of the earlier type with those of the physiologist,  
the physicist, and the biochemist” had grown out of those concerns.

Microscopists have always been acutely aware of the importance of good 
methods, instruments, and techniques for successful observations and 
also of the huge practical difficulties of microscopy. But the content of the 
debates about methods and sources of error in microscopy and the con-
clusions that were drawn from methodological discussions about proper 
procedures changed quite dramatically over time.1 The second half of the 
nineteenth century was a particularly important period in this history. The  
methodological statements and comments on techniques and procedures  
in Cowdry’s General Cytology can be understood as a result of developments  
in the debates about methods and sources of error in late nineteenth- 
century microscopy and in the life sciences more generally.

It is helpful to think about the developments in this period in terms of 
a transformation of the practitioners’ “epistemology of evidence.” Wil-
liam Bechtel introduced this term in his book Discovering Cell Mechanisms 
(Bechtel 2006, 120). An epistemology of evidence embodies the ways in 
which scientists assess their instruments and techniques to determine 
whether these investigative tools reliably provide information about the 
phenomena of interest. In this work, Bechtel identifies three main episte-
mological criteria for the assessment of new research instruments or tech-
niques: first, the new research techniques repeatedly yield a determinate 
structure; second, the results obtained with the new technology agree with 
results generated by other established techniques; and, third, the results 
obtained with the new technology agree with accepted theoretical accounts 
of the objects and phenomena under investigation (127).

Bechtel’s analysis of cell biology in the 1940s and 1950s shows that 
these three criteria were indeed used by mid- twentieth- century cytologists 
in their evaluation of the evidence they obtained with new instruments, 
in particular with the electron microscope and the ultracentrifuge. Like 
Bechtel, I am interested in criteria for the assessment of research methods 
and techniques, but I am putting these criteria in historical perspective. In 
this essay, I show that in the course of the nineteenth century, such assess-
ment criteria underwent quite radical transformations, and how this re- 
conceptualization affected the microscopists’ epistemologies of evidence.2
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The 1830s and early 1840s were a phase of  vindication of the microscope 
as a reliable tool for observation in medicine and natural history (broadly 
understood). Throughout the mid- nineteenth century and onward, as the 
microscope was increasingly used in various fields of the life sciences, 
the questions of  what optical properties were desirable in a microscope 
and of how best to prepare and investigate microscopic objects were mat-
ters of intense debate. Microscopists increasingly acknowledged both 
the diversity and the intrinsic uncertainty of available methods and tech-
niques as well as the insurmountable limitations of the optical technology  
itself.3

In what follows, I outline some trends in the discussion about proper ob-
servation, illumination, and the application of chemical agents. I show how  
the reflections on the possibilities and limits of microscopy ultimately 
made it plausible for the practitioners to import new methodological strat-
egies into microscopic practice. There is much in the discussions about 
methods in General Cytology that is in tune with the methodological con -
cerns that were raised during the second half of the nineteenth century.4 
Like many other microscopists around 1900, the authors of General Cytol-
ogy noted that available techniques of microscopy were not always certain 
and not always well understood. They explicitly embraced the diversity of 
available methods and techniques and argued that in microscopical in-
vestigations, a whole range of methods had to be employed to make the 
process more informative and more secure. Their appreciation of a diver-
sity of investigative tools resonates with broader methodological trends in 
the experiment-  and instrument- based life sciences at the beginning of the 
twentieth century.

Schleiden’s Vindication of the Microscope
According to Wilson, modern cytology began with Schleiden’s new theory 
of the genesis and organization of the plant cell and Theodor Schwann’s 
extension of this approach to animal cells. Schleiden outlined his theory 
in the Principles of  Scientific Botany of 1842 (English translation, 1849). The  
question of whether Wilson’s assessment of Schleiden’s position as the 
“founding father” of modern cytology is plausible is beyond the scope of 
this chapter. Nevertheless, Schleiden’s work is an appropriate starting 
point for a historical survey of methodological aspects of microscopy be-
cause it also contains a detailed discussion of methods of microscopy. The 
book comprised an inductive account of scientific practice as well as con-
crete advice for the practitioner of the micro- anatomy of plants.
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Schleiden’s instructions did double duty as vindication of the micro-
scope and as a manual for practitioners. This twofold goal made the overall 
argument in favor of microscopical observation a little awkward. On the one 
hand, Schleiden argued that the microscope, like the function of the eye, “is 
founded . . . upon immutable mathematical laws; that errors consequently 
are only committed by the erring judgment in all observations, whether  
instituted with the naked eye or the microscope.” Both the eye and the op-
tical instrument, Schleiden concluded, were always right (Schleiden 1969, 
583). The microscope, a mechanical thing, could not be in the wrong. Only 
the incompetent user could fall into error, either from lack of knowledge 
about the instrument or from immature, superficial, ignorant, misguided  
judgment. The argument was obviously addressed to the skeptic, whose lin-
gering doubts about the microscope’s merits Schleiden hoped to ward off.

At the same time, however, Schleiden pointed to various errors of the 
microscope. Relating the advancement of microscope production, he drew 
attention to the fact that “two errors particularly” had only recently been 
removed from the instrument: “namely, the chromatic and the spheri-
cal aberration” (Schleiden 1969, 577). Schleiden’s discussion exhibits an 
intriguing tension. Of course, instruments with spherical and chromatic 
aberrations or a broken eyepiece are subjected to laws of nature too. Mi-
croscopists who want to make reliable observations will not be impressed 
if they are given a damaged instrument and are told that they merely have 
to account for the damage in terms of physics, and then they will be able  
to make correct observations. In other words, if we want to assess the in-
strument’s suitability for answering difficult botanical questions, we 
should not regard it as a mechanical object. Rather, it must be assessed as  
a technical artifact, designed to fulfill a certain purpose. If we consider  
instruments as tools that are made to fulfill certain specific purposes, we 
can distinguish between well- functioning instruments that meet the as-
signed purpose and malfunctioning instruments that do not.

This tension can easily be explained if we take into account that Schlei-
den’s readership would have been diverse. Most naturalists and medical 
men would have been quite happy to use the microscope to do research and 
were curious about how to do so successfully. But there were others who 
were not entirely convinced that the microscope was a trustworthy tool. In 
the methodological chapters of the Principles, Schleiden attended to those 
researchers who might have doubts about the reliability of the instrument. 
At the same time, he wanted to provide concrete advice to the practitioner 
of the microscopic anatomy of plants.
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Those practitioners needed to learn how to see what Schleiden saw. 
Schleiden advised on how to distinguish the object of observation from 
all those phenomena that did not belong to that object, such as dust and 
bubbles of air; he described Brownian motion and recommended tech-
niques for the handling of opaque and transparent, hard and soft objects, 
and the preparation of slides. He concluded on an upbeat note: “He who 
wishes to observe with success, must observe frequently and with the  
most profound attention: by observing this rule, he may gradually learn to 
see, for seeing is a very difficult art” (Schleiden 1969, 604). Microscopy was 
difficult but learnable. For Schleiden, microscopy was crucially a method 
of observation, and he insisted that there was one correct method of mi-
croscopic observation. He was trying his best to instruct his readers in the 
correct method of collecting facts.5 The evidential status of microscopic  
observations depended crucially on the optical properties of the instru-
ment and the skills of the observers.

Warnings, Disillusionment, and Cautious Optimism
At the time when Schleiden’s book was published, microscopy was consid-
ered to be a kind of— or an art of— seeing. While not every microscopist 
might have agreed with Schleiden that there was one “best way” to make 
successful microscopic observations, advocates for microscopy agreed  
that the challenges were manageable. In the following decades, as the prac-
titioners conducted their research at the boundaries of instrument- aided 
vision, more and more requirements for proper microscopical observation 
were put forward, critically examined, embraced, or dismissed: successful 
observation required a microscope with certain optical properties, appro-
priate illumination, suitable preparation fluids, stains, micrometers, test 
objects, and so forth.

One indication of the growing complexity of conditions and require-
ments that had to be taken into account is that microscopy manuals  
became more and more detailed. Heinrich Frey’s manual, The Microscope 
and  Microscopical  Technology  of 1872— a translation from the German, origi-
nally published in 1863— was almost seven hundred pages long. It com-
prised chapters on optical theory, apparatus for measuring and drawing, 
different types of microscopes, testing, examining the object, preparation, 
chemical reagents, staining, and injection. The second edition of Pieter 
Harting’s standard work Het mikroskoop, deszelfs gebruik, geschiedenis en 
tegenwoordige toestand (The Microscope: Its Theory, Use, and Current Sta-
tus) was published in three volumes with a total of more than a thousand 
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pages.6 Carl Nägeli and Simon Schwendener’s The Microscope in Theory 
and Practice comprises more than six hundred pages; the eighth edition of 
Jabez Hogg’s The Microscope: Its History, Construction, and Applications is 
about seven hundred and fifty pages long, and so forth.7 In part, the grow-
ing attention to methods and techniques was due to the expansion of the 
community of microscopists and of microscopical research itself. From 
the 1840s onward, microscopes were increasingly used in natural history, 
anatomy, and clinical practice, and they were introduced into medical edu-
cation. Instrument makers in Europe and in the United States offered easy- 
to- use and affordable microscopes.

The more observers were using the instrument, however, the more var-
ied were the observations and descriptions of microscopic objects. Com-
plaints about this diversity of findings were frequent and expressive. In 
1868, Lionel Beale, author of the well- known instruction manual for mi-
croscopists How to Work with the Microscope: A Course of Lectures on Mi-
croscopical Manipulation, and the Practical Application of the Microscope to 
Different Branches of  Investigation warned that

the process of observing facts is as unsatisfactory and as fallacious as 
the process of imagining and speculating without observing at all. At 
this time what a mass of thoroughly conflicting evidence is advanced 
on almost every question! Three or four views are taught concerning 
first principles of anatomical and physiological science, each one  
being quite incompatible with the rest, but nevertheless, supported 
by an immense amount of what purports to be evidence based upon 
observation. It is obvious in such a case that many of the statements  
must be false, and many of the facts advanced must be errors; and 
yet with what pertinacity are they maintained, and what an amount 
of work must be done, and what a length of time must elapse before 
the false facts can be demonstrated to be really false and the true  
facts proved to be really true! (Beale 1868, 189)

His fellow countryman, the British Rev. Joseph Bancroft Reade lamented,

Among Nature’s invisibilia let us select the Diatom- valve. A keen eye 
may indeed see here a minute atom, but no apparent outline; the el-
egant S- like shape of the Pleurosigmata cannot be made out, and a sin-
gle hemisphere on the surface of a valve is absolutely invisible. How,  
then, with the aid of the microscope is the Diatom- valve described 
by the host of observers? So far from there being any uniformity of 
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statement we may almost say Quot homines, tot sententiae. The “Trans-
actions of the Microscopical Society” contain a curious record of the 
Protean aspects described by different microscopists, and it is amus-
ing to read of the ingenious modes of playing with the illuminating 
rays, so that the eye, fortified by a little previous theory, may see at will, 
in one and the same valve, either elevations or depressions, triangu-
lar, quadrangular or hexagonal dots, with rhomboids, pyramids, or 
spheres. (Reade 1870, 140)

This diversity of observations and the disagreements among different 
observers not only stimulated technological advancements but also fueled 
discussions about the best ways to secure or verify observations. One prob-
lem was, however, that opinions diverged even on what exactly caused the 
diversity of observations and how one could best remedy the situation. 
Beale, for instance, reminded his readers that the observer’s skill, acquired 
during many years spent “in patient investigation,” was the necessary con-
dition of successful observation: “It is only by careful and unremitting 
exercise that he will gradually acquire habits of attentive observation and  
the power of thoughtful discrimination which can alone render his con-
clusions reliable.” And, somewhat dishearteningly, he added, “Indeed, 
though he labour hard and earnestly, he will scarcely have properly edu-
cated himself ere his powers begin to decay and he become liable to err 
from the natural deterioration in structure of the Organs upon which the 
observation of his facts entirely depends” (Beale 1868, 189– 90). Reade 
offered a different diagnosis, however— he did not blame the observers  
for their lack of expertise and skill; he blamed them for using the wrong 
kind of illumination. He continued on a more upbeat note because he had 
a solution to the problem (on which more below).

Debates about proper methods, techniques, and tools of microscopy 
drew out methodological views and commitments and encouraged more 
explicit statements of procedure. In the course of these debates, more and 
more conditions of successful microscopic observations were identified. 
A number of preparation techniques were tried out; optical powers were 
evaluated; and various kinds of auxiliary apparatuses, designed to aid mi-
croscopic observations, were assessed.8 Different practitioners promoted 
different “best” instruments, illuminations, preparation techniques, stain-
ing fluids, and so on for different purposes. As a consequence, many prac-
titioners became more vigilant, cognizant of a multitude of ways of doing 
microscopy, and mindful of all sorts of errors. Eventually, it became clear 
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that microscopes and microscopic techniques would forever be uncertain 
and less than perfect. Methodologies of microscopy simply had to take this 
fact into account if they were to be of any practical use. The discussions in 
the second half of the nineteenth century about illumination, the optical 
power of microscopes, and various preparation techniques and chemical 
reagents show how the practitioners’ methodological pronouncements 
shifted from initial optimism to caution to disillusionment— and some-
times back to cautious optimism. In the following sections, I illustrate 
these dynamics in more detail. I begin with debates about magnifying 
power; then I consider discussions about appropriate illumination and 
about chemical agents.

Beware of Higher Powers
In the 1830s, many microscopists emphasized the great merit of the opti-
cal instrument: namely, the fact that it made visible what was otherwise  
invisible to the naked eye. Superior microscopes were those with the “high-
est  powers,” those instruments that showed clearly and distinctly the  
most delicate objects with the finest patterns. In his essay on test objects 
from 1832, for instance, the microscope maker Andrew Pritchard de-
clared that such an instrument “may be at once pronounced superlative” 
(Pritchard 1832, 142).

Already in the 1840s, however, several microscopists had become more 
cautious in their pronouncements. They recommended that microsco-
pists begin every investigation with the weakest magnification and then 
gradually move to stronger ones.9 Some even recommended staying away 
from using the strongest magnification altogether.10 Some drew attention 
to the fact that greater magnifying power did not necessarily mean better 
images— on the contrary, the strongest optical systems did not offer huge 
gains in image quality (Nägeli and Schwendener 1867, 124– 5). Pieter Hart-
ing even noted that the visualizing power of the instrument would suffer if 
too strong magnifications were used (Harting 1866, 1:279).

There are many indications that the practitioners had become rather 
doubtful about “highest power” as the most desirable feature of a micro-
scope. William Carpenter, the author of a very successful manual of micros-
copy, put it bluntly: Those microscopes that could resolve the most difficult 
test objects— those that had “highest powers” according to this measure—  
were definitely not the most useful for biological research (Carpenter 1883, 
146– 47). In microscopy books from the second half of the nineteenth cen-
tury, we typically find the recommendation that microscopic investigations 
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be carried out with a magnification of 300– 400x. Even in this respect, how-
ever, the agreement was not general, as Lionel Beale’s How to Work with the 
Microscope shows. The book included a chapter entitled “Apology for the 
Use of Very High Magnifying Powers” which was addressed to those “per-
sons [who] still persist in asserting that no advantage is to be gained from 
powers above 300 diameters” (Beale 1868, 280). Beale carefully described 
how the microscopist— the experienced microscopist— could and should  
go about viewing specimens with magnifications of 1,000 and above.

It was probably Beale’s work that the English physician, ophthalmic 
surgeon, and microscopist Jabez Hogg had in mind when he noted in his 
microscopy manual of 1869 that “we have not the amount of confidence in 
the higher powers that some observers seem to have; we know, indeed, with 
every increase in this direction, how liable we are to encounter unforeseen 
errors and exaggerations, and we still prefer the 1/8th or 1/4 inch. of Ross, 
because we know its precise working and defining power, and that most of 
the great achievements and discoveries of the microscope have been made 
with powers in no way superior to the last- mentioned objective” (Hogg 
1869, 69– 67). The best way of utilizing the microscope’s powers was to use 
the instrument only at medium powers.11

In his address to the American Society of Microscopists in 1883, the 
society’s president, Albert McCalla, mused, “One of the most interesting 
questions we are called to meet to- day, as it seems to me, is whether we can  
discover any sure and satisfactory method of diagnosis of the real nature 
of minute structure near the present limits of  vision from the images it  
gives.” McCalla reminded his audience that Ernst Abbe’s theory of the mi-
croscope had greatly advanced the understanding of optical instruments. 
Yet the time was not ripe for high- power microscopes: “At present we are 
not ready for such machines” (McCalla 1883, 18).

Increasing Concerns with Illumination
The correct illumination of the object became one of the main concerns for 
microscopists. Reade’s lament about the multitude of descriptions of dia-
toms, for example, is part of a paper on techniques of illumination. Reade 
remarked that “it is not too much to say that illumination is the soul of the 
complex body [of the microscope], with all its ingenious mechanism, appli-
ances, and powers” (Reade 1870, 138). Yet even though there was general 
agreement among microscopists that proper illumination was at least as 
important for successful microscopical observations as a well- designed 
optical apparatus, they continued to disagree about what constituted the 
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best illumination. Should the light be strong or faint, direct or oblique? 
Should the light source be natural or artificial? Should it be reflected by a 
mirror or prism? Should a condenser be used? And how could one go about 
establishing the best way of illuminating an object? How could one decide 
which kind of illumination showed the object best, if nobody knew how the 
object really looked?

In 1855, the prominent histologist John Queckett noted in his Practi-
cal Treatise on the Use of the Microscope that the “perfect illumination” of 
an object was “of the utmost importance” (Queckett 1855, 210). He recom-
mended viewing every object with every kind of illumination— but he left it  
open how one could then decide which kind of illumination was perfect 
for which object. Other microscopists recommended specific modes of 
illumination and certain auxiliary apparatuses as “the best.” But each of 
them had a different recommendation. The chapter “Use of the Micro-
scope— Microscopic Examination” in Frey’s bulky manual discusses at 
length how “the best possible illumination” could be achieved, what kind 
of light source should be used (“dull, white, uniform cloudiness”) and 
how, when the “best illumination” had been found, the object should be 
placed on the stage (Frey 1872, 83, 84). In contrast, the US army surgeon  
J. J. Woodward recommended a combination of monochromatic sunlight 
and high- power objectives specifically for the observation of delicate mark-
ings  (and assured his readers that monochromatic sunlight would not 
damage the eye of the observer; see Woodward 1872, 459– 60).

Reade had yet another solution to the problem. He described a new kind 
of condenser with an adjustable aperture, which, he hoped, would answer 
once and for all the “vexed question of the day,”— namely, the true struc-
ture of the Diatom- valve. To the practitioners, settling this vexed question 
was so important because Diatoms were widely used as test objects.12 Reade 
complained that the microscopists had so many different condensers to 
choose from— those by Wollaston, Brewster, Shadbolt, Wenham, Nobert, 
Amici, Gillett, Kingsley, Dujardin, Reade, “cum multis aliis.” They were all dif -
ferent, but they all had fixed apertures, a fault that his own condenser rem-
edied (Reade 1870, 138).13

Notably, the paper on the silverfish Lepisma saccharina published by 
the American naturalist G. W. Morehouse in 1873 exemplifies how the use  
of a variety of illuminations could actually enhance the reliability of cer-
tain observations. Morehouse wanted to clear up confusions about the 
“beads” that many other observers had seen on the surface of the silverfish. 
He noted that the silverfish had coarser and finer markings, and that the 
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pattern looked different in different illuminations. He had used mono-
chromatic sunlight, “white cloud,” lamp, central and oblique beam, mir-
ror, prism, and achromatic condenser with and without central stops, and 
Wenham’s paraboloid,14 and he carefully described how the appearance of 
the object changed when he varied the illumination. In the end, he left it 
open which of these really was “the best” illumination of the silverfish, but 
this was not his point. His point was about existence not about appearance. 
He demonstrated that the “beads” were an artifact of microscopic observa-
tion because, regardless of which technique he was using, the beads disap-
peared with larger magnifications.

These examples show that the practitioners’ debates about the illumina-
tion of microscopic objects brought the diversity of modes of illumination 
to the fore. At first, various practitioners attempted to figure out which kind 
of illumination was “the best,” but no general agreement could be reached 
about this point, and different microscopists continued to promote differ-
ent illuminations and different auxiliary apparatuses for managing and 
improving it. Morehouse’s paper is remarkable because it shows that, for 
certain questions— particularly for identifying artifacts of the observation 
procedure— it was actually a good thing to use different modes of illumi-
nation. Nonetheless, proper illumination remained a challenge. As late as 
1909, the microscopist A. M. Kirsch reminded his readers that “the method 
of illumination” was crucial for the correct identification of delicate mark-
ings (he was also concerned with diatoms). He reported that the delicate 
lines of the object he was studying were correctly displayed when “the  
incidence of the direct sunlight took place as nearly as possible parallel to 
the stage, the microscope being inclined for the purpose, and at right an-
gles to the striae.” Kirsch’s paper is noteworthy because he stated that he 
had found this “in experimenting for a long time with various objectives”  
(Kirsch 1909, 26). For Kirsch, figuring out the best method of making  
microscopical observations had become an experimental endeavor.

Merits and Demerits of Manipulation
For Schleiden, microscopy was an art of seeing— seeing enhanced with 
powerful optical aids but still essentially noninvasive observation. During 
the nineteenth century, microscopy was closely associated with practices of 
intervention and manipulation, and ultimately, microscopy was itself con-
ceived as an experimental practice. This reconceptualization of microscopy 
is most conspicuous if we track the practitioners’ views on the application 
of chemical agents.
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Earlier in the century, the common attitude toward chemicals was one 
of great caution, and various microscopists warned of the distortions that 
chemical agents might produce. If we think of the microscope as an aid to 
observation, the early warnings against chemicals make perfect sense. Suc-
cessful observation required examining specimens in their natural condi-
tions. Of course, it was appreciated that some interventions were necessary 
just for bringing specimens under the microscope, but the observers tried to 
utilize preparation techniques that were minimally invasive. Earlier in the 
century, for instance, microscopists were very much aware that specimens 
had to be kept moist in order to prevent shriveling and distortion. To do so, 
they recommended using “pure” and always fresh water so as not to alter 
the objects (e.g., Schacht 1851, 42). When it became clear that “pure water” 
actually damaged the finer structures of tissues, microscopists switched to  
other preparation fluids that they expected to be less destructive.

The author of one of the earliest manuals of microchemistry, Julius  
Vogel, made a point of addressing the worries his fellow microscopists 
might have had when he promoted microchemical investigations in 1841. 
He noted that for many microscopists who sought to understand the form 
and structure of organic materials, the (micro- )chemical analysis of organic 
materials was like grinding up a clock to find out how it worked— in other 
words, a completely futile endeavor (Vogel 1841, 175). Vogel insisted, how-
ever, that the chemical analysis of organic materials had something impor-
tant to contribute to morphological studies of organized parts and wholes.

Within a few decades, many more microscopists became comfortable 
with and recommended using a wealth of chemicals as aids to microscop-
ical investigations. They increasingly expressed enthusiasm about the 
information that could be gained from staining and other chemical ma-
nipulations. In his 1883 address to the Microscopic Society of America,  
Albert McCalla even noted that chemical media and reagents, if used wisely  
and carefully, were the “most efficient means of verification.” He declared 
that “we are now armed, as never before, with means of putting nature 
to the test and verifying our vision of her most indicate [sic] minutiae”  
(McCalla 1883, 13).

Sometimes, the application of chemicals— especially of stains— was pre-
sented in analogy to the enhancement of the optical power of the micro-
scope. Minot, for instance, described the employment of chemical means 
as “endeavors to render certain characters more visible than they are natu-
rally” (Minot 1877, 405) and compared the chemicals to the enhanced let-
ters that enabled blind people to “see” writing with their fingertips.15 One 
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factor that surely facilitated the general acceptance of staining as a means 
of microscopic observation was the success in making the “invisible en-
emy” to human health, the germ, visible. In Robert Koch’s laboratory, the 
cause of tuberculosis became a “tangible parasite” (Koch 1987, 95), whose 
existence could be revealed through staining and microphotographs. 
Frank L. James, a physician in St. Louis, enthused, “Of what far- reaching 
consequence, for instance, was Koch’s discovery that the bacilli of tubercle 
will absorb certain of the aniline colors and cling to them with such tenac-
ity that not even nitric acid will bleach them?” ( James 1887, 46).16

There is a striking parallel between the discussions about the merits  
and demerits of staining and those about illumination. We saw above that 
many microscopists pointed out how crucial the right illumination was 
for the success of microscopical investigations, and that they continued 
to disagree about what kind of light and what mode of illumination were 
actually the right ones for what purposes. While intense discussions were 
going on about the best way to illuminate an object and about desirable 
optical properties, numerous novel stains and mounting and fixing agents 
were developed to enhance the microscope’s power. Many microscopists 
emphasized that the right staining technique was an essential aid to suc-
cessful observation. But what was the best stain? And how should one apply 
it? More and more stains, fixing agents, and microchemical reagents for 
microscopic objects were suggested.

Frey’s manual The Microscope and Microscopical Technology (1872) il-
lustrates the diversification of preparation techniques. On more than a 
hundred and fifty pages, Frey’s book covers techniques of testing, prepa-
ration, staining, injection, and mounting microscopic objects. Among 
these were the staining fluid carmine and the mounting agent Canada 
balsam that Wilson mentioned in his introduction to General Cytology.17 
Frey described eighteen stains overall, including several different kinds 
of carmine preparations. Frey’s manual was no exception. The chapter on 
reagents for preserving, hardening, and fixing in Carl Friedländer’s manual 
of microscopical technology for pathological anatomists (1885) is thirty 
pages long; the thirty pages that follow deal exclusively with staining. There 
are fifteen categories of stains, and each category contains several items. 
Friedländer’s “Category 15: The Nuclear- Staining, Basic Aniline Dyes,” for 
instance, comprises “Vesuvine (Bismarck- brown), fuchsine, gentian- violet 
and methyl- violet, methyl- blue; besides methyl- green, dahlia, magdala, 
etc.” (Friedländer 1885, 82). Philip Stöhr’s 1903 manual for histologists 
listed sixty- one chemicals for staining, fixing, and mounting— and those 
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were just the agents that Stöhr thought every beginner should have avail-
able (Stöhr 1903).

We saw above that many practitioners developed their own best tech-
niques of illuminating objects. In a similar way, many microscopists devel-
oped and promoted particular reagents they liked best. In Frey’s chapter 
on staining, for instance, some of the stains were named after the micros-
copist who had devised them— there is Thiersch’s Carmine Fluid, Beal’s 
Carmine Fluid, and so on. Some individuals wrote papers for the budding 
journals of microscopy, in which they promoted their own approaches to 
staining, fixing, and mounting.18

Nevertheless, many practitioners were optimistic that staining fluids were 
“a most invaluable help to exact knowledge,” as McCalla put it in his address 
(McCalla 1883, 13). McCalla belittled those microscopists who regarded 
staining as purely ornamental and as amusement for the amateur. In fact,  
there was much more to staining than just improving the visibility of ob -
jects. Stains could also serve as aids to identify properties of objects. To  
McCalla, staining fluids were useful because they could be used to diffe-
ren tiate various tissues, which would otherwise remain transparent and 
in  visible. Histologists Alexander A. Böhm and M. von Davidoff even rec-
ommended “selective” staining with stains that colored certain tissue ele-
ments more than others, whereby preparations could be colored with more 
than one stain in “simple, double, triple, and multiple staining.” Certain 
parts of tissues took up more stain than others. Such “differential staining,”  
as they called it, “has therefore a value beyond the mere coloring of sections 
so that they may be seen more clearly” (Böhm and Davidoff 1910, 41).

These passages show how, in the course of the development of staining  
techniques, microscopy came to be closely associated with processes of  
manipulation and experimentation. For the microscopists who used stains 
to identify the kinds of tissues they were examining, microscopy was much 
more than an “art of seeing.” To make the invisible world accessible, the 
microscopists had to master a diverse set of methods and techniques of 
intervention.

The association between microscopy and experimentation could take 
several forms. Böhm and Davidoff compared the staining of sections to 
“a microchemic color reaction.” They explicitly declared that the investi-
gation of fresh tissue was “far from revealing all the finer details of their 
structure. . . . It is therefore generally necessary to subject tissues or organs 
to special methods of treatment before they may be studied microscopi-
cally with any degree of profit” (Böhm and Davidoff 1910, 22). Microscopy 
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manuals specifically for pathologists and clinicians described in detail the 
systematic manipulations of preparations such as bacteria cultures that 
were part of the clinical procedures for the diagnosis of infectious diseases. 
German physician Hermann Lenhartz’s standard manual of clinical mi-
croscopy, for instance, demonstrates how elaborate the interventions were 
that microbiology often required. For instance, in his chapter on “vegeta -
ble parasites,” which deals with bacteria causing croup, meningitis, and  
other serious diseases, Lenhartz described in detail the techniques of pure 
cultivation (including the preparation of the culturing media), various dif-
ferent (!) staining methods for the bacteria, and techniques of observation  
of both unstained and stained specimens (Lenhartz 1904).

The practice of experimental physiology also had an impact on micros-
copy. The chapter on blood in Edward A. Sharpey- Schäfer’s Course of  Practi-
cal Histology, for instance, shows that the microscope became a tool for the 
magnification of experiments with body fluids and tissues (Sharpey- Schäfer 
1877). Among other things, Sharpey- Schäfer described and depicted intri-
cate set- ups through which the action of electric shocks on blood could be 
studied. The experiments as they are described in the manual closely re-
semble macroscopic physiological experiments on the effect of electricity 
on bodies and body parts.

From Sharpey- Schäfer’s text, it is not quite clear what larger research 
goals these investigations of shocked blood cells were supposed to serve. 
There was, of course, a long tradition of galvanic experiments in physiol-
ogy but descriptions of similar experiments under the microscope in other 
handbooks of microscopy indicate that the larger context for these experi-
ments was the ongoing debate about the physicochemical basis for life. 
Nägeli and Schwendener described similar experiments; they noted that 
the conclusions drawn from such experiments were daring and at times 
completely unjustified, yet they did not doubt that the study of the impact 
of galvanic currents on cell life could ultimately lead to insights into the  
nature of organic forces (see, e.g., Nägeli and Schwendener 1867, 475– 
62).19 Be that as it may, the point is that books like Sharpey- Schäfer’s Course 
of Practical Histology and Lenhartz’s Manual of Clinical Microscopy were 
laboratory manuals whose overall purpose it was to introduce students— 
beginners of microscopy— to a variety of important techniques and skills. 
These techniques and skills were not aimed at observing specimens in 
their natural state but at magnifying chemically altered specimens, and 
the authors even encouraged experiments with microscopic objects. For 
the students who learned histology from Sharpey- Schäfer’s or Lenhartz’s 
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manuals, the connection between microscopy and experimentation was 
there from the outset.

This association of microscopy with experimentation is apparent not 
just to the historian of microscopy but also to late nineteenth- century mi-
croscopists themselves. They sometimes described the very practice of mi-
croscopical investigation as an experimental endeavor and insisted that 
repeated, systematic, controlled interventions could provide the most in-
formation about microscopic objects. Pieter Harting reminded his readers 
that there were two roads to truth in science, observation and experiment, 
and that both were necessary in microscopy. It was not enough to observe 
the objects; they had to be intentionally brought under the influence of 
physical and chemical forces, and the modifications these forces caused 
had to be studied with the aid of the microscope. The microscope stage 
had to be a “miniature laboratory”; the microscopic objects had to be ma-
nipulated with physical and chemical agents that could in turn help reveal 
physical and chemical aspects of their nature (Harting 1866, 2:142).

The pathological anatomist Friedländer also made the experimentalist 
approach to microscopy explicit: “In our microscopical investigations we 
are, for the most part, engaged, not as observers merely, but we experiment, 
and our results are accordingly compounded of preformed structures, on 
the one hand, and, on the other, of factors introduced by ourselves. To 
pass judgment, then, upon the nature of an object at first sight, and with-
out reference to these aids,— for the most part so simple— would be to 
expose one’s self to the greatest errors” (Friedländer, 1885, 30; emphasis  
added).

The interesting question is, of course, how exactly the experimenter- 
microscopist should make reference to these aids. Friedländer discussed 
microscopic investigation from the perspective of chemical experimenta-
tion. It was therefore important to him that the microscopists had a good 
understanding of chemical procedures. He pointed out that “if  we know that 
the particular objects of our quest resist the action of certain reagents and 
modes of treatment by which the remaining substances are destroyed, we 
are possessed of a method of examination most serviceable for our definite 
purposes, even though the structural integrity of the specimen be completely 
sacrificed thereby. From this it appears, that the use of the microscope can-
not always be regarded as something purely mechanical, especially when 
questions in pathology are concerned; but rather that it frequently demands 
the exercise of a certain amount of reflection and circumspection, in choos-
ing the course to be pursued” (Friedländer, 1885, 30). Using reagents that 

 EBSCOhost - printed on 2/13/2023 7:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



 Methodological Reections in Historical Perspective 89

destroyed the structural integrity of specimens would have been perceived 
as a major disadvantage and potential source of error in early nineteenth- 
century microscopy. For Friedländer, however, chemicals were more than a 
means to render specimens more visible. “Sacrificing the structural integrity” 
of a microscopic object was no longer unthinkable.

The methodological statements in manuals like Harting’s and Fried-
länder’s illustrate an experimental approach to the methodology of  
microscopy. Importing an experimental perspective into the methodology of  
microscopy allowed for new strategies for securing empirical evidence or 
new approaches to “verification,” as McCalla called it. One of the factors 
that facilitated the acceptance of staining surely was the fact that stained 
bacteria produced recognizable regular patterns and the fact that the  
observation of the germ agreed so well with one of the main theories of 
disease causation— the theory that many, if not all, diseases are caused by a 
tangible pathogen. Both the first and the third of Bechtel’s assessment cri-
teria for new research techniques were thus fulfilled. The late nineteenth- 
century discussions about methodological strategies also suggest that for 
the late nineteenth- century microscopists, it was crucial to have a precise 
understanding of how exactly the techniques of intervention affected the 
microscopic objects.20

Notably, while many practitioners agreed on this point, they suggested 
different ways in which such an understanding could be achieved. As we 
saw, Friedländer pointed out that it was important to exercise circumspec-
tion and reflection so as to establish what exactly the chemical reagents 
and modes of treatment did to the specimens. In contrast, Vida Latham, 
curator of the museum at the Woman’s Medical School at Northwestern 
University, took a more pragmatic approach in her paper “A Plea for the 
Study of Re- Agents in Micro- Work,” which was published in the Proceed-
ings of the American Microscopical Society in 1894. She suggested that “in 
order to ascertain the effect and amount of change produced by the treat-
ment necessary in preparations for examination, a wise course would be to 
take a suite of specimens, put them through a set of hardening solutions, 
carefully made, then through the various preparations for imbedding and 
cutting sections, as paraffin, celloidin, freezing, and finally apply the dyes, 
and on examining the results under the microscope an intelligent opin-
ion could be formed as to the best methods” (Latham 1894, 209).21 Ulti-
mately, the discussions about chemical agents thus confirm what previous 
sections of this essay have shown: Late nineteenth- century microscopists 
agreed that microscopy was error- prone and that it was important not to be 
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overconfident and to be aware of all sorts of dangers and pitfalls. But there 
were different views about what the possible sources of errors were and how 
the dangers and pitfalls could best be avoided.

Cowdry’s Volume: Uncertainty and Diversity
The methodological statements and discussions that we find in General 
Cytology resonate with the development in late nineteenth- century meth-
odology of microscopy that we traced in earlier sections of this essay. By the 
1920s, when Cowdry’s volume was published, neither the theories of the 
cell nor the available technologies were deemed completely reliable. Cali-
bration on a well- established technique was thus not really an option, and 
the conditions for a “wise” and judicious use of chemicals as Friedländer 
and McCalla had envisaged them were not entirely attainable. The meth-
odological strategies for the assessment of findings that had emerged indi-
cate the microscopists’ acknowledgement that microscopic investigations 
of cells, cell constituents, and their functions were riddled with pitfalls. It 
is this general notion of methodological uncertainty that makes General 
Cytology so interesting from the standpoint of the history of methodology 
of microscopy— in fact the history of methodology more generally. The 
book documents what strategies the microscopists were envisaging to ad-
dress and cope with this uncertainty. Many authors contributing to General 
Cytology tried to capitalize on the diversity of available techniques and ap-
proaches, just as Latham had suggested in her plea for the pragmatic com-
parison of reagents.

Several authors of chapters in General Cytology stressed the complexity 
of the issues they were dealing with. Frank Lillie and Ernest Just, authors of 
the chapter on fertilization, made it clear from the outset that the phenom-
enon of fertilization was so complex that only a combination of morpho-
logical and physical, chemical, and biological approaches could capture 
it. The different approaches complemented one another, thus providing a 
more complete understanding of the complex phenomenon.22 But the is-
sue was even more problematic. Cowdry stated that microscopic structures 
and phenomena should be studied from a variety of perspectives, because 
microscopic techniques had certain limitations. Cowdry’s discussion of 
cell components— specifically, of mitochondria and the Golgi apparatus— 
illustrates quite well how early twentieth- century microscopists handled  
the methodological challenges posed by uncertain techniques and not 
entirely convincing theories. Cowdry emphasized that there was a lot 
of un  certainty about the structure and function of cell constituents. He 
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recommended caution, careful experimentation, and drawing together in-
formation from different types of investigations.

Mitochondria had been observed for some time, but researchers were 
now “entering upon a period of experimentation.” Cowdry’s review of re-
cent work on mitochondria shows that the investigation of these cell con-
stituents had indeed become an experimental endeavor. He described 
var  ious kinds of manipulations to clear up the structure and composi-
tion, such as the application of dyes or deliberate “experimental injury” 
by phosphorous poisoning (Cowdry 1924, 329), and he highlighted the 
importance of controlled experimentation in stable conditions and with 
standardized techniques (326). He concluded on a rather dispirited note, 
pointing out that the achievements of the study of mitochondria were “as  
yet somewhat intangible” and that everyone was “working very much in 
the dark.” There was “a plethora of observations but no new experimental 
method has brought us noticeably nearer to a solution of the puzzle.” In the  
end, he thought it might be possible that the task was “in reality a synthetic 
one: we must piece together information from many quarters. . . . We must 
continually search for new methods of approach, and strive to use to bet-
ter advantage methods already at hand. Even in experimental animals the 
physiologic processes are of such complexity as to be very baffling” (331– 32).

Cowdry’s review of the research on the Golgi apparatus does not sound 
much more optimistic. He pointed out that microscopists had to “rely upon 
rather unsatisfactory osmium and silver preparations between which there  
is little to choose,” and that, for the study of the Golgi apparatus in the liv-
ing cells of vertebrates, a method had yet to be devised. Careful experimen-
tation with the tissue was required, and caution had to be exercised in the 
interpretation of the findings, because it was very difficult to distinguish 
between normal changes in the shape and size of the Golgi apparatus and 
experimentally produced artifacts (Cowdry 1924, 334).

Like Cowdry, Ralph Lillie conceptualized his subject— the reactivity of 
the cell— as an experimental endeavor. Lillie described the protoplasm as 
“a chemical- reaction system in which the reactions are controlled by struc-
tural conditions” (Lillie 1924, 171). The chapter reviews a number of stud-
ies in which this reaction system was intentionally perturbed or destroyed 
chemically or mechanically in order to gain insight into cell activity. Lillie 
noted in his discussion of protoplasmic structure in relation to reactivity 
that the structure of protoplasm was not readily accessible to direct ob-
servation, as the structure might appear homogeneous even though its 
physiological properties were in fact complex. Like Frank Lillie and Just, 
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he saw the solution in combining several approaches. In light of Bechtel’s 
epistemology of evidence, it is striking that in addition he called for a con-
vincing explanation that could accommodate the findings: “The combina-
tion of observational and experimental (or physiological) methods of study 
seems the only possible means of obtaining insight into this problem [the 
structure of protoplasm]; what is essential is that our conceptions of the 
structure of protoplasm should be consistent with— or help to explain— its 
fundamental physiological properties” (Lillie 1924, 176). The explanatory 
success was taken to enhance the reliability of the findings.

Robert Chambers’s contribution on the structure of protoplasm dis-
cusses a whole host of methods for studying its physical nature— including 
crushing experiments, centrifuging, electromagnetic methods, the de-
tection of Brownian movement by dark- field illumination, and micro- 
dissection and injection (Chambers 1924, 238– 39). Some were better, some 
were worse, but even the best of them— micro- dissection and injection— 
were open to criticism. Occasionally, however, Chambers pointed to a con-
vergence of results obtained by different methods— for instance, when he 
reviewed the investigations of viscosity changes in cytoplasm. Even though 
the centrifuge method was “a rather drastic one,” it could show a distinct 
increase in viscosity after fertilization; and the results of micro- dissection 
agreed with this finding (249).

The most thorough discussion of methods can be found in Merle  
Ja cobs’s essay on the permeability of the cell. He made the reasoning under-
lying Chambers’s conclusions explicit. Jacobs’s discussion shows that the 
appeal to diverse methods and approaches was not confined to microscopy  
but resonated with other fields in the life sciences around 1900. Having 
stated that “In a general textbook, a detailed account of methods is out of 
place,” Jacobs proceeded to describe and assess on twelve pages diverse 
methods of studying cell permeability. Like many nineteenth- century mi-
croscopists, Jacobs motivated and justified this discussion of methods with  
a reference to the diversity of findings. Jacobs noted that

in the case of cell permeability, the results obtained and the conclu-
sions drawn by different workers are so frequently at variance, and since 
in so many cases such disagreement appears to be due to differences in 
procedure rather than to inaccurate observation, it seems wise before 
attempting to summarize the present state of our knowledge of the pen-
etration of cells by various substances to give a short description of the 
chief methods that have been employed in this field in the past, and in 
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particular to point out some of the factors connected with each which 
are likely to lead to erroneous conclusions. ( Jacobs 1924, 102)

Jacobs proceeded to discuss five sets of methods: “(1) Methods depend-
ing on visible changes produced within the cell. (2) Chemical methods.  
(3) Osmotic methods. (4) Electrical conductivity methods. (5) Physiological 
methods” ( Jacobs 1924, 103). The interesting move in Jacobs’s argument 
is not only that he covered such a range of techniques— chemical, physical, 
and purely observational— but that he gave the methodological discussion 
about proper procedures a new twist. Explicitly turning away from the no-
tion that there are “best ways” of doing things, he wrote, “It will appear that 
no single method by itself is entirely reliable, and the obvious conclusion to 
be drawn is that in any given investigation as many and as diverse methods 
as possible ought to be employed before an attempt is made to base gener-
alizations on the results obtained” (102).

And it was not only the methods that were uncertain. The theory of the 
cell and of cell permeability in particular was also “still in uncertainty” 
( Jacobs 1924, 149). Jacobs thus repeated his call for diversity when he re-
viewed the available theories of cell permeability, noting that “in general, 
it may be said that no single theory is entirely satisfactory, as indeed would 
be expected from the complicated nature of the facts which they attempt to  
explain. At the same time, there are probably elements of truth in most of 
them, and if each were regarded by its supporters merely as an attempt to  
deal with a limited number of the factors concerned in a very complex pro-
cess rather than as a complete explanation of the behavior of the cell, there 
would be far less occasion for criticism than actually exists.” At the end of 
his contribution to General Cytology, Jacobs reiterated that “what is most 
needed in the field of cell permeability at the present day is facts. When 
sufficient accurate quantitative data covering a wide range of material and 
based upon a sufficient number of independent methods have become avail-
able, a satisfactory theory will follow as a matter of course. Until that time, 
speculations should be reduced to a minimum” (156; emphasis added).

Complex Organisms, Invisible Things, Uncertain Techniques
In her 1991 essay on Cowdry’s General Cytology, Jane Maienschein drew at -
tention to Jacobs’s dissatisfaction with available theories of the cell and his  
call for diverse methods of investigation. She argued that the collaborative 
approach taken in the volume reflects the expansion of the field of cytology 
in the early twentieth century. In his famous and influential book The Cell in 

 EBSCOhost - printed on 2/13/2023 7:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



94 Jutta Schickore

Development and Inheritance (1896; 1900; 1925) E. B. Wilson had presented 
a unified account of the cell, “a sustained interpretation of what the cell is, 
how it arises, and how it works” (Maienschein 1991, 32). Cowdry’s book, by 
contrast, represented a collaborative approach in which “numerous ques-
tions, approaches, methods, theories, and data were acceptable” (46–47). 
Cowdry’s volume thus impressively demonstrates that collaboration can  
be a very productive mode of doing research.

As we have seen, General Cytology also exemplifies how the expansion 
of the field of cytology and the multiplication of approaches and tech-
niques could be turned into a methodological strategy. The methodologi-
cal strategies for assessing evidence that Bechtel identified in his study of 
mid- twentieth- century cytology were initially only of limited value. Micros-
copists did seek repeatable patterns, calibrated against known methods, 
and compared their results with techniques, but the experimental tech-
niques themselves appeared unsatisfying and less than completely reliable. 
Because of the uncertain theories, instruments, and techniques they had to 
work with, input and confirmation from diverse lines of investigation was 
called for. In the 1920s, the plurality of new methods and approaches for 
the study of ever smaller, sub- visible objects made it possible and plausi-
ble to seek confirmation from different lines of research. Because both the 
methods and the theories of cells and cell components were deemed un-
satisfactory, uncertain, and preliminary, the strategy of obtaining multiple  
confirmations through a diverse set of methods took precedence over other 
assessment strategies.

When new analytic techniques for examining organic substances and 
powerful analytic instruments began to shape and transform biological 
and biochemical research, the strategy of using “as many and as diverse 
methods as possible” remained the strategy of choice— at least in the long 
run. For instance, when the ultracentrifuge was established, the results it 
produced were initially considered decisive by many, but often the excite-
ment did not last. The plurality of methods and approaches gave rise to a 
new methodological strategy of capitalizing on this diversity, both to obtain 
a more complete picture of an object or process and as a safeguard against 
the perceived uncertainty of each individual technique.
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Notes
1 I use the term methodological in a very broad sense, in the general sense of “related to” 

or “pertaining to” methods and techniques. In this chapter, I use the term methodology 
instead of epistemology because I am focusing on microscopists’ accounts of “proper 
procedure.” Ultimately, of course, methodological discussions are part of epistemology, 
because “proper” techniques and procedures are those that are deemed to be conducive 
to the production of knowledge.

2 I do not pay particular attention to national differences among communities of microsco-
pists. In some respects, these differences are quite pronounced, but I think it is justified 
to disregard them for the purposes of a first pass at the longer- term history and dynamics 
of methodological discussions about microscopy. Communication and tech nological ex-
changes across national boundaries were frequent at the time, so it makes sense to treat  
the British, Continental, and US microscopists as part of one and the same community.

3 In older histories of the microscope and microscopy, the nineteenth century was treated  
as the period in which microscopy became “scientific.” Indeed, many nineteenth- 
century practitioners of microscopy presented their research in these terms— the use of 
the microscope became one of the hallmarks of progress and innovation in biomedical 
research. While it is correct that in the course of the nineteenth century, microscopes 
became a lot cheaper and easier to use and thus a more frequent ingredient of biomedi-
cal research, training, and practice, we should be careful not to follow the received view  
or the scientists’ own histories. More recent work on the history of microscopy has al-
ready shown that the eighteenth and early nineteenth centuries were by no means the 
“dark ages” (see Ratcliff 2009). I suggest that the microscope gave rise to methodological 
concerns precisely because it became more generally accepted.

4 Of course, scientists often do not explicitly address methodological issues, and if they 
do discuss them, they might not adequately represent the methodologies they did actu-
ally use. In this paper, I concentrate on methodological concepts as they were stated, 
discussed, or justified.

5 The German original reads “. . . Anleitung für die richtige Methode der Sammlung der 
Thatsachen zu geben” (Schleiden 1845, 189). This sentence is missing from the English 
translation because it is the introductory sentence to the section on induction. The En-
glish editors did not think it necessary to translate this section of Schleiden’s Grundzüge 
der wissenschaftlichen Botanik, as the English- speaking scientific world already had two 
“admirable” treatises on scientific inference, namely Herschel’s Preliminary Discourse 
on the Study of Natural Philosophy and Whewell’s Philosophy of the Inductive Sciences 
(Schleiden 1969, iii).

6 To my knowledge, the work was never translated into English, but it was widely used in 
the European context. I am working with the German translation.

7 Seventeenth-  and eighteenth- century microscopy books also contained discussions of 
methods and techniques, and some of them were lengthy. But the emphasis of these 
works was different. They focused on the relations between the eye and the microscope, 
regarded as optical instruments, and a larger proportion of the text was devoted to de-
scriptions of natural history objects.

8 In the early twentieth century, discussions had reached a point where the two topics 
were treated in entirely separate publications. In Philip Stöhr’s microscope manual for 
histologists, for instance, aspects of optics were discussed on just a few pages. The au-
thor directed his readers to books specifically on the microscope.
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9 See, for example, Schleiden 1969, 580; Vogel 1841; Frey 1872, 89; Nägeli and Schwen-
dener 1867, 257. Nägeli and Schwendener pointed out that the strongest magnification 
usually shows a lot less than the next weakest.

10 I should add that the practitioners were well aware that there was a difference between 
magnifying power and what we now call resolving power. But there was also much de-
bate about how these properties could be characterized in physical terms and how the 
different properties should be called. Microscopists argued about “penetrating power,”  
“defining power,” “resolving power,” “focal depth,” and so forth. I do not address this 
issue here.

11 Related concerns were raised about large instruments that required complicated ad-
justments of the optical apparatus (e.g., Minot 1877, 406).

12 On test objects, see Schickore 2009.
13 Graeme Gooday has drawn attention to a striking parallel between physics and micros-

copy in the second half of the nineteenth century. He shows that the members of both 
communities were concerned with the effective management of the physical environ-
ment in which they practiced their research, seeking to obtain stability of their instru-
ments as well as of the working environment (see Gooday 1997). Gooday demonstrates 
how varied the solutions were that the practitioners had for the illumination problem. 
He argues, however, that in “the longer term, both communities were able to enhance 
these conditions by reengineering their working environments to achieve greater phe-
nomenological orderliness: physicists by acquiring specially purpose- built laboratories, 
and microscopists by installing auxiliary devices such as the achromatic substage con-
denser into the very structure of their instruments” (Gooday 1997, 433). Below I argue 
that the discussions in General Cytology suggest a different outcome to the conundrum: 
namely, the explicit acknowledgement of a diversity of approaches.

14 “White cloud” is a technique of illumination that captures natural light from clouds 
rather than direct sunlight. Wenham’s paraboloid was a reflecting paraboloid, which 
was used prior to wide- angle condensers.

15 “In both cases, the conditions under which the special sense, whether sight or feeling, 
has to act are greatly exaggerated, so to speak, thus producing magnified or strength-
ened perceptions” (Minot 1877, 396).

16 Frank was referring to Koch’s “specific” method of staining, whereby the bacilli, once 
stained, retained their color even after treatment with alcohol or nitric acid.

17 Carmine stain was first introduced by the anatomist Joseph von Gerlach in 1858— largely 
by accident, as he noted (Gerlach 1858). He utilized the red stain for his observations of 
nerve cells. Canada balsam is a kind of turpentine made from a fir tree resin. It was used 
as a fixing agent to make permanent slides.

18 See, for example, Charles Mitchell’s paper on hæmatoxylon, in which he introduced to 
his audience “a new and simple method of preparing a logwood staining fluid, by which 
a permanent, reliable and satisfactory preparation can be easily made” (Mitchell 1883, 
297). See also Duffield 1884. Duffield described various methods that he could “recom-
mend from personal experience” (209).

19 See also Gooday 1997, 421– 22.
20 Drawing on Ian Hacking, Bechtel notes that such knowledge often cannot be had 

and is not required. This is one of the points of Hacking’s famous discussion of mi-
croscopes in Representing and Intervening: Changes in the understanding of the theory 
of microscopes have little effect on the assessment of the reliability of microscopic 
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observations (Bechtel 2006, 120; Hacking 1983, 199). I agree with Bechtel’s and Hack-
ing’s epistemological analysis, but I want to make a different point. My point is that 
for the practitioners of microscopy in the late nineteenth century, at least for many of 
them, this knowledge and understanding was indeed deemed an essential part of the 
“verification” of microscopic observations.

21 Latham’s essays on staining are quite interesting: Not only did she survey a large num-
ber of stains, she also drew attention to the fact that commercially available stains could 
differ widely, as well as to the fact that the nomenclature for stains was incredibly con-
fused (see Latham 1891; Latham 1896).

22 As Bechtel notes in his essay on research techniques in cognitive neuroscience, obtain-
ing complementary information about the phenomena under investigation is partic-
ularly important in situations in which “any given technique can only provide a very 
selective and distorted perspective on the phenomenon” (Bechtel 2002, S49). See also 
Trizio 2012 for a similar instance in current cell biology.
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chapter 5

cellular pathogenesis
virus inclusions and histochemistry

William C. Summers

While it was Rudolf Virchow who focused attention on the cell as the unit 
of pathology, Edmund V. Cowdry provided some of the first understanding 
of  viral pathogenesis at the cellular level. Between 1922 and 1940 Cowdry 
elaborated his views of viral cytopathology based on the study of cellular 
“inclusion bodies” and their relations to virus infection and pathology. His 
classification of inclusion bodies as “Type A” and “Type B” became stan
dard and widely used at least until the 1950s, and in some cases it persists 
to the present. Although this classification was not particularly clear in its 
meaning, and its application was subjective, Cowdry’s approach combined 
stain technology and the other methods of histology and histochemistry in 
the study of the interactions of viruses with cells, providing new knowledge 
about the biology of these obligate intracellular parasites. His exploitation 
of the chemistry of compounds that bind to intracellular components as 
ways to study and differentiate structures and functions contributed both 
to better understanding of subcellular biology (e.g., of mitochondria) and 
to the pathogenesis of  viral infections.

Cowdry’s early interest focused on using the newly developed stains and 
dyes to study intracellular morphology, especially the cytoplasmic bodies 
called mitochondria by Carl Benda in 1898, and in the 1920s and 1930s he 
was to make major contributions to virology by his careful studies of the 
cytology of virus infected cells. This was at a time prior to the application 
of cell culture methods and biochemical characterizations of subcellular 
fractions to understand the pathogenic effects of virus infection. Cowdry’s 
research pathway from mitochondria to virology was based on similar prin
ciples of cytology, microchemistry, and a persistent commitment to the 
proper way to study cells. That research pathway is the focus of this paper.

Eugene Vincent Cowdry was born in 1888 in Fort Macleod, Alberta, was 
schooled in England, and received a BA in 1909 from the University of To
ronto (Anderson 2009). Although his father, Nathaniel, was a banker by pro
fession, he was also an avid amateur naturalist, which certainly must have 
influenced his son’s interests. Indeed, later in life, Cowdry arranged for his 
father to join him in his laboratory work. The elder Cowdry published sev
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eral widely cited papers on cytology, and his natural history collections of 
both insects and plants were widely known and used (N. H. Cowdry 1917, 
1920).

Young Cowdry commenced his graduate work at the University of Chi
cago under Robert Russell Bensley and received his PhD in 1911. Bensley  
had investigated the small cytoplasmic bodies called mitochondria, 
thought by some to be parasitic microorganisms, and handed this work 
on to Cowdry for his graduate research. They thought mitochondria were 
“as characteristic of the cytoplasm as chromatin is of the nucleus” (Cow
dry 1956). Bensley recognized the significance of Michaelis’s observation 
that mitochondria could be stained in living cells with the redox sensitive 
dye, Janus Green B (diethylsafranin; IUPAC: 8 (4 Dimethylaminophenyl)  
diazenyl N,N diethyl 10 phenylphenazin 10 ium 2 amine chloride; this  
dye is decolorized by oxygen more rapidly in the cytoplasm than in mito
chondria, providing somewhat transient visualization of mitochondria). 
This tool became Cowdry’s way into his dissertation research, which was 
published in 1913 as “The Relations of Mitochondria and Other Cytoplas
mic Constituents in Spinal Ganglia of the Pigeon” (Cowdry 1913).

At the very outset of his research career Cowdry formed the guiding prin 
ciples of his scientific credo: his dissertation strongly asserts that physi
ological and even behavioral properties can seek their explanations in  
cellular biology. Thus, in choosing to study nervous system cells, he pointed 
out that the “cytoplasm of nerve cells is of absorbing interest to the anat
omist, the psychiatrist and to many others. The reason for this is self 
evident” (Cowdry 1913, 1). He also committed to a holistic point of view: 
“Believing that the cell is a harmonious whole and that any attempt to dis
sociate its constituents is likely to result in error, the general viewpoint of 
synthesis has been adopted” (Cowdry 1913, 3). This view contrasts to his 
decades later assessment of this work in his eulogy to Bensley, where he 
noted that he, Cowdry, “made little progress, so he [Bensley] returned to 
the attack 25 years later and in a very original way. . . . He and his student  
N. L. Hoerr (1934) broke living cells up and separated out the mitochondria 
by centrifugation” (Cowdry 1956, 973).

Cowdry’s basic methodology in his cytochemical investigations was 
to use the cell as a chemical laboratory in which experiments with dyes 
and reactions could be carried out and observed under the microscope to  
obtain what he called “tinctorial evidence” (Cowdry Papers 1924a). His dis
sertation described this approach as “applying one stain to a cell, fixing 
it in, adding another and another, or else by staining one component in a  
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specific fashion, and then dissolving out the dye and staining others in the 
same cell by appropriate methods” (Cowdry 1913). For his dissertation, he 
examined the spinal ganglion cells of the pigeon without explaining his 
choice of experimental animal. One reason might be the availability of pi
geons in Bensley’s lab, which studied mitochondria; pigeon flight muscle, 
with its high oxidative metabolic rate, was known as a rich source of mito
chondria, and the pigeon was an accepted experimental animal.

With his Chicago doctorate in hand, Cowdry joined the Johns Hopkins 
University in 1913 as an associate in anatomy. Famous for its work on hu
man embryology under Franklin Paine Mall, the Anatomy Department 
was also the home of Florence R. Sabin, an eminent histologist working 
on blood cells. Cowdry’s work at Hopkins focused on mitochondria in 
blood cells, contributing to Sabin’s program on human blood cells (Cow
dry 1921b). As noted above, while in Baltimore, Cowdry also managed to 
find space for his father to join him in laboratory research. The elder Cow
dry, apparently a skilled microscopist as well as an amateur field naturalist, 
carried out several detailed studies using cytochemical techniques that he 
learned from his son (N. H. Cowdry 1920). These studies were published by 
his father in several prestigious journals and were frequently cited.

In December, 1916, Cowdry married Alice Hanford Smith, four years his 
junior, from Washington, DC. She must have been an adventurous woman, 
since her new husband was in the process of organizing a career changing 
move to China within the first year of their marriage. As early as 1909, at the 
urging of his adviser, Frederick T. Gates, John D. Rockefeller started work 
on the “educational, social and religious conditions in the Far East,” and in 
1917 a new medical school was started in China, supported by the Rockefel
ler Foundation, located in the capital, Beijing (Peking), and modeled after 
the Johns Hopkins School of Medicine (Ferguson 1970). The grand old man 
at Hopkins, William (“Popsy”) Welch, had a heavy hand in planning this 
school, known as Peking Union Medical College (PUMC). The new school, 
designed to provide China with a world class Western medical education, 
had three groups of initial faculty: skilled clinicians, high quality teach
ers and researchers, and local Chinese physicians. Cowdry, at age twenty 
eight, was offered the chair in anatomy at PUMC, as the first choice of the 
school’s director, Franklin McLean. Cowdry apparently had measured up 
to the Johns Hopkins standards: Florence Sabin wrote to a confidant that 
“Dr. Cowdry is going to China with the new Rockefeller Medical School. He 
is the Canadian who has been assisting me of  whom we were talking. It’s a 
fine opportunity for him and we are all glad for him” (Sabin Papers 1917).
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When Cowdry took up the professorship at PUMC with the first class of 
preclinical students in September 1917, he took his ecumenical mission 
seriously; he made a study of traditional Asian medicine and published 
several articles on Asian anatomical knowledge and medical traditions 
in China and Japan (Cowdry 1920, 1921a). Interestingly, in addition to his 
young wife, Cowdry’s father and aunt accompanied him to Beijing, and the 
elder Cowdry continued his natural history research by making an exten
sive collection of Chinese marine algae, which became the object of study 
both by him and others (N. H. Cowdry 1922). Indeed, the second publica
tion from the PUMC Anatomical Laboratory was authored by N. H. Cowdry 
on work in his son’s laboratory at Hopkins and published in the prestigious 
Biological Bulletin (N. H. Cowdry 1918). Cowdry spent much of his first two 
years at PUMC getting the laboratories constructed, outfitted, and up and 
running. Even with these burdens of work, the Cowdry’s, as seemed cus
tomary for many expat professionals in China, managed to return “home” 
during the hot Beijing summer season. When Alice became pregnant, in 
1920, she remained in the United States. With PUMC up and running, it 
appears that Cowdry, with a young wife and new child, decided that his fu
ture would be better in North America, and he was accepted as an associate 
member of the Rockefeller Institute. Perhaps one of Cowdry’s last duties 
in China was the formal dedication at the opening of PUMC in September 
1921, where his former Hopkin’s colleague, Florence Sabin was among the 
international scientific and medical elite who attended. She was one of the 
few who were invited to present principal addresses. Her title was “The Ori
gin of Blood cells” (Wong and Wu 1936, 680– 81).

Cowdry joined the Department of Pathology and Bacteriology as a reg 
ular salaried staff scientist at the level of associate member. Only full mem 
bers, however, had anything approaching a permanent or long term posi
tion. In addition to Simon Flexner, the director of laboratories, other full  
members of this department were Wade Brown, Karl Landsteiner, Hideo 
Noguchi, Peyton Rous, and Florence Sabin, who had recently relocated from  
Hopkins to the Rockefeller Institute. Cowdry’s fellow associate members 
of this department were Jacques Bronfenbrenner, Frederick Gates, Peter 
Olitsky, and Louise Pearce (Sabin Papers 1925– 26). Clearly, he was at the 
center of the biomedical research world both in terms of talent and mate
rial support.

The focus of much of the research in Flexner’s department was on infec
tious diseases, and from Flexner’s correspondence with Cowdry, Flexner 
apparently thought that detailed cytological studies could contribute to  
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the mysteries of certain infectious processes. One such mystery was that of 
diseases associated with the group of microbes called rickettsia.1 Experi
mental and epidemiological data suggested that arthropod vectors could 
transmit an infectious agent that resisted laboratory cultivation. Cytological  
examination of ticks that could transmit such disease showed character
istic intracytoplasmic inclusions that were believed to be the causative 
pathogen.

Such diseases, Flexner believed, needed skilled cytological study. He 
thought Cowdry was just the person to undertake such studies. From the 
beginning of his appointment at the Rockefeller Institute, it was clear that  
Flexner saw Cowdry as some sort of super technician, with specific, valu
able skills, not as a fellow creative scientist. Their correspondence repeat
edly seems to disparage Cowdry as a “real” scientist: “I believed your field 
was as teacher and investigator of anatomy, but at the same time you pos
sessed unusual knowledge and technique of minute histology, which I was 
eager to have represented for a period at the Rockefeller Institute. On that 
basis I suggested tentatively your coming to the Institute for year or so, 
where you could work under, I thought, favorable conditions while waiting 
also for another opening in anatomy.” Then he went on to explain that he 
was offering a two year “limited appointment” “without any commitment 
for the future” (Cowdry Papers 1921). Cowdry apparently fulfilled Flexner’s 
expectations, and during this time he collaborated with the Rockefeller In
stitute scientist, Peter Olitsky, in a significant microchemical characteri
zation of the staining properties used to distinguish mitochondria from 
intracellular bacteria (Cowdry and Olitsky 1922).

By the end of his two year “limited appointment,” the Rockefeller Insti
tute decided that Cowdry’s expertise with “minute histochemistry” might 
be useful in its program to investigate agricultural diseases, and arranged 
for him to spend a year in South Africa to study the scourge known there as 
heartwater fever.2 Cowdry apparently took well to extensive research travel, 
since he later was to volunteer almost whenever possible for exotic over
seas postings. For a year he worked in the Laboratory of the Department of 
Agriculture in Onderstepoort, Union of South Africa, under the director
ship of Sir Arnold Theiler (Du Toit and Jackson 1936), and he was able to 
describe the likely pathogen in heartwater fever. His careful cytochemical 
studies indicated that the “virus” of heartwater fever was a microbe with 
all the properties of a rickettsia. He wrote, “Although the association of the  
microorganisms with heartwater, their morphology, their staining reactions  
were found to be so definite, it was decided to compare them carefully with 
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normal cellular components and with the products of degeneration and 
phagocytosis, since, up to the present time, like most Rickettsiae, their sta
tus as living organisms has not been proved by methods of artificial cultiva
tion” (Cowdry 1925a).

This work with Theiler resulted in two publications on the rickettsia as 
the cause of heartwater fever in the Journal of Experimental Medicine, the 
flagship publication of the Rockefeller Institute (Cowdry 1925a; 1925b). In
deed, in the margin of Cowdry’s informal report to Flexner on his work in 
South Africa, Flexner penciled, “I desire the paper for the JEM” (Cowdry Pa
pers 1924a). In this work Cowdry used his expertise as a cytologist and his
tochemist to investigate the differences between “normal” and “diseased” 
or “infected” material for evidence of changes that might be characteristic 
of the causative agent or might be the agent itself. As he indicated in his 
discussion of  heartwater, he was rather agnostic about the biological status  
of the rickettsia as a living being. Indeed, his later work on viruses exhibited  
this agnosticism as well.

His taste for infectious diseases seems to have been whetted by study of 
rickettsia and heartwater fever. In September 1924 he wrote to Flexner for 
permission to expand his work to other diseases:

The whole problem of Rickettsia like micro organisms interests me 
intensely. . . . I wonder where it would be possible to secure some tis
sues [from Tsutsugamushi disease, i.e., scrub typhus] from Japan fixed 
in Zenker’s fluid and preserved in alcohol, which I might work up  
upon my return. Perhaps you would let me make another attempt 
with typhus fever. Dr. Noguchi said that a friend of his in Mexico City,  
Dr. Pruneda I think it was, might be willing to send some tissues, 
which should be preserved in the same way. To do this would not inter
fere with any other plans which you may have. (Cowdry Papers 1924b)

Later, he also expressed interest in a similar approach to study some 
malady in the colony of rabbits at the Rockefeller Institute: “Acting upon a 
suggestion by Dr. Theobald Smith that the parasites in the rabbits’ brains 
may represent a relatively recent invasion of our laboratory stock,” he wrote 
to China and Australia (as well as Siam and Brazil) requesting fixed sam
ples of rabbit brains (Cowdry 1924b). This proposal to study rabbit neuro
pathology reflected his cytochemical approach to the study of infectious 
disease by which he traced the cellular footprints of the putative infectious 
agent by tracing its life cycle in both the infected animal and its insect vec
tor, the tick, in the case of rickettsia. The requested samples of distant 
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populations of rabbits would serve as controls to test Smith’s hypothesis 
of “recent invasion.” Cowdry’s success in deploying what he characterized 
as “morphological or tinctorial evidence” to investigate pathologic condi
tions related to infectious disease led him in new directions for more than 
a decade in the mid 1920s to the mid 1930s. In 1926 he was on his way to 
Tunis to study anaplasmosis, a hemolytic anemia of ruminants, suspected 
of being caused by a tick borne rickettsia. In his proposal to the Rockefeller 
Foundation for support, he raised concerns that were to be central to his 
work on virus inclusions: “The anaplasma occur within the red blood cells 
of sick cattle and opinion is divided as to their nature. Some investigators 
contend that they are true microorganisms, while others regard them as 
inclusions produced by the action of a virus which has never thus far been 
seen” (Cowdry Papers 1926).

All during his tenure at the Rockefeller Institute, Cowdry’s relation with 
Flexner seemed fragile. The correspondence between the two men is full  
of Flexner’s skepticism and Cowdry’s deference. Cowdry continually sought 
Flexner’s approval for what seems like simple scientific initiatives. Flexner 
seemed to go out of his way to remind Cowdry of his nontenured position 
at the institute, while Cowdry was constantly defending his work to Flexner. 
Even upon the publication of General Cytology in 1924, Flexner was faint 
in his praise: “First let me thank you for the copy of your ‘Cytology,’ which 
looks first rate. I congratulate you on the book. It will serve a very good pur
pose” (Cowdry Papers 1924c). One is tempted to speculate that Cowdry, in 
spite of his record of successes and his appointment as inaugural professor  
at PUMC, was deeply insecure, working first under Florence Sabin, by most 
accounts a supportive mentor at Hopkins; helped by his father, an amateur  
scientist, first at  Johns Hopkins, then in China, and for several summers at 
Woods Hole; and later deferring to the dominating figure of Flexner.

By the late 1920s Cowdry had become sufficiently immersed in study of 
the cellular responses to virus infection to contribute a chapter to Thomas 
Rivers’s influential book, Filterable Viruses. Rivers leaned heavily on his 
Rockefeller colleagues for expertise, and Cowdry was close at hand. Cow
dry’s chapter was on “Intracellular Pathology in Virus Diseases,” and there 
he presented his system of classification of intracellular inclusions, which 
persists to the present day (Cowdry 1928).

The main focus of cytopathology was the observation of novel structures 
seen in the cytoplasm and in the nucleus of infected cells, the so called 
inclusion bodies. These changes in cell architecture seemed to be related 
to virus infection, but their interpretation was hotly debated: Were they 
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viruses themselves? Were they structures produced by the cells in response 
to viruses? Did they have any relation to virus induced cell behaviors that 
were becoming increasingly well characterized? In other words, what did 
inclusions have to do with pathogenesis?

Two scientists led the way during this era of virus research, Cowdry 
and Ernest W. Goodpasture (Long 1965). Cowdry was a pathologist and 
cell biologist who believed that study of the various inclusion bodies in 
virus infected cells would shed light on the pathologic processes of  virus 
infection as well as the nature of virus growth and reproduction (fig. 5.1). 
While others had noted various types of inclusions that were associated 
with certain infections— for example, Negri bodies in rabies and Guarnieri 
bodies in vaccinia and smallpox— Cowdry developed a systematic study of 
inclusions and proposed a classification of types of inclusions, which he 
hoped would lead to more clarity in viral pathogenesis. He differentiated 
cytoplasmic from nuclear inclusions, and was skeptical of some reports 
of virus associated inclusions. Some inclusions, he believed, were collec
tions of the viruses themselves, and other inclusions seemed to be cellular 
products, perhaps made in response to viral infections. Cowdry brought 
a chemical approach to cytopathology, asking “What is the nature of the 
material of which the inclusion bodies are composed” and whether this 
material was present in the cell prior to virus infection. He proposed the  
key question in viral pathogenesis when he asked, “What alterations in cel 
lular activity are caused by the viruses?” The unsettled nature of such inclu
sions was reflected in Cowdry’s caution: “Many believe that the [inclusion] 
bodies are neither organisms sui generis nor combinations between organ
isms and cellular components but rather reaction products produced by the 
cell in response to injury caused by infective agencies which are ultrami
croscopic” (Cowdry 1928, 115). Others, however, were more certain about 
some virus induced inclusions. In their study of herpes infections as early 
as 1923, Goodpasture and Teague (1923) wrote, “The presence of these in
tranuclear bodies means the presence of the virus, and that they represent 
the growth of the virus in the infected nuclei, as claimed by Lipschutz.”

Cowdry is famous for his classification of inclusion bodies in virus infec
tions or in tissues thought to be related to virus infections. In his original 
paper on this classification, he listed eighteen cases in which his “Type A” in
clusions were observed, including herpes, yellow fever, chickenpox, whoop
ing cough, kidneys of frogs, louping ill (a tick borne encephalitis of sheep), 
and “many species in the absence of disease.” His “Type B” inclusions were 
noted in poliomyelitis, Rift Valley fever, Borna disease, and “many species 
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Figure 5.1. Image of vaccinia inclusion bodies in rabbit corneal  
cells: numbers 1– 5, vital stain; 6– 10, xed and stained; 1 and 6 prior to infection  

with vaccinia. From Cowdry 1928.
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unaccompanied by evidence of disease.” His criteria for this classification  
are so vague as to be undecipherable. For example, Type A inclusions “are 
amorphous or particulate, but may be condensed in rounded masses.” With 
respect to Type B, “The reaction is localized to certain [unspecified] areas of 
the nucleus, where acidophilic droplets make their appearance” (Cowdry 
1934). Surprisingly, Cowdry’s cytopathological descriptions of inclusions  
that may, or may not, have any relationship to virus infection became a cen
tral and persistent focus of diagnosis and investigation at least until the  
1950s, and even today one finds his terminology still in use. While some cell 
inclusions are now recognized as manifestations of diverse cell responses to 
infection, this era of descriptive cytology eventually gave way to more chem
ical and physiological study of viral pathogenesis at the cellular level.

After this rather exhaustive summary of diverse experimental observa
tions, Cowdry concluded this chapter in a distinctly nihilistic tone: “We do 
not know even in a single case with any degree of precision the chemical na
ture of the material of which the inclusion bodies are built.” Later, he says, 
“How the virus enters, if it enters at all, is a mystery.” Concluding, he writes, 
“Until viruses are shown to be living agents, it requires a larger stretch of 
the imagination to conceive of their initial development apart from living 
matter than in association with it” (Cowdry 1928, 142– 49).

By 1928, when Cowdry had moved to Washington University in St. Louis, 
he was enthusiastic about collaborating with F. F. Russell of the Rockefel
ler Institute on cytochemical studies of yellow fever, again tracing the life 
history of the infection in the suspected vector, the mosquito Aedes aegypti.

I gladly accept the invitation contained in your letter of August 7 to 
study specimens of Aedes aegypti infected with the virus of  yellow fe
ver. I have been wondering whom you would get to attack the aspect of 
the problem, and that you should select me is most gratifying. . . . The 
task of finding, if possible, traces of the virus appeals to me. . . . Mos
quitoes carrying the virus and others of the same age and sex devoid 
of it should in some way differ. I suppose it is still conceivable that a 
rickettsia may be involved. (International— Yellow Fever Papers 1928)

In addition to his scientific enthusiasm, however, Cowdry wanted to 
make sure that, even though he was a full time employee of Washington 
University, the Rockefeller Institute would provide him with a life insur
ance policy in case he should die of a laboratory infection. Apparently he 
anticipated exposure to the live virus at some point, perhaps in Russell’s 
laboratory, even though Cowdry’s methods employed fixed tissue samples. 
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There were rumors that the Rockefeller Institute had not treated Noguchi’s 
wife well after his death by yellow fever during a research expedition in  
Africa, and Cowdry wanted to head off such problems “in case of unfortunate  
outcome of yellow fever research” (International— Yellow Fever Papers 1929).

This exhaustive study, published in extenso in a seventy nine page paper 
in the American Journal of Hygiene in 1930 did much to establish cytopa
thology as a tool in the study of the new class of microscopically invisible, 
filter passing agents of disease, still called “filterable viruses” (Cowdry and 
Kitchen 1930). Without the tools of bacteriology— namely, direct stain
ing and observation, together with laboratory culture— virologists were 
severely hampered until the later advent of cell culture techniques and 
visualizations in the electron microscope. Cowdry’s work, then, provided 
a window into the biology of  viruses with study of the cellular responses in 
terms of cytochemically visible “inclusions.”

His role as a leading researcher in this field was summarized in a Rocke
feller Institute memo from 1932: “Doctor E. V. Cowdry has been interested 
as a cytologist and histologist in the cellular reaction to viruses. Since vi
ruses cannot be cultivated in the absence of living cells, and since to find 
what happens to cell composition and structure in [sic] one of the funda
mental ways of learning more about the nature of virus diseases, the cytolo
gist’s contribution to the virus problem is at present of recognized value” 
(Washington University— Virus Research Papers 1932).

In an interview at the same time, the notes taken by his interviewer sum
marized Cowdry’s virus research program as having two principle aims: 
“(1) To determine the specificity of intra nuclear inclusions. Has preps for 
study of yellow fever, chickenpox, herpes, submaxillary disease of guinea 
pigs, VSV, Virus 3 and an unknown disease of frogs. (2) Study of mineral 
constituents of cells attacked by viruses. By microincineration . . . shows 
quite striking shifts in mineral content of affected cells” (Washington Uni 
versity— Virus Research Papers 1932).

The second aim described Cowdry’s extension of his cytochemical ap
proaches beyond staining and “tinctorial” evidence to a new technique 
that he was developing to analyze the mineral constituents of cells by a 
microincineration technique that relied on microscopical examination 
and identification of the ash residue after burning away the organic matter 
in cytological preparations. This new technique involved a collaboration 
with a physicist who had joined Cowdry’s research group at Washington 
University. He seemed to have an organizational knack and social skill that  
facilitated collaborations across disciplines and involving diverse organi
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zations to obtain research materials for his broad, comparative approach 
to cytology.

As an example of his belief in the value of the latter enterprise, in 1933 he 
wrote to Alan Gregg of the Rockefeller Foundation, the main supporter of 
his research work, that he was undertaking a comprehensive review of the 
entire field of intranuclear inclusions:

Scarcely a year goes by without the discovery of five or six more intra
nuclear inclusions and it seems desirable to survey the field in order 
to gain a true conception of their distribution. Arrangements have 
accordingly been made for the Rectors to utilize the valuable and 
extensive material collected at the Philadelphia Zoo. (So far studied 
moles . . . compare to children, guinea pigs, rats)

For years I have been collecting specimens exhibiting intranuclear 
inclusions as a result of viral action not only from my own material but 
from investigators far and near. I think I have examples of almost all  
of the intranuclear inclusions which have been reported.

These [inclusions in nerves caused by stimulation] looked astonish
ingly like nuclear inclusions caused by a virus. Ranson found somewhat 
similar appearances could be produced by placing the living nerve cells 
in hypertonic salt solutions. O’Leary and Jack Lee propose to follow 
this lead because the intranuclear bodies produced experimentally in 
nerve cells do look so much like those resulting from virus action that 
they would certainly lead the unwary astray. I think, however, that the 
artificial inclusions may be only the acidophilic material which is dis
turbed. This line of investigation is, I think, of real importance; because, 
if we can duplicate the response of a cell to a virus, we shall have un
earthed the mode of virus action— it is even conceivable that we may 
have produced some local product which is identical with a virus. You 
will forgive me for indulging in speculation. I have never been convinced 
that all [sic] viruses are living things; but my mind is open and I want  
to see the light. (Washington University— Virus Research Papers 1933)

By 1935, however, Cowdry’s virus research was coming to an end. The 
immediate reason was the end of support from the Rockefeller Founda
tion, but the deeper reasons are less clear. While the economic hard times 
of the Great Depression and the reduction of Rockefeller income were no 
doubt important, the new discoveries in virology, such as Stanley’s more 
chemical approaches; the new interest of the Rockefeller Foundation lead
ers in the biophysical approaches with the ultracentrifuge (Kay 1992) and 
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the promise of the electron microscope; and, especially, Goodpasture’s  
embryonated egg culture methods (Woodruff and Goodpasture 1931) all 
suggested that Cowdry’s microscopic anatomy may have run its course and  
that new methods might be better ways to advance understanding of  
fil terable viruses. At a time when biochemistry and organic chemistry were 
showing increasing promise, Cowdry’s turn to the inorganic ash left by incin
erated cells may, too, have seemed both metaphoric and distinctly esoteric.

Epilogue
A full century after Edmund V. Cowdry started his work on the microchem
istry of cell inclusions with only a good microscope and not entirely reliable 
histologic stains, the two principle objects of his study are now fully estab
lished in biological science: mitochondria and intracellular microbes.

Mitochondria, first stabilized as a scientific fact by the discovery that 
they stain “specifically” with Janus Green B, are recognized as crucial organ
elles in most cells, responsible for aerobic metabolism, a major evolution
ary advance. They are believed to be an early endosymbiont in eukaryotic 
evolution, allowing cells to exploit oxidative metabolism as a more efficient 
source of the chemical energy of life. Their function as the locus of many 
cellular oxidation reduction reactions, is, of course, the basis of their char
acteristic reaction with dyes that are sensitive to the oxidation state of the 
dye molecule, such as Janus Green B.

Cytological “particles,” as Cowdry observed, may be specific entities 
with structure and function, or they may be amorphous, perhaps degraded, 
material from other cell processes. To distinguish these two possibilities 
by cytochemical study was Cowdry’s central program. In addition to mi
tochondria, he clarified another group of endosymbionts, the small, ob
ligate intracellular bacteria, often pathogenic, called rickettsia. Even 
today, because these organisms resist culture outside of cells, immuno 
cytochemistry contributes to their diagnosis and study.

Cowdry’s other main group of endosymbionts, the viruses, are still de
scribed in Cowdry’s classification schemes. As he speculated, his Type B 
inclusions have not proven to be a useful descriptive category; by contrast,  
his description of  Type A inclusions has been adopted as a key cytological 
characteristic of herpes virus infections. From about the mid 1950s, Cowdry’s  
name has become eponymous with the cytological appearance of aggregates 
of nucleocapsids of herpes viruses as “Cowdry Type A inclusion bodies.”

While Cowdry’s synthetic cellular cytochemical laboratory has given way 
to the analytical approach of the biochemists and molecular biologists, the 
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insights and fundamental knowledge he established by his meticulous 
technique and biological insights still inform cell biology a century later.

Notes
1 Rickettsia are endosymbiotic bacteria that have less genetic complexity than most 

bacteria, and have been impossible to cultivate outside of living cells. After various 
epidemiological and inoculation experiments with typhus fever, a small microbe was 
consistently observed in infected animals as well as the lice that could transmit the 
disease (Ricketts and Wilder 1910). These microbes were only identified by micro
scopic examination, and their biological status was uncertain until the mid twentieth  
century.

2 Heartwater fever is a tick borne rickettsial disease of ruminants, characterized by ac
cumulation of fluid around the heart and in the lungs of sick animals. This disease is 
sometimes called “cowdriosis” after the former name of the pathogenic agent, Cowdria 
ruminatum, now known as Ehrlichia ruminatum.
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chapter 6

the age of a cell
cell aging in cowdry’s problems 

of ageing  and beyond
Lijing  Jiang

The phenomenon of aging is usually seen as an inevitable part of the life 
course of many multicellular organisms, including humans. Aging is de 
fined as either biological change over time or as decline in health and vigor 
in later life stages, and has perplexed biologists in its cellular form. When 
one peeks into a microscope and encounters cells that had been extracted 
from a healthy individual, but now have condensed chromatin, shrunken 
vacuoles, and disorganized organelles, should one call these cells damaged 
or senescent?1

If the answer is that these cells display these “symptoms” because of 
their own aging, then is the timing of such processes predetermined dur
ing the cell’s individual life course? Or is it responding to a range of exter
nal perils— toxins, lack of oxygen or nutrition, wear and tear— that the cells 
have gone through?

Today many biologists and biomedical researchers still wrestle with the  
biological meanings of these phenomena associated with cell aging. A num 
ber of the processes have been given detailed descriptions and assigned  
specialized terms, such as replicative senescence, autophagy, and necrosis.2  
Scientists aim to elucidate not only the concepts and terms but also de
tails about their components, pathways, and interrelatedness. Despite dif 
ferences in interpretation, most researchers today agree that some pro
cesses of aging are intrinsic parts of cellular life, evolved to play a protective 
role for other cells or the whole organism through destroying unwanted, 
pathological, or cancerous cells. Yet such an understanding is rather recent.  
In the course of the twentieth century, answers from scientists to the ques
tion of whether aging is an intrinsic part of cellular life varied.

Working on the problem of cell aging roughly from the late 1930s to the 
early 1950s, Cowdry discussed various manifestations of aging of different 
types of cells in different bodily environments. Regarding what cellular 
changes could be seen as part of cell aging and what factors might cause 
these changes, he took an inclusive perspective. For example, to explain 
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different rates of cell aging, he considered different compositions of inter
stitial fluids, tissue structures, and intercellular interactions. Such a com
prehensive view had been shaped by a variety of factors, such as Cowdry’s 
early expertise in cytology, an interdisciplinary approach to gerontology, 
and his unease in prioritizing one causal factor over another. Cowdry was 
influenced by Alexis Carrel’s early twentieth century thesis that cells can be 
intrinsically immortal. In addition, he held a metaphorical understanding 
of individual cells as members of a cellular society that corresponded with 
his ideas of the internal structure of cells as organized wholes.

Cowdry’s comprehensive consideration of the diverse phenomena of 
cell aging and their causes, along with the occasional incongruences and 
contradictions within his interpretations, revealed a changing and uncer
tain path in cell aging research. The only certainty Cowdry embraced about 
cell aging was his conviction, inspired by Carrel, that since cells were con
sidered to be intrinsically immortal as long as they were given perfect living 
conditions, then it would make no sense to search for an inner mechanism 
that predetermined the lifetime of an individual cell; there would be no 
such mechanism and no such preset length.

Others held similar views, and the dominant understanding of cell life 
only changed in the late 1960s, when microbiologist Leonard Hayflick 
(1928– ) demonstrated that human diploid cells maintained in serial cul
ture had a limit to their mitotic life. As a consequence of Hayflick’s “limit,” 
between the late 1960s and early 2000s a community of researchers focus
ing on cell aging largely abandoned Cowdry’s earlier comprehensive ap
proach and took on cell culture as the experimental platform for finding 
one dominant molecular change that caused aging. Since the early 2000s, 
however, researchers in the field of cell aging have again begun to favor 
more comprehensive approaches, although most cell biologists have done  
so without knowledge of Cowdry’s earlier work. As Cowdry’s earlier re
search melded cytological and histological traditions with a community 
understanding of the cell, it served as a counterpoint against the more nar
rowly focused molecular research programs of the last four decades of the 
twentieth century. At present, Cowdry’s work seems to have gained new 
relevance with the rise of more holistic and comprehensive approaches to 
cellular aging, although his work per se has been largely forgotten. Yet Cow
dry’s work not only showed fascination with the roles of the cell in aging 
processes, but also identified diverse considerations that could be helpful 
for current research.
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What major issues did Cowdry consider about cell aging? How did these 
reflect the research traditions at the time as well as emerging research pro
grams on aging? How have later developments on cell aging diverged from 
or converged with Cowdry’s earlier visions? This chapter, by first chrono
logically tracing Cowdry’s research and reviews related to cell aging and 
then comparing his visions to later developments in cell aging research, 
addresses these questions. Together, they show that Cowdry had already 
started to consider many of today’s meanings of cell aging.

As historian of science Hyung Wook Park has shown, Cowdry’s organi
zational and editorial work was foundational to the formation of gerontol
ogy and its infrastructure in the United States, especially in regard to its 
multidisciplinary setting (Park 2008). In his more recent work, Park re
gards Cowdry’s approaches to cell aging and to gerontology as reflecting 
an individualistic ideology focused on the aging of individual human 
beings or individual cells as similar. Park sees Cowdry as having treated 
the elderly as a homogeneous group, with little space for consideration 
of differences such as gender or racial minorities (Park 2016, 54– 90). 
American historian Tamara Mann concurs with Park regarding Cowdry’s 
contribution to gerontology, while pointing out further that Cowdry’s 
later move to cancer research should be explained by increased funding 
for biomedical research, especially for cancer research after World War II 
(Mann 2014). Focusing on Cowdry’s disciplinary changes, both historians  
have noted how changing demographic trends and funding mechanisms 
shaped Cowdry’s science. Yet another interpretation is that he remained 
always interested in cell aging, and his research changed primarily be
cause of the many directions that a fuller understanding of cell aging  
entailed.

This chapter starts with Cowdry’s edited collection in General Cytology 
and shows how Cowdry looked at degenerative changes in the cell. This 
work occurred in the context of Carrel’s interpretation of individual cells 
as immortal, which shaped a generation of biologists’ understanding of 
cell aging. Then we examine Cowdry’s editorial work and writings for the 
first two editions of Problems of Ageing, which reflected a comprehensive 
program envisioned for cell aging research. Finally, with an overview of the 
research trajectory in cell aging during the latter half of the twentieth cen
tury and the beginning of the twenty first century, I discuss how Cowdry’s 
earlier visions have presciently shown the challenges faced by cell aging 
research.
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Mitochondria, Tissue Culture, and Degenerative  
Cells in General Cytology

The edited textbook General Cytology, published in 1924, as Jane Maien
schein notes in this volume, took an overall view that the cell is “the fun
damental unit that was itself living.” In other words, the volume suggested 
that studies of the morphological structures of cells, including minute 
changes inside the cell, should be studied with consideration of their phys
iological functions, such as how cells react to external stimuli.3 This double 
focus on both the morphological and physiological was shared by various 
authors of General Cytology, and was one basic assumption of the field 
known as cell biology. The approach to studies of cells went beyond descrip
tive cytology and took shape as biologists began to ask a variety of research 
questions about cellular functions. In subsequent work, this orientation 
shaped Cowdry’s understanding of cell aging. Yet at this stage of his career, 
Cowdry’s primary focus was on the study of mitochondria.

In the chapter “Mitochondria, Golgi Apparatus, and Chromidial Sub
stance,” Cowdry described how mitochondria disintegrated as the cell was 
in certain pathological states or went through fixation treatment before 
microscopic observation. He pointed out the usefulness of mitochondria 
in studying pathology because of their relatively high reactivity to external 
cellular stimuli and injuries. These delicate qualitative responses included 
how the number of mitochondria in a cell declined and how their filamen
tous shapes changed into granules, which Cowdry interpreted as part of  
the cell’s “degenerative change” (Cowdry 1924, 326– 29, 332).4

The vulnerability of mitochondria, however, made Cowdry reflective 
and cautious in applying methods that might cause cellular injuries. He 
noted that fixatives that helped reveal nuclear details often damaged or de
stroyed the structures of more vulnerable cytoplasmic contents, such as the 
mitochondria. Inconsistent procedures for excising a piece of tissue from 
the organism and other experimental operations involved in starting and 
maintaining a tissue culture had similar effects (Cowdry 1924, 332). In addi
tion, Cowdry expressed his hope for a comprehensive approach to studying 
mitochondria that took account of all related cellular phenomena, noting 
that “we must piece together information from many quarters, and build 
up in our mind’s eye a dynamic picture of mitochondria in relation to innu
merable other cellular constituents” (332). In later years, as Cowdry started 
to investigate cell aging, a similar emphasis on the proper method and the 
dynamism of cellular processes continued.
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In General Cytology, the cell culturists Warren Harmon Lewis and Margaret 
Reed Lewis discussed degenerative changes in cells. They summarized behav
iors of different types of cells maintained in tissue cultures. At the time, us
ing adapted forms of the hanging drop method introduced by biologist Ross 
Harrison, they had successfully established cultures of a number of cellular 
types, such as endothelial, skeletal muscle, heart, cartilage, and spleen cells. 
While maintaining these tissue cultures, they closely observed and recorded 
normal cellular structures, cells in division, and those in differentiation and 
dedifferentiation, as well as degenerative changes. The authors devoted two 
sections— “Structure of Degenerating Cells” and “Cell Death”— to describ
ing how some cells became impaired in their intracellular components after 
some growth, while others disintegrated completely. They noted abnormal 
accumulation of granules, vacuoles, and broken mitochondria in these de
generative cells and suggested that “lack of proper food, salts, and oxygen,  
the accumulation of waste products, and changes in the H ion concentration” 
were potential causes of such degeneration (Cowdry 1924, 429, 426– 28).

Although paying attention to cellular function, their descriptions of 
degenerative changes in the cell in General Cytology reflected the morpho
logical tradition in cytology. Their descriptions could be seen as continu
ing earlier records of cell death and aging in the nineteenth century. As 
early as 1842, three years after the recognized formulation of cell theory by 
botanist Matthias Schleiden and zoologist Theodor Schwann, German zo
ologist Carl Vogt reported the degenerative changes in cells of the midwife 
toad that he saw using histological methods of staining (Clarke and Clarke 
1996). Later years brought additional records of degenerating cells in life 
processes such as endochondral ossification, the formation of ovarian fol
licles, and tissue turnover. In descriptions of these phenomena, the accu
mulation of vacuoles and the coagulation of various cellular components 
and nuclei were often mentioned (Majno and  Joris 1995). Going beyond the 
earlier morphological tradition in cytology, however, both the Lewises and 
Cowdry were also interested in identifying physiological causes of these 
degenerative changes. They often looked at the cell’s internal and external 
environments for potential causes of change. In this regard, their research 
direction was significantly shaped by Alexis Carrel’s thesis that normal dip
loid cells were intrinsically immortal.

Dr. Carrel’s Immortal Cells and Cell Aging
The notion that individual cells could keep dividing, even forever, if given 
perfect conditions, had emerged along with the development of serial 
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culture technique since the 1910s. After the Yale biologist Ross Granville 
Harrison used a hanging drop method to culture frog embryonic neurons 
in 1907, the possibility of raising different kinds of cells outside the organ
ismal body using tissue culture techniques attracted a number of research
ers. These included Alexis Carrel, a French surgeon then working at the 
Rockefeller Institute of Medical Research in New York (Maienschein 1978, 
54– 118; Landecker 2007, 28– 67). In 1910, Carrel sent his assistant Mon
trose Burrows to visit Harrison’s laboratory and learn about the technique. 
Upon Burrows’s return, he and Carrel started to culture a number of tissue 
types, including those from kidney, bone marrow, spleen, thyroid, and hu
man sarcoma (Witkowski 1980).

By inventing a liquid culture and a way to transfer part of the culture to 
new media, Carrel started to grow cells serially for secondary cultures, thus 
keeping them living and dividing longer in vitro. Amid these experiments, 
Carrel noticed that ground up tissue extract obtained from chick embryos, 
which he called “embryo juice,” appeared to be able to reactivate growth 
and “rejuvenate” the chick heart cells that were being serially cultured. 
In fact, as one line of the chick heart cells that he and his associate Albert 
Ebeling kept growing had no sign of demise for months, Carrel began to 
consider that these cells in culture could have a “permanent life” if the cul
ture medium could be renewed at proper intervals forever (Carrel 1912). 
Ebeling managed to keep the chick heart tissue culture actively dividing 
for thirty four years in the laboratory, which far exceeded the chick’s usual 
life span. By the 1930s, Carrel’s “immortal chick heart tissue culture” not 
only had become a public sensation through media coverage, but also had 
gained acknowledgments from other influential scientists, such as Harri
son, Jacques Loeb, and Raymond Pearl (Landecker 2007, 91– 103).

As later experiments in the 1960s showed that normal chick cells actu
ally do have a limited mitotic lifespan, historians of biology have suggested 
possible errors in Carrel’s cell cultures. These suggestions included con
tamination of existing cells in the “embryo juice,” transformation of some 
cells into a permanent cell line, even intentional addition of extra cells by  
technicians who did not want to disappoint Carrel (Witkowski 1980). Yet,  
before these reassessments were proposed, Carrel’s immortality thesis 
achieved great influence and shaped how cytologists and gerontologists 
understood the nature of cell aging. Among tissue culturists in particular, 
it had gained such wide acceptance that the following generation often 
interpreted the demise of cells in their cultures as indicating their own  
failure.5
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In General Cytology, Warren and Margaret Lewis extensively cited Car
rel’s work regarding the use of plasma, cultivation methods of blood cells 
and sarcoma cells, and immortality of embryonic fibroblasts (Lewis and 
Lewis 1924, 389– 90, 408, 418– 20). Cowdry himself had maintained a good 
relationship with Carrel, as they both worked at the Rockefeller Institute in 
the late 1910s and corresponded afterwards. In his discussion about mito
chondria, Cowdry mentioned the usefulness of Carrel’s tissue culture for 
observing mitochondria accurately and monitoring them quantitatively in 
living cells (Cowdry 1924, 332). Carrel’s notion about the immortal nature 
of individual cells, however, had a more far reaching influence on Cowdry’s 
understanding of the nature of cell aging and the extent to which tissue cul 
ture technique could be useful for research.

One implication of Carrel’s supposition was that cells only age or die be
cause of lack of nutrition or accumulation of injuries from toxins or waste 
products in their environment. The implication, as Hannah Landecker 
puts it, was that “senility and death of tissues are not a necessary fate but an 
accidental one” (Landecker 2007, 74). This suggestion had a double edged 
influence regarding the studies of cell aging. On one hand, the suggestion 
seemed to offer an opportunity for using tissue culture to study the mitotic 
lifespan. One could potentially isolate an aged cell, and put it into a culture 
medium with perfect composition to measure the true length of the cellular 
life span by measuring how long the cells kept dividing. On the other hand, 
healthy cells that age in vitro were seen as artificial, because components of 
their culture medium were different from the normal environment within 
the body.

In later years, Cowdry held a general skepticism regarding the useful
ness of the tissue culture for studying cell aging. Yet he did consider the 
possibility of measuring accurate length of cellular life using tissue culture, 
although he still concluded that the technique was not yet ripe for extensive 
studies because many types of cells were difficult or impossible to culture at 
the time (Cowdry 1942b, 630). In the next section, by reviewing the content 
and context of Cowdry’s research on cell aging, I reveal some subtle aspects 
of Carrel’s influence on Cowdry’s attention to cellular environment.

Gerontology and Cellular Environment in Problems of Ageing, 1939
When Cowdry started to study cell aging, he had been engaged with build
ing the discipline of gerontology in the United States. As issues of human 
aging were complex both scientifically and in their social aspects, Cowdry 
was quite reflective about the potential isomorphism between the social 
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and biological, which not only shaped his multidisciplinary approach to 
aging in general, but also further precipitated his attention to the cellular 
environment, community, and diversity while studying cell aging.

In the late 1930s, the Great Depression and then World War II hurt the 
economic conditions for the elderly in the United States and elsewhere. At 
the time, Cowdry noted that while many of the aged were being neglected, 
unemployed, and left to become ill and die during the Great Depression, 
this was not the case in China, where he had worked in the 1920s and 
where the old were “highly venerated.” For Cowdry, there was a lesson to 
be learned from the lives of cells in the body that could guide social poli
cies applied to the elderly population (Cowdry 1936). He felt that the “body 
anatomic” provided a lesson for the “body politic” of many modern nations 
concerning the treatment of senior citizens. And for both cells and indi
vidual humans to enjoy adequate and long life, Cowdry emphasized “the 
importance of stability of environment” (220). In the paper he wrote for 
Scientific Monthly, “Body Anatomic and Body Politic,” Cowdry thus noted, 
“Many aged and dead cells are not only utilized but are given positions of 
great importance. Firmly bound together in a dense layer on the surface 
of the skin, dead epidermal cells act as a shield and protect the living cells 
within” (224). With knowledge about cellular aging and death that mani
fests in more diverse ways than those of the skin cell, Cowdry highlighted 
skin cells particularly to make his point that senior citizens need to be em
ployed for the good of society and that their health ought to be maintained 
and improved through science.

At the time, the Josiah Macy Jr. Foundation became interested in fund
ing aging research, and Cowdry’s new concerns aligned well with the foun
dation’s vision. Dedicated to multidisciplinary research, Kate Ladd, the 
foundation’s founder and youngest daughter of  Josiah Macy Jr., had hoped 
to help relieve human suffering from chronic diseases through a more in
tegrated medical approach. This approach diverged from treatment of pa
tients by focusing on parts of the body isolated from the whole person, a 
way that she thought modern medicine often functioned. Having funded 
Cowdry’s research on arteriosclerosis for some years, in the late 1930s the 
foundation expanded its disease based research to a multidisciplinary  
research program on aging (Mann 2014). In aging research as in cytology, 
Cowdry’s organizational skill helped to cultivate a sense of community and 
to attract funding. The “Club for Research on Ageing,” an informal discus
sion group that Cowdry helped organize as a result of these endeavors, con
tinued throughout World War II.
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In 1937, Cowdry turned to investigating the problems of aging by or
ganizing another group of scientists and scholars to tackle the problem 
through a collaborative, multidisciplinary conference. Again, the group 
met at Woods Hole and was reminiscent of the one that led to General Cy
tology. The resulting edited book, the first edition of  Problems of  Ageing, was 
published in 1939 and then extensively supplemented and revised for the 
second and third editions, all turning into disciplinary classics in the new 
field of aging research. Because Cowdry’s primary concern was to lay out 
the most important aspects of aging for future studies, individual chapters 
usually had a wide scope and did not primarily concern cell aging per se. 
Hoping to establish a science of aging to benefit human welfare, Cowdry 
included contributions from a significant number of medical researchers 
who specialized in the diseases and aging of particular organs and tissues, 
as well as several philosophers, psychiatrists, and mathematicians.

In the first edition of  Problems of Ageing, no chapter was dedicated to the 
aging of individual cells. Perhaps due to the influence of Carrel’s convic
tion about the intrinsic immortality of the cell, and thus the predominant 
importance of the cell’s environment in the rate of aging as a corollary, 
Cowdry did not write directly about individual cell aging, even if it was his 
primary expertise. Instead, he contributed a general chapter entitled “Age
ing of Tissue Fluids” that gave a structural and relational analysis of how 
various kinds of interstitial fluids, including those found in epithelial, vas
cular, bone marrow, and muscular tissues, interacted with nearby blood 
streams and cells (Cowdry 1939a). Discussions about aging in different types 
of cells were dispersed in chapters focusing on the aging of plants, proto
zoa, insects, and vertebrates contributed by established biologists, such as 
Herbert Spencer Jennings, as well as chapters concerning aging in tissues 
and biological systems, such as the cardiovascular system and blood, the 
urinary system, and skin (Cowdry 1939b).

Cowdry’s chapter starts with a general statement that the “balancing 
mechanisms” of tissue fluids lose their original stability over their life
times, and these disturbances cause biological maladaptation in older in
dividuals. Thus, Cowdry gave himself the task of describing quite detailed 
variations in the composition of various tissue fluids and the modes of in
teraction among cells and these fluids in different types of tissues. Particu
larly, he discussed thirteen types of tissues, including epithelial, vascular, 
splenic, articular, and muscular tissues (Cowdry 1939a, 649). He chose to 
focus on tissues because he was convinced not only that the deterioration 
of the balance in body fluids caused the deterioration of cells, but also that 
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the composition and structure of different tissues shaped the processes 
that gave specific morphology and function to each cell embedded within 
them, thus affecting the aging process of the cell as well. The whole chap
ter, in the end, was highly derivative of previous literature in histology and 
reads more like a textbook introduction to different tissue structures and 
dynamics than a description of their aging. He regarded such an approach 
as a starting point for future studies of tissue changes over time.

Cowdry painstakingly detailed the diverse components of different tis
sues. When he paid attention to the morphology and distribution of cells 
in these tissues, he usually treated them as reactors responding to their 
surroundings. Regarding such a treatment, prominent physiologist Wal
ter Cannon expressed disapproval. Cannon not only thought that the cells 
could maintain their individual functions and thus have a general rate of 
aging without much influence from the cellular environment, he also did 
not think that tissue fluids surrounding different cells were that different. 
As Cannon was a physiologist who expanded on Claude Bernard’s concept 
of homeostasis, and he himself paid particular attention to interactions be
tween cells and their environment, the objection constituted a serious blow.  
This resulted in a protracted debate between Cowdry and Cannon regard
ing the extent to which the different compositions of tissue fluids affected 
the rates of aging in individual cells (Park 2008, 557– 59). Cowdry cited Car
rel’s immortality thesis in his rebuttal of Cannon, which demonstrated Car
rel’s influence on Cowdry. Nevertheless, the occurrence of the debate itself 
also showed the limitation of Carrel’s influence among physiologists.

Overall, the volume under Cowdry’s editorship committed to showing 
the multiplicity of aging processes. As noted in the foreword by Lawrence K.  
Frank of the Macy Foundation, “In the search for a uniform, general pro
cess of ageing there is a risk of neglecting the various factors, influences or 
conditions that enter into this differential rate of ageing in each individual 
at different periods of his life” (Cowdry 1939b, xv).

Taking on Individual Cells and Cancer in Problems of Ageing, 1942
The first edition of Cowdry’s Problems of Ageing, upon publication, met with 
a favorable reception. By readers’ demand, it was reprinted soon after its 
publication. This was also the time when further funding for disciplinary 
development of aging research became possible. Since research on aging 
and its publicity quickly expanded with a series of conferences on the topic, 
it seemed that a second edition became desirable for academic reasons as 
well as for an eager readership (Cowdry 1942b, iv).
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In the second edition, published in 1942, nine chapters were added, in
cluding Clive Maine McCay’s report on effects of diet in aging and several 
chapters on psychological aspects and clinical treatments related to aging 
patients. While these newly added chapters usually dealt with more prac
tical and social concerns, Cowdry himself contributed a new chapter on 
specific cytological issues, “Ageing of Individual Cells” (Cowdry 1942a). In 
this review of various processes of aging in different types of cells, Cowdry’s 
emphasis on the diversity of causes persisted. The overall orientation of the 
chapter expressly denied the use of tissue culture as a primary experimental 
method for studying aging, noting that many processes of aging were inter
dependent, “so that we must think in multifunctional relationships” and 
“can not isolate a single aging process in ‘pure culture’ and study it alone” 
(Cowdry 1940, 52).

Here, we can see the extended influence of Carrel’s research on Cowdry’s 
conception of cell aging and the best method to study it. The belief that 
cells could live forever and divide indefinitely under ideal conditions meant 
that to study cell aging would involve investigating the loads of cellular inju
ries induced by metabolites, toxins, and other harmful substances existing 
in the cell’s surroundings. Because the interstitial fluids within the body 
and the culture medium had different compositions, it also implied that  
the aging process of cells inside the body might well differ from those out
side the body. Such differences between aging in tissue culture and in bodily  
context made many researchers of aging, including Cowdry, suspicious 
about the effectiveness of using tissue cultures to study aging in general.

Another subtle influence from Carrel’s work with tissue cultures was 
reflected in Cowdry’s consideration of different modes of aging, depend
ing on whether the cells kept an actively mitotic life or not. While Carrel’s 
research on tissue cultures showed how actively dividing cells age outside 
the body, it did not provide the most relevant clues about how those more 
dormant types age over time. Since cells that kept dividing and cells that 
did not might well age in different ways, the beginning of Cowdry’s new chap
ter grouped different cells according to their capabilities in cell division. 
Some cells, such as basal cells of the epidermis, primordial blood cells, and 
spermatogonia, sustain continuing mitosis (intermitotic); in contrast, oth
ers go through long periods of quiescence before resuming division, such 
as some endothelial and epithelial cells or smooth muscle cells (revert
ing postmitotic). Still others, such as nerve cells and skeletal muscle cells, 
were considered to have reached an end point in their mitotic life and were 
thus called fixed postmitotics (Cowdry 1942a, 626– 29). Cowdry noted that 
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these groupings of cells more or less determined how they would eventu
ally perish— whether their lives were renewed in mitosis or ended in cell 
death. He then considered the ways in which cells in relatively stable, non
mitotic states underwent the aging process, such as nerve cells, skeletal 
muscle cells, epidermal cells, and neutrophilic leucocytes. The factors he 
considered were diverse, including changes in these cells’ nucleocytoplas
mic ratios, decreases in active protoplasm, decreases in water content, and 
aging of the colloids (Cowdry 1942b, 638– 49).

With much care about details and specifics, Cowdry nevertheless re
garded the ultimate goal of research on cell aging as explaining the whole 
life course of a cell, including potential malignancy. He noted that “it would 
be lamentably lacking in orientation and perspective if they were consid
ered simply as cells only at one period in the age of the body and not as 
changing members of a changing cellular community of great complexity” 
(Cowdry 1942a, 650). Consequently, in the section “Changes in Cell Life 
with Aging,” he described the overall dynamics of cells over a lifetime, in
cluding the changing populations of cells from the formation of the em
bryo, in which intermitotic cells form the majority, to the unfolding of 
hereditary traits and to the waning of special functions in later life. In the 
end, Cowdry discussed “the onset of malignancy,” raising the state of ma
lignancy as a stage that some but not all cells could reach. To understand 
malignancy along with the aging of cells, Cowdry suggested that one ulti
mately needed to sequentially arrange all types of cells that made up the 
body at different ages, and identify the cause of malignancy by comparing 
the malignant tendencies of these cells (657).

Eventually, the broad conception of the goal of aging research catalyzed 
Cowdry’s research interest in cancer. In the early 1940s, Cowdry became the 
research director of the Barnard Free Skin and Cancer Hospital in St. Louis, 
and obtained access to human skin samples. He thus took this chance to 
delve into studies of aging and cancer in the skin. He and his colleagues 
compared the cellular morphology and tissue structures of skins from hu
man subjects of different ages and measured how various stressors such as 
sunlight or physical pressure affected such differences (Evans, Cowdry, and 
Nielson 1943; Cowdry, Cooper, and Smith 1947).

In the 1950s, Cowdry’s research interest migrated further into studies 
of cancer etiology, for which the skin tissue again provided major research 
material. His later interest in cancer, although related to aging, might also 
have diverted some research energy from more focused studies of aging. 
The third edition of Cowdry’s Problems of Ageing: Biological and Medical 
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Aspects, for the first time included Cowdry’s name in the book title. Yet this 
edition was actually edited by Albert I. Lansing, who had done postdoctoral 
work with Cowdry at St. Louis. In the 1960s and 1970s, although Cowdry 
continued to publish on the topic of aging, including an edited volume en
titled Care of the Geriatric Patient (1971) and a singly authored book Aging 
Better (1972), these works focused on clinical treatments and education 
about aging instead of experimental research.

Cowdry’s Conception of Cell Aging In Retrospect
Having distanced himself from researching aging through tissue culture 
and from proposing a simple explanation for cell aging, Cowdry’s vision of 
how aging should be studied on the level of the cell were generally shared  
by his contemporaries. Beginning in the late 1950s, however, as tissue cul
ture techniques matured to a level that single cell plating and mass produc
tion of cell cultures became possible, others worked out new hypotheses 
about cell aging and new uses of cell culture. Leonard Hayflick suggested 
that normal human cells have a limit to their mitotic life and worked out a 
new way of using cell culture to study mitotic aging.

By the 1950s, partly through promotional courses in cell culture held by 
the Tissue Culture Association (TCA), the practice of mass multiplication 
of cell culture had spread widely and attracted a number of microbiolo
gists (Landecker 2007, 134– 39; Puck 1972). Hayflick, then a microbiologist 
turned cell biologist working at the Wistar Institute as the chief of the cell  
culture facility, isolated a number of human cells from fetal tissues (Hay 
flick 1998; Hall 2003, 21– 22; Wadman 2013). By 1961, after Hayflick had  
amassed twenty five strains of cells from human fetal tissues, including 
those of the lung, skin, muscle, kidney, heart, liver, thymus, and thyroid, and  
kept them growing, he eventually realized that they all stopped dividing af
ter continued growth for about half a year (Hayflick and Moorhead 1961). 
Hayflick started to consider the possibility that the observed cessation of 
cell division in vitro was a manifestation of a normal cellular aging process  
possibly responsible for aging of the organisms as a whole. He eventually  
made this suggestion, first in a paper published in 1961 coauthored with 
the cytogeneticist Paul Moorhead, and then a single authored paper in 
1965. In these papers, Hayflick divided normal cellular life in vitro into 
three periods. While the first two were characterized by prosperous growth 
and proliferation (Phases I and II), visible deterioration occurred in the 
third period (Phase III). Through this analysis, he defined the mitotic limit 
as an intrinsic property of normal diploid cells. In 1965, Hayflick called for 
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more research about “a general cellular theory of aging” that explained why 
normal diploid cells had a limit to their maximal cell doubling, while can
cer cells seemed to by pass this limit in vitro (Hayflick 1965).

Hayflick’s suggestion that the human diploid normal cells have an intrin
sic limitation in their capacity for continued mitosis contradicted Carrel’s 
earlier immortality thesis that had held sway. Not surprisingly, his sugges
tion initially met with resistance and rejections. The  Journal of  Experimental 
Medicine, where Hayflick and Moorhead hoped to publish their coauthored 
manuscript, rejected it on the ground that “the inference that death of the 
cells in some of the uninfected cultures is due to ‘senescence at the cellular 
level’ seems notably rash. The largest fact to have come out from tissue cul
ture in the last fifty years is that cells inherently capable of multiplying will 
do so indefinitely if supplied with the right milieu in vitro.”6 Yet, the rising 
interest in the biological investigation of aging from a new generation of 
biologists who searched for general mechanisms and effective tools toward 
this end soon brought cell culture into use for aging research.

In the 1960s, the biology of aging was a small yet expanding field. As 
the number of physicians within the research community on aging grew, a 
postwar generation of biologists who wanted to explain aging with funda
mental biological principles started to criticize the existing gerontological 
discipline as overly conservative. The fresh notion that cells can age in vitro 
and thus that aging can be studied in vitro thus attracted a few biogeron
tologists. This was a time when physicists and chemists joined the study 
of biological problems and helped form what we know today as molecular 
biology. The mishmash of methods and results from different species and 
human tissues that spoke incoherently about what caused aging, which 
Cowdry had carefully taken into account, was not these newly converted 
biogerontologists’ cup of tea. They preferred cleaner data that could reveal 
regularities or even a universal mechanism of aging. Hayflick’s cell culture 
model of aging seemed to offer an experimental platform for searching for 
such a mechanism.

After all, tracing cellular changes inside higher organisms was difficult 
and time consuming, if not downright impossible. Cell culture, in contrast, 
was a much more feasible platform for experimentation. Most notably, in 
the early 1970s, the British molecular biologist Robin Holliday adopted 
Hayflick’s diploid cell culture model to study whether mutations in the 
DNA or the errors in the protein and protein synthesis caused aging. Work
ing as the director of the Genetics Division of the National Institute for 
Medical Research in Mill Hill, United Kingdom, Holliday trained a few cell 
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biologists, biochemists, and biomathematicians who eventually devoted 
their careers to the problem of cell aging ( Jiang 2014). Besides Holliday, 
those who established lasting and influential projects focusing on cellular 
aging in vitro include Vincent J. Cristofalo at the Wistar Institute, Samuel 
Goldstein at the University of Arkansas, George M. Martin at the University 
of  Washington, James Smith at the Baylor College of Medicine in Houston, 
and Álvaro Macieira Coelho and Woodring Wright, who both studied with 
Hayflick in the 1960s. They offered various interpretations of cell aging in 
vitro, which usually framed cell aging as an integral part of cellular life, a 
suggestion that went against Carrel’s thesis. By the mid 1970s, the concep
tion that cell division in human diploid normal cells has an intrinsic limit, 
along with Hayflick’s cell culture model of aging, were widely accepted. 
With the new focus on a universal mechanism of cell aging, the expanding 
studies on cell aging nevertheless abandoned Cowdry’s earlier conception 
of cell aging as well as a comprehensive, holistic view.

Yet, as more researchers investigated the mechanism through which 
cells age in vitro, others questioned some initially convincing hypotheses 
and experimental results, often with new findings that contradicted ear
lier conclusions. As the question of why normal cells age (why they stopped 
dividing in vitro) plagued the community, it also encouraged further inves
tigations and discussions about the complexity of the aging process (Cris
tofalo 1972). By the late 1970s, as researchers had already started to explore 
alternative mechanisms of cell aging, one could argue that at this point, 
Cowdry’s earlier emphasis on the diversity of causes of aging seemed to 
be well worth revisiting. Yet one road to reconsidering diverse causes of 
aging within and without the cell was tortuous— only after the telomere 
shortening hypothesis of aging, which suggested a molecular counting 
mechanism, became highly successful in the 1990s, did more influential 
criticism of the focus on a single explanation of cell aging begin to be taken 
seriously (e.g., Sozou and Kirkwood 2001).

The study of the telomere began in the early 1970s, when molecular bi
ologist Elizabeth Blackburn, as a PhD student in Fred Sanger’s lab at Cam
bridge University, worked on the end structure of the chromosomes of the 
protozoa Tetrahymena, which originally was seen as a rather obscure study 
of an unimportant problem. The situation changed, however, after Black
burn moved to the University of California, Berkeley, and Blackburn’s grad
uate student Carol Greider realized while collaborating with a researcher 
on cell aging that the telomere’s length was associated with the number of 
times a cell divided in culture (Brady 2007).
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Aging of the human normal cells and the Hayflick limit began to be 
explained by the stepwise shortening of the telomere, the end structures 
of the chromosomes, with each cell division. The hypothesis stated that 
once the whole chromosomal structure was shortened to a threshold and  
became unsustainable, senescent changes (Phase III) would become ob
servable in the cell. Telomere research soon boomed. In the early 1990s, 
many cell aging researchers started to study telomeres, which helped to  
further boost the influence and publicity of the field. In 2009, for their work 
on telo mere biology, Blackburn, Greider, and molecular biologist Jack 
Szostack were awarded the Nobel Prize in Physiology or Medicine.

As the telomere hypothesis of aging entered the scientific limelight, 
however, many veterans of cell aging research and their students became 
unsatisfied with the elegant yet simple thesis that telomere shortening 
served as an explanation of cell aging— it seemed too simple. For example, 
Thomas Kirkwood, working at the University of Newcastle, tried to con
nect telomere shortening with other mechanisms proposed by cell aging 
researchers, such as changes caused by oxidative stress and somatic muta
tions (Kirkwood 2008). Kirkwood’s program eventually evolved into the Cen
tre for Integrated Systems Biology of Ageing and Nutrition in 2004, in which 
cell aging was one of the most important problems his programs tackled.

Others, such as Judith Campisi, have asked questions about how indi
vidual cell aging could affect other groups of cells by exerting stress signals 
and hormones. She showed that although cell aging may help to prevent 
cancer, aging cells also secrete stress hormones and signals that harm 
other cells. The word integration often appeared in her publication list. In 
Campisi’s depictions of cell aging, neighboring cells, body fluids, and com
munities of cells came back into view (Campisi 2005). These more compre
hensive, integrative approaches remind us of Cowdry’s earlier attention to 
diverse cells, cellular communities, and cellular environments, as well as 
his cautions in using the cultured cell for aging research.

Conclusion
From General Cytology to various editions of Problems of Ageing, Cowdry’s 
work on degenerative cells evolved from the studies of changing mitochon
dria to experimenting with and reviewing various cellular degenerative 
changes in relation to their diverse environments. Working at a time when 
neither the concept of cell aging nor the method for studying it was mature, 
his research was characterized by continued attempts to present a compre
hensive picture of how cells age through piecing together specific cellular 
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changes in diverse biological contexts. Although Carrel’s cell immortality 
thesis had drawn Cowdry’s attention from a proper understanding of the 
nature of aging in dividing cells and that of the legitimacy of using cell cul
ture for aging research, one could argue that, even if Cowdry had had all 
the knowledge of the Hayflick limit and the cell culture model of aging, his 
considerations regarding cell aging would still have been as varied.

Cowdry’s focus on the diversity of biological conditions, in retrospect, 
was what biological research on cell aging lacked between the 1960s and 
the early 2000s. Although a few researchers pointed to the complexity in
volved in aging with sometimes divergent evidence, these four decades 
of research had focused on looking for a single, universal explanation for 
the Hayflick limit. At present, when scientists tackle the problem of aging 
through more recent approaches labeled as “omics science,” big data biol
ogy, and systems biology, it seems that many observations and suggestions 
that Cowdry made more than half a century ago, and the exhaustive ways 
he described them, could still inspire renewed insights as we assign more 
value to alternative and holistic research programs.
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Notes
1 At present, shrunken chromatin is usually associated with the process of apoptosis. Be

fore the term was coined in 1972, however, it had been seen as part of the degenerative 
changes associated with cell death or aging (Kerr, Wyllie, and Currie 1972).

2 Certainly, these phenomena were not only related to cell aging, but also to a range of 
other physiological and pathological processes, such as immune response, develop
ment, and wound healing.

3 This vision was summarized by Ralph Lillie in his chapter “Reactivity of the Cell”: “All 
living systems, including single cells as well as complete organisms of all kinds, react to 
changes occurring in their immediate environment, or to changes in their relations to 
the environment, by exhibiting characteristic alterations in their own special activity” 
(Cowdry 1924, 167).

4 Also, because of the relatively high sensitivity of mitochondria to the external environ
ment, Cowdry cautioned about the potentially wrong information brought about by 
harmful, artificial techniques that were designed to reveal the nuclei instead of the mi 
tochondria, noting that mitochondria would show degenerative changes under the in 
fluence of many such fixatives and dyes (Cowdry 1924, 326). See also Jutta Schickore, 
chapter 4 in this volume.

5 For example, unbeknownst to most cell culturists, two scientists working at Western  
Reserve University, H. Earle Swim and Robert F. Parker, carefully documented the 
patterns of proliferative cessations in human diploid cell cultures and published the  
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results in 1957. Their conclusion was framed in an indecisive and strictly technical 
way, as stated in the end of their report: “Normal human fibroblasts will not proliferate 
indefinitely in the media used but may nevertheless yield permanent lines of cells as 
a result of infrequent alterations in their nutritional requirements” (Swim and Parker 
1957, 242).

6 Peyton Rous. Correspondence from Peyton Rous to Hilary Koprowski, 24 April 1961. 
Personal Letter Collection of Leonard Hayflick.
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chapter 7

visualizing the cell
pictorial styles and their epistemic 

goals in general cytology
Beatrice Steinert and Kate MacCord

In 1925, the American Library Association listed the edited volume Gen-
eral Cytology as one of the forty best American books of the year (University 
of Chicago Press Archives 1925). This “textbook of cellular structure and 
function for students of biology and medicine” (Cowdry 1924a) spanned 
the gamut in its coverage of cytological topics— from chemistry to subcel-
lular structures, from processes in which cells engage (e.g., fertilization, 
differentiation) to their relationship with heredity. As noted through-
out this volume, the making of General Cytology required the attention of 
preeminent specialists of the American school of biology, and nearly all of  
them were long- time Marine Biological Laboratory inhabitants during the 
summers.1

This text, constructed of contributed chapters, was meant as a stepping- 
stone for students and researchers— a means of brushing up on adjacent 
specialties and a resource for finding recent publications. As one reviewer 
of the text noted, “The eminent men who have contributed to this great 
book are all specialists on the chapter which they take up, and this fact is 
enough to insure that General Cytology is not a ‘text- book,’ but a series of 
original contributions” (May 1926, 214). These original contributions from 
multiple perspectives amounted to a view of the cell as a dynamic whole 
(May 1926). This breadth of subject, in combination with the expertise with 
which the contributors addressed their topics, rendered the book extremely 
useful for students and researchers alike, who sought the most comprehen-
sive understanding of cell biology possible at the time.

In this chapter, our focus is on the illustrations produced for General 
Cytology. Among the 754 pages of this text, there are 181 illustrations. How-
ever, these illustrations are not evenly distributed. The first three chapters, 
by Albert Mathews, Merle Jacobs, and Ralph Lillie, contain very few to no 
illustrations. While it is certainly interesting to posit why these chapters 
on cell chemistry, permeability, and reactivity include such sparse visual 
information, we do not discuss them here. We focus instead on the other 
seven chapters, which incorporate numerous illustrations of  various kinds.
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Illustrations in biology— especially the biology of cells and devel op-
ment— are crucial for conveying knowledge (Hopwood 2015). Illustrations 
within scientific texts range from photographs to line drawings, schemat-
ics, and beyond, and they play a number of different roles within a text 
(Lynch 2006). These roles range from being an integral part of the scien-
tist’s argumentation and heuristic strategy (Cambrosio, Jacobi, and Keat-
ing 2005) to more or less direct translations of the text, serving as little more 
than ornamentation (Lynch 1991). These different types of illustrations 
serve different epistemic functions for a pedagogical text, highlighting a 
variety of preparatory methods, theories, and knowledge bases.

There are massive corpora of literature, spread across fields like visual 
culture studies and the German Bildwissenschaft (see, e.g., Pauwels 2006; 
Bredekamp, Dünkel, and Schneider 2015; Anderson and Dietrich 2012) 
that address illustrations in the sciences. While these fields offer fruitful 
insights into scientific imagery, our interpretation aligns more closely with 
the tradition, well- established within the history and philosophy of science 
literature (see Griesemer 2007 and Maienschein 1991 for excellent exam-
ples), of understanding scientific illustrations in terms of their epistemic 
goals. That is, we ask, What kinds of knowledge, theories, or methods are 
the images included in the chapters of General Cytology meant to convey? 
And, how are these epistemic goals met within the images?

Throughout the chapters in General Cytology, there is a clear correlation 
between the pictorial style used to construct the images in each chapter, 
the way in which that image is used, and the kind of information it is in-
tended to convey to the viewer. This relationship between images and their 
epistemic goals can also be clearly traced throughout Edmund Beecher 
Wilson’s An Atlas of  Fertilization and Karyokinesis of  the Ovum and his multi-
ple editions of The Cell, a widely used cell biology textbook of the same pe-
riod as General Cytology. In An Atlas, Wilson writes, “It is extremely difficult 
for even the most skillful draughtsman to represent the exact appearance 
of protoplasm and of the delicate and complicated apparatus of the cell.” 
Thus, Wilson primarily employs photographs in this text to illustrate cel-
lular structure and processes in a way that “gives an absolutely unbiased 
representation of what appears under the microscope” (Wilson 1895, v).

However, in his multiple editions of The Cell, the first of which was 
published in 1896 and the last in 1925, Wilson transitioned away from us-
ing detail- rich photographs to using increasingly abstract drawings and 
diagrams of cells and their components. This trend toward employing 
simplified diagrams was correlated with an increased confidence and 
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certainty in what was being depicted. Unlike photographs, abstract dia-
grams also provide more specificity of detail, calling attention to particu-
lar aspects of the structure or phenomenon being described (Maienschein 
1991). Similarly, it is a combination of confidence in the visual information 
being presented, specificity of the topic communicated, and visibility of 
the phenomena discussed that determines what kind of image each author 
uses in General Cytology and the kind of knowledge each seeks to convey. 
While some aim to present more general information, others aim to com-
municate a specific piece or aspect of a structure or a particular procedure 
or process.

Pictorial Styles in General Cytology
The illustrations in General Cytology can be grouped into three distinct pic-
torial styles: realistic illustrations, experimental diagrams, and theory dia-
grams. The term style has a long and contentious history (see Bredekamp, 
Dünkel, and Schneider 2015 for an introduction to this history; also see Jones 
and Galison 1998). Here we employ a simple definition— a style “designates 
recognizably shared traits of created forms that transcend the individual 
producer” (Bredekamp, Dünkel, and Schneider 2015, 18). To this definition 
we add the contention that styles are deployed to different ends and repre-
sent different epistemic goals. Simply put, different ways of illustrating serve 
different roles within scientific texts. Thus, each of the pictorial styles that 
we outline in this chapter is joined by a shared form and addresses a shared  
epistemic goal.

Usually a choice of style is regarded primarily as an artistic decision. Of-
ten certain visual elements are worked into images for aesthetic reasons or 
to evoke certain emotions or parts of the imagination. In this discussion, 
however, we show that decisions regarding the kinds of marks made and 
where to place or exclude them have significant epistemic implications; the 
choice of pictorial style here is not an artistic decision but a scientific one 
(Bruhn 2011; Tversky 2011). These scientific decisions determine the way in 
which the viewer engages with the image, the kind of information presented,  
and the way visual arguments are constructed.

Each of the pictorial styles we address in the following discussion com-
prises three main components: an epistemic goal, visual or pictorial ele-
ments, and the method by which the illustrations were made. While each 
style is distinct, there is a certain degree of overlap among the components 
of each style. For example, all the styles we discuss contain an element of 
abstraction and make use of simplified marks. However, they do so in vari-
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ous ways and to different ends. The illustrations that make up each style 
use many of the same visual elements to convey different types of knowl-
edge to the reader and serve different purposes within the text. Thus, while 
these three styles are not meant as hard and fast pictorial types, and many 
of the chapters employ more than one style, grouping the illustrations in 
General Cytology along these lines serves as a useful tool for analysis.

Realistic illustrations aim to highlight gross processes and make ana-
tomical features visible. Realistic, in this context, refers to attempts by the 
authors to present their audience with as literal as possible a translation 
of what they see through the microscope’s eyepiece, largely through the 
inclusion of a wealth of detail and information. This can be achieved ei-
ther through meticulous and carefully considered drawing or through the 
medium of photography, which allows for the quick and easy capture of 
multiple cellular structures at once.

Of course, certain decisions must be made or methods used when creat-
ing a realistic illustration, or any kind of representation, that limit its ability 
to be an exact copy of what it illustrates. These limitations become espe-
cially apparent when it comes to microscopic, often translucent, entities 
such as cells, which themselves must be manipulated and taken out of their 
normal context in order to be illustrated. The degree to which these illustra-
tions achieve realism is certainly interesting, but it is not our main focus 
here. Rather, we unpack how the visual elements of the illustrations in the 
realistic style achieve their shared epistemic goal, which is to invite readers 
to inspect them closely and to compare them with their own observations. 
In providing a wealth of visual information, these images allow for “virtual 
witnessing” of the cellular structures presented (Shapin and Schaffer 1985, 
60). This permits readers to make their own observations of the specimens 
and to verify their existence. In this way, readers are being asked to engage 
with the images and formulate their own interpretations regarding the re-
ality of the materials. Finally, realistic illustrations also serve to familiarize 
the reader with relatively unknown cellular structures or behaviors. This 
familiarization is achieved through the inclusion of multiple illustrations 
of a specific cellular structure or groups of cells, which are often arranged 
as a tableau on the page.

The rest of the illustrations in General Cytology fall into one of two styles, 
or categories: experimental diagrams and theory diagrams. While all diagrams 
are usually characterized by visual simplicity and the use of abstract marks  
to clearly illustrate certain structures or ideas, here we contend that they can  
serve different purposes and communicate different kinds of information  
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(see Tversky et al. 2000). Not only can diagrams illustrate concepts or theories 
that are not directly observable and must be abstracted from multiple obser-
vations, but they can also serve to elucidate and demonstrate concrete things 
such as structures or processes (Bredekamp, Dünkel, and Schneider 2015, 
152). The diagrams in General Cytology serve all of these purposes.

The group of illustrations we call experimental diagrams mainly accom-
pany the chapters that turn to experimental approaches to answer questions 
about cellular structure and behavior. These diagrams are used to explain 
experimental techniques clearly and employ abstract and simplified drawn 
marks to do so. This visual specificity focuses the reader’s attention on  
exactly what manipulation is being done where. Experimental diagrams 
also demonstrate the outcome of experimental manipulations by unambig-
uously highlighting particular alterations of cellular structure or behavior.  
While such diagrams certainly contain realistic elements, in that they are 
meant to refer to and look like the actual cells they depict, their shared epis-
temic goal lies in demonstrating experiments. Rather than asking viewers 
to inspect and compare them to their own observations, these diagrams 
serve as a means by which the experimenter can explicitly communicate 
particular techniques or results.

The final group of images, which we call theory diagrams, illustrate theo-
ries that are either derived from an amalgamation of observations from vari-
ous specimens or abstracted from other empirical evidence. Unlike the other 
two styles, this illustration style displays phenomena that are, in several ways, 
not directly observable in a single cell. This is because many are used to pre-
sent general theories, mainly general theories of heredity that span multiple 
specimens, individuals, and generations. These theories are formulated by 
the researcher based on various forms of evidence and thus require clear 
communication of their components. This epistemic goal is achieved 
through use of simplified marks to represent components of the theory, 
such as the behavior of particular genes or chromosomes, and the arrange-
ment of these marks on the page indicates the relationships between them.

Realistic Illustrations
The first group of images in General Cytology that we discuss are realistic il-
lustrations, which are those that seek to present the reader with a detailed 
depiction of gross processes and anatomical features of cells. Realistic il-
lustrations are found primarily in the chapters by Cowdry, Warren and Mar-
garet Lewis, and Frank Lillie and E. E. Just. With a few exceptions, all of the 
illustrations in these chapters are done in the realistic pictorial style.
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In the beginning of his chapter on cytological constituents, or organ-
elles, Cowdry starts the sections on mitochondria, Golgi apparatus, and 
chromidial substance by laying out the current state of research on each. 
When dealing with subcellular structure, it is the task of the researcher to 
develop methods of making otherwise invisible phenomena visible and  
accessible to the human eye. “Thus,” Cowdry writes in discussing research  
on mitochondria, “it has only been during the past thirty- five or forty years, 
slowly, with the gradual improvements in technique, that the distinctive 
characteristics of mitochondria have come to light. We are now entering 
upon a period of experimentation” (Cowdry 1924b, 313; emphasis added). 
Cowdry is clearly situating the status of research on organelles as “preex-
perimental.” Thus the aim of this chapter is to present what is known about 
the structure of these three organelles primarily based on microscopical 
observation, not experimental manipulation.

But here observation is not as simple as sitting down and looking at 
something. As Jutta Schickore discusses in chapter 4 of this volume, ap-
proaches to microscopical methods increasingly incorporated experimen-
tation as the nineteenth century progressed. Microscopists slowly began to 
realize that tissues could be manipulated; stained, and dyed in such a way 
that would make them more visible and that would also make otherwise 
invisible structures detectable. A lot of experimenting is inherent in de-
veloping the techniques for visualizing subcellular structures. This is cer-
tainly the case for subcellular structures such as organelles. In discussing 
the methods of preparation necessary to study organelles such as the mi-
tochondria, Cowdry writes, “The technique is not really difficult, but those 
who have had no experience in cytology cannot expect to be immediately 
successful. A little experimentation is necessary” (Cowdry 1924b, 314).

In situating the status of organelle research in this way, Cowdry not only 
calls attention to its preexperimental nature, but he also more generally 
calls attention to the fact that it is still in its infancy and that methods for 
just making organelles visible and observable are still in an experimen-
tal stage. Because of this, Cowdry cautions readers about the interpreta-
tion of the results and asks them to be aware that methods of preparing 
tissue could artificially alter the structure of the organelles. In discussing 
methods for studying the Golgi apparatus, Cowdry writes, “Great caution 
has to be exercised in interpreting the findings, particularly in respect to 
changes in the shape and size of the Golgi apparatus occurring normally 
and induced experimentally” (Cowdry 1924b, 334). This question of interpre-
tation is likely one of the main motivations for presenting as much visual 
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information about the organelles as possible— so that readers can observe 
them for themselves and verify what might be going on.

The main images Cowdry uses in his chapter are realistic, almost 
photographic- looking drawings that depict organelles of interest, mitochon-
dria, the Golgi apparatus, and chromidial substance, in cells from different 
organisms. For each organelle examined, there is at least one group of im-
ages arranged as a tableau, some of which fill an entire page (fig. 7.1; also see 
Cowdry 1924b, figs. 18– 26, 28, 32, and 35). These tableaus largely consist of 
illustrations borrowed from various sources and authors, a common prac-
tice of that time for works on cell biology (see Wilson 1925 for several more 
examples). The illustrations in each group depict individual cells from vari-
ous organisms stained in such a way that the organelle of interest becomes 
visible. This organization emphasizes and encourages both close inspection 
of each image and comparisons among them.

While calling attention to the differences in the structure and arrange-
ment of each organelle in various cells, these tableau arrangements even 
more importantly make a visual argument for their being fundamental 
components of the cell (Bredekamp, Dünkel, and Schneider 2015). The dis-
play of the individual images in this way allows the reader to grasp in one 
glance that the same structure is present both in diverse cell types across 
various organisms, albeit with some modifications to structure (fig. 7.1), 
and in the same cell type through time (see Cowdry 1924b, figs. 18– 22, 37). 
In this way, these drawings of cells and their organelles serve as evidence 
for the existence of these structures in diatoms, fungi cells, insect intestinal 
epithelial cells, and human spinal ganglion cells (images numbered 2, 3, 9, 
and 14 in fig. 7.1, respectively), establishing them as basic structures in the 
vast majority of cell types.

As not much was known at the time about these structures, a realistic 
pictorial style was important for presenting this information in a way that 
allowed readers to make their own observations. Here the drawn lines and 
marks are rendered so as to stand in for the organelles they depict, invit-
ing readers to observe them as they would the organelles themselves under 
the microscope. For example, Cowdry admits that for both mitochondria 
and the Golgi apparatus, “it is difficult to say when we are dealing with a 
true [organelle] or with other materials which may be in part its products” 
(Cowdry 1924b, 335). Thus, while these collections of images work together 
to demonstrate the existence of and roughly characterize a given organelle, 
they only establish an “elastic and very tentative type of homology” for each 
organelle, and are thus open to interpretation (335).
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Figure 7.1. Figures 1– 14 from the chapter by Cowdry (1924b, 316) in Cowdry’s General 

Cytology. These illustrations show mitochondria in various cell types.
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The tableau arrangement of the figures reflects the reference- guide struc-
ture of the chapter on the whole. The chapter is divided into three parts, one 
for each organelle, and each part is split into numbered subsections. The type 
of illustration used and the way information is presented visually reflect the 
kind of work the text achieves, which is to characterize each organelle and 
lay out the details of what is known about the structure of each. Thus the 
images are also meant to familiarize readers with what these cells and orga-
nelles look like under the microscope. In order to achieve this, they must be 
rendered in such a way as to contain as much visual information as possible. 
In other words, the images must be as faithful as possible to what would be 
presented to a researcher looking at these structures through a microscope. 
This is also likely one of the main reasons why, despite being drawings, these 
illustrations look markedly photographic.

Like the methods for detection and study of organelle structure, in vitro 
tissue culture was a method just beginning to become standard in cytologi-
cal investigations at this time. Unlike older, more established techniques 
that involved fixing and staining specimens, tissue culture “revealed new 
facts concerning the behavior, structure, and physiology of the living body 
cells” (Lewis and Lewis 1924, 385). These methods and the new kinds of 
information about the characteristics and behaviors of living cells are the 
focus of Warren and Margaret Lewis’s chapter in General Cytology.

Similar to Cowdry’s chapter, the Lewises’ text is accompanied by exten-
sive visual information documenting various attempts to culture differ-
ent cell types in vitro. Also like Cowdry, these authors seek to show cellular 
structure and arrangement in a realistic way, so that readers can see for 
themselves the phenomena being discussed. Another important epistemic 
goal of these images is to familiarize the reader with the characteristics and 
behaviors of cells that tissue culture can reveal, which were relatively novel 
to the field at the time.

Unlike Cowdry, however, the Lewises employ photography to describe 
cellular phenomena, a medium with even stronger historical connections 
to the ideals of realism than any form of scientific image- making that di-
rectly involves the human hand (Breidbach 2002; Tucker 2006, 117; Wil-
son 1895). Another virtue of the use of photography to illustrate cells and 
tissues is that it allows for the quick and easy capture of multiple struc-
tures in a single image. As these authors aim to show the morphological 
outgrowth and patterning of  various cultured cells, the medium of photog-
raphy allowed them easily to capture this visual complexity and to display 
the details of multiple cells at once (fig. 7.2; also see Lewis and Lewis 1924,  
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Figure 7.2. Plate I from the chapter by Lewis and Lewis (1924) in Cowdry’s  
General Cytology. Note the numerous cells in each image as  

well as the use of the vital stains to make cellular  
structures visible.
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plates II–IX). The wealth of  visual information in these images invites readers 
to make their own observations and formulate their own interpretations.

To create these photographs, Lewis and Lewis transferred small sam-
ples of various cell types into “hanging drops” suspended from microscope 
slides, sealed off the slides with a coverslip and Vaseline or paraffin wax, 
and then incubated them to observe the outgrowth and behaviors of the 
cells (Lewis and Lewis 1924). Although they do not explicitly state what hap-
pened next, in most cases it is likely that they stained the cells with vital 
stains before photographing them. Each photograph is accompanied by a 
caption explaining the tissue type, the time of culture, and the stains used 
to highlight various cellular structures.

The third chapter containing images that primarily fit into this group is 
the one by Frank R. Lillie and E. E. Just on fertilization. With a few more dia-
grammatic exceptions (see Lillie and Just 1924, figs. 2, 4, 7), the majority of  
the thirteen illustrations in this chapter look remarkably similar to those  
in Cowdry’s chapter and are drawn in the same style (see Lillie and Just 
1924, figs. 1, 3, 5, 6, 8– 10). While these authors discuss both the morphology  
and physiology of fertilization, all but one of the images are included in the 
half of the chapter on morphology. By using a realistic pictorial style, they 
aim to familiarize the reader with the cellular morphology of fertilization 
and to encourage close inspection of the illustrations.

Experimental Diagrams
The next group of images in General Cytology we call experimental dia-
grams. The chapters that primarily contain illustrations in this style are 
those by Robert Chambers and Edwin Grant Conklin. With the exception 
of a few in Conklin’s chapter, all of the diagrams in these chapters depict 
experimental procedures on cells and their outcomes. Unlike the realistic 
illustrations, these diagrams leave little interpretation to the reader and 
instead impart the experiential knowledge or observations of the experi-
menter. Additionally, they serve as a reenactment of a technical procedure 
and highlight particular features so that a student would know what to ex-
pect when using the technique. These diagrams achieve these epistemic 
goals through the high level of visual simplification of complex structures 
and the use of special marks, both of which draw the reader’s attention to 
particular features relevant to the experimental outcome being communi-
cated or the manipulation technique being demonstrated.

The purposes of the experiments discussed in chapters such as those by 
Chambers and Conklin were to reveal the characteristics of cell structure 
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and behavior that are unobservable in either fixed and stained or unma-
nipulated living tissue. For example, Chambers writes that conceptions 
about the structure of cellular protoplasm were skewed by the use of fixing 
agents, which tended to coagulate it and present deceptive visual informa-
tion, such as the appearance of filamentous structures. “Many, however,” 
he writes, “who devoted themselves to experimental studies on living pro-
toplasm maintained its essentially fluid nature” (Chambers 1924, 237). 
While experimental methods such as micro- dissection and micro- injection 
received criticism for altering the natural condition of the object under 
study and depending in large part on individual interpretations (Chambers 
1924), these approaches revealed otherwise hidden phenomena.

In Chambers’s chapter on experimentation on cellular protoplasm, the 
demonstration of precise techniques necessitated diagrams that could 
clearly demonstrate to the viewer exactly the procedure being carried out. 
It needed to be clear exactly where a needle was inserted, a cut was made, 
or a cellular structure disturbed or excised. Most of the diagrams include 
the manipulation needle and consist of series of simple drawings that to-
gether demonstrate exactly how the needle interacts with the tissue and 
what its effect is (fig. 7.3; also see Chambers 1924, figs. 3, 7, 11– 12, 15– 16). 
These diagrams draw the viewer’s attention to the action of the needle and 
highlight the pertinent effects of the manipulation.

Another useful aspect of diagrams is that special marks can be used to 
denote a particular effect or outcome of an experimental manipulation. 
Rather than displaying them in a realistic way, the author can use a special 
mark to represent or stand in for a certain cellular structure. Often these 
marks have no direct relationship to the structure or phenomenon they are 
meant to represent, so that the author must make the relationship explicitly 

Figure 7.3. Diagram from the chapter by Chambers (1924, 258, g. 6)  
in Cowdry’s General Cytology.
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clear (see Chambers 1924, fig. 45). For example, Figure 7.4 demonstrates the 
effect of pricking one of two attached chick mesenchyme cells. Diagram 7.4a  
shows how when one of two cells that are connected by a protoplasmic 
bridge is injured that injury is transferred to the connected cell. Here Cham-
bers denotes an injured cell as one with a speckled nucleus, indicating that 
it has coagulated. Unlike in 7.4a, diagram 7.4b shows how when one of two 
mesenchyme cells that are only contiguous and not attached by a bridge is 
pricked, the injury is not passed on to the other cell. One cell with a speck-
led nucleus and one with a nucleus that is not filled in represent this ex-
perimental result. Not only does this kind of notation make the outcome of 
the manipulation immediately clear to the reader, but it also indicates that 
these changes are the most important parts of the diagrams.

While the purpose of experimentation was to reveal new, otherwise un-
observable features of cellular structure and behavior, the experiments 
described in General Cytology were performed on well- studied and char-
acterized cellular structures. Recall Cowdry’s comment about research on 
mitochondria only then entering an experimental period, after roughly 
thirty- five years of establishing basic structure and morphology. Many re-
searchers of this period held that invasive experimental manipulation 
should only commence once as much knowledge as possible could be 
gleaned from direct observation alone (Conklin 1897; Cowdry 1924a). Of 
course, there was a great deal of experimentation involved in developing 
methods of seeing and observation, but in working out these protocols, 

Figure 7.4. Diagram from the chapter by Chambers (1924, 242, g. 2) in Cowdry’s  
General Cytology. Injured cells are denoted with speckled nuclei,  

and uninjured cells with unlled nuclei.
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great pains were taken to preserve “normal” conditions as much as pos-
sible. Thus most of the experiments undertaken in cytology, such as the 
ones demonstrated in figures 7.3 and 7.4, were performed on already  widely 
studied cells, such as those found in sea urchins and chick embryos. Be-
cause it was generally known what these cells look like, it was not necessary 
to represent them in a realistic manner here. Doing so would only detract 
from the aim of the diagrams.

The second main chapter in General Cytology with experimental dia-
grams is Edwin Grant Conklin’s chapter on cellular differentiation. All of 
the images Conklin uses in this chapter are diagrams of eggs and embryos 
of various species, although not all of them depict the results of experi-
mental manipulation. Those that do not, however, show well characterized 
structures and are included primarily for comparison with the experimen-
tal diagrams. The two main organisms Conklin discusses and includes 
images of are Crepidula and Styela. For both, Conklin includes diagrams 
both of experimental results and of the tissues under normal conditions 
for comparison.

The main experimental technique Conklin employs here is centrifuga-
tion to establish the effect of displacing cellular components from their 
normal locations. His central aim in doing this is to investigate the relation-
ship between nuclear and cytoplasmic placement within cells and the axis 
of cleavage and differentiation.

In figure 7.5, Conklin demonstrates the effect of centrifuging the eggs 
and early stage embryos of Crepidula, a species he studied extensively 
throughout the 1890s. In these diagrams he shows that the size and growth 
of the nucleus depend on the volume of cytoplasm that surrounds it. By 
centrifuging Crepidula eggs to change the location of cytoplasm and yolk 
as the egg undergoes division, he is able to affect the growth of the nuclei 
(Conklin 1924). In parts C and D of figure 7.5, Conklin depicts two embryos, 
one two- cell stage and one four- cell stage, respectively, that were centri-
fuged at the single- cell stage to disrupt the normal positions of cytoplasm 
and yolk. As Conklin shows in these diagrams, in the subsequent cell divi-
sions, the cytoplasm, which is represented by speckle- filled areas, is un-
evenly distributed to only half of the daughter cells. In these cells the nuclei 
are clearly much larger than in those cells with no cytoplasm and only yolk, 
which is represented by the unmarked spaces bounded by the cell outlines.

Although they are not realistic, these line diagrams effectively convey the 
result of Conklin’s experimental manipulation— namely, the movement 
of the cytoplasm and the resulting size of the nuclei in the daughter cells. 
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Compared to some of Conklin’s earlier, more realistic renderings of Crep-
idula eggs, these diagrams look markedly more simplified (see Conklin 
1897). Significantly, within the images of this chapter, Conklin overempha-
sizes the outline and visibility of the cytoplasmic component and nucleus 
of each cell. He does this both by rendering them darker than they actually 
appear and by eliminating all other unnecessary details, such as the details 

Figure 7.5. Diagram from the chapter by Conklin (1924, 554, g. 4) in Cowdry’s  
General Cytology. Cellular cytoplasm is represented by speckle- lled areas,  

and yolk by the unmarked spaces bounded by the cell outlines.
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of the yolk, which would distract from what he is trying to communicate 
(fig. 7.5; also see Conklin 1924, figs. 2, 12). This stylistic change reflects a 
shift in purpose. In his earlier works, Conklin was presenting for the first 
time the cell divisions in early Crepidula embryos in order to allow readers 
to observe the developmental process for themselves; here he is trying to 
make a specific point about cell division and differentiation following ex-
perimental manipulation.

Theory Diagrams
The third and final group we call theory diagrams, which are used primar-
ily in the last two chapters of General Cytology by Clarence E. McClung and 
Thomas H. Morgan. These chapters are united by the presentation of gen-
eral theories of chromosomes and heredity. Unlike the other two pictorial 
styles, theory diagrams depict phenomena that are not directly observ-
able, because they present theories or concepts that arose out of multiple 
observations, specimens, individuals, and generations. Across these two 
chapters, only thirteen of the fifty- three illustrations are theory diagrams. 
The rest are primarily realistic illustrations that are included to support the 
theories laid out in diagrams. In several cases, these realistic illustrations 
depict the directly observable cellular phenomena on which the theories 
are based.

Theory diagrams can be further refined within these chapters into two 
subcategories: aggregates and abstractions. Aggregates are used to order 
visual evidence for phenomena by bringing together observations derived 
from several specimens. In the case of McClung’s chromosome theory, ag-
gregates are often bloblike illustrations of chromosomes, acquired from 
a number of cells and across generations (see McClung 1924, figs. 5– 8, 15, 
24, 26– 27, 30– 32). These aggregates serve as evidence for McClung’s theory. 
Abstractions, on the other hand, depict phenomena that exist beyond the 
realm of observation but whose reality is inferred from empirical observa-
tions. In the case of Morgan, abstractions serve as translations of his verbal 
arguments, highlighting in a visual format the same process that he out-
lines within the text.

McClung’s chapter on the chromosome theory of heredity employs 
diagrams to describe the structure and behavior of chromosomes in vari-
ous cell types. The majority of diagrams in this chapter are aggregates (al-
though he also uses abstractions; see McClung 1924, figs. 3, 29) that display 
the formation and movement of chromosomes over multiple stages of cell 
division or multiple generations. The chromosomes are almost exclusively 
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depicted as simplified, solid black shapes with arms bent at angles of 
varying degrees. McClung writes that “[heredity] also is continuous and a 
function primarily of the group and not the individual. . . . The value of the 
chromosome theory of heredity is due to the fact that it furnishes clear evi-
dence of this group continuity— a continuity which manifests itself, not in 
a series of fixed forms, but through the repetition of a determinate series of 
cyclical changes” (McClung 1924, 614).

As McClung states here, the chromosome theory of heredity deals with 
phenomena that take place over extended periods of time and that exist 
among groups of individuals. Both of these conditions render this theory 
not directly observable in a single cell or group of cells; rather, it must be 
abstracted from a large group of individuals over time. It is for this reason 
that the diagrams shown in McClung’s chapter are even less realistic than 
those depicting experimental manipulations and that they contain abstract 
shapes and other markings.

Similar to McClung’s chapter, Morgan’s chapter discusses heredity, al-
though with more of a focus on Mendelian heredity and its relationship to 
observations of chromosome behavior in cells. Many of the genetic theories 
Morgan presents are beyond the realm of the visible and are thus illustrated 
with abstractions. The two phenomena that constitute the majority of the 
chapter are the linkage of genetic traits, or genes, and crossing- over. Morgan 
explains that traits are linked when they go into a genetic cross together, 
meaning that they are both present in the same individual and tend to re-
main so in later generations. This linkage between two traits “is expressed 
by the percentage of cases in which they are found to remain together” (Mor-
gan 1924, 698). These links can be broken, however, through a process called 
crossing- over, whereby an exchange takes place between genes on the mater-
nal chromosome and the corresponding genes on the homologous paternal 
chromosome (fig. 7.6; also see Morgan 1924, figs. 7– 9).

Unlike the realistic illustrations and the experimental diagrams in Gen-
eral Cytology, the abstractions that describe crossing- over are not based on 
direct observation of chromosomes or genes. However, Morgan claims that 
this does not make them any less credible. In a discussion of studies on 
crossing- over he writes, “In this respect, genetics has proved a more refined 
instrument . . . than direct observation of the germ cells themselves, and 
while this advance may appear more theoretical than the conclusions 
based on observations of the cell, this need not mean that it is less reliable” 
(Morgan 1924, 693). Thus, the diagrams illustrating crossing- over are al-
most entirely constructed based on observations of the outcomes of genetic 
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crosses, mainly observations about the inheritance of certain traits by the 
offspring, not on direct observation of the cellular structures themselves.

As with the experimental diagrams, special marks are used here to repre-
sent particular features of the phenomena being discussed that the author 
has deemed important. These marks serve as representations of certain 
entities within the cell that defy direct observation and make immediately 
clear to the reader the theory being described. In figure 7.6, for example, 
each circle represents a different gene on the chromosome. The filled- in 
circles represent genes from one parent and the open circles represent genes 
from the other. However, unlike the experimental diagrams, these illustrate 
a theory formulated from observations of several organisms over time, not 
particular individual cells. Instead of standing in for experimental out-
comes that the experimenter wants the reader to pay particular attention 
to, these marks represent theorized structures and phenomena based on 
inference.

Conclusion
Throughout General Cytology, scientists used images for a variety of pur-
poses by deploying a range of pictorial styles. In this chapter, we have 
attempted to parse the ways in which the authors used their images to dem-
onstrate a range of knowledge, theories, and methods— that is, the epistemic 

Figure 7.6. Diagram from the chapter by Morgan (1924, 707, g. 5) in Cowdry’s  
General Cytology. The lled- in circles on each chromosome represent genes  

from one parent, and the open circles represent genes from the other parent.

 EBSCOhost - printed on 2/13/2023 7:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



152 Beatrice Steinert and Kate MacCord

goals of the images. Here we have posited that at least three pictorial styles 
exist within the volume: realistic illustrations, experimental diagrams, and 
theory diagrams.

Realistic illustrations offer the highest degree of reader engagement by 
providing a wealth of visual detail and information. This style is used to 
highlight gross processes and make anatomical features visible in a way 
that invites readers to inspect them closely and even interpret their mean-
ing themselves. This style is used extensively by Cowdry, Lewis and Lewis, 
and Lillie and Just.

Experimental diagrams are used to display experimental techniques and 
tools that require visual specificity regarding exactly what manipulation 
was being done where. This style draws the reader’s attention to specific 
cellular structures and the outcomes of different interventions in cellular 
processes. Little interpretation is left to the reader; instead, the goal is to 
impart the experiential knowledge and observations of the expert experi-
menter, who serves as the primary interpreter of cellular phenomena. Thus, 
experimental diagrams serve as reenactments of technical procedures and 
highlight particular features so that a student would know what to expect 
when using the technique. These diagrams achieve both of these goals 
through visual simplification of complex structures and special marks, 
both of which draw the reader’s attention to particular features relevant 
to the argument being made or the technique being demonstrated. This 
style is deployed mainly within chapters, such as those of Chambers and 
Conklin, that turn to experimental approaches to answer questions about 
cellular structure and behavior.

Finally, theory diagrams display phenomena that are unobservable be-
cause they present theories or concepts that arose out of multiple observa-
tions, specimens, individuals, and generations. Within this style, we have 
further distinguished two substyles: aggregates and abstractions. Aggre-
gates bring together observations from across specimens and order them 
in such a way as to provide visual evidence for otherwise unobservable phe-
nomena. Abstractions depict phenomena that cannot be observed, such 
as crossing- over, but for which there is a great deal of empirical evidence.

While the illustrations in General Cytology can be categorized into these 
three styles, the boundaries between them are, as has been touched on 
briefly throughout this discussion, somewhat blurry. For example, the same 
kinds of marks are used both in the experimental diagrams and the theory 
diagrams, although to different ends. The use of simplified circles and line 
segments in both of these styles (compare fig. 7.2 with fig. 7.6) does not ne-
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gate the fact that each has distinct epistemic goals. The shared character-
istics between realistic illustrations, experimental diagrams, and theory 
diagrams stem in large part from the fact that they are all two- dimensional 
translations of complex, four- dimensional entities: living cells and their 
myriad components and behaviors (Rheinberger 2003, 624). Thus the vi-
sual elements of all three styles are confined to what kinds of marks and 
spatial relationships can be rendered on paper, whether by a human hand 
or photographic developing chemicals.

Such a translation of four- dimensional entities into two dimensions also 
necessitates certain decisions about what aspects of living cells to focus on 
and what to depict, a process that always results in some abstraction. The 
question, therefore, is to what degree this abstraction is implemented and 
to what end. In the realistic illustrations discussed here, the authors chose a 
method of depiction that included as much detail, and thus as little abstrac-
tion, as possible to allow the reader to observe and inspect the structures. In 
both the experimental and theory diagrams, however, a high degree of ab-
straction is employed to unambiguously direct the reader’s attention to the 
experimental manipulation or theory being presented by the author.

Our motivation for closely examining the illustrations included in Gen-
eral Cytology was multifold. First, we thought it necessary that in a volume 
reflecting on this influential book the central role of images and visual 
argumentation not be overlooked. In a text entirely devoted to biological 
phenomena that are in many ways beyond the reach of the naked human 
senses, presenting and receiving knowledge in a visual manner is para-
mount. Given this fundamental role of visual information, we also sought 
to lay out a framework with which to unpack the illustrations of cells within 
this text. Just like the written word, images can convey a variety of meanings 
depending on the way they are constructed and the different elements they 
weave together. Thus they can and should be seen and analyzed as such. 
Recognizing the epistemic goals of illustrations and the ways those goals 
are met through different kinds of marks, spatial arrangements, and de-
grees of abstraction is not just important for an understanding of the illus-
trations themselves; it is crucial for thoroughly grasping the science they 
display.

Notes
1 In the Preface, the editor Edmund Cowdry remarked: “The volume, as it stands, is to be 

considered, to some extent at least, as a contribution from the Marine Biological Labo-
ratory” (Cowdry 1924a).
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chapter 8

thomas hunt morgan and the role 
of chromosomes in heredity

Garland  E. Allen

The final two chapters in E. V. Cowdry’s massive volume, General Cytol-
ogy (1924) are the only ones devoted to the role of chromosomes in the life 
of the cell. Thus, of the total 734 pages, only 123 (around 17%) focus on 
chromosomes. From our perspective today, this may seem surprising. For 
one thing, extensive and detailed studies of chromosomes had consumed 
much time and effort among late nineteenth-  and early twentieth- century 
cytologists as they attempted to determine the role these structures and 
their elaborate movements played in the cell cycle, particularly their pre-
sumed relationship to heredity. For another, compared to most other cell 
structures known in 1924 (mitochondria, Golgi apparatus, chloroplasts 
and plastids in general, and the various cell membranes), chromosomes 
and their behavior, including their pair- wise alignment during meiosis, 
were larger and considerably easier to study in detail with the light micro-
scopes of the day. By contrast, Golgi bodies, mitochondria, and cell mem-
branes showed relatively little structural detail and consequently their roles 
in the cell were even harder to determine. And third, after a decade of rapid 
growth in the Mendelian- chromosome paradigm of  heredity,1 the mapping 
of genes on chromosomes and their association with such central biologi-
cal issues as the inheritance of sex, chromosomes had come to occupy a 
central position in cell biology.

There are several possible reasons why chromosomes may not have 
received as much attention in the organization of the Cowdry volume as 
we today might have expected. (1) Their role in heredity and the process 
of mapping had been so clearly worked out and was so well known as not 
to require any extensive review at the time. (2) As a corollary of (1), Cowdry 
and the other organizers may have felt that the book should concentrate on 
the less understood features of cell biology, that is, the areas in which fu-
ture research should be directed. (3) Given the movement of biology in the 
1920s toward a more explicitly experimental and functional orientation, 
it may have seemed appropriate to focus on dynamic and physiological, 
as opposed to structural, aspects of cell life. Examining the table of con-
tents indicates that seven of the ten chapters (excluding only E. B. Wilson’s 
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overview in chapter 1) are devoted to such topics as general cell chemistry, 
reactivity of cells to stimuli, the selective permeability of membranes, the 
physical composition of protoplasm, behavior of cells in tissue culture, and 
fertilization and cellular differentiation. Morgan and many of the other au-
thors (Wilson, Mathews, Ralph and F. R. Lillie, the Lewises) were strong 
proponents of taking biology toward a more functional and away from the 
more descriptive set of concerns that had characterized much of the field 
in the later nineteenth century.

While no doubt all three reasons were at play, I suggest that, despite the 
general acceptance of the Mendelian- chromosome paradigm of heredity 
(MCPH hereafter) by the early 1920s, there was still formidable opposition 
to the work of the Morgan school. This will account, I believe, for the fact 
that Morgan devoted most of his chapter not only to reviewing but also to 
defending the MCPH as the simplest and best interpretation of the com-
bined facts from cytology and breeding experiments. Both reasons (2) and 
(3) appear to have been consciously discussed in the planning stages during 
1922 and 1923 at MBL. In the book’s preface Cowdry claims that the volume 
was aimed to show “the close rapprochement between physico- chemical 
and morphological points of view” and to assign chapters to those authors 
working directly in the laboratory at the forefront of their specialties, thus 
emphasizing current work and unsolved problems. While the volume was 
meant as a textbook (for advanced students and investigators), it was not 
merely a compendium of “received wisdom,” but also pointed to directions 
for future research.

In this paper, I take advantage of Morgan’s presentations about chro-
mosomes in the final chapter to examine three issues of importance to 
the history of genetics in this period: (1) The serious objections that still 
lingered regarding the MCPH within the biological community. (2) Mor-
gan’s style of presentation— his “persuasive practice,” as historian Kevin 
Amidon has termed it— in making a convincing case for the MCPH to cy-
tologists and geneticists alike. Although over the years I have read virtu-
ally all of Morgan’s writings, this chapter provides a new insight into his 
rhetorical skills and his method of presentation that balances arguments 
for his own views along with all the possible objections that had been or 
were being raised. (3) An interesting third issue becomes apparent if we 
consider the penultimate chapter by Clarence E. McClung in conjunction 
with Morgan’s. Since McClung was trained as a classical cytologist, and 
Morgan as an embryologist- turned- geneticist, these two chapters provide 
a glimpse into the budding field of cytogenetics in the years just before the 
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field emerged dramatically in the late 1920s and 1930s and ended nearly all 
controversy about the MCPH.

Background: The Chromosome Theory of Heredity
What was known as the “chromosome theory of heredity” had a long history 
stretching back at least to the 1860s. Chromosomes were observed to con-
dense from an amorphous mass of “nuclein” material as long, rod- shaped 
bodies in cells preparing to divide. In many cases chromosomes seemed to 
have a regular structure, so that within a given cell they could be recognized 
by size and shape. The number of chromosomes in cell preparations was 
sometimes difficult to determine, and it was not clear, even by the turn of 
the twentieth century, whether the chromosome number was constant for 
all members of a given species, or even for different tissues within a single 
individual. While the hypothesis had been put forward that differentiation 
might involve selective loss of individual chromosomes during embryo-
genesis, there was little evidence to support it. And by 1924 it had become 
clear that, in virtually all cases examined to date, all cells in the body of 
an individual contained the full complement of chromosomes, and that 
this was constant (in most cases) for the species as a whole.2 A particularly 
puzzling observation, however, was that when cells were not dividing, the 
chromosomes seemed to lose their rod- shaped structure and revert to the 
thread- like mass.

Chromosomes in any dividing cell were observed to exist in morphologi-
cally similar pairs. The complex movements of chromosomes in both mi-
tosis (where the chromosomes are replicated prior to division of the cell 
into two identical daughter cells) and meiosis (in gamete formation where, 
through two separate divisions, the number of chromosomes is reduced in 
half ) were well described in both plants and animals by the 1880s, though 
their significance remained controversial. By 1883 German zoologist Au-
gust Weismann (1834– 1914) reasoned that meiosis was a logical necessity 
to insure that the number of chromosomes remained constant in every 
generation. The highly regular movements of the chromosomes (they were 
sometimes referred to metaphorically as “dancing” through their mitotic 
and meiotic stages) suggested they might have something to do with hered-
ity. But, it was only after the work of cytologist- embryologist Theodor Boveri 
(1862– 1915) had shown that fertilized egg fragments lacking certain chro-
mosomes developed abnormally that the association with heredity became 
well established (Laubichler and Davidson 2008; Baltzer 1967, 83– 89).
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The state of knowledge about the chromosome theory in the early 1920s 
was summarized for the Cowdry volume by Clarence Erwin McClung (1870– 
1946) in chapter 10. A distinguished cytologist at the University of Pennsyl-
vania from 1912 onward, McClung was one of the early advocates of the view 
that the accessory or supernumerary chromosome (now called the X chro-
mosome) might have something to do with sex determination (McClung 
1902). At the exact same time (also in 1902), one of E. B. Wilson’s students, 
Walter S. Sutton (1877– 1916) pointed out the striking parallel between the 
cytological observations of separation of chromosomes at anaphase of 
meiosis I and Mendel’s hypothesized segregation of factors in gamete for-
mation (Sutton 1902). In some quarters by the very early 1900s, there was a 
growing realization that, although they were then separate fields, Mendel-
ism and cytology might have more to say to each other than had previously 
been thought. It was into this environment that Morgan stumbled when he 
found his white- eyed male Drosophila in 1910.

McClung’s chapter (“The Chromosome Theory of Heredity”) in the Cow-
dry volume presents a summary of the cytological work on chromosomes 
from the 1870s onward. McClung notes that the term heredity has been very 
loosely and poorly defined by biologists over the ages. It has been referred  
to, he states, “as a ‘law,’ ‘rule,’ ‘force,’ ‘material contribution,’ ‘act,’ ‘relation,’  
‘process,’ ‘fact,’ ‘principle,’ ‘link’ and ‘organization.’ ” “Little wonder,” he 
notes, “that discussions of the subject are so lacking in clearness and pre-
cision when the central conception is so poorly defined” (McClung 1924, 
613). After offering his own definitions, McClung devotes much of the rest 
of the chapter to the various topics regarding chromosome structure and 
organization. Among the most important of these topics are the details 
of meiosis and its differences from mitosis, the significance of variations 
in chromosome numbers between and within species (for example poly-
ploidy), the physical structure of chromosomes, and the relationship be-
tween nucleus and cytoplasm.

There was, however, much more to learn about the physical structure and 
chemical nature of the chromosomes, as well as about their functions and 
behavior. For example, What was the structural relationship between the 
chromatin (highly- staining part of the chromosome) and the other struc-
tural elements? Were the latter largely a scaffolding to which the chromatin 
(hereditary material?) was attached or was the chromosome as a whole the 
actual hereditary material? What was the chemical composition of the chro-
mosome as a whole, and the chromatin in particular? How did the chromatin 
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condense and then dissolve between mitotic (or meiotic) cycles? How were 
chromosomes attached to the spindle fibers, and did they move of their own 
accord during anaphase or were they pulled by the spindle fibers? How did 
they line up so perfectly as paired homologs during prophase of meiosis? 
Particularly important, what was the functional relationship between the 
chromosomes and the cytoplasm, and how did chromosomes direct and 
participate in development and differentiation during embryogenesis? Yet 
despite the gaps in current knowledge, McClung could conclude his chapter 
by claiming, “The chromosome theory as it stands is logical, consistent, and 
generally applicable to both plants and animals. Admittedly incomplete, it 
yet stands as one of the highest achievements in biology and offers the most 
promising guide to further advances” (McClung 1924, 681). To elaborate 
on this fundamental concept and relate it to the observations on plant and 
animal breeding was the purpose of T. H. Morgan’s chapter, which follows 
McClung’s and concludes the Cowdry volume.

T. H. Morgan: Mendelian Heredity in Relation to Cytology
Thomas Hunt Morgan grew up in Lexington, Kentucky, receiving his bach-
elor’s degree from the State University of Kentucky (now the University of 
Kentucky) in 1886 and his PhD from the Johns Hopkins University in 1891, 
working under William Keith Brooks (1848– 1908). Although trained as a 
classical morphologist, attempting to deduce the phylogenetic origin of 
the Pycnogonids (sea spiders), Morgan early on fell under the spell of the 
Naples Zoological Station and the work of  Wilhelm Roux and Hans Driesch 
in experimental embryology. By the mid- 1890s he had become a vocifer-
ous exponent of experimentation in biology as a counter to unbridled, and 
untestable, speculation (especially the kind of phylogenetic hypotheses so 
common in morphological work at the time). After a dozen years on the 
faculty of Bryn Mawr College (1891– 1904), he was hired by his friend and 
colleague Edmund Beecher Wilson to join the Zoology Department at Co-
lumbia University, where he remained for twenty- four years. In 1928 he was 
persuaded to become the first director of the newly founded Division of Bi-
ology at the California Institute of Technology in Pasadena, a position he 
held until his retirement and death in 1945. It was during his first few years 
at Columbia that Morgan began his work with Drosophila melanogaster, the 
vinegar, or fruit fly, which converted him from skeptic to ardent advocate of 
the Mendelian- chromosome paradigm.

In the introduction to his chapter for the Cowdry volume, Morgan reflects 
on the changes since those early days of fruit fly studies and explains that 
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“The extraordinary advance in our knowledge relating to the germ cells that 
took place during the last quarter of the last century prepared the way for 
a cytological interpretation of Mendel’s principles immediately after their 
recognition in 1900. Within two years after the rediscovery of Mendel’s pa-
per in 1900 the application of the results of cytology to Mendel’s laws was 
postulated (Sutton 1902). Since that time the significance of this relation-
ship has become more and more apparent with every new advance, both in 
genetics and in cytology.”

He goes on to say, “The behavior of the chromosomes in the matura-
tion of the egg and spermatozoon not only furnishes an exact parallel to 
the genetic behavior of the postulated Mendelian factors, but crucial situ-
ations have also been met with (such as nondisjunction, the elimination 
or addition of specific chromosomes), that have furnished very strong 
confirmation of the view that the chromosomes are the bearers of the ge-
netic elements. Other genetic phenomena such as linkage and crossing- 
over, that were unknown to Mendel, have also been brought into the 
relationship with chromosome behavior” (Morgan 1924, 693).

The structure of Morgan’s paper is, in fact, aimed at presenting the evi-
dence from both breeding results and cytology as “one long argument” (in 
the same way that Darwin saw his own work) supporting his interpretation 
that Mendelian genes are physical entities arranged in a linear pattern on 
the chromosomes. Morgan’s approach is a superb example of what has been 
called “persuasive practice” in scientific writing. Historian Kevin Amidon 
has examined the works of a number of German biologists in the late nine-
teenth and early twentieth centuries (e.g., Ernst Haeckel, Rudolf Virchow, 
Adolph Meyer- Abich) to analyze the ways they use scientific writing skills 
to persuade their readers of the merits of their various arguments (Amidon 
2008). I think this approach helps inform our understanding of what Mor-
gan was undertaking in his article in the Cowdry volume (and now that I  
look at it, in many of his other more general and public writings as well).

In contrast to several of the figures Amidon examines, however, Mor-
gan’s approach is overtly nonpolemical, presenting evidence indicating 
the weak points or problems with his views. His approach, very much like 
Darwin’s, as I suggest later, is to stress repeatedly how each kind of observa-
tion, though sometimes problematic in its own right, could make sense only 
by admitting the validity of the central claim: the linear arrangement of genes 
on the chromosomes. He uses a kind of consilience argument, by showing 
that putting all the varied lines of evidence together makes the conclusion 
almost inescapable.
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Before examining Morgan’s argument more closely, it is necessary to ask 
a more contextual question: What was the level of acceptance of the MCPH 
idea in 1924? Was Morgan overly sensitive, or were there serious doubts 
still lingering about the reliability, or even reality, of the whole cytological 
interpretation (including mapping) enterprise? In a nutshell, the answer 
appears to be that while many biologists, especially in the United States, 
had accepted the MCPH by 1920 (Brush 2002), there were still a number of 
formidable critics whose arguments, if accepted, would be devastating to 
the whole edifice of the MCPH, including claims about the linear array of 
genes on the chromosome and the mapping procedure. I want to suggest 
that Morgan was using the vantage point of the Cowdry volume to offer a fo-
cused, persuasive account of all the evidence at the time that supported the 
Mendelian- chromosome theory, and to counter arguments that were still 
being raised against it. In a 1917 review Morgan had already summarized 
some of those arguments as follows:

It has been said, for instance, that the factorial [Mendelian] interpre-
tation is not physiological but only “static,” whereas all really scientific 
interpretations are dynamic. It has been said that since the hypoth-
esis does not deal with known chemical substances, it has no future 
before it, that it is merely a kind of symbolism. It has been said that 
it is not a real scientific hypothesis, for it merely restates its facts as 
factors, and then by juggling with numbers pretends that it has ex-
plained something. It has been said that the organism is a whole, and 
to treat it as made up of little pieces, is to miss the entire problem of 
“organization.” It has been seriously argued that Mendelian phenom-
ena are “unnatural,” and that they have nothing to do with the normal 
process of heredity and evolution as exhibited by the bones of defunct 
mammals. It has been said that the hypothesis rests on discontinu-
ous variation of characters, which does not exist. It is objected that  
the hypothesis assumes that genetic factors are fixed and stable in  
the same sense that atoms are stable and that even a slight familiar-
ity with living things shows that no such hard and fast lines exist in  
the organic world. (Morgan 1917, 513– 14)

Ironically, a number of those objections are ones that Morgan himself 
had advanced about both the Mendelian and chromosome theories in the 
period before 1910! But he had come to embrace both theories shortly after 
initiating his work on inheritance in Drosophila melanogaster in 1910– 1911. 
By 1924 other objections had emerged as well, so that these needed to be 
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addressed in order to establish the MCPH as the major (and only) concept 
of inheritance that was consistent with all the evidence at hand.

Critics of the MCPH, 1910– 1924
Who were the most influential critics/skeptics by the early 1920s, and what 
were their objections to the MCPH as advanced by the Morgan group? 
Among the most skeptical and influential critics of the MCPH at the time 
were William Bateson (1861– 1926), Wilhelm Johannsen (1857– 1927), Wil-
liam Ernest Castle (1867– 1962), and Richard Goldschmidt (1878– 1958). 
Since the details of the objections launched by each of these individuals 
have been discussed in depth elsewhere, they can be quickly summarized 
here (citations for individual critics are given below).

Bateson was of course, the person most responsible for initially mak-
ing Mendel’s work known to the English- speaking world, and one of the 
staunchest supporters of the new science (even coining the term genetics 
in 1906). His specific criticism of the MCPH was that it was a “complex web 
of theory . . . so exceedingly elastic that it can be fitted to any facts” (Bate-
son 1916, cited in Brush 2002, 34). Bateson’s long- standing suspicion of 
assigning a material reality to Mendelian genes goes back to his early skep-
ticism about the quasi- materialist theories of heredity put forward in the 
late nineteenth century by Ernst Haeckel (1834– 1919), August Weismann 
(1834– 1914), and many others. These theories were materialist only in the 
sense that they tried to ground the hereditary process in hypothetical, but 
supposedly real, material particles, which Weismann, an expert cytologist, 
assumed were contained in the chromosomes (Churchill 2015, 422– 23). 
Bateson found such speculations philosophically unacceptable; it was 
crude materialism and offended his British empiricist predilection. His-
torian William Coleman has also attributed Bateson’s skepticism about 
chromosomes to a conservative, intuitionist penchant for philosophical 
idealism that also made him skeptical of other hard- core materialist theo-
ries in science (Coleman 1970). Despite his major public concession after 
visiting the Morgan lab in December, 1921, Bateson still held reservations. 
He died, however, in 1926 without ever coming to firm grips with the MCPH.

Wilhelm Johannsen in Denmark was a pharmacist’s apprentice when 
he took a job at the Carlsberg (brewery) Laboratories and began to learn 
about plant breeding (varieties of cereals and hops were used in brewing). 
Later, at the Copenhagen Agricultural college and finally at the University 
of Copenhagen, he emerged as one of the most significant biomathemati-
cal students of heredity and selection at the time. His famous “pure- line” 
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experiments in 1900– 1901, and his genotype- phenotype distinction in 1911 
were among the most important theoretical contributions to the early de-
velopment of genetics. Although he was a Mendelian (he thought Mendel’s 
system was notational, as in chemical notation), he was initially skeptical, 
like Bateson, of tying Mendel’s “factors” to chromosomes. From a mathe-
matical perspective, he appreciated the power of Mendel’s hypothesis to 
predict, but thought it unnecessary, even scientifically unsound, to provide 
a direct mechanism that seemed to have no basis in reality (Churchill 1974; 
Roll- Hansen 1978).

Indeed, Johannsen argued that the genotype functioned “as a whole”: “I 
am unable to see any reason for localizing the ‘factors of  heredity’ . . . in the 
nuclei. The organism is in its totality penetrated and stamped by its geno-
type constitution” ( Johannsen 1911, 154; quoted in Falk 2009, 72). But after 
his compatriot Otto Winge (1886– 1964) invited Norwegian Otto Louis Mohr 
(1886– 1967), one of Morgan’s first European postdoctoral students (1919– 
1920) to Copenhagen to discuss Morgan’s work, Johannsen did eventually 
come around to accepting the basic tenets of the MCPH (Allen 1978, 280). 
But that was not until the third edition of his Elemente der exacten Erblicht-
slehre in 1926, still several years in the future when Morgan was composing 
the Cowdry chapter.

William Earnest Castle was a distinguished mammalian geneticist at 
Harvard (both Sewall Wright and Leslie C. Dunn were his students) who 
had a proclivity for getting involved in controversies from which he ulti-
mately had to capitulate. Two such controversies claimed his attention in 
the period just prior to Morgan’s writing the Cowdry chapter. The first was 
his claim that selection in a given direction could alter the gene for a trait 
in the direction of selection, thus attacking the very basis of the Mende-
lian principle of “purity of the gametes” (i.e., the claim that genes remain 
constant as they are shuffled from generation to generation, and are not 
“contaminated” or changed by other alleles with which they come to re-
side). Both Sturtevant and Muller took Castle to task on this point, arguing 
that selection only accumulated a greater or lesser number of “modifying 
factors”— that is, subsidiary genes that altered the expression of a major 
gene (for example a color gene), increasing or decreasing the intensity of ex-
pression in a quantitative way. Castle eventually capitulated and accepted 
the concept of “modifiers,” which by the 1920s had become a major com-
ponent of the MCPH.

No sooner had Castle extricated himself from this controversy than he 
took aim at the most central feature of the breeding work of the Morgan 
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group: the linear arrangement of genes on the chromosomes and the very 
method of mapping itself. Although he accepted the association of genes 
and chromosomes, as well as the recombination frequencies published 
by the Morgan group, he argued that the claim that “the arrangement of 
the genes within a linkage group is strictly linear seems for a variety of rea-
sons doubtful. It is doubtful, for example, whether an elaborate organic 
molecule ever has a simple string- like form” (Castle 1919b, 501). Citing evi-
dence that the distances calculated for genes further apart are less than the 
summation of short distances between them, Castle argued that a three- 
dimensional structure of the chromosome gives results more consistent 
with the breeding data. According to Castle, “To account for this discrep-
ancy Morgan has adopted certain subsidiary hypotheses, of ‘interference,’ 
‘double crossing over,’ etc.” (501). These seemed to be ad hoc hypotheses 
with no independent lines of evidence supporting them. Castle then intro-
duced his own solution, a three- dimensional model of the chromosome, 
which he actually constructed with wires: the length of each wire represent-
ing the crossover value between two genes (see fig. 8.1 A; compare to the 
Morgan group’s construction in fig. 8.1B).

The complexity of this model quickly earned it the name of the “rat- trap 
model” by the Morgan group. Muller again took on Castle’s claim, arguing, 
among other things, that double crossovers would be expected as much 
as single crossovers for genes lying at some distance from each other, and 
there should be no reason to assume otherwise. That the double crossover 
values, when calculated, turned out to give the precise distances that would 
be expected, indicated this was no ad hoc hypothesis, but a clear and rea-
sonable inference to the best explanation from the data.

Marion Vorms has argued that Castle’s argument was based on his com-
mitment to a more physiological than a structural explanation, and to a 
strong preference to stay as close to the data as possible (Vorms 2013). In 
that light, his objections do not seem quite so idiosyncratic as previous 
authors, beginning with Muller and Sturtevant, have claimed. However, it 
became clear that Castle misunderstood some aspects of the linear model, 
and that his own model was in some ways more complex than Morgan’s. 
Eventually, after trying to fit data from another lab for eight genes linked 
on chromosome III, his “rat- trap” model had to be flattened out to the 
point that it resembled the linear maps of the Morgan group. As Castle had 
to admit by 1920, “Obviously the arrangement approaches the linear. . . . 
But if we grant that the arrangement is in any sense linear, then it must 
be granted also that double and triple crossing- over are likely to occur” 
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Figure 8.1. (A) Castle’s “Rat Trap” model for the X chromosome 
in Drosophila; the lines connecting any two genes represent the 
map distances based on recombination ratios from breeding 
experiments by the Morgan group. The model is shown from 
the front (Castle 1919, 29). (B) Linear map of the X chromosome 
of Drosophila based on the same data as Castle’s model in the 
previous gure. The Morgan group’s procedure involved the 
assumption of double or triple- cross- overs to calculate their 
distances, which Castle avoided by mapping only two genes at a 
time. From Morgan and Bridges 1916, 27.
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(Castle 1920). Although Castle backed down, the controversy was fresh in 
the minds of geneticists and cytologists in the period in which Morgan was 
writing his chapter for the Cowdry volume.

A final critic whose views had to be taken seriously was Richard Gold-
schmidt, who, in 1917, had just been appointed to the prestigious position 
as head of the Genetics Department at the newly organized Kaiser- Wilhelm 
Institute for Biology in Berlin (Dahlem). Soon after he had assumed his new 
post, Goldschmidt launched one of his many attacks on the chromosome 
theory. He called into question a fundamental assumption of the mapping 
procedure: the theory of “chiasmatype,” or crossing- over and exchange of 
parts between homologous chromatids,3 as a means for generating maps 
based on recombination frequencies among offspring in breeding experi-
ments. First, he argued that there was no independent evidence that break-
age and rejoining of homologous chromatids occurred during meiosis, 
other than that it was consistent with Janssens’s drawings of chiasmata, 
as shown in figure 8.2 (Richmond and Dietrich 2002). Like Castle, Gold-
schmidt thought this was just another ad hoc hypothesis.

He further questioned the prevailing assumption that chromosomes re-
tained their same linear structure after they appeared to “dissolve” (i.e., be-
came threadlike and visually indistinct) during interphase of the cell cycle. 
Goldschmidt argued that when the genes reassembled in the next cell cycle, 
they might be brought back into their proper “places” (loci) by a special co-
hesive force, and thus account for linkage without having to postulate any 
physical connection (Goldschmidt 1917). However, the order could some-
times be altered simply by chance (like typographical errors) and thus give 

Figure 8.2. F. A. Janssens’s drawings of chiasmata, showing intertwining of  
homologous chromatids and possible crossing- over during prophase  

of meiosis I. From Morgan 1924, g. 4, 707; after Janssens.
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the impression of crossing- over. Since visually there was no way to tell if 
the chromatin retained its physical integrity when it recondensed into rod- 
shaped chromosomes, Goldschmidt thought his “force” theory was just as 
reasonable as the chiasmatype theory to explain both linkage and recom-
bination without what he considered the dubious assumption of breakage 
and recombination. This claim was also consistent with Goldschmidt’s 
view that the chromosome as a whole was the unit of heredity, and not  
individual, discrete “genes” (Dietrich 1995; Allen 1974).

We can summarize briefly the major criticisms of the Morgan group’s 
use of recombinant data for characters in breeding experiments with cyto-
logical data about chromosome behavior to construct genetic maps. (1) The  
method requires too many ad hoc hypotheses, such as double crossing- 
over, breakage of homologous chromatids, and exchange of parts. (2) Lin -
earity of the chromosome is assumed from the start when other geometri-
cal arrangements can account for the distance estimates between genes.  
(3) There is no cytological (visible), independent evidence that crossing- 
over actually occurs other than Janssen’s drawings. Thus, the whole  
attempt to correlate breeding data and cytology is only an assumed rela-
tionship, the very point the experimental work is supposed to demonstrate.

Morgan’s Review: The Evidence Summarized
It seems to have been with these (and other) critiques in mind that Morgan 
begins his summary of the evidence supporting the MCPH. His treatment  
is in many ways similar to the approach Darwin used in On the Origin of 
Species: Whewellian consilience, presenting numerous, often totally in-
dependent lines of evidence, all of which, taken both individually and col-
lectively, support the interpretation being presented (Reznick 2010, 14– 16; 
Browne 1995, 437– 39; Mayr 1991, 9– 10; Ruse 1975). The lines of evidence 
Morgan used fall into two large and independent categories: breeding  
results and cytological observations— what Lindley Darden and Nancy Maull  
long ago referred to as an “interfield theory” (Darden and Maull 1977). 
Along the way, Morgan, like Darwin, presents opposing interpretations, 
such as those by Bateson, Castle, and Goldschmidt (see Morgan, 1924, 711– 
12) and proceeds to show how each has less consistency and/or explanatory  
power than his own view. Like Darwin, Morgan also freely admits areas 
where knowledge is circumstantial, contradictory, or lacking altogether. 
The overall effect leads the reader to conclude that, while the presentation 
is advocating a particular interpretation (point of  view), it is being done in a 
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fair- minded, critical, and rigorous way. The thoroughness with which Mor-
gan covers all the angles of interpretation adds to the ultimate credibility 
of his argument.4

The chapter is divided into fourteen sections, each devoted to a par-
ticular set of phenomena that bear on the relationship between genes 
and chromosomes. In section 1 Morgan explains the basics of Mendelian  
heredity, including Mendel’s two “laws” (Morgan’s term), dominance, reces-
siveness, dihybrid crosses, and the like, using examples from his own lab’s 
work on Drosophila. Morgan turns in section 2 to the evidence for linkage,  
which provides the basis for the exceptions to Mendel’s second rule  
(independent assortment). He illustrates this with a dihybrid cross between  
vestigial/yellow- body and normal wing/black- body Drosophila, which show 
83% linkage and 17% recombination between the two parental traits. He 
then proceeds to point out that the number of linkage groups obtained by 
breeding analysis equals the number of chromosome pairs observed by cy-
tology: that is, four in each case. For Morgan, these observations explain 
both Mendel’s second rule (when genes are on separate chromosomes), 
and also the cases of linkage (when they are on the same chromosome): 
“This interpretation . . . would in itself furnish a strong argument in favor 
of the view that the phenomenon of linkage is due to genes being carried in 
the chromosomes” (Morgan 1924, 697– 98). Justifying the attempt to relate 
the Mendelian breeding results to the behavior of the chromosomes, Mor-
gan and his coauthors wrote in the 1915 introduction to The Mechanism of 
Mendelian Heredity, “Why, then, we are often asked, do you drag in the chro-
mosomes. Our answer is that since the chromosomes furnish exactly the 
kind of mechanism that the Mendelian laws call for, . . . it would be folly to 
close one’s eyes to so patent a relation.” More tellingly, they explained that 
their broader concerns were “as biologists, we are interested in heredity not 
primarily as a mathematical formulation, but rather as a problem concern-
ing the cell, the egg and the sperm” (Morgan et al. 1915, viii– ix). Morgan 
always retained this basic biological focus, even as he and his group con-
centrated more and more in the ensuing decades on their basic methodol-
ogy of breeding, cytological correlation, and mapping. As philosopher of 
biology Kenneth Waters (Waters 2004) has noted, the Morgan group always 
used its breeding and cytological experiments to address wider problems 
in biology, particularly cell biology (for example, mechanisms of crossing- 
over, the physiological function of genes, and evolution). As important as 
the linkage maps were to establishing the material reality of the MCPH, 
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the Morgan group’s aim was never merely to construct maps to ever finer 
degrees of resolution. Broader biological processes were always the under-
pinning of the genetics itself.

Sections 3 and 4 of Morgan’s chapter deal with issues of crossing- over  
and double crossing- over. Here Morgan reviews the evidence that crossing- 
over is the most logical and parsimonious interpretation of the recombi-
nation ratios seen in the breeding results. He goes on to discuss the hypoth-
eses of double and triple crossovers. Echoing Muller’s earlier argument in 
response to Castle’s “rat trap” model, Morgan points out that it would be 
illogical to limit crossing- over to one event per chromosome pair, especially 
in cases where two loci are quite far apart. Double crossing- over accords 
well with the empirical observation that the sums of distances between two 
genes, a- b, and b- c is less than the additive distance between a and c. For 
example, in one cross in Drosophila, the distance between black body (b) 
and vestigial wing (vg) is 17%; however, the distances between b and an in-
termediate gene, cinnabar (cn for eye color) is 9%, and that between cn and 
vg is 9.5%. The total 18.5%, calculated only on the basis of the two individual 
crosses, gives an erroneous map distance, because it does not consider the 
frequency of double crossovers.

Thus, Morgan argues, multiple crossovers are not merely an ad hoc hy-
pothesis, but their occurrence provides a rigorous and accurate explanation 
for the apparent contradiction in map distances when only two genes are 
considered, versus when a third gene between the first two is included. For 
genes even further apart, it is necessary to consider the possibility of triple 
crossovers, which would, in fact cancel out the effects of double crossovers. 
Thus, postulating multiple crossovers was not only logical but necessary to 
produce accurate genetic maps. Morgan was obviously concerned to show 
that the linear arrangement was supported by multiple lines of evidence, 
since it was the basis on which the whole mapping enterprise was founded.

Sections 5 and 6 deal with interference (in crossing- over), the problem 
of random or nonrandom chromosome assortment in gametogenesis (that 
is, do all maternal chromosomes go to one pole of the dividing cell and all 
paternal chromosomes go to the other pole, or are they randomly assorted 
so each pole gets a combination of maternal and paternal chromosomes?), 
and the relationship between number of linkage groups and number of 
chromosome pairs. Interference is the failure to observe second cross-
overs in the regions to one side or the other of where a first crossover has  
taken place, and appears to be due to mechanical constraints that make a 
second crossover in the area less likely to occur. This does not undermine 
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the theory of crossover but simply reflects the way the physical properties 
of chromosomes pose certain limitations to the process (it might be analo-
gous to the physical problems encountered when you tie a knot in a rope 
and then try to tie another knot directly adjacent to it: the first structure 
inhibits, mechanically, the formation of the second). Morgan reviews the 
evidence originally supplied by the extraordinary cytological work of E. El-
eanor Carothers (Carothers 1913), indicating that genes on different chro-
mosomes do in fact assort independently, in accord with Mendel’s second 
law; conversely, those on the same chromosome do not; rather, they show 
linkage and periodic recombination due to crossing- over. Morgan does not 
let it go unnoticed that all of this is consistent with the interpretation that 
genes are indeed physically parts of the chromosomes and arrayed in a lin-
ear order.

Bearing on this latter claim, perhaps the most convincing observation 
for Morgan is the correlation between number of linkage groups, deter-
mined by breeding results, and the number of pairs of chromosome re-
vealed by cytology. In Drosophila melanogaster, for example, there are four 
linkage groups and four pairs of chromosomes (fig. 8.3); in D. virilis there 
are six linkage groups and six pairs of chromosomes, while in D. willistoni 
there are three linkage groups and three pairs of chromosomes. Moreover, 
the number of genes mapped to each chromosome is roughly proportional 
to the physical size of the chromosome itself. In D. melanogaster, the small 
fourth chromosome pair (shown as dots in the center of the left- hand dia-
gram) had been found to have only three or four genes, compared to the 
dozens mapped to the three larger sets. There were a few exceptions to the 
correlation cited at the time— Lathyrus (sweet peas) and Pisum (peas)— in 
both of which the number of chromosome pairs appeared to be one less 
than the number of linkage groups; later, however, both were shown to 
have equal numbers of linkage groups and chromosome pairs, and thus 

Figure 8.3. Chromosome pairs in Drosophila melanogaster. Drawing of actual  
chromosome complement, showing the four groups in a female (left) and male (right).  

The female’s two X chromosomes contrast with the male’s XY. Chromosome group IV is 
shown as the two small dots in the center. From Morgan, 1924, g. 1, 704.
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were not exceptions (Stern 1928). It should be pointed out that in these 
early days of cytogenetics, one of the major problems was simply getting 
accurate (and consistent) counts of chromosome numbers, especially in 
organisms with a large diploid number. So far, then, cytology provided sub-
stantial evidence for the breeding results found in Mendelian crosses.

In the wider world of biologists in general, the relationship between 
number of linkage groups and chromosome groups also appears to have 
been the single most convincing piece of evidence that genes were really 
associated as physical parts of the chromosomes. Historian of science Ste-
phen Brush carried out a thorough study of the relative importance of the 
various lines of evidence supporting the MCPH that were most (or least) 
convincing to British and American biologists (Brush 2002). At the top of 
the list was the correlation of number of linkage and chromosomal groups. 
The conclusion to the present chapter includes further discussion on the 
relative importance of the various lines of evidence in convincing biologists 
of the reality of the MCPH by the mid- 1920s.

It is in section 6 that Morgan confronts the issue of whether the chromo-
somes maintain their linear arrangement of genes during interphase, when 
the chromosomes appear to dissolve into a mass of long, stringy fibers. As 
he notes, “It has been difficult to demonstrate that the chromosomes do 
remain intact during the resting stages [interphase] of the nucleus; while 
this assumption would offer the simplest interpretation of the reappear-
ance of the same number of chromosomes, having the same shapes and 
sizes, at each mitosis, yet this might be due to other relations than that of 
continuity” (Morgan 1924, 703). This is not a trivial point, since the fun-
damental hypothesis of the MCPH— namely, the linear arrangements of 
genes on chromosomes— requires that the chromosomes retain the same 
overall structure and order of genes from one cell cycle to the next. The is-
sue also bears on determining when in meiosis crossing- over takes place: 
during this resting or interphase stage or during early prophase.

It is at this point that Morgan bemoans the lack of support for the MCPH 
that the geneticist would have hoped cytology might provide. Unfortu-
nately, he notes, the cytological evidence is, at best, only circumstantial: 
“Thus, because cytologists have not been able to prove beyond all question 
the ‘individuality’ of the chromosomes,5 the geneticist is left without the 
support his evidence calls for.” Continuing, he notes that cytologists have 
not even been able to determine if, or whether, interchange between ho-
mologous chromatids (through crossing- over) actually occurs during syn-
apsis, as claimed originally by Janssens in 1909, or at some other period: 
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“Janssens has attempted to show such an interchange might take place, 
but his interpretation has been questioned by other cytologists. . . . It is a 
misfortune for genetics that at present students of the cell are not agreed 
as to any one period or method by which interchange between members of 
the pairs of chromosomes might occur” (Morgan 1924, 704). Ever the em-
piricist, a few pages later Morgan points out that “ it would not be profitable 
to speculate further from . . . genetic evidence to the rather meager facts 
supplied by cytology” (715).

In the face of this impasse, Morgan takes a unique turn in his argumen-
tation: “For the present, at least, we shall have to reverse the situation, and 
argue that since there is excellent evidence that the chromosomes carry the 
genes, the chromosomes must remain intact, except in so far as crossing- 
over takes place between homologous chromosomes” (Morgan 1924, 704). 
Since there was no independent cytological evidence bearing on these is-
sues, Morgan argues, we are justified in assuming to be true what the theory 
demands! While this is not an unusual tactic in scientific argumentation 
(Darwin uses it constantly), it was the making of these kinds of assump-
tions that many critics of the MCPH (such as Goldschmidt) saw as major 
weak points in the whole argument.

Sections 7 and 8 review various theories, from Janssens and others, of the 
possible mechanisms of crossing- over and how and when it might occur. We 
need not go into the details of this discussion, except to reiterate that it was 
precisely in this area that Morgan felt geneticists most needed help from 
cy tology, but that up to this point that had not been forthcoming. Moving 
on to sections 9 and 10, Morgan again reiterates the point that since the 
chromosomes are linear or threadlike in appearance, and since genetic 
maps constructed from breeding ratios are also linear, and gene loci can 
be mapped consistently, it seems clear that the MCPH is the best explana-
tion available for the relations between genes and chromosomes. This is ap -
proximately the twentieth time he has reminded his readers of this point.

Morgan then moves on to discuss the problem of variable chromosome 
numbers when chromosomes are added to or deleted from the genome— 
what is known as aneuploidy, including haploidy, diploidy, tetraploidy, and 
so on. In particular, Calvin Bridges’s discovery (1913) of nondisjunction, 
the failure of homologous chromosome pairs to segregate at anaphase I of 
meiosis, became another point of interface between genetics and cytology. 
In this case the relevance spoke to both the claim that genes are located on 
chromosomes and that the addition or deletion of chromosomes affects 
physiology and development. Bridges first encountered nondisjunctions 
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in the failure of the two X chromosomes to segregate in a strain of white- 
eyed females during oögenesis. He used these flies to create a whole array of 
different sex- chromosome combinations, which, when bred with normal, 
red- eyed males, produced a variety of offspring whose phenotypic charac-
ters reflected their particular chromosomal constitution. For example, an 
offspring inheriting the two white- eye X chromosomes from the original 
nondisjunction female, and another X from the red- eyed male, would phe-
notypically be red- eyed and cytologically XXX. Nondisjunction in males 
could also be followed and used to create a further array of combinations 
when bred with normal or nondisjunction females. Strains that have lost 
one member of a chromosome pair, such as Haplo- IV (loss of one member 
of the small fourth chromosome pair), were also used in breeding experi-
ments in which the original parents had been heterozygous for one or more 
genes on the small chromosome. If the Haplo- IV offspring had lost the 
member of the pair with the dominant gene(s), only the recessive gene(s) 
would be expressed phenotypically. All of these results, Morgan again re-
minds the reader, are consistent with, and therefore supportive of, the hy-
pothesis that the genes are physically parts of the chromosomes.

The final two sections of the paper discuss genes in relation to the cyto-
plasm. Section 13 is concerned with the phenomenon known at the time 
as “cytoplasmic inheritance,” while 14 deals with the mutual interactions 
between genes and the rest of the cell, especially the cytoplasm. Morgan 
dispenses quickly with the issue of cytoplasmic inheritance by noting that 
the only known case of such a phenomenon is that of chloroplasts (the self- 
replication of mitochondria was not well- recognized at the time, though it  
was clear that somehow they reappeared in roughly equal numbers in daugh-
ter cells after mitosis). At any event, Morgan points out, there is nothing in  
the self- replication of cytoplasmic components (organelles) that is in oppo-
sition to the MCPH. They are to be regarded simply as separate processes.

More important for Morgan to clear up is the issue of the relationship 
between the genes in the nucleus and the cytoplasm making up the rest of 
the cell, which is the subject of section 14. Here he employs two rhetorical 
strategies: (1) He clearly delineates the research questions that are directly 
related to genetics, as separate from those related to development; and  
(2) he emphasizes how little we know about the influence of genes on the 
cytoplasm or vice- versa. With regard to the first issue, Morgan states flatly 
that “genetics is not directly concerned with the question of the relation of 
the chromosomes to the cytoplasm— these phenomena belonging to the 
developmental aspect of biology” (Morgan 1924, 725); and, more explicitly 
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a page later: “The genetic problems in a strict sense are concerned with the 
shuffling of the genes between generations; nevertheless, the genetic work 
has thrown some light on certain aspects of the relations of the genes to the 
cytoplasm, which is one of the problems of embryonic development” (726).

One of these problems is the claim that the cytoplasm determines the 
most important and general features of the organism: its phyla, class, fam-
ily, and other higher- level phylogenetic characteristics, while the chromo-
somes only carry determiners for very specific, largely trivial, individual 
characters (this point had been argued by Theodor Boveri and Morgan’s 
Woods Hole colleague and friend, Edwin Grant Conklin (1863– 1952). Ad-
mitting that the most general features, say, of the vertebrate body plan 
(axial orientation, dorsal- ventral differentiation) are probably determined 
by the cytoplasm as it is divided up during early cleavage of the embryo, 
Morgan hastens to add that Mendelian genes impress upon this general 
Bauplan all the other major characters that arise during development. He 
discounts the claim that Mendelian traits are “trivial” by pointing out that  
the distinction between “trivial” and “nontrivial” characters is very fuzzy 
and subjective. Furthermore, since geneticists depend on mutations to fol-
low the inheritance of traits, mutations in major features in early stages of 
development would likely result in death of the embryo and thus do not 
form material that can be studied easily from a genetic point of view.

With regard to the question of whether the cytoplasm should be consid-
ered as important as the chromosomes in determining hereditary charac-
teristics, Morgan sees this as a meaningless issue: “It is sometimes said that 
the cytoplasm must be as important as the chromosomes, since no develop-
ment is known except in the presence of the cytoplasm, and by its activity. 
Whether the cytoplasm or the chromosome is or is not equally ‘important’ 
is a matter that cannot be determined, and is of very little consequence. 
The statement is an example of obscurantism rather than of profundity” 
(Morgan 1924, 127). He then goes on to emphasize (once again) that the 
inheritance patterns of all the traits that have been studied to date can be 
accounted for by the behavior of the chromosomes. Moreover these traits 
are inherited in the same manner regardless of the hereditary background 
of the egg cytoplasm. This is demonstrated, for example, with reciprocal 
crosses between recessive and dominant traits, where in one case the egg 
comes from a female dominant for the trait (wild type eyes in Drosophila), 
and the sperm from a male with a recessive trait, such as pink eyes, or vice- 
versa. The same ratios in the offspring are found in either case. Thus, the 
determining factors for eye color must be related to the chromosomes, not 
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the cytoplasm. Referring again to the parallelism between chromosome 
behavior and the outcome of breeding experiments, he points out, “What 
genetics has so far discovered . . . is this: . . . All the examples of heredity . . . show 
that all adult characters . . . are accounted for by the known behavior of the 
chromosomes. In other words, they ‘follow’ the chromosomes regardless of the 
source from which the protoplasm comes” (Morgan 1924, 727).

Of course, Morgan reiterates, the cytoplasm is important, but it is impos-
sible to say how the chromosomes affect it, except that they must, through 
chemical influences impressed on the chromosomes by the cytoplasm or 
called forth by the cytoplasm. However, “These questions must be kept en-
tirely free from predilections until we have found out more about the physi-
ological processes in the chromosomes and in the cytoplasm. Whatever the 
future has in store, . . . the answer does not prejudice the present situation so  
far as the observed effects of the genes in heredity are concerned” (Morgan 
1924, 728). As Morgan hinted, and as his Princeton colleague E. G. Conklin 
noted explicitly, the relationship between nucleus (chromosomes) and cyto-
plasm is reciprocal. The hereditary influences of the chromosomes impress 
themselves on the nucleus by their power to synthesize substances that be-
come a part of the cytoplasm. Conversely, the cytoplasm appeared to affect 
chromosomal function by eliciting, in different tissues of the developing 
embryo, the expression of specific genes characteristic of that tissue. The cy-
toplasm is thus just as active an agent in the expression of phenotype as the 
genes on the chromosomes. As Conklin put it in 1908: “Neither the nucleus 
nor the cytoplasm can exist long independently of the other; differentiations  
are dependent upon the interaction of these two parts of the cell; the entire 
germ cell, and not merely the nucleus or cytoplasm, is transformed in the em-
bryo or larva and it therefore seems necessary to conclude that both nucleus 
and cytoplasm are involved in the mechanism of heredity” (Conklin 1908, 93).

Conclusion
Morgan’s paper provides a capsule- sized view of the status of the Mendelian- 
chromosome paradigm of heredity in the mid- 1920s. At a time when we 
might have expected the whole idea of the linear arrangement of genes on 
chromosomes to be one of the most well- established paradigms of biology, 
there were still substantial questions and doubts about its overall validity 
and general applicability. From a survey of British and American biologists, 
journals, and textbooks, historian Stephen Brush concluded that the ba-
sic tenets of the MCPH were well, if not universally, accepted in the United 
States by 1925 and in Britain by 1930 (Brush 2002). The situation appears to 
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have been different in parts of Europe: France and Germany in particular. 
In France, the strong, neo- Lamarckian tradition had made it difficult for 
the MCPH to gain a strong following, to say nothing of its association with 
chromosomes (Burian, Gayon, and Zallen 1988). In Germany, the lingering 
tradition of Haeckel, Weismann, and Nägeli, among others, who sought to 
treat heredity, development, and evolution as a unified theory, the MCPH 
by itself seemed too narrow (Harwood, 1997). For Morgan and other geneti-
cists, however, uniting Mendelian breeding data with cytology was enough 
of a synthesis at the moment, though both development and evolution were 
never far from Morgan’s concerns (Maienschein 2016). The great virtue of 
the MCPH was that it was a materialist conception; that is, it gave Mendel’s 
abstract factors a concrete association with specific cell structures, and it 
led to predictions that could be tested experimentally. Morgan organized 
his argument in the Cowdry volume to this end, presenting evidence from 
every conceivable perspective to support his inference to the best (and sim-
plest) explanation: the Mendelian- chromosome paradigm of heredity.

The argument that Morgan put forth in the Cowdry chapter involved 
six major lines of evidence. All support the interpretation that genes are 
arranged in a linear order as parts of chromosomes; Morgan is careful to 
point out that there is no necessary commitment to the physical reality of 
this model, but only that it is operationally consistent. (1) Sex- linked in-
heritance was apparent, where phenotypic traits followed the transmis-
sion of the sex- determining chromosome (in Drosophila, humans, and 
most other animals, the X chromosome). (2) The behavior of the chromo-
somes in anaphase of meiosis provides a concrete mechanism for Men-
del’s hypothesized process of segregation of paired alleles (the first rule, 
or law). (3) Researchers were able to construct maps of linked characters 
from recombination frequencies, whose linearity appeared to match the 
linear, rod- shaped structure of the chromosomes. (4) The number of link-
age groups obtained by breeding data was correlated with the number of 
chromosome pairs observed cytologically for different species. (5) Nondis-
junction and other cytologically visible chromosome alterations (such as 
deletions) corresponded with observed phenotypic variations. (6) Although 
it remained a hypothesis, the likelihood that homologous chromatids in 
chiasma formation, as observed by Janssens, could actually exchange parts 
provided a plausible mechanism for recombination ratios within a linkage  
group. Along the way Morgan adduced other lines of evidence, such as H. H.  
Plough’s analysis of when in meiosis chiasmata might occur, but these 
were usually of less overall significance, though consistent with, the MCPH.
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According to Stephen Brush, for general biologists item (3) seems to 
have been the most effective and easiest to comprehend without a consid-
erable technical background (Brush 2002). Running a close second among 
nonspecialists, perhaps surprisingly, was the ability to construct genetic 
maps. As Rheinberger, Gaudlliere, and their colleagues have suggested, a  
“mapping culture” in general, not limited to biology, may have been so pre -
valent as to give maps a kind of familiarity and authority that other lines of 
evidence may have lacked (Rheinberger and Gaudlliere 2004). After all, if 
you can map something, it must in some sense be “real.”. Numbers (4) and 
(5) appeared to be particularly convincing to geneticists who were familiar 
with the technicalities of the breeding as well as cytological methodology.

Although in 1924 Morgan was disappointed that the data from cytol-
ogy was not clear enough to provide the direct and unequivocal support for 
the MCPH he would have liked, he did not have long to wait. In the period 
1926– 31 several important developments emerged from cytology that pro-
vided important corroboration for the genetic data. Between 1927 and 1929 
Barbara McClintock, working in R. A. Emerson’s group at Cornell, devel-
oped several new cytological procedures, including modification of exist-
ing aceto- carmine staining techniques and chromatin stains, and began 
to elucidate the visible structure of the ten chromosome pairs of corn (Zea 
mays or maize). Because the maize chromosomes, like those of most plants, 
are larger than those of animals, their fine structure became visible cyto-
logically as early as the mid- 1920s (Kass and Bonneuil 2004). Particularly 
through McClintock’s work, by 1929 the Emerson group had made consid-
erable progress in identifying the structure and linkage groups in maize. In 
a manner similar to that of the Morgan group with Drosophila, the maize 
geneticists were developing methods for correlating genetic maps with the 
cytological structure of the chromosomes.

On the other hand, geneticists studying Drosophila and other animals 
were hampered cytologically by the small size of animal chromosomes 
and the lack of visible detail of their morphology. All this was dramati-
cally changed through discovery of the giant salivary gland chromosomes. 
In 1930 Theophilus S. Painter (1889– 1969), then at the University of  Texas,  
discovered the large salivary gland chromosomes in Drosophila larvae, which  
provided a wealth of visible structure that allowed geneticists to correlate  
cytological with genetic maps (fig. 8.4). The detailed banding patterns 
that were revealed in the giant salivary chromosomes made it possible to  
observe inversions, translocations, and other chromosomal structural vari-
ations that could then be related to alterations in expected phenotypic ratios  
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of offspring. For example, inversions that were now visible in detail were 
observed to prevent crossing- over in the inverted region, thus altering map 
distances for genes in that region of the chromosome. The cytological ob-
servations for these types of chromosomal alterations provided the physi-
cal evidence that was needed to correlate cytology with altered phenotypic 
ratios observed through breeding experiments.

The other major development between 1930 and 1931 was the cytological 
proof for crossing- over, provided for maize by Barbara McClintock and Har-
riet Creighton (Creighton and McClintock 1931) and, just a few weeks later, 
for Drosophila by Curt Stern (Stern 1931). In both cases, identification of  vis-
ible chromosome markers (knobs in the case of maize) were shown to have 
changed positions between homologous chromatids during meiosis. This 
was about as direct proof as one could get for one of the major mechanisms 
postulated by the MCPH and at the heart of the mapping process. Although 
many biologists were already convinced of the basic tenets of the MCPH be-
fore the appearance of these lines of evidence, the new cytological work put 
the finishing touches on an already well- supported and elegant paradigm.

Looking back, it seems obvious that Morgan may have had no need to 
organize his chapter in the Cowdry volume as a persuasive document— he 
was, as it seems, preaching largely to the converted. Yet, the various criti-
cisms that the MCPH had encountered in the preceding decade, and the 
authority of some of his critics, may have suggested to him that a whole-
sale review of all the evidence was necessary, at least in a volume directed 

Figure 8.4. Correlation of genetic and cytological maps, made possible by the discovery 
of the giant salivary gland chromosomes of Drosophila, which reveal considerable 

ne structure of the chromosome. The genetic map at the top was constructed from 
recombination frequencies in breeding experiments, and thus represents only relative 

distances of genes from one another. The chromosome map at the bottom was 
constructed from cytological examination of the large salivary gland chromosomes of 
Drosophila larvae. The correlation of loci on the genetic map to specic bands on the 
cytological map was determined by using deletions and other visible chromosomal 

alterations that affected specic phenotypic ratios in offspring. From T. S. Painter, “A New 
Method for the Study of Chromosome Rearrangements and Plotting of Chromosome 

Maps,” Science 78 (1931): 585– 86. Reprinted with permission from AAAS.
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primarily to cytologists and general cell biologists. I suspect that his ap-
proach may have led to an increased interest among cytologists in provid-
ing the more direct, visual evidence to support the genetic hypothesis that 
had been lacking up to that time.
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Notes
1 I use the term paradigm here in Thomas Kuhn’s sense of a collection of  theories, meth-

odologies, assumptions, and a community of investigators that is more inclusive than 
the term theory connotes. The same inclusiveness is conveyed by Imre Lakatos’s idea of 
a “research program,” but I have found Kuhn’s terminology more generally applicable.

2 While aneuploidy (duplication of one or several chromosomes among the normal num-
ber of pairs), or polyploidy (duplication of the full set of chromosomes) was recognized, 
especially in plants, it was seen as an exception to the more general rule of constancy of 
chromosome number.

3 Chromatid refers to the replicated chromosomes that are still attached by the centro-
mere as a tetrad (four strands) prior to separation at anaphase of meiosis I. It is the ho -
mologous chromatids that intertwine and exchange parts at synapsis that provide the 
basis for crossover analysis.

4 I am particularly grateful to my colleague Carl Craver for his insights in helping me to 
understand, from a philosophical perspective, the importance of Whewell’s and also 
John Herschel’s views on consilience and other forms of persuasive argument.

5 Morgan’s terminology here is a bit confusing, since “individuality of the chromosomes” 
is usually associated with the work of Theodor Boveri (1862– 1915), who carried out a 
series of experiments, published in 1902, showing that each pair of chromosomes dif-
fered in its effects on development from the other sets (that is, each chromosome pair 
was individually different from the others in the hereditary factors it contained). In the 
passage quoted above, however, Morgan is referring to the question of whether each 
chromosome retains its integrity after dissolving into chromatin threads during inter-
phase (see Laubichler and Davidson 2008).
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chapter 9

epigenetics and beyond
Jan Sapp

The multiple meanings of epigenetics and the difficulty of achieving a 
unified definition have been discussed for more than a decade. Some have 
recommended that the term epigenetics be strictly defined to denote en-
vironmentally induced hereditary changes in gene expression that are 
transmitted through mitosis and meiosis, such as those based on DNA 
methylation and histone modification (Holliday 1994; Wu and Morris 2001; 
Deans and Maggert 2015). Others insist that heritability not be a require-
ment for the term, but that it include other modes of gene regulation that 
are comparatively short- lived (Bird 2007).

Discussion of the broader and narrower use of the term epigenetics is 
not new to this century, as is explained below. It occurred during the birth 
of molecular biology when the term was first used to signify a mode of cel-
lular differentiation based on stable states of gene expression. However, at 
that time the issue was not about whether epigenetic systems should im-
ply hereditary as well as nonhereditary modes of gene regulation. It was 
feared that when used to denote states of gene regulation, epigenetics might 
semantically conceal other modes of somatic cell heredity and thereby 
impede their recognition and investigation. This included hereditary in-
formation far removed from genes and gene regulation, such as preformed 
cell structure and morphogenetic fields, typically excluded from definitions 
of epigenetics in common use today.

To better understand the historical meanings of these terms and lesser- 
known phenomena of heredity associated with preformed structure and 
spatial properties of cells, I situate their discussion first in the context of 
embryology and genetics in the early twentieth century, then in the context 
of genetic debates over the significance of cytoplasmic inheritance in the 
1950s, and finally within the semantic paradigm of epigenetics today.

Embryology and the Gene
Embryologists had encountered two conceptual problems with the gene 
theory of classical genetics. One was the paradox of cellular differentiation 
in the face of nuclear equivalence. Results of experimental embryology in-
dicated that cell differences that arise in development are determined by 
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the action of environmental factors upon individual cells and upon whole 
groups of cells. Embryologists thus adopted epigenetic theory in direct 
opposition to preformationist theories, arguing that cells were not neces-
sarily predetermined as different parts but could be primarily alike in con-
sti tution. Cells differentiate during development under the influence of  
their environments, and experiments with tissue cultures indicated that 
some differences among cells of animals persisted when they were taken 
out of the body and allowed to grow in a test tube. Yet, there was no evi-
dence of qualitative changes in the chromosomes in the nucleus of the cell, 
and geneticists knew no way of directing gene mutations.

That nuclear differentiation did not occur during development was 
supported by the well- known experiments of Hans Spemann, who demon-
strated in 1914 the developmental equivalence of nuclei at the eight- cell 
stage of a newt embryo (Spemann 1938). He had constricted fertilized newt 
eggs with a ligature, thereby separating the egg into two portions: one with 
a nucleus and one without. After a series of nuclear divisions, one of the 
daughter nuclei escaped into the enucleated cytoplasm and there contin-
ued its division. If those nuclei had undergone any irreversible differentia-
tion during these early divisions, abnormal development would have been 
expected; a normal twin, however, developed.

“Each cell inherits the whole germplasm,” Thomas Hunt Morgan (1919, 
241) said. If so, how could gene theory, which explained so much in terms 
of sexual transmission of adult traits, account for cellular differentiation? 
How could identical genes in every cell lead to inherited differences in dif-
ferentiated cells? To resolve the problem, embryologists logically pointed 
to the cytoplasm of the egg, where differentiations could actually be seen in 
the course of development.

There was a second, related difficulty with gene theory or any particu-
late conception of heredity: If genes were proteins or somehow determined 
proteins, how could these gene products come together so that they com-
bined at the right time and place to build a cell or organism? This was the 
problem of morphogenesis. Cellular differentiation was not simply a mat-
ter of cells adapting to each other and responding to the environment in 
various ways. Epigenetic theory had limitations: although the effects of the 
environment mediated through the metabolic activities of the cell could 
account for modifications in individual development, such processes alone 
could not be responsible for the specific form of an organism. Some sort 
of spatial principle was required to organize the developmental process in 
time and space.
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Many embryologists had rejected the idea that an organism was simply a 
community of individual cells bound together by interactions and mutual 
dependence based on a physiological division of labor. Arguing against the 
idea of the “organism as a beehive” of separate cellular individualities, they 
often referred to “the organism as a whole.” They maintained that organ-
isms made cells; cells did not make organisms, but were instruments not 
agents of differentiation and morphogenesis. Charles Otis Whitman (1893, 
649) put it this way: “It is not division of labor and mutual dependence 
that control the union of the blastomeres. It is neither functional economy 
nor social instincts that binds the two halves of an egg together, but the 
constitutional bond of individual organization. It is not simple adhesion 
of independent cells, but integral structural cohesion.” There was a “pre- 
organization,” “a grade of organization as a result of heredity,” a “structural 
foundation” that preceded cell formation and regulated it. The fate of cells 
was roughly prescribed in a submicroscopic organization, a “principle of 
unity,” manifested in the organization of the egg cytoplasm, which Whit-
man’s former student Frank Lillie (1906, 251) said was “a part of the origi-
nal inheritance.”

For Jacques Loeb, the whole materialistic outlook on life rested on the as-
sumption that there was a preformed organization in the egg that persisted 
from one generation to the next. It provided a guide for gene products and 
determined the early differentiation and pattern of the organism— where 
and when cell differences appeared in the course of development. “With-
out structure in the egg to begin with,” he said, in his book The Organism 
as a Whole, “no formation of a complicated organism is conceivable” (Loeb 
1916, 39). Indeed there was a structure observable in the egg cytoplasm of 
various organisms before fertilization that foreshadowed the pattern of the 
embryo.

That preformed “ground plan” was sometimes revealed by differences 
in pigmentation that could be followed visually in the early stages of de-
velopment. When the egg divided, each daughter cell obtained different 
amounts and types of cytoplasmic materials. Three different germ layers 
(endoderm, ectoderm, and mesoderm) that give rise to the basic body plan 
and differentiate into the many tissues and organs of the adult body were 
traceable back to visible substances in specific locations in the egg. Some-
times characteristic organizational patterns of cytoplasmic materials could 
be recognized in different phyla.

The spatial structure, revealed by the polarity and organization of the egg  
cytoplasm, provided the basis for the orderly pattern of morphogenesis. 
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Substances in the vicinity of the animal pole typically gave rise to ectoderm; 
substances near the vegetal pole became the endoderm; and the axis of the 
egg became the chief axis of the adult animal. The bilateral symmetry of 
many animals was also foreshadowed in the egg cytoplasm. All the early 
features of development up to gastrulation: polarity, symmetry, type of 
cleavage, and pattern or relative positions of future organs seemed to be cy-
toplasmically determined. “The facts of experimental embryology strongly 
indicate the possibility that the cytoplasm of the egg is the future embryo 
(in the rough),” Loeb wrote, “and that the Mendelian factors only impress 
the individual (and variety) of characters upon this rough block.”

No one elucidated the structure of the egg cytoplasm more than Edwin 
Conklin. In a chapter entitled “Cellular Differentiation” in Edmund V. Cow-
dry’s General Cytology and elsewhere, he explained how the polarity of the 
egg was the earliest recognizable and most fundamental differentiation 
of morphogenesis, and it existed independently of the substratum upon 
which it acted (Conklin 1924, 581). When the location of the visible sub-
stance in the egg was changed experimentally by pressure or centrifugal 
force, the displaced parts would soon return to normal: cell polarity per-
sisted in the cytoplasm after the positions of the nuclei, mitotic figures, and 
cleavage planes were altered (548).

That observation was critical to understanding the basis of cell polar-
ity, for which there was a plurality of viewpoints. Some embryologists saw 
polarity in terms of a magnetic field; it existed independently of the cellular 
substratum upon which it acted. Others thought of it in terms of a micro-
structure similar to a liquid crystal located in the “ground substance” of 
the cytoplasm (Haraway 1976; Sapp, 1987). Conklin (1924, 581), like many 
others, pointed to the cell cortex as “the ground substance”: “The cause 
of polarity applies also to egg pattern,” he said. “It must be found in some 
substance of the egg which does not change when the yoke, pigment, and 
other substances are dislocated, and the only material substances of the 
egg which fulfill these conditions are the ectoplasmic layer and the spon-
gioplasmic framework.”

The implication from studies of the organization of the egg was clear 
to embryologists: the chromosomal genes of geneticists were concerned 
with characteristics that “topped off” the fundamental organismal fea-
tures, those that define higher taxonomic groups. Theodor Boveri also 
distinguished between preformed characters and epigenetic characters. 
The former were blocked out or prelocalized in the organization of the 
egg, independent of the nucleus, and involved the general character of the 
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embryo. “Epigenetic” characters resulted from the interactions between 
the nucleus and cytoplasm and reciprocal interactions among parts of the 
embryo, which were superimposed on the cytoplasmic organization (Wil-
son 1925, 1102– 08). Conklin put it this way:

We are vertebrates because our mothers were vertebrates and pro-
duced eggs of the vertebrate pattern; but the colour of our skin and 
hair and eyes, our sex, stature and mental peculiarities were deter-
mined by the sperm as well as by the egg from which we came. There 
is evidence that the chromosomes of the egg and sperm are the seat 
of the differential factors or determiners for Mendelian characters, 
while the general polarity [animal– vegetal], symmetry, and pattern 
[localization of ectoderm, endoderm, mesoderm] of the embryo are 
determined by the cytoplasm of the egg. (Conklin 1915, 176)

Although the earliest fundamental differences were indeed maternally 
inherited, it was not certain if these egg characteristics were actually “deter-
mined” by the cytoplasm of the egg or if they instead developed under the 
influence of the chromosomal genes during oogenesis (Sapp 1987). Geneti-
cists were not prepared to make any compromises. “The whole case of the 
supporters of any theory which views the cytoplasm as determinative,” L. C. 
Dunn (1917, 299) wrote, “rests on either their refusal to go back and inquire 
[into] the source of this cytoplasm, or on their refusal to give due emphasis 
to the source, even though they recognize it.” The mechanism of heredity 
is known, he said, “if heredity be only properly concerned with the way in 
which hereditary factors are distributed in the germ cells. For development, 
the mechanism is but grossly known, but we have learned enough . . . to 
foster a suspicion that one day the governance of the chromosomes over 
development will be explained in physico- chemical terms.” Morgan (1926, 
491) offered this final and terse comment on the matter: “In a word, the 
cytoplasm may be ignored genetically.”

From an embryological perspective, such claims for genetics were little 
more than hubris. Frank Lillie (1927, 367) responded to geneticists: “Those 
who desire to make genetics the basis of [the] physiology of development 
will have to explain how an unchanging complex can direct the course of an 
ordered developmental stream.” Ross Harrison (1937, 372) had a similar 
view: “The prestige of success enjoyed by the gene theory might easily be-
come a hindrance to the understanding of development by directing our at-
tention solely to the genome, whereas cell movements, differentiation, and 
in fact all developmental processes are actually effected by the cytoplasm.”
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The rift between embryology and genetics would remain for decades. 
For geneticists, the meaning of heredity was restricted to the study of the 
sexual transmission of traits. As genetics, based on cross- breeding analysis, 
grew rapidly, the concept of heredity drifted so as to become synonymous 
with genetic practice as the embryological conception of heredity as a de-
velopmental process was overshadowed (Sapp 1987).

Plasmagene Theory
It was difficult to discuss cellular differentiation without considering the 
relative importance of the nucleus and cytoplasm in heredity and evolu-
tion. “The usual and most probable view is that cellular differentiation is 
cytoplasmic and must therefore persist and be transmitted to daughter 
cells by cytoplasmic heredity,” as Sewall Wright (1941, 501) commented. 
“The chief objection is that it ascribes enormous importance in cell line-
ages to a process which is only rarely responsible for differences between 
germ cells, at least within a species (my italics).”

A new generation of geneticists addressed the problem of cellular dif-
ferentiation in the face of genomic equivalence after World War II, when 
genetic evidence of cytoplasmic inheritance in microorganisms emerged. 
Various cytoplasmic entities had long been suggested to be self- reproducing: 
chloroplasts, mitochondria, centrioles, and kinetosomes, or basal bodies (a 
version of the same organelle as centrioles, at the base of cilia). A small band 
of biologists, including Tracy Sonneborn, Boris Ephrussi, André Lwoff, and 
Jean Brachet brought together evidence for cytoplasmic inheritance under 
the rubric of “plasmagenes” and emphasized their importance for cellular 
differentiation (Sapp 1987). Their problematic was identical to that of em-
bryologists: “Unless development involves a rather unlikely process of orderly 
and directed gene mutation, the differential must have its seat in the cytoplasm” 
(Ephrussi 1953, 4; italics in orig.).

Responding in various ways to the influence of the environment and 
interacting among themselves and nuclear genes, plasmagenes would ac-
count for the inheritance of differences among somatic cells. The behavior 
of Kappa particles in Paramecium, as studied by Sonneborn at Indiana Uni-
versity, provided the exemplar for understanding the relations between the 
plasmagenes and environment. When the cells were grown in a medium 
in which cell reproduction was rapid, they tended to multiply more rap-
idly than the Kappa, and cells had a different phenotype. In other words, 
the concentration of Kappa and therefore the character of the cell was con-
trolled by environmental conditions.
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At the Institut Pasteur, Lwoff championed the importance of kineto-
somes (basal bodies) as plasmagenes in his book Problems of Morphogen-
esis in Ciliates. “The morphogenesis of a ciliate,” he said “is essentially the 
multiplication, distribution, and organization of populations of kinet-
osomes and the organelles which are the result of their activity” (Lwoff 
1950, 241). Ciliates could be considered as cells, or as whole organisms 
possessing complex morphological differentiation without cellulariza-
tion. In the later view, Lwoff compared the behavior of kinetosomes within 
a ciliate to that of cells in a multicellular organism. Kinetosomes, he said, 
were instruments, not agents of differentiation; they did not control their 
own destinies. They possessed what embryologists had called “prospective 
potencies,” and their movement and their fate were determined by “some 
mysterious and powerful field of forces.” They produced various structures 
according to their position within their “hosts”: cilia, trichocysts (cylindri-
cal rods beneath the cell surface that elongate inward), and other fibers  
and organelles.

The research on cytoplasmic inheritance became politicized in the con-
text of Lysenkoism during the 1940s and 1950s, when Soviet biologists 
cited it in a crude attempt to dismiss all of “Western genetics” (Sapp 1987).  
Sonneborn addressed the issue head on in an article titled “Heredity, 
Environment and Politics” published in Science: “The work on Kappa in 
Paramecium and other plasmagenes shows that acquired characteristics 
can be inherited if the characters fall in a certain sub- division of the non- 
Mendelian category” (Sonneborn 1950, 535).

There were still other cases of non- Mendelian inheritance, such as 
mating type and serotype specificity in Paramecium not associated with 
any cytologically visible bodies. Sonneborn attributed them to submicro-
scopic plasmagenes; others suggested they were due to self- perpetuating 
metabolic states that affected the expression of nuclear genes (Beale 1954). 
Ephrussi, who studied respiratory- deficient ( petite) mutations in yeast as-
sociated with mitochondria brought the cytoplasmic genetic data together 
in a small book, Nucleo- Cytoplasmic Relations in Microorganisms: Their Bear-
ing on Cell Heredity and Differentiation. Appearing on the eve of the double 
helix and the molecular biology of the gene, it offered a synthesis of the 
possibilities in regard to cell heredity and differentiation: The non- living 
environment can induce changes of the concentration of Kappa particles 
and of antigenic type in Paramecia, and loss of cytoplasmic particles in 
yeast. Lastly we find that nucleus and cytoplasm affect each other’s activity. 
The cytoplasmic particles of yeast are activated by a nuclear gene. In turn, 
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in Paramecia, definite cytoplasmic states permit the expression of definite 
nuclear genes. Here is a set of facts that ought to help explain development” 
(Ephrussi 1953, 100).

The evidence that cytoplasmic genetic entities were involved in “fun-
damental” organismal functions such as photosynthesis, respiration, and 
morphogenesis raised the question again of whether nuclear gene muta-
tions affected only “superficial” characteristics of the organism. “I think 
that the question is today in need of serious reconsideration,” Ephrussi 
(1953, 119) remarked, “and that it should not be answered by metaphors  
or by the usual counter- questions.”

Epigenetics against “the Master Molecule”
The demise of the plasmagene theory of cellular differentiation began at 
a symposium entitled “The Chemical Basis of Heredity” at Johns Hopkins 
University in June 1956, when one of Sonneborn’s former students, David 
Nanney, argued against a hereditary classification based on cell location— 
nucleus versus cytoplasm— and argued instead for the importance of 
steady states of gene regulation (whether nuclear or cytoplasmic) in cellular 
differentiation. He noted that the concept of self- perpetuating metabolic 
patterns, or the concept of hereditary steady states, had been formulated 
in general terms and published earlier in the century by Sewall Wright 
(1941) to account for some cases of cytoplasmic inheritance involving envi-
ronmentally directed changes: “Persistence may be based on interactions 
among constituents which make the cell in each of its states of differentia-
tion a self- regulatory system as a whole, in a sense, a single gene, at a higher 
level of integration than the chromosomal genes” (Wright 1945, 198).

Nanney adopted this steady- state model to protest against the concept 
of the gene as a dictatorial “master molecule” directing the activities of the 
cell, whether nuclear or cytoplasmic, as an adequate explanation of cellular 
differentiation. In contrast to the master molecule concept, which he lik-
ened to a “totalitarian government,” he lent his support to a “democratic 
organization” in the cell, “composed of cellular fractions operating in self- 
perpetuating patterns (Nanney 1957, 136).

Nanney also articulated a new state of affairs in genetics by pointing 
to the reports of gene regulation in bacteria by Joshua Lederberg, and re-
search indicating that nuclear differentiation occurred in metazoa. Le-
derberg and colleagues had developed the concept of stable states of gene 
expression and feedback to explain hereditary variations in Salmonella 
serotypes whose rates of change were too high to be mutations. In their 
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model, phase variation in the flagella antigens were due to a single pair of 
alternative genes that would exist in two states, active and inactive. There 
was “no mutation in antigenic specificity, only a choice of which of the two 
alternatives will be expressed” (Lederberg and Lederberg 1956, 114).

Addressing the relevance of this model to cellular differentiation, Le-
derberg and Iino said, “The concept of local states may provide a more ac-
ceptable hypothetical basis for nuclear differentiation” than “orderly and 
directed gene mutation” (Lederberg and Iino 1956, 755). They also pointed 
to the experimental results of Thomas King and Robert Briggs (1955), who 
transplanted nuclei from blastula cells into enucleated frog eggs and re-
ported that irreversible nuclear differentiation had occurred, as well as 
to the reports of Barbara McClintock (1956) indicating that transposable  
controllers could regulate activity at a number of loci in maize.

Nanney followed suit. “It might appear that the dichotomy between ger-
minal and somatic inheritance, between cytoplasmic and nuclear bases 
was after all a mistake, and that investigations may now converge with a 
unified perspective” (Nanney 1957, 143). In so doing, the concept of hered-
ity itself had to be freed from its restricted reference to particulate genes, 
based on cross- breeding analysis. An older, broader definition was called 
for: the term heredity, Nanney said, “may be used to describe the more gen-
eral capacity of living material to maintain its individuality (specificity) 
during proliferation. . . . ‘Heredity’ in this sense is a type of homeostasis, 
similar to physiological homeostasis but implying more, since it includes 
regulation during protoplasmic increase” (1957, 134).

Nanney used the expression “epigenetic systems” for the first time, in 
the fall of 1957 at a conference on “extra- chromosomal heredity” in Gif- 
sur- Yvette, organized by Ephrussi and moderated by Jacques Monod. The 
term epigenetics had been used by Conrad Waddington (1942) for the study 
of development, to replace “Entwicklungsmechanik” and “experimental 
embryology,” and to link genetics and development. Epigenetics was essen-
tially a synonym for developmental biology: “Perhaps the most satisfactory 
expression would be ‘epigenetics.’ This is derived from the Greek word epi-
genesis, which Aristotle used for the theory that development is brought 
about through a series of causal interactions between the various parts; it 
also reminds one that genetic factors are among the most important deter-
minants of development” (Waddington 1956, 10).

Nanney (1958, 712) referred to Waddington’s use of the term and chose it 
for cases of self- perpetuating regulatory states “to emphasize the reliance of 
these systems on the genetic systems and to underscore their significance 
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in developmental processes.” It was important to distinguish “epigenetic 
systems that regulate the expression of the genetically determined potenti-
alities” from “genetic systems” that regulate the maintenance of structural 
information based on DNA replication by a template, whether nuclear or 
cytoplasmic (713). Some epigenetic systems, based on self- perpetuating 
metabolic states, were located in the cytoplasm, as indicated by mating 
type and serotype specificities in ciliates. Others were in the chromosomes 
themselves, Nanney said (714), as suggested by the research of Lederberg 
and colleagues on Salmonella. The concept of epigenetic systems did not 
mean that cytoplasmic entities played no important role in cellular differ-
entiation; only that it would not be by virtue of their location in the cell.

Ephrussi adopted Nanney’s terminology the following year, when the 
molecular basis of somatic cell variation was the subject of crowded ses-
sions of the Eleventh Annual Biology Research Conference sponsored by 
the Oak Ridge National Laboratory in Gatlinburg, Tennessee, in April 1958. 
It was important, he said, to distinguish “truly genetic mechanisms,” based 
on “the transmission of particles carrying their own structural informa-
tion” from “epigenetic mechanisms involving functional states of the nu-
cleus. This has a been a major source of confusion in the past and it is not 
going to be easy to avoid in the future because we have all been trained to 
regard the problem of differentiation as a nucleus/cytoplasmic dilemma” 
(Ephrussi 1958, 49). Although this was admittedly a concession on his part, 
he emphasized that it also entailed a new conception of heredity: “Many 
of my geneticist friends will, I am sure, enjoy the shift of my stand. Unfor-
tunately, I must remind them that, as a corollary, we must admit that not 
everything that is inherited is genetic” (49).

Language Constrains Thought
The genetic/epigenetic dichotomy was thus proposed to replace the nu-
cleus/cytoplasm dichotomy in resolving the paradox of cellular differentia-
tion in the face of genomic equivalence. The term epigenetic in reference 
to gene regulation would not be widely adopted for decades, after new mo-
lecular mechanisms in eukaryotes were proposed and discussions about 
the confused and often conflicting meanings of the term followed. But such 
discussions were not new.

Lederberg had objected to the term epigenetic to refer to the inheritance 
of cell variations during ontogeny in his concluding lecture at the meeting 
in Gatlinburg in which he pointed up the hazards of conflating Wadding-
ton’s term with states of gene expression. The problem, in his view, was that 
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using the term epigenetics in the way Nanney and Ephrussi did would se-
mantically conceal other forms of somatic cell variation: not every form of 
cell heredity that is “epigenetic” in Waddington’s sense of the term was in-
cluded in the more restricted usage for heritable states of gene regulation.

Epigenetic changes (in Waddington’s sense) could involve, for example, 
somatic cell mutations due to changes in nucleotide sequences. The gener-
ation of cell diversity by gene mutations, Lederberg (1958, 398– 400) argued, 
may be involved in the ability of the immune systems of animals to produce 
specific antibodies in response to new antigens. He explained this concept 
further the following year, arguing that antibody variability could be based 
on a high frequency of somatic mutations during lymphocyte proliferation 
(Lederberg 1959). Accordingly, there would be a continuous evolution of 
antibodies resulting from a repetitive alternation of gene diversification 
and antigen- mediated selection. Frank McFarlane Burnet adopted this im-
portant concept in his later formulation of the clonal selection theory of 
acquired immunity (Burnet 1964; Neuberger 2008). Lederberg also pointed 
to the possibility of hereditary information far removed from genes and  
nucleic acid regulation. Thus, he offered a different vocabulary based on 
three kinds of information.

The first kind was “nucleic” information, which is dependent “on the 
sequence of nucleotides in a nucleic acid” (Lederberg 1958, 385; italics in 
orig.). This would apply to genetic systems in the nucleus and to organelles, 
plasmids, and symbionts in the cytoplasm. Then there was “epinucleic 
information”— “an aspect of nucleic acid configuration other than nucleo-
tide sequence [e.g.,] polypeptide or polyamine adjuncts to the polynucleo-
tide” (385). It “regulates the manifestation of nucleic potentialities in the 
dynamic, temporally responsive functioning of actual development.” It 
would include cytoplasmic steady states and also “dynamic equilibria at 
chromosome loci, and involving genes and their products” (386).

Epinucleic chromosome variation in multicellular organisms, he said, 
was admittedly an “entirely speculative hypothesis designed to leave leeway 
for differentiation in the chromosome without . . . determinate changes in 
nucleic acid sequences.” Nothing could be said about the precise mecha-
nisms, but he recommended that geneticists “should perhaps look for 
variations in nucleic acid structure that do not alter the fundamental se-
quence” (Lederberg 1958, 386).

In the 1960s, studies of gene regulation culminated with the lac operon  
model in E. coli proposed by François Jacob and Jacques Monod (1961). 
Genes could be switched on and off. Accordingly, Jacob and Monod 
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asserted in 1961, just as Nanney and Ephrussi had several years earlier in 
regard to epigenetic systems, that “the biochemical differentiation (re-
versible or not) of cells carrying an identical genome does not constitute 
a paradox as it appeared to do for many years to both embryologists and 
geneticists” (397). They recognized that variable gene action was critical to 
the new molecular paradigm of cellular differentiation. Still, one could not 
simply assume that mechanisms of gene regulation in bacteria were the 
same in eukaryotes.

Lederberg’s third category was extranucleic information— “that residing 
in molecules or reaction cycles not directly connected with nucleic acid” 
(1958, 385). He applied it to self- perpetuating metabolic patterns, which 
had been invoked to explain mating type and antigen specificity in ciliates. 
Though Lederberg’s trichotomous terminology was not widely adopted,  
the category “extranucleic information” was applied to hereditary phenom-
ena based on new research programs that emerged in the 1960s and were 
focused on the inheritance of cell structure (Nanney 1966; Landman 1993; 
Sapp 2003).

Spatial Principles
Studies of what had been called cytoplasmic heredity moved in two main di-
rections. One was the genetics of mitochondrial and chloroplast genomes. 
The symbiotic origin of those organelles would be at the center of vibrant 
research programs with the rise of molecular phylogenetics in the 1970s 
and 80s (Sapp 1994; Sapp 2009). The other focused on the hereditary and 
morphogenetic role of cell structure, led by Sonneborn and his school of 
ciliate protistologists.

The spatial properties of the cell became lost to view in the new concepts 
of messages, codes, feedback regulation, and cell circuitry. Plasmagene 
theorists of the 1950s had long emphasized that the cell was not a “bag of 
enzymes,” or of “self- reproducing entities,” whether genes or organelles. 
Plasmagenes were considered to be instruments, not agents, of cellular dif-
ferentiation. Ephrussi had addressed the problem from the point of view of 
an embryologist who had long pointed to an organizing principle in the cy-
toplasm of eggs expressed by its polarity, which was responsible for the pat-
tern of cellular change in time and space during ontogenesis. The primary 
cause of differentiation, he said, resided in the initial anisotropy of the egg: 
“Development is an orderly process: it follows a ‘plan’ which dictates when 
and where the instruments of differentiation come into action. Experimen-
tal embryology has taught us that a more or less rough outline of this ‘plan’ 
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is engraved already in the cytoplasm of the undivided egg. Sometimes it is 
indicated by the visible distribution of cytoplasmic materials; sometimes 
it can be revealed only by experiment” (Ephrussi 1953, 101; italics in orig.).

Sonneborn had phrased the problem for cellular morphogenesis: If 
genes were in exclusive “control” of heredity, then it would have to be con-
cluded that a genome isolated under conditions that permit its multiplica-
tion would be capable of reconstituting cells of the kind from which it is 
taken. Otherwise it would have to be concluded “that the cell, including the 
cytoplasm, somehow serves as a necessary model for the formation of new 
cellular material in essentially the same sense as the genes are necessary 
models for the formation of new genes” (Sonneborn 1951, 310).

Put in molecular terms, the question of morphogenesis was this: 
How can linear nucleotide sequences determine living forms in three– 
dimensional space and time? Molecular biologists sometimes spoke of 
some sort of “program,” asserting that the “blueprints” for organisms were 
encoded in their DNA. François Jacob expressed it in his book, The Logic of 
Life (1973, 254): “The whole plan of growth, the whole series of operations 
to be carried out, the order and the site of synthesis and their co- ordination 
are all written down in the nucleic acid message.” For ciliate protistolo-
gists, such statements were little more than molecular biology hubris, just 
as classical geneticists’ claims for the “governance of the chromosomes” 
appeared to be for embryologists of the 1920s. Cell organization had to be 
preserved; it was a hereditary property.

Ciliates were the right organisms for the job of investigating the mor-
phogenetic role of preformed cell structure. The complex patterns on their 
cell surface, or cortex, are composed of linear arrays of a large number of 
ciliary units arranged in a repeating pattern that is reproduced through 
a sequence of events during growth and cell fissions (fig. 9.1). As Vance 
Tartar (1961, 1– 2) remarked, “A cytoarchitecture which has been repeat-
edly postulated as necessary to explain the orderly development of eggs is 
visibly displayed in Stentors and does in fact play a cardinal role in their 
morphogenesis.”

During the 1960s, when Sonneborn turned to studying the role of pre-
formed cell structure in morphogenesis and heredity, the concept of ran-
dom self- assembly of gene products was gaining ground among molecular 
biologists, according to which cellular order was generated from the prop-
erties of proteins, their random collision, and the ionic and molecular 
constitution of the cell “soup” (Sonneborn 1964, 924). That concept was 
strengthened by the fact that a linear genetic code could be translated 
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into the three- dimensional structure of viruses. But viruses are not cells, 
and they do not grow and divide like cells. Their nucleic acid is replicated 
and the other structures are separately formed, and come together in the 
final organization. Unlike the structure of viruses, cell structure persists 
throughout growth and division. Cells are not constructed de novo. Cells 
arise from preexisting cells. This was one of the greatest generalizations of 
nineteenth- century biology.

Sonneborn began to study the cortex experimentally, based on cross- 
breeding analysis and grafting experiments. Cortical differences bred true 

Figure 9.1. Tetrahymena thermophilia stained by the protargol technique. BB, basal 
bodies; TM, transverse microtube bands; OA, oral apparatus; LM, longitudinal bands; Mac, 

macronucleus. Reproduced with permission from figure 3.1 in Joseph Frankel, Pattern 

Formation: Ciliate Studies and Models (New York: Oxford University Press, 1989), 45.  
By permission of Oxford University Press, USA.
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to type through sexual and asexual reproduction, free from genic influence. 
The first case he studied was the inheritance of “double monsters.” When 
paramecia and other ciliates conjugate, they do not always separate, and 
doublets are formed, basically two cells fused back to back with twice 
the number of surface structures. Sonneborn found that he could gener-
ate doublets at will by treating cells with antiserum. Doublets give rise at 
fission to new doublets through sexual and asexual reproduction. The he-
reditary basis of the doublets lay in the cortical structure itself. “Preformed 
cell structure,” he concluded, acts as a scaffolding or template for the  
assembly of new cell structure.

Preexisting cortical structures would play a role in determining where 
some gene products go in the cell, how these combine and orient, and what 
they do. The inheritance of preformed cell structures showed that they 
could be decisive in cellular differentiation. He coined the term “cytotaxis” 
for “the ordering and arranging of new cell structure under the influence 
of preexisting cell structure.” He considered this a “second principle of 
cellular differentiation, one that is quite distinct from variable genic ac-
tivity; . . . there is more than ‘self’ to mechanisms of assembly; it includes 
pre- existing and independently modifiable assembly” (Sonneborn 1964, 
925– 26).

In grafting experiments, Janine Beisson and Sonneborn reported that 
even a portion of the cortex, when rearranged, acted as an element of in-
heritance. They inverted a small patch of ciliary units, each unit comprised 
a kinetosome, cilium, and a variety of fibers and specialized membranes, 
and that patch grew during cell division until it extended the full length 
of the body surface (fig. 9.2). Since the variation occurred by grafting, no 
change would have occurred in DNA, but progeny inherited the inverted 
row for hundreds of generations. The important conclusion was that struc-
tural information could be maintained in and transmitted by complex su-
pramolecular assemblages: the cortex carried information for its own gross 
organization and transmitted it to progeny. “Our observations on the role of 
existing structural patterns in the determination of new ones in the cortex 
of P. Aurelia,” they said, “should at least focus attention on the information 
potential of existing structures and stimulate explorations, at every level, of 
the developmental and genetic roles of cytoplasmic organization” (Beisson 
and Sonneborn 1965, 281).

The evidence that DNA was contained in centrioles/kinetosomes was on 
again and off again throughout the 1960s and 1970s (Sapp 1998). But centri-
olar/kinetosomal DNA, even if it had existed, would not explain the orderly 
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pattern of cortical inheritance. The inherited changes were not in the organ-
elle itself, but in the spatial orientation of the organelles. The reproduction 
of centrioles/ kinetosomes, microtubule based- organelles, is still not fully 
understood. They had long been imagined to reproduce by division, like 
mitochondria and chloroplasts, but electron microscopy revealed that was 
not so. In the cells of some species, including Paramecium, they arise only 
in relation to, and orthogonal to, preexisting centrioles which act as scaf-
folding for the formation of new ones. In other taxa, centrioles appear to 
arise de novo in the absence of preexisting centrioles, and centrioles are 
absent in flowering plants and most fungi. Jeremy Picket- Heaps (1969) 
proposed the concept of “microtubule organizing centers” (MTOCs) as a 
unifying principle to explain this apparent paradox. According to this, in 
the cells of some organisms, MTOCs are visible as centrosomes containing  
two centrioles, and in others the MTOCs are less concentrated.

Figure 9.2. Normal (N) and inverted (I) ciliary rows of Paramecium tetraurelia. BB, Basal 
bodies; PS, parasomal sacs; and KF, kinetodesmal fibers. Reproduced with permission 

from figure 4.3 in Joseph Frankel, Pattern Formation: Ciliate Studies and Models (New York: 
Oxford University Press, 1989), 75. By permission of Oxford University Press, USA.
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Organismic Crystals and Morphogenetic Fields
The causes underlying large- scale cell structural inheritance in ciliates were 
similarly not all fully understood. During the 1970s and 1980s the study  
of cortical inheritance was extended to other ciliates by several of Sonne-
born’s former students, especially by Nanney, who investigated several 
variations, or “corticotypes,” in Tetrahymena. Each corticotype possessed 
characteristic patterns and variations in a number of cortical properties, 
including number and positions of vacuole pores, numbers of oral appara-
tuses, and patterns of stomatogenesis (Nanney 1966; Nanney 1985).

The success of molecular biology, Nanney argued, had led to a prejudice 
in favor of linear information sources, omitting “a multidimensional infor-
mation storage and transmission system whereby the pattern, in a sense, 
maintains itself.” Pondering the shifts in concepts in the cultural revolu-
tion of the 1960s, he remarked, “Now that we are encountering a cultural 
revolution in which the medium is becoming the message, our academic 
progeny may be more susceptible to a broader view of information struc-
ture. Certainly information can be stored and transmitted by supramolecu-
lar mechanisms” (Nanney 1968, 502).

Supramolecular information was as fundamental to evolution as it was 
to morphogenesis. Sonneborn favored the idea of “a parallel, indepen-
dent, and selectively correlated evolution of genome and cortex” (1963, 213). 
Nanney (1968, 497) posited that nucleic acids might specify only the appro-
priate protein building blocks, but that the preexisting cell structures were 
the cellular architects that determine the nature of the edifice that was to 
be made. “Because of this morphogenetic role of preexisting structure,” he  
later commented, “the cell has some of the properties of an organismic crys-
tal” (Nanney 1980, 173).

Still, it remained uncertain whether all forms of pattern inheritance and 
cellular information in ciliates could be explained in terms of templating 
by supramolecular structures. Others have considered the idea that some 
of the multidimensional supramolecular patterns inherited in ciliates may 
lie beyond the reach of molecular biology’s principles of templating. Phage 
geneticist Alfred Hershey invoked the venerable idea of a magnetic field 
underlying cell polarity, just as some embryologists had decades earlier:

If cells draw on an extragenic source of information, a second abstrac-
tion must be invoked, another vital principle superimposed on the 
genotype. A likely candidate already exists in what is usually called cell 
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polarity, which tradition places in a rigid ectoplasm for good reason— 
it’s a spatial principle and as such requires mystical language. Seem-
ingly independent of the visible structures that respond to it, polarity 
pervades the cell much as a magnetic field pervades space without the 
iron filings that bring it to light. Biological fields are species- specific, 
as seen in the various patterns and symmetries of growing things. 
(Hershey 1970, 700)

The iron filings in this case were the cortical structures that make lon-
gitudinal stripes on the surface of Stentor, investigated by Tartar, which, 
when grafted in reverse orientation, may rotate to restore normal polarity 
or develop into their own longitudinal mosaic stripe pattern. This experi-
ment and others showed that “polarity resides in all parts of the cell cor-
tex.” Perhaps, Hershey said, “as many people think, polarity represents 
something that was invented only once and evolved since on its own” 
(1970, 700). There was experimental evidence that there was indeed some-
thing else beside the cortical structures themselves that was involved in 
pattern inheritance: structural changes in the cortex could be inherited 
when microtubules and cortical organelles such as kinetosomes were com-
pletely absent. This evidence came from experiments on the inheritance 
of doublets in another ciliate, Oxytricha fallax, by another of Sonneborn’s  
students, electron microscopist Gary Grimes.

Oxytricha doublets are inherited through sexual and asexual reproduc-
tion as a cortical trait, just as are doublets in Paramecium and other ciliates. 
But something other than preexisting cell structures was involved. The evi-
dence came from taking complete and incomplete doublets through a cyst 
stage (fig. 9.3). Oxytricha form cysts when they are starved, and no discern-
ible microtubules or visible cortical organelles could be seen using electron 
microscopic techniques. Yet, doublets emerged from doublet cysts. Grimes 
(1973, 66) concluded, “The doublet phenotype is inherited through sexual 
and asexual reproduction as a cortically determined trait. The trait is also 
inherited through cystment, independent of cyst size. Prior work shows 
an absence of all visible cortical organelles.” Thus, the visible structures 
are not themselves determinative. Based on these and other observations, 
he concluded that “at least two levels of cytotactical control of cell pat-
terning are operative on the ciliate cortex; one is dependent upon visible 
ciliature, whereas the other is dependent upon an as yet ultra- structurally 
unidentifiable molecular architecture” (Grimes and Hammersmith, 1980, 19). 
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That ultra- structurally unidentified system can retain information concern-
ing the nature, number, and large- scale asymmetry of the organelle sets 
that are to be formed following excystment.

What “the unidentifiable molecular architecture” might be remains a 
matter of guesswork. Some ciliate biologists suspect that Grimes’s results 
might be attributed to “a filamentous scaffold of still unknown composi-
tion,” which has remained undetected by microscopic observation (Beisson 
and Jerka- Dziadosz 1999, 374). Others argued that Grimes’s observations 
deny that possibility and instead show “the self- organizing and regulat-
ing characteristic of developmental fields— a morphogenetic field of some 
kind somehow persists in cysts” (Frankel 1989, 90). As Joseph Frankel saw 
it, cell structure resulted from at least two processes: a local constraint in-
volving microscopically visible structure acting as a scaffold, and a more 
global level of pattern development based on morphogenetic field. The na-
ture of the field remains obscure. Frankel called the inheritance of large- 
scale regulative fields “structural inheritance” to imply “as few mechanistic 
connotations as possible” (92).

Figure 9.3. Schematic cross sections showing the results obtained after passing  
(a) singlets, (b) incomplete doublets, and (c) complete doublets through cysts. Reproduced 

with permission from figure 4.11 in Joseph Frankel, Pattern Formation: Ciliate Studies  

and Models (New York: Oxford University Press, 1989), 89. By permission  
of Oxford University Press, USA.
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Disturbing the Conceptual Consensus
Sonneborn (1974) and his followers had emphasized the importance of 
their findings for cell theory, evolution, and for the development of meta-
zoans. During the 1980s, discussions of structural inheritance in ciliates 
remerged in the context of debates over morphogenetic fields and develop-
mental constraints on evolutionary change with the rise of evolutionary de-
velopmental biology. A main focus was on the cause of “pattern formation”: 
that is, the process by which cells acquire different characteristics during 
development as a function of their relative position in the embryo such that 
tissues and organs develop in the right place and orientation in the body.

Frankel entered debates between Lewis Wolpert and Brian Goodwin. 
Whereas Wolpert (1982) adopted a gene- centered view, maintaining that 
genes specify pattern, Goodwin (1984, 226) argued to the contrary that 
“generative principles” governing morphogenetic fields provide develop-
mental constraints. He pointed to the phenomena of cortical inheritance 
in ciliates to argue against the notion that “all aspects of organismic form 
are determined by hereditary particulars encoded in DNA.” Frankel (1983, 
312) agreed with Goodwin, and he posited that “a cytactically propagated 
pattern transition might occasionally be the first step in evolutionary 
change.”

Nevertheless, leading evolutionists, including John Maynard Smith 
(1983, 45), considered cases of cortical inheritance in ciliates as “excep-
tions” and to be “the only significant threat” to neo- Darwinian views. “He-
redity without genes” continued to “disturb the experimental and con cep-
tual foundations of the modern consensus,” as Nanney (1984, 365) observed. 
It was uncertain what biology was to make of these “curious exceptions.” 
Perhaps, he said, “keeping theoreticians from unbearable arrogance is use 
enough. On the other hand, this rejected stone just might have a place in some 
edifice not yet imagined” (Nanney 1985, 287).

Three decades later it still is not clear what to make of their place in 
biological theory. Although ciliates are well suited to study cytotactic phe-
nomena, they are not unique (Frankel 1989, 92). Structural inheritance has 
been observed in studies of the form of the cytoskeleton in mammalian 
cells (Albrecht- Buehler 1977), the asymmetry of Chlamydomonas (Holmes 
and Dutcher 1989), and orienting polarity and cell division in yeast cells 
(Chen et al. 2000).

The general importance of preexisting structures functioning as tem-
plates in the formation of new structures has also been shown for the 
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reproduction of mitochondria (Luck 1963), chloroplasts (Mullet 1988), cen-
trioles (Meunier and Spassky 2016), the morphogenesis of the flagellum of 
trypanosomes (Flávia Moriera- Leite et al. 2001), and cell membrane he redity 
(Cavalier- Smith 2000). It also applies to prions (Alper et al. 1967; Grif fith 1967), 
which propagate by transmitting their misfolded protein (Aguzzi 2008). Some 
philosophers of biology have also viewed all cases of cortical inheritance 
in ciliates within the templating paradigm of molecular biology; they men-
tion the inheritance of morphogenetic fields in which no cytological visible 
structure is involved ( Jablonka and Lamb 1995; Moss 2003). Whether all 
cases of structural inheritance can be accounted for by templating or not, 
all were excluded from a new definition of epigenetics as it emerged into a 
new specialty in the twenty- first century.

Semantic Drift and Conceptual Constraints
Sonneborn sometimes referred to cytotaxis as a form of epigenetic inheri-
tance, knowing well of Lederberg’s caution of 1958 that referring to every-
thing under that neologism might conceal more than it revealed. “Calling 
these cytotactic events epigenetic or epigenic,” Sonneborn (1964, 926) 
wrote, “should not obscure their degree of independence or their decisive-
ness for the end result of cellular differentiation.” Nanney (1966) referred 
to cytotaxis both as “epigenetic” and “extranucleic.” Despite their use of 
the term epigenetic in reference to heredity, it had remained more or less 
dormant for three decades until it arose anew in the late 1980s.

But when the term epigenetic had a new beginning in the late 1980s, its 
meaning narrowed in reference to newly proposed molecular mechanisms 
that switch genes on and off in eukaryotes by such processes as DNA meth-
ylation and histone modification. There was no place for the inheritance 
of cortical patterns and no mention of the inheritance of morphogenetic 
fields in the new conceptual framework of epigenetics when it emerged as 
a new molecular genetic specialty in the twenty- first century. The central 
problem of morphogenesis was not included.

Widespread use of epigenetics in reference to somatic cell heredity fol-
lowed its reintroduction in a paper by British molecular biologist Robin 
Holliday in 1987, “The Inheritance of Epigenetic Defects.” He argued 
therein that heritable changes in gene expression could be responsible for 
cancer. Holliday and those who followed him were unaware of Nanney and 
Ephrussi’s use of the term for heritable stable states of gene expression sev-
eral decades earlier and its subsequent use by Sonneborn and Nanney for 
self- perpetuating metabolic states and cortical inheritance in ciliates.
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Holliday (1987, 163) referred to Waddington’s definition of epigenetics 
as the processes by which “genotype gives rise to phenotype.” At first he 
took that to mean gene regulation in somatic cells, whether transient or 
permanent. But he restricted the meaning of epigenetics further a few years 
later, and suggested an even narrower definition of epigenetics as “nuclear 
inheritance, which is not based on differences in DNA sequence” (Holliday, 
1994, 454).

There followed much discussion over the meanings of the term. Should 
it apply only to hereditary states of gene regulation, and if so, should the 
same term for somatic cell heredity be used for transgenerational heredity 
not involving changes in DNA? Some writers grouped together all forms of 
transgenerational inheritance by various mechanisms of gene regulation in 
metazo ans as representing epigenetic inheritance, and as a “Lamarckian”  
component in evolution, in contradistinction to neo- Darwinian tenets ( Jab-
lonka and Lamb 1995; Jablonka and Lamb 2002; Chong and Whitelaw 2004).

Others have warned of the confusions that arise from using the same 
term for hereditary states in somatic cells and those that occur in germinal 
inheritance (Müller and Olsson 2003). Still others insist that heritability, 
whether somatic or germinal, not be a requirement. Instead they recom-
mend that the term include other modes of gene regulation, such as chro-
matin marks that are comparatively short- lived (Bird 2007, 398).

Such discussion notwithstanding, epigenetics began to take the form of 
a new specialty based on the study of nuclear gene regulation, and it would  
accordingly take on that more restricted meaning as the “study of  phenom ena  
and mechanisms that cause chromosome- bound, heritable changes to gene 
expression that are not dependent on changes to DNA sequence” (Deans and 
Maggert 2015, 809; see also Wu and Morris 2001). Lederberg (2001) entered 
the discussions over the meaning of the term to warn again of the concep-
tual traps resulting from the semantic drift from Waddington’s definition 
of the process by which genotype gives rise to phenotype to Holliday’s  
“nuclear inheritance which is not based in DNA sequence.” Methylation cor-
responded perfectly with his unused category of “epinucleic information.”

Yet, other important epigenetic (in Waddington’s sense), heritable pro-
cesses do depend on changes in nucleic acid sequences (“nucleic informa-
tion”): cellular senescence following telomere- shortening or immunocyte 
diversification based on recombination and mutagenesis. That develop-
mental changes were never to be traced back to changes in nucleic acid 
sequence, Lederberg (2001, 6) said, was a “dogma,” which “greatly delayed 
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the formulation and acceptance of the clonal selection theory of immunity; 
and who knows what also may be impeded by it?”

Nucleo- centric definitions of epigenetics also exclude the involvement 
of mitochondria and chloroplasts as well as symbionts, which play roles 
in phenotypic development. Lederberg proposed the term the microbiome 
earlier in 2001 “to signify the ecological community of commensal, sym-
biotic, and pathogenic microorganisms that literally share our body space 
and have been all but ignored as determinants of health and disease” (Le-
derberg and McCray 2001). All of it would be included in a general concept of 
epigenetics as a developmental process.

Concepts of epigenetics and epigenome based on heritable states of nu-
clear gene regulation say nothing of how parts become integrated in space 
and time, the information contained in the spatial properties of cells, com-
plex supramolecular patterns, and the enigmatic mechanism underlying 
the inheritance of morphogenetic fields. The perceptions of chromosomes 
as “governing” bodies and the gene as “master molecule” have long faded, 
but a restricted definition of epigenetics nevertheless reinforces a gene- 
centered conception as the fundamental problem of morphogenesis be-
comes semantically hidden. Only a cell can make a cell.
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chapter 10

heads and tails
molecular imagination and the 

lipid bilayer, 1917– 1941
Daniel Liu

That the cell has a membrane is perhaps one of its most obvious features: 
more than any other part, the membrane defines the cell, sets its outer 
boundary, and determines how the cell as an individualized unit interacts 
with its environment. A schematic picture of the cell membrane is a sta-
ple of any introductory biology textbook, in part because it does more than 
any other illustration to show that cells can be pictured as being composed 
of molecules large and small, with all manner of shapes and functions, a 
complex sandwich of lipids, studded with potato- like protein globules and 
wispy carbohydrate chains. The membrane binds the cell into a single en-
tity, and today it is almost impossible to imagine that anyone could have 
doubted its existence.

Yet until the late 1910s the existence of the cell membrane was a mat-
ter of considerable debate and controversy, and even Edmund Cowdry’s 
General Cytology in 1924 had a few hints of ambiguity and doubt regarding 
the cell membrane’s existence and composition. An early chapter by Albert 
Mathews cheerfully suggested that “limiting membranes wherever they oc-
cur” might be made of oriented graphite rods, a suggestion made largely 
through his idiosyncratic analogy to electric battery construction (Cowdry 
1924, 43, 68– 71).1 Merle Jacobs’s chapter on cell permeability spent several 
pages defending the existence of a cell membrane that could allow for dif-
ferential diffusion, yet he also noted a great deal of disagreement about 
the membrane’s composition, writing that “the whole subject is of too 
speculative a nature to make further discussion profitable; . . . what is most 
needed in the field of cell permeability at the present day is facts” (156).2 
Robert Chambers even briefly noted the possibility that some cells might 
not possess a membrane, but have instead a thick, “cement- like substance” 
holding cells together in some tissues (241). If Cowdry and his collabora-
tors were largely convinced of the reality of the cell membrane, in 1924  
it would still have been a relatively novel and fraught position to take, and 
any theory of the membrane’s structure would have remained entirely a  
matter of speculation.
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By the 1930s, however, the membrane was not only a positive fact of 
science, but the idea that it primarily consisted of a lipid bilayer and asso-
ciated proteins was quickly accepted as a likely molecular structure for the 
cell membrane. The so- called Danielli- Davson model of the cell membrane 
from 1935 is now often cited as the first time a lipid bilayer was proposed as 
the basic structural element of the cell membrane, though James Danielli 
(1911– 1984) found this attribution irritating. The bilayer concept has also 
often been attributed to Evert Gorter and François Grendel’s 1925 paper, 
“On Bimolecular Layers of Lipoids on the Chromocytes of the Blood.” It ap-
pears that Gorter and Grendel’s membrane hypothesis was not well known 
until the late 1930s, by which time Danielli’s theory had achieved broad rec-
ognition, and credit was retroactively given (Lombard 2014, 10– 11). At least 
later in life, Danielli stressed that the lipid bilayer was not his idea, and he  
argued, without a hint of doubt, that the lipid bilayer “would have been  
obvious to any competent physical chemist,” and that such an idea “flowed 
almost automatically” from the basic physical chemistry of the 1930s (Dan-
ielli 1973, 64). Indeed he and his colleague Hugh Davson never explained 
why they thought the cell membrane had a lipid bilayer at all; since the lipid  
bilayer was so obvious, their attention was on the permeability of the  
protein layer they thought was adsorbed on either side of the lipid (fig. 10.1; 
Danielli and Davson 1935). Danielli’s later irritation might have come from 
the fact that he and Davson were trying to articulate a functional or physio-
logical theory of cell permeability, but were misread as having “discovered” 
a biological- structural principle that they claimed no credit for.

How was it decided that the cell’s membrane and interior lamellar struc-
tures were composed of phospholipids, arranged with their heads facing 
outwards and tails facing inwards? And how did such structure go from an 
unprofitable speculation in 1924 to an obvious matter of fact in 1935? In 
this chapter I argue that many biologists arrived at the lipid bilayer struc-
ture largely through a schematic, graphical iconography, one that was 
originally developed as a strictly heuristic analogy or conceptual aid for the 
abstract physical concept of molecular orientation. The ball- and- stick im-
age that was eventually used to represent lipid lamellar structures in living 
cells was not just a schematized representation of a chemical formula: it al-
lowed biologists to imagine that living matter was composed of molecules 
of definite size, shape, and orientation, and that those molecules could 
construct a complex, living cell strictly by sorting, aggregating, and segre-
gating themselves through physical forces. In other words, biologists in 
the mid- 1930s were developing an essential part of a biological microworld 
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not necessarily through mathematical physics or a deep understanding  
of structural chemistry, but by understanding a diagrammatic convention 
as a realistic representation of molecular reality.

Recent work in the history of physics and the history of chemistry has 
stressed the roles of imagination and visual culture in constructing theo-
ries of the microworld of submicroscopic atoms, molecules, and otherwise 
invisible particles and forces. Ursula Klein (2003) and David Kaiser (2005) 
have each argued that “paper tools,” mathematical symbols, diagrams, and 
even doodles can play a part in directing and keeping account of unruly 
and abstract scientific thought. And building upon the work of Klein and 
Kaiser, Alan Rocke (2010) has recently written about the role of imagina-
tion in the sciences of atoms, molecules, and forces that are fundamen-
tally beyond the reach of human senses. Rocke argues that mental images 
were essential in turning work with flasks and analytical balances into an 

Figure 10.1. Danielli- Davson model of the cell membrane, “of between unimolecular and 
trimolecular thickness,” with spherical protein molecules adsorbed to both surfaces. 

Reprinted from Danielli and Davson 1935, 498. With permission of John Wiley and Sons.
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entire metaphysics of molecular structures. The psychic and mental lives 
of scientists work in large part through symbols and images, and Rocke, 
Klein, and Kaiser alike argue that paper tools and diagrams can be thought 
of as pale shadows of scientists’ dreams and flights of fancy about the 
microworld— dreams and images that are often not condoned in “proper” 
scientific settings like scholarly journals or monographs. In this chapter I 
take a more limited approach to imaginings and images of the microworld, 
if only because a full exploration into the inner psychic lives of long- dead 
and ill- recorded scientists is frighteningly difficult, as Rocke himself has 
admitted.

Here I look most carefully at the more didactic genres of physical- 
chemical writing and image- making, because diagrams and invocations 
of imagination or visual analogy are often used to communicate difficult 
theories to audiences of  varying degrees of impressionability. This is some-
what in contrast to the also- growing literature on models and modeling, 
the enthusiasm for which has been met by historians with increasing sus-
picion, as many have noticed slippage between actors’ and analysts’ use of 
the words model and modeling (Creager, Lunbeck, and Wise 2007; de Cha-
darevian and Hopwood 2004). Didactic genres of scientific writing carry the 
weight of intentional transmission and translation, and I would like to en-
tertain the idea that images and analogies are among the more potent and 
portable parts of the genre. Even Aristotle in De Anima identified the human 
imagination’s capacity for creative image- making beyond common percep-
tion, as a place for invention and free association, and as a heuristic guide 
to both the senses and to reason. Situated between different kinds and  
degrees of mastery of abstract physical theories, the imagination is a place  
where heuristic guides and assumptions about reality can slip— and this 
slippage between nominalist and realist representations of the microworld 
became easier in the tricky transmission and translation of difficult theo-
ries across disciplines. I argue that in the 1920s and 1930s, the cell mem-
brane and especially the “molecule” were precisely such underdetermined 
concepts, for which these kinds of translations between disciplines could 
happen without any clearer pattern of citation or other historically trace-
able intellectual descent.

More specifically in this chapter I seek to show how the concept of mo-
lecular orientation emerged out of physical chemistry in the 1910s and 
transformed from a relatively difficult synthesis of mathematical models, 
empirical facts, and abstract physical theories to an easily manipulated  
image or icon on paper and in the imagination. By looking for the graphical 
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and imaginary origins of the lipid bilayer in biology, I show how the lipid 
bilayer became “obvious” to a small number of biologists in the mid- 1930s. 
One of these biologists, the Giessen zoologist Wilhelm J. Schmidt (1884– 
1974), went further than most, imagining and then mobilizing the image 
of self- orienting lipids to render a dazzling world of submicroscopic atoms 
and molecules, all delicately assembled through no forces foreign to phys-
ics and chemistry.

The “Molecule” up to 1924
The word molecule itself was an underdetermined concept in the nine-
teenth century, despite its common use, and it was only in the years after 
World War I that the molecule was clearly conceived as an assemblage of 
atoms with definite shape.3 The word molecule has its origins in Pierre Gas-
sendi’s Syntagma Philosophicum (published posthumously in 1658), a spec-
ulative work on Epicurean mechanical philosophy, and is thus allied with 
René Descartes’ corpuscular metaphysics; for Gassendi, the Latinate ne-
ologism molecule would simply have meant “little mass” (OED Online, s.v. 
“molecule”). Even a century and a half later, Cartesian vortex theory could 
still be deployed in biology and natural history, with little change to the 
neo- Epicurean meaning of the word molecule: for example, “Life, then, is a 
vortex, more or less rapid, more or less complicated, the direction of which 
is constant, and which always carries along molecules of the same kind, but 
into which individual molecules [les molécules individuelles] are continually 
entering, and from which they are constantly departing” (Cuvier 1817, 13).

If corpuscular and discontinuous theories of matter had little bearing on 
biology in the nineteenth century, it was perhaps in part due to chemists’ 
and physicists’ continuing disagreement over the nature of the molecule as 
well: the physicists’ “atom” and “molecule” were nearly incommensurable 
with those of the chemist, well into the twentieth century (Schütt 2002; Gav-
roglou and Simões 2012). Even if chemists were essentially united in a prac-
tical or pragmatic understanding of molecular identity by the 1860s— that 
is, a minimal unit of a distinct chemical species that could be identified by 
specific molecular weight— then exactly how this could be reconciled with 
physicists’ views of molecular  forces remained an open question.

Thus, on the one hand, chemists could disagree over whether atoms 
and molecules were real, indivisible particles or merely formulaic conven-
tions on paper alone (Nye 1972; Nye 1993; Nye 1996; Ramberg 2003; Rocke 
2010). On the other hand, physicists’ formal mathematical equations left 
a great deal open to interpretation, and, on paper at least, the physicists’ 
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mathematics had little to do with the chemists’ increasingly elaborate 
written formulas for molecules, reactions, and products. James Clerk Max-
well’s physical definition of molecules in thermodynamics and gas law, for 
example, hypothesized that molecules might alternately be “portions of [a 
gas] which move about as a single body,” or “pure centers of force endowed 
with inertia, or the capacity of performing work while losing velocity” (Max-
well 1868, 136). By the end of the nineteenth century, even as physicists and 
chemists were knitting together kinetic theory and the behavior of specific 
chemical substances, physicists found themselves again embroiled in 
tough metaphysical debates about the continuity or atomicity of matter, 
tussling over whether thermodynamic equations ontologically privileged 
either energy, on the one hand, or a statistical understanding of atomic 
or molecular behavior, on the other (Porter 1994; Staley 2008). Especially 
for physiologists with a clear physicalist bent, the absolute primacy of the 
Second Law of Thermodynamics could suggest that “molecules” were nec-
essarily indeterminate, statistical, wandering beings, rather than clearly 
defined structural members of a living machine (Gray 1931, 14).

Despite the centrality of thermodynamics in physicists’ and physicalist 
physiologists’ understanding of the molecule, the physical chemistry of 
fats played a very different and genuinely outsized role in changing how 
molecules were conceived. Partly by historical accident, the physical inves-
tigation into fats began physicists’ attempts to quantify both surface ten-
sion and molecular dimensions. Quite famously, in the early 1880s, while 
caring for convalescent parents, Agnes Pockels (1862– 1935) noticed that 
the surface tension of her dishwater changed dramatically when it be-
came slicked with oil. Using tin from a can of Liebig’s meat extract and 
her father’s pharmaceutical balance, Pockels built the first instrument 
to quantitatively measure the surface tension of thin liquid films: a broad 
rectangular trough, the scale measuring how much weight was required 
to separate a 6mm tin disk from the surface of water contaminated with 
oil, and the degree of contamination adjustable by a long tin or paper strip 
that scraped the water’s surface, stretching or compressing the oil slick (Al- 
Shamery 2011; Beisswanger 1991; Rayleigh 1899; Ostwald 1932).

Meanwhile, in 1889 Lord Rayleigh (John William Strutt, 1842– 1919) had 
begun to investigate the well- known phenomenon of camphor dancing 
upon water, and the interruption of that dancing by even a minute amount 
of oil. Using a “sponge bath of extra- size,” Rayleigh, likely working at home 
with his wife, Evelyn Balfour (Opitz 2012), drew a bath thirty- three inches 
in diameter and placed camphor flakes on the surface; then, using a loop 
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of platinum wire, he deposited tiny amounts of olive oil, which he claimed 
to be able to measure down to a twentieth of a milligram (Rayleigh 1890). 
By measuring the amount of olive oil required to stop the camphor from 
moving, and dividing that volume by the diameter of the tub, Rayleigh es-
timated that the maximum thickness of the oil film was 1.63nm (µµ in late 
nineteenth- century notation)— and, by extension, that this measurement 
might estimate the diameter of a single molecule of olive oil. By January 
1891, Pockels had read of his interest in thin oil films in the Naturwissen-
schaftliche Rundschau, and wrote a twelve- page letter to Rayleigh, describ-
ing her tin trough apparatus and the variability of the surface tension of 
contaminated water. Rayleigh immediately forwarded the letter to Nature 
for publication, securing Pockels’s high standing among physicists (Pock-
els 1891; Al- Shamery 2011).

Remarkably, for a bathtub experiment, Rayleigh’s measurement for the 
diameter of an oil molecule was only slightly refined in the next two de-
cades. This measurement, and this confluence of experiments on surface 
tension and molecular dimensions, happened in a relatively lowly domain 
of physics, far from the rarified realms of abstruse thermodynamic equa-
tions or metaphysical debates: in France, for example, Henri Devaux per-
formed research on the camphor point, surface tension, and molecular 
diameters with a tiny toy boat (Devaux 1888; Devaux 1913). What they had in 
common, however, was a continuing operative assumption that molecules 
were perfect spheres— after all, this is the only way one could assume a mol-
ecule has a diameter, rather than a length, width, and height (Garber 1978). 
The physical assumption of spherical molecules in turn affected the way 
Rayleigh interpreted Pockels’s discovery of the effects of oil on the surface 
tension of water. Pockels had found in the 1880s that the surface tension 
of water dropped when contaminated with oil, but surprisingly there was 
no clear linear or geometrical relationship between the amount of oil and 
the decrease in surface tension. As Pockels slowly added oil to the water’s 
surface, surface tension remained unchanged until a certain amount of oil 
was on the surface; then it plummeted sharply in relation to the amount of 
oil, but before long the drop in surface tension leveled off, decreasing only 
slowly. Rayleigh suggested that the sudden drop in surface tension was due 
to the effects of packing the spherical molecules in an increasingly tight 
space, as well as the different forces at work between the oil molecules and 
the water’s surface. The sharp decrease in surface tension “must depend 
upon the forces supposed to be operative between the molecules of oil. If 
they behave like the smooth rigid spheres of gaseous theory, no forces will 
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be called into play until they are closely packed.” Rayleigh’s well- hedged 
conclusion was that the sharp drop in surface tension occurred as the oil 
film on the water’s surface transitioned from being one molecule thick to 
two molecules thick. Any heterogeneity in the olive oil might then explain 
the differences across measurements, “whereby some molecules would 
mount more easily than others” in the chaotic, jumbled transition state 
(Rayleigh 1899, 337).

Interpreting Surface Tension: Molecular Orientation
It was this confluence of the clear facts of surface tension measurements 
and the tentativeness of molecular hypotheses that would lead two dif-
ferent American physical chemists to independently and simultaneously 
develop the theory of molecular orientation in 1917.4 Irving Langmuir 
(1881– 1957) and William Draper Harkins (1873– 1951) knew each other 
professionally, and the timing of their announcements in the Journal of the 
American Chemical Society ( JACS) a mere five months apart led to a bitter 
priority dispute and accusations against Harkins of intellectual theft (Cof-
fey 2008, 128– 34).5 Even though Harkins and Langmuir eventually agreed 
on the principle and theory of molecular orientation, their approaches to 
molecular orientation were quite different and addressed to slightly dif-
ferent scientific communities. Harkins, a relatively traditional university 
chemist, wrote and spoke in part to colloid chemists, a new and rapidly 
growing discipline that counted many biologists in its ranks. Langmuir, on 
the other hand, cemented his reputation as an iconoclastic and revolution-
ary chemist who endeavored to unify and clarify differences between physi-
cal and chemical approaches to atoms and molecules.

Langmuir had trained in Walther Nernst’s eclectic physical laboratory 
in Göttingen, but in 1909 he joined General Electric’s new research labo-
ratory in Schenectady, New York, eschewing a traditional academic career 
(Süsskind 2008; Kohler 1974). At GE, Langmuir was free to pursue whatever 
interested him (unusual for a corporate scientist), and this would eventu-
ally include research on thin films and atomic structure in light bulb de-
sign (Wise 1980; Wise 1983; Reich 1983). His most important agenda in the 
1910s and 1920s was bridging what he saw as a yawning chasm between 
chemical and physical theories of molecular behavior, asserting that chem-
ists’ structural formulae— formulae that did not suggest perfect, spherical 
symmetry— ought to have a greater bearing on theories of physical struc-
ture and behavior. The experiments of Rayleigh and Pockels with oil films 
provided the opportunity to build that bridge.
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Langmuir (1917) used what was essentially a more elaborate version of 
Pockels’s tin trough, repeating many of Pockels’s and Rayleigh’s experi-
ments on surface tension. The key difference was that Langmuir used very 
specific and chemically pure oils, rather than whatever olive oil happened 
to be in the kitchen, as Lord Rayleigh had in 1889. Langmuir observed that 
most oils decreased the surface tension of water by the same amount when 
they were laterally compressed, but that this ability to lower surface tension 
with uncompressed films depended on exactly what kind of oil was being 
used. He believed that the specific composition of a fatty acid’s hydrocar-
bon chain and the number of double bonds in that chain corresponded 
with the ability to stretch a monomolecular film without breaking it— and 
indeed Langmuir found that the saturated stearic acid covered a maximum 
area that was less than half of a film covered by the monounsaturated oleic 
acid.6 Langmuir concluded by arguing that a single molecule of oil resting 
on a water surface had its carboxyl group and any unsaturated carbon dou-
ble bonds chemically bonded to the water, while the CH3 hydrocarbon tails 
flopped around freely on the surface.7 Thus, when the oil was compressed, 
only the carboxyl groups remained stuck to the surface of the water, while 
the hydrocarbon tails stood vertically upright. In other words, Langmuir 
found an experimental system that could show that fats with different 
chemical formulas could be found to have different lengths, and that there 
were two different kinds of relationships between surface tension and 
length: there was the relationship between the length of the fatty acid and 
the changes in surface tension, but there was also a less direct relationship 
between the level of chemical saturation in the fatty acid and the changes in 
surface tension. The specific chemistry of fats, Langmuir argued, seemed 
to override the more general assumptions made in physics.

Langmuir’s series in the JACS was brilliant in synthetic scope, but also 
difficult to understand in all of its details unless one had as wide- ranging 
a command of chemical and physical theory as Langmuir had. In contrast, 
Harkins’s work on surface tension relied less on synthesizing a wide range 
of theories and more on tackling a specific problem: the relationship of 
surface tension to solubility. For example, the theory suggested that urea 
and water enter into solution very easily because they have extremely low 
surface tension, while oil and water are so insoluble you can see the surface 
tension working with your naked eye. However, Harkins and his laboratory 
team at the University of Chicago discovered that surface tension alone 
was a poor predictor of solubility, especially of fats and other organic acids. 
Using a much more precise set of instruments than the Pockels- Langmuir 
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trough (Harkins and Brown 1916; Harkins and Humphery 1916), Harkins’s 
team surveyed surface tension data for 336 different substances in both air 
and water and noticed that, for many substances, the surface tension of one 
substance in the air was drastically different than if it had an interface with 
water (Harkins, Brown, and Davies 1917; Harkins, Davies, and Clark 1917). 
Furthermore, the differences seemed to be roughly related to the presence 
of carboxyl (COOH) groups and the relative saturation of any hydrocarbon 
chains. However, rather than make any general argument about the length 
of a molecule or hydrocarbon chains flopping around on water, Harkins 
proposed a very physicalist thought experiment, asking, How much work 
would it take to separate two substances, say, benzene and water, at their 
interface?

If it is imagined that a single liquid is divided into two parts by a hori-
zontal plane, and that when this imaginary plane is lifted the upper 
layer rises with it, then, where before there was no surface, two sur-
faces now appear . . . since the surface tension of water at 20° is, ac-
cording to our measurements, 72.8 dynes per cm., the free energy per 
square cm. is 72.8 ergs. The total energy of the two surfaces, each of 
which may now be supposed to have an area of 1 square cm., will be 
145.6 ergs. If the two surfaces now approach and meet one another, 
this free energy disappears, since there is now no surface energy at the 
imaginary interface. (Harkins, Brown, and Davies 1917, 335)

Or, stated in more formal terms: If the independent surfaces of two sepa-
rate substances are maintained by a certain amount of energy, then what is 
the decrease in energy if two substances approach and touch one another? 
This gave the following mathematical expression:

(γa + γb — γab = –∆γ),

where γa and γb are the surface tension measurements of substances 
a and b independently in air or water, and γab is the surface tension of  
a and b when they are in contact with each other. If there is difference  
remaining, – ∆γ, it would suggest that there is something about the inter-
face of the two liquids that is very different from the behavior of the two 
liquids acting independently of one other. Harkins argued that if there was 
any non- zero value for – ∆γ, then in order to make the transition from a to 
b less abrupt, the molecules could be imagined to orient themselves in a 
way that lowered the tension at the interface. As he put it in a more general 
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way: the boundary of any homogenous liquid with another must have some 
structure to make the boundary less energetic, if possible.

Harkins concluded that “at the interface between another liquid and 
water, the molecules in the surface of the liquid set themselves in such a 
way as to turn their more active or polar groups toward the surface of the 
water. At such surfaces liquids therefore show a structure” (363). Harkins’s 
explanation for the energetic difference at the interface was thus the same 
as Langmuir’s explanation of the relationship between surface tension and 
the maximum area of a monomolecular oil film: there must be some shape, 
or structure, or other kind of polarity in molecules that causes them to ori-
ent at the interface, and this orientation works to reduce surface tension.

Colloid Chemistry and the Iconography of Molecular Orientation
Conceivably, Langmuir’s position at General Electric insulated him from 
other scientists who needed to understand how his theory might be gener-
ally applicable: he was a lone genius given free rein in a corporate labora-
tory, and the truly eclectic nature of his writings seems to reflect the wide 
range of interests he held in a somewhat undisciplined fashion. Harkins’s 
writings and lectures were only slightly less difficult, but he was to prove 
more capable than Langmuir in speaking and writing to audiences who did 
not have much use for either mathematical physics or the details of organic 
chemical theory.

Not only was Harkins less dogmatic in his views, but he was more 
closely engaged with the interests and concerns of colloid chemistry. In 
the 1920s colloid chemistry was a discipline ascendant, propelled by ef-
fective evangelists, promises of wide industrial application, and catholic 
epistemological standards (Ede 2007, 78– 101). Colloids were defined from 
the mid- nineteenth century as heterogeneous aggregates that defied the 
usual methods of chemical analysis by sublimation or crystallization; col-
loid chemistry was thus a science of unruly and mixed materials like soaps, 
blood, rubber, soil, mucus, sewage, and, crucially, cells and protoplasm.

Colloid chemistry was typically instrumentalist or nominalist in its 
methods, in large part because of the wide range of materials classified as 
“colloids”; typical experimental topics included viscosity, flow, opacity, 
behavior in changing temperatures, response of a colloid to mechanical 
forces, and response to electrical fields and charges. This focus on tech-
niques of measurement and description of materials at hand allowed col-
loid chemists to communicate across vastly different specialties, despite 

 EBSCOhost - printed on 2/13/2023 7:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



220 Daniel Liu

working with a diverse range of colloidal materials. John Heilbron (1982), 
Ted Porter (1994), and others have called this general tendency in fin de siè-
cle physics “descriptionism,” and Porter in particular has argued that this 
epistemological remove from specific objects of inquiry allowed physics 
to broaden its scope and influence— that “descriptionism aimed to make 
physics almost impregnable, to confer on it something like the degree of 
certainty normally associated with mathematics. . . . The release of physics 
from all particular objects helped to dissolve the boundaries that confined 
physics to one aspect of the natural world” (Porter 1994, 130). The diversity 
of topics in colloid chemistry journals, symposia, and international meet-
ings meant that publishing in Kolloid- Zeitschrift or Protoplasma, or attend-
ing a meeting of the Faraday Society, gave an individual scientist potentially 
broad reach.

It was perhaps this kind of wider engagement that led Harkins to give 
those less mathematically or theoretically inclined colloid chemists a se-
ries of  verbal and graphical analogies for molecular orientation, starting in 
his June 1924 lecture to the National Colloid Symposium hosted by North-
western University.8 Harkins’s lecture, “The Orientation of Molecules in the 
Surfaces of Liquids,” has the first graphical representation of molecules as 
a ball and stick, to illustrate his surface structure principle from 1917. The 
sheer novelty of the concept of molecular orientation, however, gave cause 
for Harkins to elaborate two analogies in the lecture. One was verbal: “The 
ordinary observation of large scale objects, such as logs or ships, as they 
lie on the surface of a body of water, indicates that these objects exhibit a 
characteristic orientation with respect to the surface. Thus logs, when not 
too closely crowded together lie flat upon the water, that is the longitudinal 
axis is parallel to the surface. However, if one end of each log is loaded with 
a mass of iron or brass of the proper weight, it floats upon the surface and 
the longitudinal axis becomes vertical” (Harkins 1924b, 141).

This exercise in imagination was then accompanied by a visual and ma-
terial analogy, physically dragged out onto the stage in front of the audience 
at Northwestern. As the published text in the Colloid Symposium Monograph 
described the scene parenthetically,

(These phenomena were illustrated by the use of a large number of cy-
lindrical sticks of wood 3 mm. in diameter and 14 cm. long, weighted by  
a small cylinder of brass placed at one end. These were thrown upon 
the surface of the water in a large glass cylinder. This is represented in 
a diagrammatic way in Fig. 1. One of the vertical sticks was taken from 
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the water, the brass weight removed, and the stick dropped upon a 
vacant space upon a water surface. At once this assumed a horizontal 
position, thus exhibiting another type of orientation.) (Harkins 1924b, 
141– 42)

The first figure in the lecture is static (fig. 10.2 A), and claims to represent 
the analogy of weighted logs floating on water.

By equal measure, Harkins also emphasized that his diagrams were 
“highly conventionalized” (Harkins 1924b, 149), and in some of them it is 
not clear whether the diagrams were supposed to illustrate the molecules 
themselves or to illustrate dissymmetrical fields of molecular and surface 
forces. Yet the potential for slippage into realism was clear, and some of 
Harkins’s other figures (fig. 10.2B) seem to show how a jumbled mass of 
butyric acid molecules really could behave— individual molecules plung-
ing into the water and tumbling back out, some molecules curved and 
other straight, most of the surface molecules neatly oriented, and a few 
molecules left out of the orientation party. Such a figure was supposed to 
illustrate Harkins’s argument that “disorder has been overemphasized” in 
thermodynamic conceptions of molecules in liquids. Yet in attempting to 
illustrate a semi- ordered system, structured at the surface but unstructured 
in the greater body, Harkins managed to produce schematic diagrams that 
were realistically suggestive precisely because of their liveliness.

A B

Figure 10.2. William Harkins’s diagrammatic representation of sticks with brass weights on 
one end, thrown in a container of water. A, a strictly schematic analogy. B, introducing an 

element of realism in a purportedly schematic diagram. From Harkins 1924b, 142, 151.
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It is not clear exactly how or when Harkins’s diagrams began to make their 
way through other parts of colloid chemistry. By now he was well known as a 
leading authority on surface forces, and versions of the Colloid Symposium 
lecture found their way into two colloid chemistry textbooks. In the first text-
book Harkins even mentions that polar molecules “have been represented 
in this laboratory for many years” by the ball- and- stick symbol (Harkins 
1924a, 154), though this is the only place where he makes this claim. (This 
is also the only place where Harkins credits his student Ernest B. Keith with 
the illustration.) In the second textbook, part of the very influential multi-
volume series edited by the colloid chemist Jerome Alexander, Harkins not 
only reproduces all of the diagrams from 1924, but ceases to refer to them as 
“conventions” (Alexander 1926, 192– 264). Langmuir as well wrote a chapter 
for Jerome Alexander’s textbook (525– 46), and this chapter seems to have 
been the first time Langmuir resorted to using a diagrammatic representa-
tion for molecular shape and dissymmetry, at least in print. Rather than use 
a version of Harkins’s diagram, Langmuir here used a small black dot con-
nected to a fat, elongated tube, like a caper stuck to one end of a sausage, 
with the tubes varying in length to represent the real length of the molecule 
in question (fig. 10.3). Few if any later diagrams look like Langmuir’s 1926 
diagram, which would have been more useful in illustrating molecular di-
mensions than the larger- scale, aggregate effects of molecular orientation.

Harkins was more than just an authority on surfaces, however. By the 
mid- 1920s, surfaces became a central organizing theory in colloid chem-
istry, with “colloids” themselves being redefined as systems that were 
composed of a vast number and amount of surfaces. Earlier in the twen-
tieth century, colloids had been redefined from an operational state (e.g., 
inability to crystalize, inability to pass through parchment paper) to being 
a “disperse, polyphase system,” a mixture of multiple substances with dif-
ferent chemical identities (e.g., mud is a mixture of a watery “continuous” 
phase and a “disperse,” mineral particulate phase).9 The physicist Herbert 
Freundlich (1880– 1941) quickly recognized that this definition of colloids 
as disperse, polyphase systems meant that a colloid was generalizable as a 
gigantic surface: each particle of the disperse phase would thus have an ex-
terior surface that remained in contact with the continuous phase, and with 
the total surface between the two phases measurable in the range of tens 
to hundreds of square meters within a single cubic centimeter of a colloid 
substance (Freundlich 1907). By June of 1926 the soap and colloid chemist 
James W. McBain (1882– 1953) stood as the keynote speaker of another Col-
loid Symposium, now hosted at MIT, and argued that surface tension was 
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the ultimate determinant of colloidal stability: “It is not the nature of the in-
terior,” he declared, “but the composition of the exterior of the particle that 
determines [the colloid’s] chief properties and degree of stability. . . . The 
motto of the colloid is, ‘Save the surface, and you save all’ ” (McBain 1926, 9).

The very first case I have found where the ball- and- stick image was 
used by someone other than Harkins dates from just one month prior to 
McBain’s Colloid Symposium address in 1926. This was also by McBain, in 
May of 1926, in a very technical physical lecture entitled “An Experimental 
Test of the Gibbs Adsorption Theorem” (fig. 10.4; McBain and Davies 1927). 
McBain used a single, four- part “diagrammatic representation” (2231) of a  
monomolecular film, copying Harkins’s diagrams, not Langmuir’s. McBain 
and his student George Davies created this diagram to compare some of  
the discrepancies between Langmuir’s 1917 basic theory (a in the diagram), 
other explanations coming from thermodynamic theory (b and c), and at-
tempted measurements of how many molecules actually seemed to be ad-
sorbed to the surface, as well as how deep the surface layer could be (d). 
Harkins is not cited as a source for the image, and McBain and his student 
George Davies only note that Harkins and several others, had offered “a 
clear picture of the structure of films of insoluble materials resting upon a 
solvent such as water” (2230).

Figure 10.3. Irving Langmuir’s diagram explaining “molecular dissymmetry.” The small 
black dots represent a radical active group, and the cylinders represent hydrocarbon 
chains. From Irving Langmuir, “The Effects of Molecular Dissymmetry on Properties  

of Matter,” in Colloid Chemistry: Theoretical and Applied, ed. Jerome Alexander  
(New York: Chemical Catalog Co., 1926), 525– 46, on 538.
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McBain probably meant “picture” figuratively as a “conception” rather 
than literally as an “image” or “visual representation”; he cites Rayleigh, 
Adam, Devaux, Langmuir, and Harkins, and of these scientists by May 1926, 
only Harkins had published an image of surface molecules. McBain’s use of 
the ball and stick to represent a molecular film is quite casual and unattrib-
uted, so it is impossible to specify exactly the source from which he might 
have borrowed the image, or whether he invented the image himself. How-
ever, it seems very likely that the images have the same provenance, given 
the importance of Harkins’s and Langmuir’s writing, and given that McBain 
was a contributor to both of the textbooks for which Harkins had also writ-
ten. McBain’s own work in soap chemistry offers another route of transmis-
sion with Harkins: many of Harkins’s 1924– 25 articles engaged with soap 
chemistry, and in this context he briefly suggested that the ball- and- stick 

Figure 10.4. Ball- and- stick models of monomolecular lms. This may have been the rst 
time the ball- and- stick model was used after Harkins. Reprinted with permission from 

McBain and Davies 1927, 2231. Copyright 1927 American Chemical Society.
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model actually represented molecular “wedges” capable of orientation. In 
1925, in a popular lecture at the Royal Institution, McBain had described 
colloidal soap particles as, “like a pair of military hair brushes, in which the 
bristles represent the hydrocarbon chains of the molecules arranged paral-
lel to each other in sheets, two such layers being put together hydrocarbon 
to hydrocarbon. The two backs of the brushes on the outside represent the 
hydrate layer and the un- ionised electric double layer” (McBain 1925, 581).

This picture of an opposing pair of brushes was accompanied by an 
overly detailed chemical diagram that suggested a precise location for every 
atom and valence bond, a mesmerizing arrangement of capital Hs and Cs 
in neat, parallel zig- zags and rows— an image useful for showing detailed 
structure but less so for illustrating orientation (fig. 10.5). This connection 
between Harkins and soap chemistry was also probably not an accident: 

Figure 10.5. An overly complicated attempt at chemical realism, the “pair of military  
hair brushes.” This image originally accompanied James McBain’s 1925 lecture  

at the Royal Institution, but was only published later in McBain 1950.
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McBain saw the study of soap and soap production as an especially rich 
area for colloid chemistry, since soaps were chemically simple substances 
that were but poorly understood in their manifold physical behaviors 
(Stadler 2009).

Even more evocatively, McBain also cheerfully suggested that the col-
loidal particles of soap “resemble a group of, say, less than a dozen eels 
tied together by the tails, and pointing outwards in all directions from the 
common centre” (McBain 1925, 582). Although there was some precedent 
to describing fat molecules as having hydrocarbon “tails” before 1925 
(Langmuir 1917, 1864), the verbal convention of referring to lipids as hav-
ing “heads” as well had become common enough in the 1920s that an older 
soap chemist thought it merited some disparaging comments:

The individuality of soap molecules is so peculiar that they may be 
described as eccentric. By various workers they have been credited 
with heads and tails, although they prefer to stand upon the former. 
Indeed, they appear to try to emulate the ostrich and bury their heads 
in the most unlikely surfaces while the rest of their body, which only 
consists of a tail, sticks up in the air. This type of anthropomorphic 
familiarity, however picturesque, should only be indulged in with cau-
tion, . . . [and] the implied endopsychic endowment of the molecules 
is quite unjustifiable. (Lawrence 1929, 132)

This particularly ill- tempered soap chemist was probably the first to 
publish an illustration of a “sandwich” of fat molecules (fig. 10.6), with 
tails oriented toward each other, and using the ball- and- stick convention 
(Stadler 2009, 73– 74). This image by A. S. C. Lawrence came from “certain 

Figure 10.6. A. S. C. Lawrence’s static diagram of very thin soap lms, perhaps the first  
to be shown as a lipid sandwich. This image originally appeared in Lawrence 1929,  

128, but it was reproduced and likely more commonly seen in Adam 1930, 137.
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a priori possibilities”: that is that since a monolayer of fats seems to only 
exist on a surface of water, two surfaces of water (the shaded regions in  
fig. 10.6) could support the existence of a bilayer (Lawrence 1929, 11– 12). 
This image was copied and cited in 1930, without mention of the “sand-
wich” metaphor, by Neil Kensington Adam (1891– 1973), the physical chem-
ist who was the mentor and advisor to the “inventor” of the lipid bilayer  
cell membrane in 1935.

Lipids and the Biological Microworld
When James Danielli proposed his cell membrane model in 1935— a layer 
of protein adsorbed onto the lipid bilayer that “would have been obvious 
to any competent physical chemist”— he had already spent seven years un-
der Adam’s tutelage at University College, London, having gone to Adam 
for chemistry lessons since 1928, at the precocious age of seventeen (Stein 
1986). So it should be no surprise that Danielli thought a bilayer of lipid 
molecules was an “obvious” structure that needed no citation. The closest 
citation for a lipid bilayer in Danielli and Davson’s short and quite specu-
lative 1935 paper is to Adam’s 1930 textbook, The Physics and Chemistry of 
Surfaces, where the only molecular diagram was the one borrowed from 
Lawrence (Adam 1930, 136– 37).

Danielli may have been aware that, in the early 1930s, schematic dia-
grams of lipids and the structure of fats were slowly spreading across to 
France and Germany, where the study of fats had become associated with 
the biology of nerve cells in addition to the physics of soaps. Since 1924, the 
Giessen biologist Wilhelm J. Schmidt had made a reputation for himself 
by arguing that animal tissues and cells were made of “building blocks” 
(Bausteine) of submicroscopic, crystalline particles (Schmidt 1924). This 
was an unusual position for a biologist to take in the 1920s, when most 
biologists had just recently embraced colloid chemistry as the future for 
cell research— and in so doing, they had made the decision to avoid mi-
crophysical or submicroscopic speculations. The structure of the cell and 
protoplasm had widely been acknowledged as being a colloid since the late 
1890s, giving the view that the cell was a dynamic, heterogeneous aggre-
gate of living slime. For example, through the 1920s, the plant physiolo-
gist D. T. MacDougal (1865– 1958) was engaged in building artificial plant 
cells out of gelatin, fats, and filter paper, attempting to create the colloidal 
structures that mimicked the way plants absorb water (MacDougal 1924). 
MacDougal’s diagram of what he thought was the gradual transition from 
the colloidal cell wall to the colloidal protoplasm offers an exceptionally 
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clear (and exceptionally rare) visual insight into how biologists in the 1920s 
envisioned the cell as a colloidal aggregate: not as a series of clearly delim-
ited anatomical parts, like walls, membranes, or chromosomes, but all as 
part of a dynamic, polyphase colloidal system, each part blended into the 
others (fig. 10.7).

Up to 1937, Schmidt was apparently still unaware of Langmuir, Har-
kins, Adam, and certainly not aware of Danielli and Davson, and none of 
those names appeared in any of his citations until 1938. Schmidt had been 
trained as a zoologist in the relatively old- fashioned zoological institute at 
Bonn in comparative anatomy and natural history. Of those who published 
in the Kolloid- Zeitschrift, Schmidt was perhaps the most naive about physi-
cal chemistry, and in none of his writings does Schmidt show more than a 

Figure 10.7. D. T. MacDougal’s schematic of the colloidal arrangement of the cell wall, 
lipoidal membrane, and protoplasmic body, showing the three systems as one continuous 
system, rather than three discrete layers. This is one of the only schematic, didactic images 

of the colloidal structure of the protoplasm, and its rarity is perhaps accentuated by the 
emphasis on instrumental measurement in colloid chemistry. From MacDougal 1924, 77.
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passing acquaintance with topics like surface chemistry or colloidal theory. 
As a university student, he had taken classes in physics and chemistry, but 
his interests were in philosophy, art, and classics; and as a graduate student 
in zoology, he had passions for reptiles, mollusks, and a sunshine- filled life 
at the various marine research stations along the Mediterranean (Schmidt 
1964).

It was around 1910 and probably at the Naples Zoological Station 
where Schmidt learned polarized light microscopy in order to study oyster 
shells and mother of pearl, and it was through studying the technique that 
Schmidt became committed to seeing living cells as being composed of 
crystalline building blocks rather than unstructured colloidal slime. Polar-
ized light microscopy was a well- known technique to detect anisotropy— 
directionality or orientation— in crystals and minerals, and it had long 
been used in mineralogy and geology to identify rocks. Initially, Schmidt 
began to use polarized light microscopy to study teeth, shells, scales, hair, 
hard excrescences, and bones. His 1924 comparative anatomy project, 
The Building Blocks of Animal Bodies in Polarized Light, was essentially five 
hundred pages of detailed examinations of the hard, solid parts of many 
animals, in the tradition of nineteenth- century comparative anatomy and 
zoology.

Through the 1920s and into the 1930s, however, Schmidt began to im-
merse himself in the technical and theoretical approaches to polarized 
light microscopy that were being promoted by the botanists Hermann 
Ambronn (1856– 1927) and Albert Frey (1900– 1988).10 Ambronn and Frey’s 
ideas promised to give biologists the ability to make reasonable guesses 
about the submicroscopic structure of the soft, colloidal parts of living 
cells, such as the unlignified cell wall or the chromatin in chromosomes 
and nuclei. Their technique relied on a set of optical theories developed 
by the physicist Otto Wiener (1862– 1927), and known as the “Wiener Mis-
chkörper” or “Wiener mixed bodies” (fig. 10.8; Wiener 1904; Wiener 1909). 
This theory suggested that two idealized colloidal structures would show 
very specific kinds of birefringence and colorful interference patterns when 
viewed under cross- polarized light: rodlets arranged in parallel columns 
within a fluid system would show positive birefringence, while platelets 
stacked in alternating layers of the same fluid medium would show nega-
tive birefringence. Ambronn and Frey (1926) proposed immersing the col-
loid (or cell or tissue) in a fluid whose refractive index could cancel out the 
optical properties of the medium surrounding these rods or platelets, thus 
making any intrinsic optical properties of the rodlets or platelets directly 
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accessible. This “imbibition method” would allow the biologist to deter-
mine exactly how the submicroscopic rodlets or platelets were arranged 
within the living tissue, unobscured by the continuous colloidal phase. Am-
bronn and Frey argued that a good polarization microscopist could sepa-
rate the “form birefringence” (Formdoppelbrechung) of the whole system 
from the “intrinsic birefringence” (Eigendoppelbrechung) of the underlying 
submicroscopic parts (e.g., parallel rodlets or stacked platelets).

The technique required a great deal of patience, but it had a crucial ad-
vantage over traditional cytological fixation and staining: it did not require 
preserving and killing the cells, which would alter their delicate, submi-
croscopic, colloidal structure. The first soft tissue Schmidt tackled using 
Ambronn and Frey’s technique was frog eye retina (Schmidt 1935). Schmidt 
knew that the rod cells especially were delicate complexes of fatty and pro-
teinaceous layers, and at a minimum, he wanted to see if polarization mi-
croscopy could allow him to see how they were intertwined. In this 1935 

Figure 10.8. Wiener mixed bodies:  
A, rodlet mixed body; B, platelet mixed 
body. If the rodlets and platelets in the 
two systems were of identical materials, 
and the media were identical to each 
other as well, then the rodlet mixed 
body would always show positive form 
birefringence parallel to the direction 
of the rodlets, while the platelet mixed 
body would always show negative form 
birefringence perpendicular to the 
direction of the platelets. From Ambronn 
and Frey 1926, 114, 119.
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paper, the schematic illustrations are all aimed at working out not only 
where the fats and proteins are located but whether the proteins and fats 
showed orientation with respect to one another (fig. 10.9). At this point in 
1935, Schmidt believed that living matter was ultimately composed of at-
oms and molecules, but with the polarized light microscope he could only 
hint at the directionality of any molecular or supramolecular structures 
with long dashes.

Figure 10.9. Wilhelm J. Schmidt’s early attempts to decipher the ne structure of frog eye 
rod cells. Note that “molecule” and “colloidal particle” are construed as synonyms in the 

captions, while the images only schematically show oriented particles. The pattern of 
arrangement of the linear particles in all of these diagrams is meant to guide and predict 

what kinds of form and intrinsic birefringence might be seen under polarized light.  
From Schmidt 1935, 513. With permission of Springer.
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Between 1935 and 1938, Schmidt began to read more widely on the opti-
cal properties and molecular structures of fats and lipids, the same area 
of physical investigation where surface tension and molecular orientation 
were built. According to his citation patterns in 1938, Schmidt relied es-
pecially heavily on two works by two French scientists. The first was the 
thin- film chemist Henri Devaux (1931), who had written a comprehen-
sive review article on thin oil films and molecular orientation. Second was 
the neuroanatomist Jean Nageotte (1936), who had written a monograph 
on the morphology and polarization optics of lipid gels. Devaux pointed 
to Langmuir and Harkins’s theoretical work, while Nageotte had also in-
corporated recent French and German X- ray crystallographic research on 
soap structures. Nageotte was especially attentive to bimolecular lamel-
lar structures, and the only molecular diagram he reproduced was of a bi-
molecular soap micelle by P. A. Thiessen and R. Spychalski (1931)— each 
molecule rendered as a very thin ball and stick, arranged in a crystalline 
rectangle, a fairly distant relative to the icon used by Harkins or McBain. In 
addition to Nageotte and Devaux, Schmidt was aware of the very influential 
article in Protoplasma by the Dutch colloid chemist H. G. Bungenberg de 
Jong and J. Bonner (1935), who described birefringent bilayers of lecithin 
that could self- organize under the right electrostatic conditions. By 1938 
Schmidt was beginning to use an iconography of the lipid bilayer structure 
that would have been very familiar to the surface tension theorists of the 
1920s. Schmidt likely came to the ball- and- stick representation through 
following Nageotte and Devaux’s citations— though perhaps he had seen 
the iconography of molecular orientation at a conference or when chatting 
with a colleague.

What would have been foreign to workers in the 1920s, however, was 
Schmidt’s complete reliance on a visually inspired language and drawings 
of shapes of molecules, and his nearly complete abstinence from the com-
plicated physics behind the lipids’ shapes and configurations. The phrase 
“surface tension” (“Oberflächungspannung” and variations thereof ) ap-
pears only three times and only very briefly in Schmidt’s first article (1938b) 
featuring lipid molecules in Die Naturwissenschaften (a general audience 
journal similar to Science and Nature). When he reprised the article for 
Kolloid- Zeitschrift (1938a) a few months later, he took out any mention of 
surface tension entirely— an odd move, given the journal. Instead of ex-
planations of fluid or molecular forces, Schmidt provided ten pages of in-
formed guesswork about what kinds of arrangements and materials give 
rise to specific birefringence patterns, paying close attention to signs of 

 EBSCOhost - printed on 2/13/2023 7:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



 Heads and Tails 233

physical polarity and directionality he had seen in various kinds of tissues 
and cells.

This might have been more biology than readers of Kolloid- Zeitschrift 
were used to, but within the discipline Schmidt was fast becoming known 
as a leading expert on the optical properties of complex colloids. Further, 
in a long article explaining his techniques to the German Zoological Society 
in 1939, Schmidt essentially offered any reader a manual to work out how 
different molecular structures appeared under polarized light. Rather than 
immediately asking the reader interested in his methods to look at living 
tissues, Schmidt (1939) offered a few hypothetical diagrams for protein- 
lipid structures before taking the reader on a series of exercises with chi-
tin, collagen, and lecithin smears. The exercises using exemplary materials 
were aimed at training the novice polarization microscopist to notice what 
kinds of materials and under what conditions certain birefringence pat-
terns could appear. The diagrams in the article were then meant to illus-
trate the fine structural details that were causing the birefringence patterns 
(fig. 10.10). For Schmidt in 1939, molecular structures could be “seen” by 

Figure 10.10. One of Wilhelm Schmidt’s exercises for learning how to interpret structure 
from polarization optical observation: observing changes in the sign of birefringence as a 
collagen ber is pulled. On the left, a and b are ordinary collagen, showing positive form 

birefringence and intrinsic birefringence, as well as positive uniaxial strain birefringence. 
On the right, c and d are collagen tanned with sumac, showing positive form birefringence 
and negative intrinsic birefringence, the latter due to the shrinkage caused by the sumac;  

e is a molecular- atomic schematic of the fiber expanding by pulling, resulting in the 
positive strain birefringence. From Schmidt 1939, 371. With permission of Springer.
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inference and even manipulated on a large scale, regardless of  whether the 
individual molecules were visible or yet rendered on the page.

The last time Schmidt was to write about his methods in depth came 
in 1941. Soon afterward, World War II left the Giessen zoological institute 
devoid of all but a few graduate students; the American firebombing cam-
paign on December 6, 1944, leveled most of the city, including Schmidt’s 
library, laboratory, and much of the rest of the university as well (Frey- 
Wyssling Briefe, 8 May 1946, HS 0443:1059). In 1941 Schmidt now had the 
experience and confidence to freely draw and diagram what he thought 
were the behavior and structural inclinations of proteins and lipids. The 
realism of these images also represented what he imagined was the fine 
structure of lipid membranes (fig. 10.11). “Strong hydrophilic lipoids such as  
lecithin order themselves automatically in the presence of water into bi-
molecular layered systems, so- called myelin figures: attracted by the hydro-
philic groups, water penetrates into the material and gives the molecules 

Figure 10.11. Wilhelm Schmidt’s realistic, diagrammatic image of a cross section of  
a lecithin droplet in water. “The water has invaded the lecithin; the outer surface 

molecules have turned against the surrounding water with their hydrophilic poles;  
the developing unimolecular lamella arranges the adjacent molecules, and  

so on.” From Schmidt 1941, 44. With permission of Springer.
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freedom of movement. . . . The ones at the surface turn their hydrophilic 
poles against the water and parallelize themselves; the resulting unimo-
lecular lamellae produce the structure of a second one with a reversed ori-
entation of its molecular poles (see left and right sides of the illustration), 
and in this way the process continues” (Schmidt 1941, 44).

Not only is the diagram of a mass of lecithin in water especially evocative 
in its dynamics: the language Schmidt used to animate the lipid molecules 
was built on reflexive verb constructions to give the molecules agency and 
individuality. The ball- and- stick lipids are actively sorting themselves out, 
“parallelisieren sich,” from a chaotic jumble in the middle of the mass and 
into orderly bi-  and tri- layers at the outer edge— a droplet of lecithin ren-
dered in fine molecular detail.

Figure 10.12. Wilhelm Schmidt’s diagrams of 
the myelin gure (A) and a layered lipid- protein 

system in cross- section (B). Note the optical 
index- ellipses on both diagrams, which indicate 

the kind of form (F) and intrinsic (E) birefringence 
characteristics one should expect from such  
a system. Such expectations would only be 
possible if these diagrams were conceived 

as realistic representations of the biological 
microworld. From Schmidt 1941, 45– 46.  

With permission of Springer.

A

B
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But it was Schmidt’s molecular image of the myelin figure and the 
protein- lipid system that shows how far the iconography of lipids had 
come as a scientific tool (fig. 10.12). The ovals laid on top of each figure 
were meant to indicate form (F) and intrinsic (E) birefringence of the sys-
tem. With up to four bilayers in the system, Schmidt indicated that, at first 
glance, the myelin tube would show form birefringence that indicated aniso-
tropy and orientation along the axis of the myelin tube. In fact, Schmidt ar-
gued through the image that the intrinsic birefringence of the system— the 
real arrangement of the individual molecules— is actually perpendicular to 
the axis of the myelin tube, because of the way lipid molecules orient and 
arrange themselves into bilayers. And in the case of the protein- lipid sys-
tem, Schmidt explained that not only did the lipid system (L) have its own 
form and intrinsic birefringence patterns (hence the labels E|L and F|L), 
but so too did the protein layer (E|P and F|P), and the entire lipid- protein 
system as well (F|P+L).

Conclusion
The most crucial feature of the two images of lipid systems in figure 10.12 is 
that they expect an exact correspondence to nature, at a scale where forces 
and entities are fundamentally inaccessible to direct observation. Polar-
ized light microscopy could only shows signs of directional orientation and 
distinguish between material systems with patterns of darkness or through 
flashes of color; it was at best an indirect method of seeing fine structure, a 
theory- laden vision that relied heavily on the microscopist’s intuition and 
experience. In the background were the hard- won, measurable, empirical 
facts: the birefringence of cells, surface tension measurements, and the lip-
ids’ chemical formulas. Transforming these facts into an argument about 
the cell’s molecular structure needed these clear facts, but these alone were 
not sufficient. Schmidt’s images, perhaps even more than his observations, 
were arguments that the biological microworld really was structured in the 
ways he described and illustrated on paper. Having accepted Schmidt’s im-
ages as true reflections of nature, any other observer could see the patterns 
of birefringence under the polarized light microscope as affirming the 
molecular reality shown on the page. Schmidt had to be sure that this bio-
logical microworld was both real and (inferentially) visible before he could 
make any scientific claim to the usefulness or veracity of these images. He 
could confidently rely on the image of the self- orienting lipid molecule to 
show his grasp of the laws of physics and chemistry, while also feeling no 
need to actually address the complex physical forces and dynamics that 
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governed that molecule’s individual behavior. The microworld would be 
close enough to what he drew on paper, because Schmidt not only imag-
ined that cellular structures looked like this: he assumed cellular structures 
really were this. Arguably, the colorful flashes of light seen under the po-
larized light microscope could never be interpreted without accepting the  
reality of the images on paper as an expression of the scientist’s imagination  
of the biological microworld.

So lipid molecules and their orientation were, in a way, obvious to 
Schmidt, at least by 1939 or 1940— and lipids and molecular orientation 
were obvious to Schmidt in a rather different way than they were obvious 
to James Danielli in 1935, the latter guided by his deep education and work 
in physics and chemistry. Whether or not Wilhelm Schmidt “received” the 
exact ball- and- stick image of lipid structures from Harkins, McBain, Law-
rence, or Danielli, I would argue, does not matter as much as the various 
meanings and possibilities of molecular orientation and colloidal struc-
ture that were bound up in the ball and stick.

Schmidt’s use of this iconography was a clear departure from the epis-
temological standards of the communities that originally generated it: the 
physical chemists insisted first on the factual and mathematical rigor of 
their theories, with images and molecular diagrams useful only in peda-
gogy or as a heuristic. Schmidt and many biologists and biochemists who 
followed his example could safely assume that the physics and mathemat-
ics were given, embracing the images and other illustrations first and fore-
most as representations of reality. This departure transformed the idea of 
the molecule into an entity with both a clear physical identity and, crucially, 
also stripped of much of the complex physics. This metaphysical distance 
between the physicalist abstraction of colloid chemistry and the realism  
of molecular biology can be seen easily by comparing figure 10.7 and  
fig ures 10.11– 12— the former an exceedingly rare illustration seen as having  
dubious scientific value, and the latter two quite common and seen as es-
sential in a scientific method. In physical chemistry and colloid chemis-
try, not only had there been strong injunctions against structural determinacy 
at the molecular level, but any images used were necessarily second- class 
citizens: in physical and colloid chemistry, instrumental measurement and 
mathematical modeling were supposed to provide the primary validation  
of a theory. In the biology of the cell and the search for the fine molecular  
structure of the protoplasm, it was important to know the physics and 
chemistry, but it was just as important to be able to imagine and draw on 
paper the living molecular world.
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Coda: Molecular Imagination and Postwar Technological Progress
Wilhelm Schmidt’s evangelism of polarized light microscopy helped inau-
gurate molecular- scale research of the whole cell, and his writings— and 
illustrations— from 1935 to 1941 became minor classics in cell research. 
While he was able, Schmidt established and led a structuralist turn in 
cell biology, pushing biologists to explore the cell’s molecular structure 
as an alternative to the colloidists’ orientation toward physiological func-
tion. What Schmidt referred to as the “building blocks” of animal bodies, 
others variously called this “ultrastructure” research or “submicroscopic 
morphology,” depending on who was asked. By the centenary celebrations 
of cell theory that began in 1938, submicroscopic morphology was a well- 
defined specialty in the life sciences, with a significant presence in cytol-
ogy and technical microscopy journals, two textbooks, and a great deal of 
energy and excitement (Schmidt 1937; Aschoff, Küster, and Schmidt 1938; 
Frey- Wyssling 1938). Before the refinement of the electron microscope for 
biological use, X- ray diffraction was the only method available to examine 
isolated molecular structures, and polarized light microscopy was the only 
method available to place molecular structures in the context of the whole 
cell (Schmitt 1939). Late in life, the American ultrastructural biologist Fran-
cis O. Schmitt (1903– 1995) could be heard complaining that Watson and 
Crick had falsely claimed the mantle of “molecular biology” in the 1950s, 
when, in fact, Schmitt, Schmidt, and others using only polarized light mi-
croscopes had been working at the molecular level decades before. “They 
call all this ‘molecular biology,’ ” Schmitt grumbled. “Well now that’s a very, 
brooaaad feeling, and it’s in a sense preemptive terminology to those of us 
who started the field more than a half century ago [in the 1930s and 40s]. 
We were molecular biologists then” (1990).

Electron microscopy began to replace polarized light microscopy in ul-
trastructure research soon after the war, but the transition took well over a 
decade and varied depending on the kind and style of research (Rasmussen 
1997; Strasser 2006). In August 1938, Helmut Ruska (1906– 1988) presented 
one of the first electron micrographs of a cytological object in public, at the 
Fifth International Congress for Cell Research in Zürich (Ruska 1939; Frey- 
Wyssling 1964). The existence of this early electron micrograph was more 
remarkable than the image itself: excitement for the possibility to directly 
observe the molecular structure of the cell was tempered by concerns about 
the preparation methods needed to make the technique work. The electron 

 EBSCOhost - printed on 2/13/2023 7:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



 Heads and Tails 239

microscope itself developed faster than biologists’ ability to section cells 
thinly enough to achieve molecular resolutions, and the fixation and me-
tallic staining regimes required to gain contrast were far harsher than the 
accepted preservation methods in ordinary light microscopy.

Through the 1950s, polarization microscopes were still used to set up 
expectations for what the electron microscope could see (Schmitt 1960). 
Even in the best electron micrographs at the time, molecular structures had 
to be interpreted from the image: for example, the lipid bilayer was visible 
only by looking for the parallel contrast lines created by the molecular stain 
of the phosphate group, separated by the measurable length of the two 
sets of hydrocarbon chains between them. As Rudolf Oldenbourg shows 
in chapter 12 of this volume, polarized light microscopy itself has become  
an instrument for precise measurement of molecular dimensions; polar-
ized light microscopy has always had the benefit of not requiring lethal or 
injurious preparation techniques.

Today the creation and manipulation of images is not only a paper activity 
for other scientific purposes: model- making is essential, perhaps the essen-
tial part of structural- molecular theorizing. However, the use of molecular 
models in biochemistry and molecular biology rarely scales up to the level 
of whole cells. The epistemological gap between the observation and the 
molecular- structural theory remained, mediated by the theory and expecta-
tions created by the schematic image of molecules in the biologist’s mind. 
Illustrations were widely available across several physical- chemical and 
biophysical specialties: in the early years of electron microscopy, the theory 
and illustrations served to confirm the results of the instrument, and not the 
other way around. The kind of technological progress that made postwar cell 
biology possible was thus arguably enabled by biologists’ expectations and 
enthusiasms, themselves aided by a healthy molecular imagination.
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Notes
1 Mathews uses the battery analogy quite indiscriminately to describe any contained, direc-

tional sequence of redox reactions, going so far as to argue that “the living cell is in fact 
a battery” (Cowdry 1924, 68). The “graphite rods” in Mathews’ analogy would be carbon 
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chains whose ends oxidize, providing energy to the cell. This is obviously a biochemical 
theory, rather than a structural theory based either on observational or physical evidence.

2 Among the significant targets of Jacobs’s skepticism was Ernst Overton’s famous 
“lipoid” theory of membrane permeability, which suggested that a lipid- impregnated 
boundary layer could serve to explain many problems of the protoplast’s selective 
permeability. While Overton’s lipoid theory has been repeatedly cited as an origin for 
modern cell membrane theories, historically Overton was but one of many scientists 
working on the broader problem of permeability in living cells, artificial membranes, 
and colloidal precipitates (Lombard 2014, 10– 11).

3 Again, by way of example, the seventh section of Mathews’s chapter in General Cytology 
is titled “What Is a Molecule?” suggesting that the meaning of “molecule” may have 
been far from obvious to a novice reader (Cowdry 1924, 38– 43). However, Mathews also 
argues that molecules are held together by gravitation and magnetic moment, and this 
is just one example of the very strange physics Mathews seems to have embraced— 
another being a long digression about the four- dimensional luminiferous ether, which 
“for practical purposes . . . we have called space and time, [and] may be referred to as 
Infinity and Eternity” (20– 25).

4 By 1917, surface tension was understood mathematically as a proxy for the free energy 
of a physical system, but surface tension remained as the focus of measurements and 
experiments.

5 The bitterness of the priority dispute between Harkins and Langmuir lasted for quite 
some time, and signs of the dispute can be seen in many of their publications and cita-
tions. At one point Harkins (1924a, 153) was so intent on bolstering his priority claim 
that in a textbook chapter he reproduced a page from one of his student’s lecture notes 
from 1914, which is far from convincing. By 1918 Langmuir (1364) was writing in the 
JACS that he had developed the idea in 1916, but that Harkins “elaborated” the theory 
of molecular orientation in March 1917, at least suggesting he thought Harkins’s work  
was neither insubstantial nor unoriginal. Harkins preferred to point out that the Brit-
ish colloid chemist William Bate Hardy had glancingly suggested the idea of molecu-
lar orientation in print five years previous (1912, 634).

Patrick Coffey (2008) has shown that several of Harkins’s contemporaries thought 
that Harkins showed a pattern of intellectual theft, although Coffey is intent on high-
lighting the discord between American scientists in this period. In my judgment, 
Coffey’s claim for Harkins’s dishonesty rings true, but many outsiders happily cited 
Langmuir and Harkins together (and occasionally Hardy as well) as developing and 
elaborating the theory of molecular orientation; these included James W. McBain 
(McBain and Davies 1927) and Henri Devaux (1931). This may have been either out of 
ignorance or out of support for Harkins; a few physical chemists, including Neil Ken-
sington Adam (1930) conspicuously avoided citing Harkins and his team, while shower-
ing Langmuir with praise.

6 For example Langmuir (1917, 1865) reported that a molecule of oleic acid (C17H33COOH) 
occupied an area of 46×10−16cm2, while a molecule of the stearic acid (C17H35COOH) cov-
ered a surface area of only 22×10−16cm2.

7 Today we would consider such contact due to “physical” van der Waals forces, but in 
1917 Langmuir firmly believed that these forces were due to chemical valence, because 
they were related to the specific chemical formulae of the oil.
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8 This was the second such symposium organized by the National Research Council, and 
topics for the eight symposia held between 1923 and 1930 varied widely from theoreti-
cal considerations to instruments and applications of colloid theory in engineering and 
biology. The 1924 Colloid Symposium, for instance, had papers on the rubber industry, 
new instruments, soil science, theories of emulsification, iodine, bacteriology, physiol-
ogy, and an extensive rebuttal of Jacques Loeb’s recent work on the Donnan equilibrium 
in protein solutions.

9 This redefinition of colloids was promoted by Wolfgang Ostwald (1907), along with eight 
classifications for two- phase colloidal systems: gas- liquid (mist), gas- solid (smoke), 
liquid- gas (foam), liquid- liquid (emulsion, sol, or gel), liquid- solid (suspension, sol, or 
gel), solid- gas (solid foam), solid- liquid (sol), solid- solid (gel).

10 Albert Frey (later Albert Frey- Wyssling, after he married Margrit Wyssling in 1928) was in 
many ways Schmidt’s counterpart in botany, one of the leaders among biologists push-
ing for a “submicroscopic morphology” of cells and protoplasm (Schmidt’s preferred 
term was Feinbau). Frey, as Schmidt somewhat wistfully remarked, “had the luck of  
being in the presence of the great masters” of Swiss and German physical chemistry in 
his education at Zürich and Jena (Schmidt 1964, 224; Häusermann et al. 1960, 7– 12).
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chapter 11

pictures and parts
representation of form and the 

epistemic strategy of cell biology
Karl S. Matlin

The physiology of the cell cannot be fully understood unless we determine the  

constitution of its parts, and the relation which undoubtedly exists between  

its morphology and the distribution of its biochemical functions.

— Albert Claude

In his introduction to General Cytology, E. B. Wilson celebrated the broad-
ening of cytology into a “cellular biology . . . in which observation and ex-
periment, morphology and physiology, have entered into a close affiliation 
with one another and with biophysics and biochemistry” (Cowdry 1924, 10;  
italics in orig.). Wilson optimistically implied that this multidisciplinary 
attack on the cell would, in the near future, yield previously unimaginable 
insights into cell function. Indeed, the publication of General Cytology in 
1924, edited by Edmund V. Cowdry, with chapters contributed by the lead-
ing lights of American biology, was a watershed in the development of the 
discipline. Chapters on cell chemistry, permeability, reactivity, and behav-
ior not only reviewed the status of cellular biology from different perspec-
tives, but also suggested that the way forward would be through chemical 
and physical analysis instead of through the morphology that had domi-
nated the subject since development of the cell concept in the early nine-
teenth century.

The optimism expressed in General Cytology was, however, premature. 
While the authors were correct in their belief that chemistry and physics are 
key to understanding how cells function, the technologies available in 1924 
were not up to the task. Light microscopes, which remained important in-
struments, continued to improve well into the twentieth century, but the 
physical limitation in resolution persisted (Bechtel 2006, 88). Methods to 
allow visualization of resolvable subcellular structures without the use of 
chemical dyes, such as phase contrast, did not appear until the early 1930s 
(Bradbury 1967, 292– 93). Despite progress in the separate discipline of bio-
chemistry, efforts by cytologists to understand the chemistry and physics 
of cells were generally applied to intact cells, not only because of technical 
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limitations but also because of the fear among cytologists that breaking 
open cells would irretrievably affect the properties of interest.1

Attempts to probe cell chemistry were made with specific histological 
stains, while cell permeability was measured with other chromogenic sub-
stances (Cowdry 1924). Centrifugation was employed, but often only to see 
how visible cellular components redistributed within the intact cell (Beams 
1943; Cowdry 1924). While it cannot be said that these methods were com-
pletely unsuccessful, they were clearly limited and offered no pathway to 
more in- depth analysis. In 1946, Albert Claude, who, as we shall see, was 
responsible for the development of radically new approaches, summarized 
the futility of some of these techniques:

The intracellular topography of  biochemical functions constitutes one 
of the major problems of cytology, and one that has benefited the least 
from the microscopical technique. With the successful application of 
staining to the study of cell morphology, the hope was entertained that 
specific color tests could be used under the microscope to determine 
the distribution of enzyme systems within the cell. Unfortunately, 
most of the color tests involve chemical reactions incompatible with 
the life of the cell and almost invariably it is found that the essential 
cell structures have been severely damaged or completely destroyed by 
the procedure. (Claude 1946a, 51)

In this essay I describe a series of discoveries made after Cowdry’s book 
was published that finally led to the establishment of  Wilson’s “cellular bi-
ology.” This new discipline transcended not only the limitations of tradi-
tional cytology at the turn of the century, but also the cytology envisaged by 
the authors of Cowdry’s book. While these discoveries were most definitely 
spurred by the development of new technologies, the manner in which 
these technologies were applied to questions of cellular function was an 
even more significant development.

In the late 1930s and 1940s, Albert Claude and his collaborators at the 
Rockefeller Institute for Medical Research developed both cell fraction-
ation and biological electron microscopy (Claude 1948). Cell fractionation 
consists of the mechanical disruption of cells and separation of cellular 
organelles and other components in a centrifugal field. While Claude was 
not the first to do this, the rigor of his approach paved the way for future, 
more refined developments. Electron microscopy was first successfully ap-
plied to whole mammalian cells in 1945 by Claude, Keith Porter, and Er-
nest Fullam (Porter, Claude, and Fullam 1945; Rasmussen 1997). Because 
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of its vastly superior resolution, electron microscopy opened up what was 
described as “the optically empty ground substance” to examination (Por-
ter 1953), leading to the discovery of the endoplasmic reticulum and other 
particulate and membrane- bound components of the cytoplasm not resolv-
able by light microscopy. George Palade, who joined Claude and Porter at 
Rockefeller just after  World War II, further developed these methodologies 
and their application to a very high level to investigate protein synthesis and 
secretion (Palade 1975), particularly in the 1950s and 1960s. Then Günter 
Blobel, who arrived at Rockefeller in 1966, went even further to examine 
molecular aspects of secretion in a “cell- free” experimental system derived 
from isolated parts of the cell (Blobel and Dobberstein 1975a, 1975b).2

Based upon this case study, I argue that the way these cell biologists 
applied new technologies constituted a particularly effective epistemic 
strategy, that is, an experimental approach to generate mechanistic expla-
nations of cellular phenomena. Most significantly, the strategy does not 
replace morphological observations with biochemical assays, but employs 
morphology as a constraint and guide for biochemical analysis of cell func-
tion. This heuristic use of morphology not only helps in the development 
of hypotheses to be experimentally tested, but also provides a context for 
experiments that insures that the results of these experiments are biologi-
cally meaningful (Matlin 2016). Another critical aspect of this strategy is 
that it is applied iteratively through multiple cycles, with each cycle leading 
to refinement of the hypothesis and deeper penetration into the mecha-
nism until a molecular understanding is achieved.3

Finally, I use a more contemporary case study to ask if the same epistemic 
strategy is effective under present circumstances, when experiments are  
informed not only by an understanding of the cell that greatly exceeds that 
of the mid- twentieth century, but also by an enormous amount of informa-
tion about biomolecules achieved through genomic sequencing and other 
“- omics” projects. Neither electron microscopy nor cell fractionation is now 
commonly employed in fundamental cell biology. Instead, light microscopy 
has been reimagined, and new, high- resolution techniques developed that 
overcome the limits of the past. Today living rather than fixed cells are most 
often observed, and parts of cells are not separated from the whole through 
centrifugation, but are introduced into the cell in the form of fluorescently 
labeled proteins, markers, and probes. Mechanistic hypotheses based upon 
observations of cells are still developed, but are now abstracted into com-
putational models to both cope with complexity and extract predictions of 
cellular behavior based upon intricate molecular interactions.
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I conclude by proposing that there is a core epistemic strategy in cell 
biology that facilitates investigation of cellular processes in a manner that 
leads to molecular explanations by defining the relationship among “pic-
tures” of cells, their morphological representation, and the “parts” from 
which cells are constituted.

The Endoplasmic Reticulum
In the late 1930s Albert Claude began using centrifugation to purify and 
biochemically characterize particles from disrupted tumor cells (Bechtel 
2006; Moberg 2012; Rheinberger 1995 and 1997). Claude soon discovered 
that the same particles could be isolated from normal, control cells, and 
gradually turned his attention away from cancer research to more funda-
mental cell studies as he refined his approach into an optimized method of  
cell fractionation using differential centrifugation (Claude 1940; Claude 
1941; Claude 1943a). Claude described his approach in a pair of definitive 
and detailed papers published in 1946 (Claude 1946a and 1946b). Rat liver 
was ground up and forced through a 1mm mesh, and the resulting pulp 
further homogenized with a mortar and pestle. To focus on the constitu-
ents of the cytoplasm, the extract was first centrifuged at very low speed 
to remove unbroken whole cells and nuclei, and the resulting suspen-
sion subjected to a series of further centrifugations at successively higher 
speeds. From this, Claude isolated three fractions that he called the large 
granules, microsomes, and “supernate” (supernatant), the latter consist-
ing of material that failed to sediment at the highest centrifugal speeds. He 
believed that the large particles (0.5– 2.0 microns in diameter) were a mix-
ture of mitochondria and secretory granules, but was unable to associate 
the microsomes with a particular cellular entity. Claude cited (and nearly 
quoted verbatim) E. B. Wilson’s 1925 textbook (Wilson [1925] 1928) to jus-
tify his choice of the term microsome as appropriate because it referred to 
“any small granules of undefined nature” (Claude 1943a). On the basis of 
his biochemical and centrifugal analysis, Claude described microsomes as 
RNA- containing particles 50– 300 nanometers in diameter, and linked the 
fraction to the blue- staining, “basophilic” part of the cell, observed using 
conventional histochemistry, by spreading isolated microsomes on a slide 
and applying the same stain (Claude 1943b).4

While Claude was not the first to perform cell fractionation (Bechtel 
2006), his biochemical analysis was particularly rigorous, in that he took 
care to account for all the material in the original extract, something later 
referred to as the “balance sheet” approach (Claude 1946a).5 In 1946, his 
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analysis consisted primarily of determining the elemental composition of 
the fractions; later on, specific enzyme activities were measured (Rhein-
berger 1995). Claude’s quantitative approach allowed him not only to say 
that a particular enzyme was concentrated in a specific fraction, but also 
that that fraction accounted for the majority of that enzyme in the cell. 
This ultimately permitted him and subsequent investigators to both re-
late functions associated with an enzyme to a distinct part of the cell and, 
conversely, to use that enzyme as a “marker” for further purification of the  
cellular component.

Claude wanted to move beyond morphology in cell studies. Neverthe-
less, microscopy remained a key adjunct to cell fractionation. In his study 
of liver cells, he knew the overall organization of the tissue from conven-
tional light microscopy, and used this as a point of reference as fraction-
ation proceeded. After the tissue was disrupted, the extract was examined by 
microscopy to determine the degree of cell breakage, and after the centrifu-
gation steps, the isolated fractions were examined as part of their overall 
characterization. Claude summarized the relationship between micros-
copy and biochemistry in a 1948 review, stating that “it would be difficult to 
separate the biochemical work from the morphological observations since 
the microscope has constantly served as a guide or check for the chemical 
and biochemical studies” (Claude 1948, 123). The dilemma prior to 1945, 
however, was that the microsomes isolated by Claude were “submicro-
scopic,” that is, below the resolution of light microscopy. Attempts were 
made to circumvent this through the use of dark- field microscopy. While 
this technique allowed very small cellular components to be detected, not 
much more could be visualized than a collection of particles jiggling with 
Brownian motion against a dark background. Things began to improve in  
1945 when Keith Porter in Claude’s group used electron microscopy to  
resolve previously invisible parts of cultured cells transferred intact into  
the microscope (Porter, Claude, and Fullam 1945).

One of Porter’s signature discoveries was an intracellular structure he 
described as a “lace- like reticulum.” Surprisingly, Claude did not mention 
this observation in his 1946 fractionation papers.6 In a Harvey Lecture two 
years later, he described both his fractionation results and the early obser-
vations by electron microscopy, but was noncommittal about any relation-
ship between the reticulum seen in whole cells and microsomes. He did, 
however, speculate that microsomes might be related to protein synthesis 
because of their high nucleic acid content (Claude 1948, 142).
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In 1953, Porter published an in- depth follow- up to his preliminary elec-
tron microscopic observations from 1945 (Porter 1953). To convince skep-
tics that the lace- like reticulum (now named the endoplasmic reticulum, or 
ER), was not an artifact of the new technique, he employed phase- contrast 
and dark- field microscopy to look at living cells in culture, and also ex-
amined cells fixed and stained in a manner similar to those for electron 
microscopy, claiming that structures consistent with the reticulum were 
visible even by light microscopy. More significantly, Porter referred to pre-
liminary experiments in which he had examined Claude’s microsomal 
fraction by electron microscopy to point out morphological similarities be-
tween the isolated material and the intact ER seen in whole cells. He then 
pulled his findings and those of others together to conclude that “the small 
particles of [the microsomal] fraction . . . are morphologically similar to 
fragments of the endoplasmic reticulum. Even without this latter evidence 
of identicalness, however, the fact that both the reticulum and the small 
particle fraction represents the basophilic material of the cytoplasm makes 
it reasonable to transfer the properties of the basophilic component or the 
‘microsomal’ fraction to the endoplasmic reticulum of the electron micro-
scope image” (Porter 1953, 743– 44).

Porter’s discovery of the endoplasmic reticulum in intact cultured cells 
was possible because the spread periphery of the cell was thin enough to 
permit penetration of the electron beam. By 1953, however, techniques 
for embedding fixed tissue in plastic and cutting sections thin enough for 
electron microscopy had been developed, making it possible to look for the 
endoplasmic reticulum in cells “in situ,” that is, in organs rather than in 
cell culture (Palade 1955b; Palade and Porter 1954; Porter and Blum 1953). 
In a first paper, Porter’s colleague George Palade compared the appearance 
of the ER in primary cultures of cells grown from pieces of tissue with the 
same cell types observed in situ after thin sectioning and found that it was 
identical (Palade and Porter 1954). A second paper the next year looked at 
forty mammalian and avian cell types in situ. Palade concluded that the ER 
is a universal feature of eukaryotic cells (Palade 1955b). In a parallel pa-
per, Palade described “a small particulate component of the cytoplasm,” 
later known as the ribosome (Palade 1955a). Palade saw these particles not 
only free in the cytoplasm, but also observed that some sections revealed 
ER “profiles of a rough- surfaced variety,” suggesting that ribosomes were 
attached to the ER membrane (Palade 1955b). In his second ER paper he 
noted that this rough ER was most prevalent in tissues known to engage in 
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large amounts of protein synthesis and that the RNA concentrated in the 
ribosomal particles had also been “related to the process of protein synthe-
sis” (Palade 1955b, 579). With this, the stage was set for a concerted effort 
to investigate the function of the ER in the cell.

Vectorial Transport
By the mid- 1950s the achievements of Claude, Porter, and Palade had over-
come the obstacles that had made cytology a dead- end in 1924. In the “op-
tically empty” part of the cell, they had discovered a new structure, the ER, 
isolated it, and articulated a plausible function. Certainly technological 
advances had made these studies feasible, but even more significant is that 
they had not abandoned the morphological approach in favor of a purely 
biochemical strategy. Instead they continued to use the morphology of the 
cell as a guide, as outlined by Claude in 1948, to help them link isolated 
parts to intact structures (Claude 1948). This approach allowed them to 
postulate that microsomes are likely derived from the ER, and that the ER, 
particularly that of the “rough surfaced variety,” plays some role in protein 
synthesis.

Before 1955, the biochemical analysis of microsomes by the Rockefeller 
group was largely limited to the measurement of nucleic acids, as well as 
nitrogen and phosphorus as stand- ins for protein and phospholipids. The 
activities of some metabolic enzymes, such as cytochrome oxidase, were 
examined, but these were all found to be concentrated in the large- granule 
(mitochondria) fraction (Hogeboom, Claude, and Hotchkiss 1946; Hoge-
boom, Schneider, and Pallade 1948). To get at the function of the ER, it was 
now clear that more in- depth biochemical studies were needed. Biochemis-
try expertise in the Rockefeller group was earlier provided by George Hoge-
boom, Rollin Hotchkiss, and Walter Schneider, but by 1948 Hogeboom and 
Schneider had relocated to the National Institutes of Health, and Hotchkiss 
had moved on to other things at Rockefeller (Moberg 2012).

In 1954 Palade recruited Philip Siekevitz to replace them (Bechtel 2006; 
Moberg 2012). The choice of Siekevitz was fortuitous if not strategic. Al-
though he was at the time working at the University of  Wisconsin, Siekevitz 
had previously been in Paul Zamecnik’s laboratory at the Massachusetts 
General Hospital, one of the leading laboratories investigating the mecha-
nism of protein synthesis. Beginning with Siekevitz in 1952, Zamecnik’s 
group used the fractionation techniques developed at Rockefeller to isolate 
microsomes and ribosomes and, by incubating them in a cell- free system, 
showed that radioactive amino acids were incorporated into protein in  
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the ribosomal fraction (Siekevitz 1952; Keller, Zamecnik, and Loftfield 1954; 
Littlefield et al. 1955).

In 1956 Palade and Siekevitz published a paper entitled “Liver Micro-
somes: An Integrated Morphological and Biochemical Study” that was a  
model for all future work on protein synthesis in the laboratory as well as 
the epistemic strategy that they would continue to develop (Palade and 
Siekevitz 1956). Using improved techniques of homogenization, centrifu-
gation, and electron microscopy, they isolated microsomes with attached 
ribosomes (which they referred to as “rough microsomes”) and estimated 
their content of nitrogen, phospholipid phosphorus, and ribonucleotides 
(fig. 11.1b). They also measured the activity of the enzyme diphosphopyri-
dine nucleotide- cytochrome c reductase, which Hogeboom had shown to 
be concentrated in microsomes (Hogeboom 1949). Throughout the isola-
tion procedure, Palade and Siekevitz monitored the fractionation using 
electron microscopy. From the order in which they presented their results 
in the paper, it was very clear that the study was organized around the mi-
croscopic observations. They began with a description of the morphology of  
the ER in the intact liver hepatocyte, and followed this with images of the 
total homogenate and isolated fractions as the purification proceeded: “In 
each experiment, small fragments of liver tissue were excised and fixed for 
electron microscopy before homogenizing the rest of the organ. The fate of 
the various cell components was followed throughout homogenization and 
fractionation by examining in the electron microscope samples of tissue, 
homogenate, and fractions derived from the same liver” (Palade and Siek-
evitz 1956, 172). In this manner, Palade and Siekevitz not only monitored 
the purification of liver microsomes during fractionation, but also made 
sure that the isolated microsomes were directly related to the ER seen in the  
intact cell.

Through their careful approach, Palade and Siekevitz were able to 
confirm previous suppositions that rough microsomes were fragments of 
the rough ER that spontaneously formed vesicles (fig. 11.1). This meant that 
the original, generic “microsomal fraction” of Claude was now a specific, 
defined part of the cell consisting primarily of membrane vesicles with at-
tached ribosomal particles. However, their work did not just improve the 
procedure for isolating microsomes and provide a more detailed chemical 
characterization; it also began to establish that microsomes were functional 
cellular entities. From their images and manipulations of microsomes, they 
concluded that they were sealed, osmotically active vesicles with retained, 
electron- dense content, possibly “imprisoned” “molecules of a large size” 
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(Palade and Siekevitz 1956, 192). These observations, together with the fact 
that the ribosomes were attached to the outside of the isolated vesicles in  
a manner resembling their attachment on the cytoplasmic side of the ER  
in situ, suggested a clear functional organization (fig. 11.1).

In their characterization of isolated microsomes, Palade and Siekevitz 
went beyond straightforward measurement of chemical composition and 
enzymatic activity. They also began to probe the relationship between the 
attached particles and the microsomal vesicles by first treating the rough 
microsomes with versene,7 which strongly binds divalent cations (calcium 
and magnesium), the detergent deoxycholate,8 or ribonuclease, an RNA- 
degrading enzyme. They then recovered the treated material by centrifu-
gation and examined it by electron microscopy. From this they concluded 
that most of the RNA in the fraction was in the particles, and most of the 
protein was in either the membrane of the vesicles or the trapped content. 
Ultimately, procedures like these would prove critical for defining the func-
tion of the ER at the molecular level.

Figure 11.1. The endoplasmic reticulum and rough microsomes. (a) An early view of the 
rough endoplasmic reticulum in situ in rat liver cells (fig. 2 from Palade and  

Siekevitz 1956). Note the attached ribosomes appearing as poorly resolved particles ( p).  
(b) Isolated rough microsome vesicles from a myeloma tumor cell line (fig. 3 from  
Blobel and Dobberstein 1975a). Due to improvements in electron microscopy, the 

ribosomes bound to the vesicles are clearly evident. (a) ©1956 Palade, G., and  
Siekevitz, P., Journal of Biophysical and Biochemical Cytology 2:171– 200.  

(b) ©1975 Blobel, G., and Dobberstein, B., Journal of Cell Biology 67:852– 62.
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After completing this study of liver microsomes, Palade and Siekevitz 
switched to the exocrine pancreas,9 because the secretory cells contained 
abundant rough ER and secretory or zymogen granules. Zymogen granules, 
which were visible in the light microscope, were of interest because they 
had been shown by histochemical procedures to be likely to act as a stor-
age site for digestive enzymes prior to their secretion (Siekevitz and Pal-
ade 1958). In embarking on their investigation of the pancreas, the goal 
was to broadly study the process of protein synthesis from a cellular per-
spective. That is, they were not particularly concerned with the biochem-
istry of peptide bond synthesis, but were interested in the cellular location 
where proteins are made and, in the case of a secretory cell like that of the 
exocrine pancreas, how those newly synthesized proteins are transported 
through and out of the cell. To accomplish this, they developed refined cell- 
fractionation procedures to isolate and purify rough microsomes and zy-
mogen granules, using the guinea pig pancreas as an experimental model.

With regard to the rough microsomes, they wanted to move beyond 
previous studies that had demonstrated the incorporation of radioactive 
amino acids into mixtures of proteins, to instead track the synthesis of the 
specific pancreatic enzyme chymotrypsinogen shortly after injecting the 
animal with radioactive amino acids. This work, which culminated in a 
paper published in 1960, was a technical tour de force because it required 
the isolation and purification of minuscule amounts of chymotrypsinogen 
from cell fractions prepared at different time points (Siekevitz and Palade 
1960a). Indeed, they remarked that it took five or six days to purify the en-
zyme from fractions resulting from a single experiment. Based upon their 
previous work in dissecting liver microsomes with deoxycholate, they also 
realized that it would be possible not only to localize newly made chymo-
trypsinogen to microsomes, but also to subfractionate the rough micro-
somes into ribosomes and content, and demonstrate that the granular 
material seen inside microsomes by electron microscopy was indeed chy-
motrypsinogen and other secretory proteins.

Following injection of radioactivity into the guinea pig, fractionation of 
the pancreas, and isolation of chymotrypsinogen from the fractions, they 
observed that one minute after isotope injection, chymotrypsinogen with 
the highest amount of radioactivity was associated with isolated ribosomes. 
By fifteen minutes, labeled chymotrypsinogen was distributed evenly 
among the ribosomes, microsomal content, and zymogen granules, and 
by forty- five minutes, it was found primarily in the zymogen granules. In a 
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subsequent paper, they found several other digestive enzymes associated 
with the particles and could only release them by causing the ribosomal 
particles to disintegrate (Siekevitz and Palade 1960b). On the basis of these  
results, they concluded that synthesis commences on the ribosomes  
before the proteins are transferred into the “cavities” of the microsomes and 
then later to zymogen granules, but cautiously stated that they “realize[d] 
that final proof remains to be obtained by studying in vitro amino acid  
incorporation into digestive enzyme by isolated cell fractions” (Siekevitz 
and Palade 1960a, 626).10

This next step proved to be difficult. As Palade noted in a 1962 review, 
their attempts to incorporate amino acids into proteins using guinea pig 
pancreatic rough microsomes had been unsuccessful (Palade, Siekevitz, 
and Caro 1962). While the reason was not clear, the suspicion was that a se-
cretory form of ribonuclease released by homogenization of the tissue was 
degrading key components necessary for synthesis. Palade suggested a way 
to circumvent this problem might be by using the pancreas from young pi-
geons, which contains less ribonuclease (Palade, Siekevitz, and Caro 1962).

Until a solution could be found, Siekevitz and Palade proceeded to refine 
the approach used in their study of chymotrypsinogen, looking at the syn-
thesis of another enzyme, amylase, in the guinea pig pancreas (Siekevitz and 
Palade 1966). This work yielded significant results. As with chymotrypsino-
gen, they purified amylase from rough microsomes after injecting animals 
with radioactive amino acids.11 This allowed them to measure not only the 
amounts of amylase present but also the “specific activity” of the purified 
enzyme— that is, the ratio of radioactivity to the mass of purified protein. 
Deoxycholate was again used to dissect rough microsomes into ribosomes  
and vesicular content, but this time they used lesser amounts of the deter-
gent to yield residual ribosome- bound membranes without the protein con-
tent sequestered within the vesicles. The dissection was monitored both 
biochemically, after sedimentation of the treated microsomes, and mor-
phologically. In a result that resembled those with chymotrypsinogen, they 
observed that detergent- treated rough microsomes depleted of content nev-
ertheless were associated with amylase of the highest specific activity:

The simplest explanation that we can offer for the above findings is 
that, when microsomes are gradually disrupted by detergent treat-
ment, ribosomes begin to be detached from the membranes, and 
those detached most easily are those having the low specific radioac-
tive amylase. . . . Even when disruption of the microsomes is stepped 
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up by high- DOC [deoxycholate] treatment, there remains on micro-
somal membranes a small percentage . . . of ribosomes [that] contain 
an amylase of much higher specific radioactivity . . . 

[I]t is clear that the presence of newly synthesized, completed pro-
tein . . . on the ribosomes coincides with a firmer attachment of the 
ribosome to the membrane. One of the factors responsible for this  
situation might be that part of the amylase molecule is still firmly 
bound to the ribosome, while the rest of it is already anchored to the 
membrane of the ER. (Siekevitz and Palade 1966, 527– 28)

In other words, ribosomes in the act of synthesizing secretory proteins were 
bound to the microsomal membrane, at least in part, by the protein they 
were making.

At about the same time, Colvin Redman, a postdoctoral fellow working 
with Siekevitz and Palade, succeeded in establishing an experimental sys-
tem to study protein synthesis in a cell- free, in vitro system derived from 
pancreatic rough microsomes by following the clue that Palade mentioned 
in 1962. Using young pigeons, Redman removed the pancreas, which 
turned out to have nearly one hundred times less ribonuclease than the 
guinea pig pancreas, and isolated and characterized rough microsomes 
(Redman, Siekevitz, and Palade 1966). The microsomes were then incu-
bated with a crude mixture of protein synthesis- stimulating factors, me-
tabolites to supply energy, and radioactive amino acids, and were able to 
synthesize radioactive amylase. Redman then used deoxycholate dissec-
tion to separate membrane- bound ribosomes that had been engaged in 
protein synthesis from the content found within the microsomal vesicle. 
The results confirmed the in vivo findings of Siekevitz and Palade that 
amylase was synthesized on the bound ribosomes and then subsequently 
transferred through the microsomal membrane to the interior, something 
described by Redman as a “vectorial” process: “The system in vitro thus 
comprises the vectorial mechanism involved in transfer of newly synthe-
sized secretory protein across the endoplasmic reticulum membrane into 
the cisternal space” (Redman, Siekevitz, and Palade 1966, 1150). This new 
system had many advantages, one of which was a much finer time resolu-
tion of the synthetic process than in vivo radioactive labeling. More im-
portantly, it was now possible to begin to biochemically disassemble the 
transfer mechanism.

Gradually, investigation of the mechanism of protein synthesis and trans-
fer across the microsomal membrane was passed along to new members 
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of the laboratory.12 One of these was David Sabatini, a skilled electron mi-
croscopist, who joined Palade as a graduate student to learn biochemistry. 
Sabatini collaborated with Redman shortly before Redman left Rockefel-
ler to follow up on the idea that ribosomes were bound to the microsomal 
membrane by the nascent chain, the name applied to the newly synthesized 
secretory protein that remained associated with the ribosome while simul-
taneously penetrating the membrane (Redman and Sabatini 1966). If the 
nascent chain held the ribosomes to the membrane, then its elimination 
might lead to release of the ribosomes. To test this, they added the antibiotic 
puromycin to Redman’s in vitro system during active synthesis of proteins. 
Puromycin works by prematurely terminating protein synthesis, leading to 
the release of any unfinished proteins from the ribosome. The results were 
somewhat unexpected: the ribosomes remained attached to the membrane, 
but the unfinished polypeptides fell off the ribosomes and continued to cross 
the microsomal membrane, ending up in the lumen. Clearly a continuous 
path existed from the site of protein synthesis in the ribosome, now known 
to be composed of large and small subunits, through the membrane: “The 
peptides being synthesized are assumed to grow within the central channel 
of the large ribosomal subunit (47S) in an environment which is (or can be 
made) continuous with the cisternal space [lumen] through a discontinuity 
in the ER membrane. As visualized at present, the transfer mechanism relies 
primarily on release from the large subunit and on structural restrictions at 
the ribosome- membrane junction, and hence, it is nondiscriminatory and 
possibly passive” (Redman and Sabatini 1966, 614).

Adopting the terminology of Redman’s other paper, they referred to the 
phenomena they observed upon addition of puromycin as “vectorial dis-
charge.” Significantly, their model of the transfer mechanism was devel-
oped not only through biochemical analysis of in vitro microsomal protein 
synthesis, but also through Sabatini’s parallel, high- resolution electron 
microscopy of microsome- bound ribosomes that showed attachment me-
diated by the large subunit (Redman and Sabatini 1966; Sabatini, Tashiro,  
and Palade 1966). This integrated approach was essentially the same epi-
stemic strategy developed earlier by the Rockefeller group, only now applied  
to a part of the cell on which mechanistic studies were focused instead of 
the whole cell.

As this work was completed, another investigator joined the project. 
Günter Blobel, a new postdoctoral fellow from the University of  Wisconsin, 
was a skilled biochemist whose PhD thesis had focused on an examination 
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of both free and membrane- bound ribosomes (Blobel and Potter 1967a; 
1967c; 1967b). When he first arrived at Rockefeller, he believed that Siek-
evitz would direct him, but soon realized that Palade was the driving force 
behind the secretion research. Nevertheless, he drifted while searching for 
his own project, purifying ribosomes and asking Palade to take pictures of 
his preparations in the electron microscope. This got Sabatini’s attention 
because it appeared to overlap his interests, by now being pursued in his 
own laboratory within the group. Rather than compete with each other, Sa-
batini and Blobel began to collaborate.

The Signal Hypothesis
From the outset of the collaboration between Blobel and Sabatini, their 
work was informed by new information on the biochemistry of protein syn-
thesis and the structure of ribosomes. It was now known that, while protein 
synthesis occurs on ribosomes, proteins are translated from information en-
coded in messenger RNAs (mRNAs) specific for each protein. Furthermore, 
once a ribosome becomes associated with an mRNA and begins to synthe-
size protein, other ribosomes can successively jump onto the mRNA to initi-
ate another round of synthesis such that multiple ribosomes are bound at 
once to the mRNA like beads- on- a- string. These are called polysomes.

The collaboration began slowly with a pair of jointly authored papers 
appearing in 1970 that continued to address the attachment of ribosomes 
to the membrane by the nascent polypeptide chain (Blobel and Sabatini 
1970; Sabatini and Blobel 1970). Isolated rough microsomes from rat liver 
were incubated in vitro to synthesize new proteins and then treated with the 
proteolytic enzymes trypsin and chymotrypsin. Results were as expected 
at this point, with ribosomes released from the membrane when the syn-
thesizing polypeptide and some parts of the ribosomes were cleaved by the 
proteases, and thus were not particularly insightful. What later became 
valuable technically, however, was the observation that the parts of new 
proteins that had left the ribosome and entered the lumen of the micro-
some were “protected” from proteolytic degradation (Sabatini and Blobel 
1970). As the collaboration continued over the next three years, other joint 
studies were completed with a graduate student and postdoc, but there was 
only incremental progress (Adelman, Sabatini, and Blobel 1973; Borgese, 
Blobel, and Sabatini 1973).

Up to this point, all the work had focused on what happened once ri-
bosomes that were already membrane- bound and attached to mRNA had 
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commenced synthesis and begun to transfer secretory proteins to the 
lumen of the ER. However, ribosomes were not always bound to the ER 
membrane. From the time that they were described in cells by Palade as a 
“particulate component of the cytoplasm” it was clear that there were ribo-
somes “free” in the cytoplasm and ribosomes bound to the ER membrane 
(Palade 1955a). There was a sense, not supported by hard evidence, that 
these two pools of ribosomes freely interchanged depending on particular 
physiological demands on the cell (Borgese, Blobel, and Sabatini 1973). If 
the latter was indeed true, then the question so far not addressed in any 
of the work was how ribosomes participating in the synthesis of secretory 
proteins actually “knew” to attach to the ER membrane and not remain free 
in the cytoplasm. In fact, this issue was recognized by Blobel and Sabatini 
and was a subject of intense discussion.

In 1971 Blobel, who was planning to attend an upcoming meeting on 
biomembranes, decided to present the ideas he and Sabatini had been 
pondering. When the resulting paper was later published as part of the 
symposium proceedings, it consisted of only three pages of text with one 
figure illustrating a speculative model (fig. 11.2a).13 In it Blobel and Sabatini 
proposed that the first part of a secretory protein that is synthesized, called 
the amino- terminus, is a short segment of the protein (designated as x in the 
diagram) that directs or targets both the ribosome- mRNA complex and the 
new protein in the process of synthesis to the ER membrane. The segment 
then associates with a “factor” that mediates binding of the ribosome to the 
membrane, permitting the nascent polypeptide to cross the membrane as 
synthesis continues (fig. 11.2a). The model was consistent with what was 
known about both the process of protein synthesis and the attachment of 
ribosomes to the membrane: that is, the amino terminus of new proteins 
was exposed first from the large ribosomal subunit during synthesis, and the 
large subunit binds to the membrane, but otherwise it was unsupported  
by any direct data.

The following year, evidence for the model came from an unexpected 
source. Tim Harrison, a graduate student with George Brownlee and Cesar 
Milstein at Cambridge University, was attempting to purify mRNA for the 
small subunit of a protein produced by the immune system called the im-
munoglobulin light chain. At the time, there was no easy way to identify 
specific mRNA’s except to add them to an in vitro system capable of protein 
synthesis, and then look for the appearance of a protein of the correct size, 
using the relatively new technique of SDS gel electrophoresis (fig. 11.3).14 
Harrison’s in vitro system was crude by Rockefeller standards, sometimes 
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containing microsomal membranes and sometimes not (Milstein et al. 
1972; Matlin 2011). In a first series of experiments, the synthesized immu-
noglobulin chain was observed to move in the electric field on the gel to a 
position corresponding to the same molecular size as the authentic light 
chain included as a control. However, Harrison also noticed the synthesis 
of another protein very slightly larger than the authentic light chain. In sub-
sequent experiments, he determined that synthesis of the smaller, authen-
tic protein required the presence of membranes. Together with Milstein, 

Figure 11.2. The 1971 (a) and 1975 (b) models of the signal hypothesis, from Blobel  
and Sabatini 1971 and Blobel and Dobberstein 1975a. In the earlier model, the signal 

sequence is depicted as an x and is not removed from the growing polypeptide chain  
after it reaches the ER lumen. In the 1975 model, the signal sequence appears as a  

dotted line that is proteolytically cleaved after translocation across the membrane.  
The diagram in (a) is used with permission of Günter Blobel. (b) ©1975 Blobel, G.,  

and Dobberstein, B., Journal of Cell Biology 67:852– 62.
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he then mapped fragments of both the larger and smaller proteins, show-
ing that they were identical except for one part at the amino- terminus, the 
first part of the protein that was synthesized. Because immunoglobulins 
are secretory proteins, they proposed that the extra segment was a “signal” 
that directed the protein to the ER membrane, where it was then removed 
(Milstein et al. 1972). At the time, Harrison and Milstein knew nothing of 
the Blobel and Sabatini model (Matlin 2011).

Figure 11.3. An SDS gel autoradiograph (a technique to detect only radioactive  
proteins) illustrating the small size difference between “bands” corresponding to the 

precursor that retains the signal sequence (downward- pointing arrows) and the  
processed or mature form (upward- pointing arrows). This is figure 8 from Blobel and 

Dobberstein 1975a. Harrison and Milstein used a similar technique in their work  
(Milstein et al. 1972). In Blobel’s study the numbers from 1 to 50 above certain  
vertical “lanes” correspond to successive samples taken during a “read- out”  

experiment (from 1– 50 minutes) as described in the text. ©1975 Blobel, G.,  
and Dobberstein, B., Journal of Cell Biology 67:852– 62.
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The publication of Harrison’s findings galvanized the Blobel and Sa-
batini labs when they realized that their model might indeed be true. 
However, Sabatini soon left Rockefeller to become the chairman of cell 
biology at New York University, and his added duties distracted him from 
a full- time focus on the problem. Blobel, however, continued the work vig-
orously. Harrison and Milstein had only postulated that the larger protein 
containing the putative signal was a precursor of the smaller protein, but 
had not shown it definitively. Blobel believed that rigorous proof required 
an almost completely defined experimental system, and set about purifying 
the most critical individual components. By the end of 1974, he began to get 
results, and one year later published a pair of definitive papers (Blobel and 
Dobberstein 1975a; 1975b).

As if he wanted to dramatically demonstrate the universality of the 
mechanism that he hoped to prove, Blobel purified components of his 
system from diverse biological sources. Rough microsomes were isolated 
from both mouse myeloma tumor cells and dog pancreas,15 and character-
ized by electron microscopy (fig. 11.1b). The myeloma microsomes were 
chosen because myeloma cells synthesized the same protein studied by 
Harrison and Milstein, the immunoglobulin light chain. Dog pancreas was 
not only a rich source of rough microsomes synthesizing a variety of secre-
tory proteins, but, like Redman’s pigeon pancreas, had significantly less 
ribonuclease than pancreas from other sources. Small ribosomal subunits 
were purified from rabbit reticulocytes (immature red blood cells), large 
subunits from rat liver rough microsomes, a mixture of factors needed to 
initiate and continue protein synthesis from another mouse tumor, mRNA 
for light chain from the same myeloma, and mRNA for globin (the core 
protein of hemoglobin), also from reticulocytes (Blobel and Dobberstein 
1975a; 1975b).

Blobel used these components to create two separate systems for in vitro 
protein synthesis. The first he called the “readout system.” This contained 
either rough microsomes from myeloma cells or something he called 
“detached ribosomes.” The rough microsomes consisted of membrane- 
bound polysomes, the ribosome beads on the mRNA string, in the process 
of synthesizing light chain. In the polysomes, the ribosomes nearest the 
distal end of the mRNA at the time of isolation were assumed to have al-
most finished synthesizing light chain, while those at the beginning of the 
mRNA were just getting started. Blobel’s “detached ribosomes,” were re-
ally detached polysomes, that is, the same polysomes present in the rough 
microsomes but released intact from the membrane by treatment with the 
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detergent deoxycholate. To determine if the smaller and larger light chains 
were synthesized, Blobel incubated both the rough microsomes and the de-
tached polysomes with other factors required for continued protein synthe-
sis to “read out” the light chain mRNAs— that is, to complete the synthesis 
of the light chain proteins that had started synthesis before the myeloma 
cells were disrupted. He compared the protein products of the read out 
by SDS gel electrophoresis. Because the readout system did not contain 
factors to start new protein synthesis, the synthesis of light chain from  
the beginning in the readout system was impossible. When Blobel exam-
ined light chains made by incubating the rough microsomes, most were 
of the smaller size identical to authentic light chain. Light chain made by 
detached polysomes, however, consisted of both the smaller and larger 
proteins previously seen by Harrison and Milstein (fig. 11.3). Blobel then re-
peated readout of the detached polysomes, but this time he took samples at 
different times after synthesis had been reactivated (fig. 11.3). Under these 
conditions, he saw that the first proteins completed were of the authentic 
size, and the last were larger chains (Blobel and Dobberstein 1975a; 1975b; 
Matlin 2011). Although the synthesis of both sizes of the light chain had 
begun before isolation of the rough microsomes, Blobel reasoned that the 
proteins furthest along at the time the polysomes were released from the 
membrane by detergent had already reached and perhaps begun travers-
ing the microsomal membrane on the way to the lumen. In contrast, the 
proteins seen at later time points had only just begun synthesis before iso-
lation. These, he reasoned, were not sufficiently long to have exited each 
ribosome in the polysomes and encountered the membrane before it was 
dissolved by detergent. To Blobel, these results supported a precursor- 
product relationship between the larger and smaller, authentic- sized pro-
tein, as well as confirming the observation of Harrison and Milstein that 
“processing” of the precursor by removal of the extra segment was depen-
dent on the membrane (Blobel and Dobberstein 1975a; 1975b; Matlin 2011).

Blobel called the second system the “initiation system.” This was recon-
stituted from a mixture of protein synthesis factors, including those needed 
to initiate new protein synthesis, purified ribosomal subunits, and mRNA. 
Dog pancreas microsomal membranes that had been “stripped” clean of 
bound ribosomes were also added. When light chain was synthesized in this 
system from the beginning in the absence of the stripped microsomes, only 
the larger, putative precursor protein was detected. However, in the pres-
ence of the membranes, mostly the smaller protein was seen, suggesting 
that the precursor had been “processed” by the membranes. When Blobel 
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added mRNA for the nonsecretory protein globin to the initiation system 
instead of the light chain message, the protein produced was the same size, 
regardless of the presence of membranes. Most importantly, when Blobel 
treated samples from each condition with proteolytic enzymes after synthe-
sis was complete, only the light chain synthesized in the presence of mem-
branes was protected from degradation. In the system charged with globin 
mRNA, proteolysis degraded the globin protein with or without the addition 
of membranes. Apparently light chain made in the presence of membranes 
was not only processed to the correct, authentic size, but had also crossed 
into the interior of the microsomal membrane vesicles and was inaccessible 
to proteases (Blobel and Dobberstein 1975a; 1975b; Matlin 2011).

Separately, Blobel used mRNAs purified from dog pancreas rough mi-
crosomes to synthesize a mixture of pancreatic secretory proteins in the 
initiation system. In the presence of stripped microsomal membranes, 
many of the synthesized proteins “shifted” to smaller sizes in comparison 
to those made in the absence of membranes. Protein sequencing of the 
beginning, amino- terminal parts of the larger, putative precursor proteins 
revealed that all were about twenty amino acids larger than the smaller 
versions. The individual sequences of the extensions were not identical, 
but showed significant homology (Devillers- Thiery et al. 1975). These ex-
tensions corresponded to the signals postulated by Harrison and Milstein 
(Milstein et al. 1972).

On the basis of these results, Blobel reformulated his previous specula-
tive model to include removal of the short extension, or signal sequence 
as he now called it, on the amino- terminus of the precursor proteins dur-
ing the process of protein transfer across the membrane (Blobel and Dob-
berstein 1975a). He also made an explicit prediction about how proteins 
crossed the membrane. Instead of suggesting a vague “discontinuity” (Red-
man and Sabatini 1966), he proposed that the additional segment targeting 
the protein synthesis machinery to the membrane stimulated the assembly 
of a “transient tunnel” that facilitated the transfer process. Blobel called 
this revised model the “signal hypothesis.” According to this hypothesis, 
the signal sequence was the “address” that directed the nascent secretory 
protein together with the ribosome/mRNA complex to its destination, the 
cytoplasmic surface of the ER membrane.

Over the next twenty- five years, the refined in vitro system developed by 
Blobel enabled the almost complete molecular description of the transfer 
(or translocation, as it is now called) process. Components predicted in 
the 1975 model, including the protease (“signal peptidase”) that clipped 
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off the signal sequence and the tunnel, were identified and characterized, 
along with other elements that had not been predicted, such as the signal- 
recognition particle, SRP (Walter and Blobel 1980; 1982; Matlin 2011; Mat-
lin 2002). If one reflects, however, only on events up to 1975 instead of the 
later achievements, it is astounding to consider that the epistemic strategy  
begun by Albert Claude, using morphological examination of the cell and 
its parts to guide biochemical investigation, would ultimately yield the 
molecular details of Blobel’s signal hypothesis. Although dramatically 
refined as new knowledge and techniques became available, there was no 
essential deviation from this strategy— even Blobel’s landmark 1975 papers 
contained electron micrographs of rough microsomes (Blobel and Dobber-
stein 1975a). While the focus moved away from cells to smaller and smaller 
parts, the context of the cell, the big picture, was never abandoned.

The Epistemic Cycle and Modern Cell Biology
In the previous sections I described efforts by cell biologists to explain cellu-
lar phenomena through the application of an epistemic strategy developed 
in the latter half of the twentieth century. This strategy, illustrated in fig-
ure 11.4, is based upon the microscopic examination of whole cells leading 
to a representation of cellular morphology. Cellular form depicted in this 
manner plays essential roles in both development of a mechanistic hypoth-
esis and testing of that hypothesis. In the former case, cellular form is used 
heuristically to constrain the scope of mechanistic possibilities to those 
consistent with the represented form, providing a framework for the incor-
poration of preexisting biological knowledge. For the latter, form provides 
a point of reference and biological context to guide physical decomposi-
tion of cells into parts, enabling their dynamic and molecular characteriza-
tion (Matlin 2016).16 The ensuing experimental findings are then compared 
with predictions of the mechanistic hypothesis. The degree of agreement 
between results and predictions then determines if modifications to either 
the hypothesis or the experimental setup are warranted. I call this process 
of hypothesizing and testing through guided decomposition an epistemic 
cycle because its success is dependent on iteration, with each new round of  
the cycle leading to a further perturbation of the biological system that  
ultimately provides a more detailed and accurate explanation of the cellular  
phenomenon under investigation.17

Although Albert Claude initiated this approach, it reached a more re-
fined level with the work of George Palade in the 1950s, who referred to it 
explicitly as an integrated strategy when he and Philip Siekevitz used it to 
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Figure 11.4. The epistemic cycle of investigation used by cell biologists. Cell biologists begin 
with a representation of a cell in the form of a microscopic image. The representation, 

sometimes converted into a simplified diagram, heuristically constrains possible 
mechanisms to those consistent with cellular morphology. Theories and information from 
biochemical and genetic approaches contribute to development of an initial mechanistic 

hypothesis. Then, through a cycle of decomposition, localization, and recomposition 
guided by the representation of the cell, experimental results are generated that either 

support the hypothesis or require its modification. Future iterations of the cycle in which 
the cell or its parts are experimentally perturbed further refine the mechanistic hypothesis. 
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investigate the function of the ER (Palade and Siekevitz 1956). In its original 
form, it reached an apotheosis with the work of Günter Blobel, who pro-
vided molecular explanations of the biological process of secretory protein 
targeting, membrane translocation, and segregation within the lumen of 
the ER. To get to this ultimate point, Palade and his colleagues prepared 
representations of whole cells (within organized tissues) using electron mi-
croscopy, and noted the distribution and amount of rough ER in the cyto-
plasm. They then integrated their observations with existing histochemical 
data on the “basophilic” part of the cytoplasm, physiological correlations, 
RNA localization data, and biochemical results linking RNA to protein syn-
thesis to yield the initial hypothesis that the rough ER is key to secretory 
protein synthesis. To test this, they then homogenized and fractionated 
the cells, took electron micrographs of the fractions, and compared the 
images of isolated microsomes to similar structures in whole cells. They 
also biochemically characterized the isolated parts. After iterating this in-
vestigative cycle a few times, they concluded that rough microsomes were 
equivalent to the rough ER. In the next cycles they perturbed the biological 
system by labeling cells with radioactive amino acids for different times, 
providing insight into the dynamics of protein synthesis and its relation-
ship to the next stages of secretion.

Once it was evident from rough microsomal morphology— ribosomes 
on the outside, closed vesicles, and trapped content— that this isolated 
part retained essential characteristics of the ER in situ, Blobel was justified 
in perturbing isolated microsomes instead of whole cells. He treated 
them with detergents and chemicals, gaining insights into the nature of 
the membrane barrier and the attachment of ribosomes. In subsequent 
experiments, he stimulated protein synthesis in the presence of isolated 
microsomes and eventually reconstituted the entire process of secretory 
protein synthesis and translocation in the ER. Ultimately, Blobel and oth-
ers identified and characterized the molecular parts responsible for protein 
synthesis and transfer into the ER. Each investigative step was another turn 
on the epistemic cycle, yielding more and more detailed revisions of the 
initial hypothesis. Vague postulates about the relationship of rough micro-
somes to secretory protein synthesis became specific ideas about “vectorial 
transfer” and ribosome attachment; membrane “discontinuities” evolved 
into membrane “channels”; and previously unimagined concepts, such as 
signal- mediated protein targeting, emerged along with the evidence to sup-
port them.
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Even if one accepts this characterization of the epistemic strategy used 
by twentieth- century cell biologists as accurate, it is reasonable to ask if it 
remains valid under current circumstances. Modern biology is said to be 
transformed not only by new instruments, as occurred in the past, but also 
by the “big data” provided by those instruments (Callebaut 2012). The se-
quencing of the human genome was followed by the development of many 
so- called “high throughput” approaches that created other “- omes” beyond 
the genome. These are essentially databases of molecular structures and 
interactions. In theory, if not in actual practice, all the molecular parts of 
living systems are now accessible, and their molecular activities predict-
able. These achievements made concrete the complexity of living systems 
and stimulated a move to different forms of systems biology whose goals 
are to decipher higher- level processes in living systems by exploiting - omic 
data. While these data may be of little explanatory value by themselves 
(Krohs and Callebaut 2007), they are undeniably useful. If so, then how 
might they be best incorporated into the investigation of biological phe-
nomena? I propose that the same epistemic strategy used by cell biologists 
in the pre- omic period still informs modern cell biology.

As one example, I describe recent attempts to understand the onset of 
asymmetric organization, or polarization, of the Caenorhabditis elegans 
single- celled embryo (Dawes and Munro 2011; Munro, Nance, and Priess 
2004; Nance, Munro, and Priess 2003). These studies have certain features 
that, superficially at least, seem unrelated to the cell biology of Palade and 
Blobel. Following fertilization, live embryos are observed over time by light 
microscopy. Specific proteins, whose involvement in the processes under 
investigation has been inferred from prior data and detailed characteri-
zation of the molecules themselves, are expressed in the live embryos as 
fluorescent “fusion” proteins, so that their movements and, to a certain ex-
tent, interactions with other similarly tagged proteins can be observed and 
quantitated in real time. RNA- interference, a technology that permits the 
amount of expression of specific proteins to be modulated, is used to per-
turb the system. Finally, mechanistic hypotheses, while still expressed in 
diagrams like those of Blobel, are also formalized mathematically to make 
specific predictions, often depicted as animations of cellular events. Using 
this approach, it has been possible to determine the mechanism by which 
a set of “Par” proteins become asymmetrically localized in the one- cell em-
bryo through their dynamic oligomerization and mutual inhibition in the 
absence of any stable intracellular boundaries (Dawes and Munro 2011).18
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To understand how this combination of novel technologies, imaging, 
and computational modeling might fit the previously described epistemic 
cycle, I outline events leading up to the most recent experiments.19 Polari-
zation of the embryo was inferred from the asymmetric redistribution of 
cytoplasmic granules visualized in simple light microscopic observations 
of live embryos. At the same time, movements of cytoplasmic material in 
the cortex of the embryo revealed contractions that, by analogy, suggested 
the involvement of actin and myosin, proteins responsible for muscle con-
traction (Hird and White 1993). Par proteins were discovered in genetic 
mutants that failed to polarize, and biochemical as well as genetic studies 
suggested that they both physically interacted and were capable of recip-
rocal inhibition. Despite this, it was clear that the process by which these 
molecular components came together to generate and maintain polarity 
was too dynamically complex to be intuited by conventional approaches. 
Based upon the accumulated prior knowledge about Par proteins and the 
known functional characteristics of actin and myosin, an initial hypoth-
esis proposed that actomyosin contractility initiated by fertilization was re-
sponsible for asymmetrically distributing the Par proteins and maintaining 
their distribution. While initial studies supported this general model,  
it became evident from observed diffusion of the Par proteins in the  
embryo that the maintenance of their polarized localization was indepen-
dent of the contractile apparatus (Dawes and Munro 2011; Munro, Nance, 
and Priess 2004). A revised hypothesis based on interactions among and 
between the Par proteins was then developed and formalized into a math-
ematical model. Predictions from this model were experimentally tested 
through depletion of a specific Par protein. This experiment validated the 
model, which was then manipulated to make new, experimentally testable 
predictions.20

This strategy conforms to the epistemic cycle described in figure 11.4 
once certain steps are updated to correspond to modern technical ap-
proaches. As with the investigation of secretion, study of polarization be-
gins with representation of the cell. Instead of static images, however, the 
live embryos are visualized by light microscopy. Initial observations are 
combined with extensive ancillary information, in this case in the form of 
detailed biochemical and genetic data about specific molecules and their 
interactions, to yield a mechanistic hypothesis (fig. 11.4). In addition to its 
diagrammatic depiction, the hypothesis is eventually mathematically for-
mulated to enable the proposed complex relationships between molecules 
to yield specific predictions. Decomposition into parts is not accomplished 
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physically, but instead is carried out by expressing fluorescent proteins (the 
parts) and observing their behavior in the living cell. In this manner, relat-
ing the parts to the whole— a key step in the epistemic strategy— is intrin-
sic to the experimental setup because the expressed proteins are always 
embedded within the whole cell.21 Experimental observations, which now 
yield dynamic and quantitative data generated in the context of the whole 
cell, are compared with the predictions of the mechanistic hypothesis. 
Based upon this comparison, the cycle is iterated with perturbation, this 
time mediated by RNA interference modulation of the molecular parts.22 
Gradually, with further iterations, a molecular, dynamic process occurring 
in the cell comes into focus.

Strategies of Investigation
In this essay I have used a historical case study to describe an epistemic 
strategy successfully exploited by cell biologists studying protein secretion 
in the latter half of the twentieth century. What is remarkable about this 
work is that it extended from the first description of the ER found in the 
“optically empty” part of the cytoplasm to, ultimately, a detailed molecular 
description of one primary function of the ER, the segregation of secretory 
proteins within membranes of the secretory pathway. I then attempted to 
update this strategy by applying it to a more current case study in systems 
biology that uniquely integrates microscopic observations of cells with mo-
lecular manipulations and computational approaches. This new combina-
tion has the potential to penetrate the intuitively inaccessible complexity 
of living systems to explain biological phenomena at the molecular level.

Neither case study establishes the generality of this epistemic strategy 
in the investigation of cell biological phenomena. I propose, nevertheless, 
that features of this strategy are generally applicable, a view that I believe is 
supported by recent scholarship in the philosophy of biology. On the basis 
of the work of William Wimsatt, I have separately argued that representa-
tion of form by cell biologists, as in micrographs, has essential heuristic 
qualities that constrain mechanistic hypotheses to those more likely to be 
biologically meaningful, and provide a point of reference for decomposi-
tion (Matlin 2016). Both these features are prominent elements of the pro-
posed epistemic cycle. The idea that investigation of cellular phenomena 
requires a cellular context has been emphasized by Wagner and Laubichler, 
who argue that cells have ontological priority, and that investigative strate-
gies that fail to take this into account may not be able to link molecular 
events with cellular functions (Wagner and Laubichler 2000). Similarly, 
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Richard Burian argues that studies incorporating biological form in a man-
ner similar to my proposal played an essential part in discoveries credited 
to molecular biology, stating that “in many cases, it is only in the context  
of higher level structures, functioning properly, that molecular mechanisms  
operate ‘correctly’ ” (Burian 1996, 81; italics in original).

Krohs and Callebaut make a related point in their critique of “top- down” 
and “bottom- up” strategies in systems biology, stating that “‘unbiased 
modularization’ [selection of modules based, for example, on networks] . . . 
gives up the established link between physiology and function” (Krohs and 
Callebaut 2007, 208). Thus, I argue, relying on representations of whole 
cells and relating decompositions to the entire cellular context are key  
aspects of cell biologists’ epistemic strategy. In a later paper, Callebaut ar-
gued for a “multiperspectival” approach in response to an era of big- data 
biology that some feel, as Callebaut notes, threatens to make “the search 
for underlying mechanisms to distinguish causation from spurious corre-
lation . . . obsolete” (Callebaut 2012, 74). Multiperspectivism is built into 
the epistemic strategy of cell biology: a biochemical and molecular per-
spective on the parts is linked to the perspective of the whole cell through 
the process of guided decomposition. No perspective is definitive or even 
completely accurate, but the cyclic process of iteration moves investigation 
closer to a detailed explanation of the biological phenomenon. Maureen 
O’Malley also invokes iterativity as a key feature of “more pluralistic, prag-
matic accounts of scientific inquiry” (O’Malley, Elliott, and Burian 2010, 
414). On the basis of work by Hasok Chang, O’Malley describes “epistemic 
iterativity” as a means by which “each step of understanding proceeds in 
a locally satisficing way to others. ‘Imperfect ingredients’ are thrown to-
gether in order to make something just a little bit better while remaining 
imperfect in the light of subsequent inquiry” (O’Malley, Elliott, and Bu-
rian 2010, 414; Chang 2004, 226).23 Among cell biologists, each mechanistic 
hypothesis is considered incomplete or inadequate, a false model, but one 
that is a means to a truer theory as cycles are iterated on the way to molecu-
lar understanding (Wimsatt 2007). O’Malley believes that systems biolo-
gists discovered this iterative strategy. Instead, I argue, the epistemic cycle 
is fundamental, discovered and exploited but not created by cell biologists.
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Notes
1 In 1935 Frederick Gowland Hopkins, the great Cambridge biochemist, noted in an ad-

dress that “indeed most biologists had felt [until the twentieth century] that [the study 
of dynamic chemical events in the cell] was outside the scope of chemical science. It was 
their faith that the subtle molecular events which must underlie the visible functions 
displayed by living organisms are initiated and controlled by the inherent but elusive 
potency of protoplasm in its integrity. They felt, therefore, with apparent reason, that 
the methods of the chemist, which must destroy that integrity, could not illuminate this 
field of biological reality” (Hopkins 1949).

2 Throughout most of this essay I focus on discoveries made at the Rockefeller Institute 
of Medical Research, which later became the Rockefeller University. While this is some-
what artificial because scientific progress does not depend solely on the contributions 
from one institution, in this particular case many substantive developments that built 
systematically upon each other did occur in the same laboratory over a period of 30–  
40 years.

3 The concept of mechanism relevant to my discussion is that of Bechtel: “A mechanism 
is a structure performing a function in virtue of its component parts, component op-
erations, and their organization. The orchestrated functioning of the mechanism is 
responsible for one or more phenomena” (Bechtel 2006, 26). Some of the ground that 
I cover here has been previously trod by others (Bechtel 2006; Rasmussen 1997; Rhein-
berger 1995). Both Rheinberger and Bechtel focus, as I do, on experimental processes 
driving discoveries of cellular functions, and my analysis owes considerable debt to 
both. Bechtel’s history of cell biology stops in 1970, while Rheinberger turns from the 
origins of cell biology to deal primarily with the mechanism of protein synthesis as stud-
ied in the laboratory of Paul Zamecnik (Rheinberger 1997). Rasmussen concentrates 
almost exclusively on the history of biological electron microscopy.

4 As I discuss subsequently, the term microsomes was eventually and specifically defined 
as “vesicular fragments of the endoplasmic reticulum.”

5 Claude remarked, “In the experiments here discussed, and in future papers dealing 
with the biochemistry of the various fractions, special emphasis has been attached to 
the quantitative aspect of the results. Efforts have been made to determine the yield 
of each fraction and to express, whenever possible, the activity exhibited by a particu-
lar fraction, in terms of the total activity possessed by the unfractionated liver extract” 
(Claude 1946a, 53).

6 Claude did reference Porter’s paper in the second of his cell fractionation publications, 
but only to make a minor point about mitochondria (Claude 1946b, 70).

7 Versene is now called EDTA (ethylene- diamine tetra- acetate). The technical term for the 
association of EDTA with divalent cations is chelation.

8 At about the same time, Zamecnik’s laboratory also used deoxycholate to separate ri-
bosomes from the microsomal membrane (Littlefield et al. 1955). While this work was 
not cited in the 1956 Palade and Siekevitz paper, Siekevitz was likely aware of it (Moberg 
2012, 142). Deoxycholate is a mild detergent related to bile salts that was also used by 
biochemists at the time to free enzymes from cellular particulate matter (Matlin 2016).
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9 The exocrine pancreas synthesizes and releases (secretes) digestive enzymes into the 
gut. The endocrine pancreas, which is part of the same organ in mammals, produces 
insulin and glucagon, and secretes them into the bloodstream.

10 In vitro: literally “in glass,” generally synonymous with “cell- free” experiments con-
ducted with purified cellular material in test tubes.

11 Fortuitously, amylase could be more easily purified than chymotrypsinogen by precipi-
tating it with large amounts of glycogen (a polymeric sugar).

12 Some of what follows in this and the subsequent section is derived from the author’s 
interviews.

13 While interviews consistently attribute the model to joint discussions between Blobel 
and Sabatini, the actual cartoon was drawn by Blobel and appeared in his grant applica-
tion submitted late in 1970.

14 Protein electrophoresis in polyacrylamide gels containing the detergent SDS (sodium 
dodecyl sulfate) had only recently begun to be widely used at the time of Harrison’s 
studies. A revolutionary technique, it permitted complex mixtures of proteins to be 
separated according to their molecular size at very high resolution and made it easy to 
compare many different experimental samples at once.

15 A myeloma is a tumor of antibody- secreting cells. Because much of the protein synthesis 
in myeloma cells is devoted to a single antibody molecule, microsomes isolated from 
the cells are enriched in ribosomes and mRNA- making light chain.

16 The strategy described here obviously owes much to the approach of decomposition and  
localization articulated by Bechtel and Richardson and subsequently refined (Bechtel 
2006; Bechtel and Abrahamsen 2013; Bechtel and Richardson 1993). It also resembles 
in certain respects Giere’s model of scientific reasoning as extended by Griesemer 
(Griesemer 2000). Space limitations preclude, however, appropriate discussion of these 
relationships.

17 Rheinberger hints at such an iterative process in his look at the early days of cell frac-
tionation and electron microscopy at the Rockefeller Institute, stating, “It was a tech-
nique of manipulating whole cells that made it possible to shuttle back and forth 
between representations of material recovered from the test tube and structures that 
could be obtained from in situ preparation” (Rheinberger 1995, 73).

18 Par proteins are the products of genes identified in C. elegans as Partition- deficient mu-
tations that disrupted the asymmetric first division of the zygote. They are now known 
to be important in the asymmetric organization of most cells.

19 It was very unusual that the work on the secretory mechanism occurred in a con-
tinuum in a single department at the same institution (although see my previous 
note about focusing on the Rockefeller [Institute] University). I propose that in 
most cases, successive epistemic cycles leading to more and more detailed expla-
nations of a particular biological phenomenon take place in multiple laboratories 
over time, building upon each other but not departing from the essential cyclic  
strategy.

20 The work on this topic is ongoing in the laboratory profiled and in other laboratories. 
Some of what is described here is based upon an interview with Ed Munro.

21 While selection of the parts on which to focus is clearly biased by the mechanistic 
hypothesis, this is no different than in the secretion studies when the conditions of 
physical decomposition and fractionation were adjusted for the isolation of specific 
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compartments (i.e., the ER) that featured in the mechanistic hypothesis. One reason 
why I refer to the use of form to help develop a mechanistic hypothesis as a heuristic 
process is that it suggests educated guesses, such as which organelles or proteins might 
be involved in the phenomena under investigation. Of course, one other characteristic 
of a heuristic process is that the guesses might be wrong— that is, heuristics do not guar-
antee success (Matlin 2016).

22 It is important to note that this implementation of the epistemic cycle can take full ad-
vantage of - omic data sets. Mechanistic models for polarization were based upon mi-
croscopic observations of whole cells but were informed by molecular details developed 
through modern techniques of cloning and sequencing that have made - omics possible. 
However, the causal burden of explaining polarization at the molecular level was not 
placed solely on the molecules, but was shaped by the inherently biological constraints 
provided by morphological representation of the embryo.

23 The term satisficing originated with Herbert Simon, who defined it as “decisions that 
are ‘good enough’” in the context of heuristic strategies in artificial intelligence (Simon 
1996, 27).
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chapter 12

observing the living cell
shinya inoué and the reemergence 

of light microscopy
Rudolf  Oldenbourg

Many of the observations reported in Cowdry’s book General Cytology from 
1924 were made using the light microscope, the primary tool of the time 
to study cells, either living or fixed. Staining was used to enhance contrast 
and highlight specific structures, revealing details down to a fraction of a 
micron. With the invention of the electron microscope in the 1930s, and 
during its heyday in the 50s and 60s, much smaller details emerged in cells 
that were fixed, embedded, and stained for this new and captivating imag-
ing tool. Results, however, were dependent on the fixation, embedding, and 
staining procedures, a fact that electron and light microscopy seemed to 
have in common at the time.

Against this backdrop, cell biologists Shinya Inoué and his mentor Kat-
suma Dan insisted on making observations in living cells, using the light 
microscope and noninvasive optical means to enhance contrast and high-
light specific cell structures. Polarized light microscopy was particularly 
interesting, as it revealed order at a molecular scale that is usually hidden 
to the light microscope and offered a way to bridge the resolution gap be-
tween light and electron microscopy, while enabling observations on living 
cells. In the early 1950s, in the Marine Biological Laboratory’s Lillie Audito-
rium, Inoué demonstrated the existence of parallel submicroscopic fibers 
in the mitotic spindle by showing movies taken in polarized light of actively 
dividing cells. Until then, many had questioned the reality of those fibers, 
as well as their roles in the anaphase separation of chromosomes and the 
division of the cytoplasm itself. A decade later, in a landmark study, Inoué 
revealed the packing of DNA in living sperm heads by interpreting his polar-
ized light observations in terms of the structure of DNA, a feat that linked 
light microscopy with the then new discipline of molecular biology.

Thus, the seeds for the reemergence of light microscopy were sown, 
with a further dramatic advance in the 1980s when Inoué systematically 
exploited the combination of light microscopy, electronic imaging, and 
digital image processing to reveal ever finer and subtler detail inside liv-
ing cells, tissues, functioning model systems, and whole organisms. Since 
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then, a confluence of spectacular new optical techniques and a plethora 
of ways to highlight and label cell structures and functions have set a new 
stage on which light microscopy advances our understanding of living cells 
and life itself.

This article is necessarily selective and cannot present the breadth and 
depth of microscope developments and the many contributions by Shinya 
Inoué. For a more complete treatment, we refer to Inoué’s insightful arti-
cles and books, some of which tell his own story about microscopes, living 
cells, and dynamic molecules (Inoué 2008; Inoué 2012).

The Light Microscope as Primary Observation Tool  
for Cytology Leading Up to Cowdry’s Book

The term cell was first coined by Robert Hooke, who used it in his book Mi-
crographia of 1665, describing observations of thin slices of cork that he 
prepared and examined under the microscope. He described the pores in 
a thin cork slice as cells that had walls, “much like a Honey- comb, but that 
the pores of it were not regular; yet it was not unlike a Honey- comb in these 
particulars” (fig. 12.1; Hooke 1665). It is interesting to note that the cyto in 
cytology derives from the Greek word κύτος (kytos), “a hollow,” and relates 
to the first description of cells by Robert Hooke as hollow or empty pores 
separated by walls (for the history of the cell concept, see Harris 1999).

Figure 12.1. Drawings by Robert Hooke of his microscope and observations  
of cells or pores in thin slices of cork published in Micrographia in 1665.  

Hooke 1665 Schemes 1 and 11; from the Gutenberg Project.
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Well into the 1800s, building good microscopes was a craft rather than 
a science, and performance of the instruments varied widely. In the second 
half of the nineteenth century, the instrument makers Carl Zeiss and Ernst 
Leitz, the physicist Ernst Abbe, and the glass chemist Otto Schott developed 
the first practical and theoretical means to build reliable microscopes that 
performed near the limit of resolution. The standards that they developed 
are still valid today (Abbe 1873).

What was lacking, however, was contrast in images of living cells, which 
were mostly transparent. Cells were full of organelles and structures that 
were nearly invisible yet tantalizing to those biologists who were eager to 
explore life based on the laws of physics and chemistry. Edmund Beecher 
Wilson writes in the introduction to General Cytology in 1924,

It may seem strange that the subject should so long have been domi-
nated by morphological studies, especially on fixed and stained cells, 
when we recall those illuminating researches on living cells by Dujar-
din, Max Schultze, DeBary, Kühne, and other pioneers, which led to a 
general recognition of protoplasm as the physical basis of life. The ex-
planation lies in part in the failure of the earlier microscopes to make 
visible in living cells an organization in any degree adequate to explain 

Figure 12.2. Light microscope and observational drawings from the period before 1924. 
A. Photograph of a Leitz microscope in the MBL’s collection. (Photo by the author, with 
support from Louie Kerr and William Haskins.) B. Fertilized Ascaris megalocephala egg  

xed in alcohol and picric acid. (a) Germ nuclei approaching between the attraction 
spheres of the rst cleavage spindle, each containing two chromosomes. (b) The rst 
cleavage spindle fully formed; it contains four chromosomes, which are shown in a  

polar view of the same spindle in the small gure to the right above. After Boveri 1888; 
reproduced from Lillie 1924, gure 10, with permission of the University of Chicago Press.
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the vital activities, while the fixation of cells by certain coagulating 
agents, such as dilute acetic, osmic, or chromic acids, often makes 
visible a definite and complex structure brought still more clearly into 
view by the use of certain dyestuffs, such as carmine or hematoxylin. 
(Cowdry 1924, 4)

Wilson seems to acknowledge here that observations of the dynamic pro-
toplasm in living cells were instrumental in the initial recognition that 
life has a physical basis. And yet, the poor rendering of the constituents of 
protoplasm in the light microscopes made fixing and staining samples an  
indispensable part of cytology at the time. Their careful application and the  
recognition of the many sources of errors that these methods can introduce 
have nevertheless made possible many of cytology’s most fundamental dis-
coveries (fig. 12.2).

The Impact of the Electron Microscope
Developments in physics during the first half of the twentieth century, 
including the concept of the particle- wave duality of light and even mate-
rial particles, made it possible to envision a different type of microscope, 
one that uses electrons as radiation. An electron beam, even after moder-
ate acceleration by an electric potential of 1V, corresponds to radiation of 
wavelength 1.23 nm, which is about five hundred times smaller than the 
wavelength of visible light. Hence, diffraction of electron beams probe 
much smaller distances in a sample compared to the diffraction of visible 
light, and images formed by diffracting electrons instead of light can poten-
tially have much higher resolution. Intrigued by this potential, Ernst Ruska 
pursued fundamental work in electron optics and designed the first elec-
tron microscope in 1932 (Knoll and Ruska 1932; Ruska 1980; Ruska 1993).

Initially, electron microscopes were used in material science, since 
samples had to be prepared as very thin sheets and kept in a vacuum for 
imaging. In the 1950s, George Palade and Keith Porter developed special-
ized fixation, embedding, sectioning, and staining methods for biological 
samples, leading to sudden advances in observation of biological tissues 
and cell fine structure in never- before- seen detail (fig. 12.3B; Palade 1952; 
Porter and Blum 1953; Porter and Kallman 1953; Palade and Porter 1954).

The improved resolution and specific contrast in an electron micro-
scope were, however, gained by stopping all life processes in a specimen, 
removing or permeabilizing the cell membrane, adding fixative and stain-
ing agents, embedding the resultant structures in a solid matrix, then 
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sectioning the block and revealing its molecular architecture in an often 
destructive imaging process. Because of the many opportunities to intro-
duce artifacts due to the extensive manipulation of the sample, it is man-
datory to use several, complementary preparative methods, compare their 
results, and extrapolate them to the living state. After all this, you still have 
only a snapshot, though in great detail, of structures whose dynamics are  
a critical part of their function.

Phase and Polarized Light Microscopy Techniques  
for Imaging Living Cells

To this day, light microscopy remains the primary tool to study living cells, 
tissues, and whole organisms that function in their physiological environ-

Figure 12.3. Electron microscope. A, cover page of comprehensive article by Ernst Ruska  
on the early history of the electron microscope. The background shows a sketch of the  

rst electron microscope drawn by Ruska in 1931. B, electron micrographs by George  
Palade and Keith Porter representing two serial sections through an endothelial cell.  
The nucleus, sectioned close to its surface, appears at n and a mitochondrial prole  
at m. The cell membrane faces the lumen at im and the pericapillary spaces at om.  
The proles marked o, ci1, ci2, ci3 are taken to represent the endoplasmic reticulum.  

A, from Ruska 1980. B, from Palade and Porter 1954, plate 61.
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ments. However, until the early 1950s, most of the molecular architecture 
of living cells and tissues remained hidden because of a lack of contrast, 
while stains and labels compromised cellular health and function and 
could not be relied upon on living material.

Technical developments that started in the 1930s, though, introduced 
optical “tricks” that enhanced the weak contrast and detectability of cel-
lular architecture and allowed the observation of healthy living cells and 
their architectural dynamics in the light microscope. In the 1930s, Ernst 
Zernike discovered the principles of phase- contrast imaging and applied it 
to microscopy (Zernike 1942). Commercial instruments became available 
after World War II and invigorated the observation of living cells, which 
tend to display little contrast in standard, wide- field microscopes (fig. 12.4).

In the early 1950s, Francis H. Smith (Smith 1952) invented the differen-
tial interference contrast (DIC) microscope, with a similar aim of creating 
contrast in transparent specimens. A DIC microscope is a beam- shearing 
interferometer in which the two interfering beams are sheared by only a 
small amount, generally by less than the diameter of the Airy disk of the 
imaging optics. The technique produces a shadow- cast image that displays 
the difference between the optical path- length of the two beams (fig. 12.5B).

Figure 12.4. Phase contrast microscope: A, arrangement of condenser and objective with 
slit diaphragm in the front focal plane of the condenser and the phase strip in the back 

focal plane of the objective. In modern microscopes, the slit and phase mask are  
circular instead of linear. B, mitosis and cell plate formation in a attened endosperm  

cell of the African blood lily, Haemanthus katherinae, observed in phase contrast  
with cine- micrography. A., from Zernike 1958, gure K- 7. B, from Bajer and  

Molebajer 1956, gure 8; available as a video from the Cell Image Library, online at  
http://www.cellimagelibrary.org/images/11952. With permission of Springer.
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Smith placed a Wollaston prism at the front focal plane of the condenser 
and a second one in the back focal plane of the objective lens. In 1952, 
Georges Nomarski proposed an improved design based on a special type 
of Wollaston prism, called the Nomarski prism, which simultaneously in-
troduced spatial displacement and angular deviation of two orthogonally 
polarized beams (Nomarski 1955). The Nomarski prism can be placed out-
side the objective lens (fig. 12.5A) and is therefore compatible with high- 
resolution and highly corrected modern microscope optics.

Another way of enhancing contrast of native biological structures re-
lies on the polarization of light. Polarization, like the phase of a light wave, 
cannot be discerned by the human eye. Therefore, to recognize changes in 
the polarization of light that has passed through biological material, addi-
tional components are added to the microscope optical path to make these 
subtle changes visible. In addition to polarizers that modulate the inten-
sity of light according to its polarization, a polarized light microscope also 
employs a compensator, which is used to compare and thereby measure 
the optical anisotropy of the sample with the known birefringence of the 
compensator.

Figure 12.5. Differential interference microscope: A, schematic of DIC microscope with 
Nomarski prisms. In contrast to Wollaston prisms in the original design by F. H. Smith, 
Nomarski prisms are designed to be placed outside the objective and condenser lens.  

B, endosperm cell of Haemanthus katherinae, viewed with Zeiss/Nomarski DIC  
equipment. The arrow indicates the optical shear direction. A, schematic after  

Pluta 1989, gure 7.14. With permission from Elsevier. B, from Allen, David,  
and Nomarski 1969, gure 11.
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Polarized light microscopy was first used more than one hundred and 
fifty years ago to study plant and animal tissues (see Valentin 1861, which 
also includes the early history of polarized light microscopy). The term stri-
ated muscle, for example, was coined from observations with the polarizing 
microscope, which revealed birefringent (anisotropic) A- bands and iso-
tropic I- bands in muscle tissue. The I- band is not strictly isotropic, but less 
birefringent than the A- band, which is now known as the domain where 
actin and myosin filaments overlap in the sarcomere of striated muscle. Al-
ready in 1875, Engelmann reported that in striated muscle, the birefringent 
A- band was the origin of contractility (Engelmann 1875).

In the 1920s, Wilhelm J. Schmidt observed animal cells and tissues in the 
polarizing microscope and published his findings in two celebrated mono-
graphs (as discussed by Daniel Liu, chapter 10 in this volume; Schmidt 
1924; Schmidt 1937). One included the first micrographs of the mitotic 
spindle in polarized light, recorded in actively dividing cells (Schmidt 
1937). At first, Schmidt reported the spindle birefringence as originating 
from a combination of spindle fibers and chromosomes; two years later he 
corrected himself in a more comprehensive study, and assigned the spin-
dle birefringence to the fibers alone (Schmidt 1939). Schmidt recognized 
that the positive spindle birefringence was compatible with dense arrays of 
parallel filaments spanning the distance between the spindle poles and the 
chromosomes. The parallel filaments are responsible for the birefringence 
of the spindle and make it appear with high contrast in a polarizing micro-
scope, even without any stains or labels (fig. 12.6).

Inspired by the findings of W. J. Schmidt and prompted by his mentor 
Katsuma Dan, Shinya Inoué built his own polarizing microscope and went 
on to successfully reproduce Schmidt’s observations. During World War II,  
Inoué studied biology in Japan and had the great fortune to be taught by 
Katsuma Dan, an exceptional scientist and Japanese citizen who had 
traveled the world, had lived and studied in the United States, and was mar-
ried to Jean Clark Dan, an American and a scientist in her own right. The 
Dans were particularly interested in cell division and knew how to light the 
passion for this subject in a bright and curious student. After a first failed 
attempt to observe the spindle birefringence in fertilized sea urchin eggs in 
a room darkened by air raid shutters during the war, Shinya Inoué did not 
let up, but following the end of the war built his own polarizing microscope 
at the Misaki lab near Tokyo, calling it Shinya- Scope Nr. 1, which clearly re-
vealed the birefringent spindles in fertilized sand dollar eggs (Inoué 2012).
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In 1948, Shinya Inoué arrived at Princeton University, New Jersey, for 
graduate studies in biology, supported by a scholarship arranged by the 
Dans. A year later, Inoué spent his first summer at the Marine Biological 
Laboratory in Woods Hole, starting a long tradition of summer research 
at MBL, which quickly became Inoué’s scientific home. At Princeton, In-
oué built the second version of the Shinya- Scope (fig.12.7A), which he used 
to record the spindle dynamics during cell division in cinematographic 

Figure 12.6. Microscope observations of a living and dividing green sea urchin egg, as 
reported by W. J. Schmidt in 1939. A, two- cell state in regular bright eld in which the 

mitotic spindle remains nearly invisible. B, same as A, viewed between crossed polarizers 
and a thin mica plate that enhances the contrast of the mitotic spindle birefringence.  
C, four- cell state with four spindles in two groups that exhibit reverse contrast due to  

their change in spindle orientation with respect to the compensator axes; egg diameter 
~150 µm. From Schmidt 1939, gures 8 and 9. With permission of Springer.

Figure 12.7. Polarized light microscope. A, schematic. B, photograph of Shinya- Scope  
Nr. 2. This might well have been the rst inverted microscope used in biology.  

C. Mitosis and cell plate formation in centrifuged pollen mother cell of the Easter lily, 
Lilium longiflorum, observed with polarization microscopy and recorded on 16 mm  
celluloid lm in 1952. The lm was transferred to video (available at the Cell Image  

Library, http://www.cellimagelibrary.org/images/11957), and four still frames  
were selected from the video. A and B are from Inoué 1951, gures 1 and 3.
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time lapse, clearly demonstrating that the mitotic/meiotic spindle in liv-
ing cells consists of many birefringent fibers and their component fibrils 
(later identified as microtubules; see fig. 12.7) (Inoué 1953; Inoué and Ol-
denbourg 1998). When comparing the observations of dividing plant cells 
in phase- contrast (fig. 12.4B) versus polarized light (fig. 12.7C), it is strik-
ing to note the complementary information gained from both techniques: 
phase contrast reveals the differences in optical density, highlighting chro-
mosomes and the phragmoplast, a molecular scaffold assembling in plant 
cells during late cytokinesis and separating the two daughter cells, while 
polarized light observations reveal the birefringence of the fibrous arrays 
that surround these structures and guide the chromosome separation and 
assembly of the phragmoplast.

In subsequent studies, Inoué and collaborators established the revers-
ible assembly and disassembly of spindle fibers and fibrils in living cells ex-
posed to antimitotic drugs (Inoué 1952), in cold temperatures (Inoué 1964), 
under hydrostatic pressure (Salmon 1975), and when regular water was ex-
changed with heavy water (Inoué and Sato 1967). In each of these studies, 
polarized light microscopy was the key in observing the submicroscopic 
fine structure of the spindle. Its dynamic architecture could be followed 
in real time, at high temporal and spatial resolution, with no staining or 
labeling required.

After further refinements in the microscope optics, Inoué and Sato  
revealed the packing of DNA in living sperm heads by interpreting their  
polarized light observations in terms of the structure of DNA (Inoué and 
Sato 1966). Extensive modeling was required to link the molecular structure  
of the DNA polymer, whose optical anisotropy is dominated by the carbon 
rings in the stacked base pairs, to the recorded birefringence patterns in 
the sperm heads (fig. 12.8). This feat was enabled in part by the invention 
of rectified optics for the polarizing microscope by Inoué and Hyde (Inoué 
and Hyde 1957). Rectified objective and condenser optics enabled the si-
multaneous realization of high resolution and high sensitivity in polarized 
light microscopy.

In the early 1980s, Shinya Inoué and (independently) Robert D. Allen 
introduced a further important advance for light microscopy by adding 
a high- quality video camera to the microscope. The initial intention was 
simply to display the microscope field of view to a larger group of view-
ers who attended either of the two MBL microscopy courses, one orga-
nized by Allen, and the other by Inoué. The video equipment turned out to  
have unexpected advantages that resulted in the video camera becoming a 
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Figure 12.8. Rectied polarized light microscopy of cave cricket sperm head. A, Inoué and 
Hyde introduced polarization rectiers consisting of an appropriately shaped glass- air 
interface and a half wave plate to counteract the polarization aberrations that occur 

on lens surfaces of high NA condenser and objective lenses. B, cave cricket sperm head 
observed in polarizing microscope equipped with rectied optics. C, B- DNA according to 

the Watson- Crick model. D. Preliminary model of a coiled coil arrangement of DNA  
strands in the sperm head proposed by Inoué and Sato, based on the birefringence 

patterns and the molecular DNA model by Watson and Crick. A, from Inoué and  
Hyde 1957, text- gure 2. B, C, D, from Inoué and Sato 1966, gures 7, 26, and 29.

Figure 12.9. Video microscopy of acrosomal reaction (growth of 65 nm diameter  
acrosomal process by actin polymerization) in Thyone sperm. A, book cover of the  

rst comprehensive treatise on video microscopy, merging the elds of microscopy, 
electronic imaging, and digital image processing and analysis. B, three stages,  
1.5 seconds apart, in the elongation of the acrosomal reaction; scale bar 20 µm.  
(Video available from the Cell Image Library, http://www.cellimagelibrary.org 

/images/11973.) C. Electron micrograph (top) and schematics of structural changes in 
Thyone sperm undergoing the acrosomal reaction. A, from Inoué 1986. With permission  

of Springer. B, Tilney and Inoué 1982; C. From Inoué and Tilney 1982, gures 1 and 6.
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permanent fixture on a research- grade microscope. For example, by match-
ing the camera’s resolution to the optical resolution of the microscope and 
taking advantage of electronic controls in the video circuitry, Inoué (Inoué 
1981) and Allen (Allen et al. 1981) were able to greatly improve the visibility 
of the finest details near the resolution limit of light microscopy (fig. 12.9). 
The combination of video recording with digital image processing and 
analysis further enhanced the utility of the light microscope as a quantita-
tive tool for studying living cells and tissues in their physiological environ-
ments. Quickly, the new technique was adopted in most every mode of light 
microscopy used in biology today (Inoué 1986).

Enhancing Polarized Light Microscopy Using Liquid  
Crystal Devices and Digital Image Processing

Electronic image capture and digital image processing brought new oppor-
tunities to exploit the quantitative nature of polarized light microscopy. For 
the first time, instantaneous measurements of intensities in every resolved 
image point became possible; images could be converted into digital for-
mat, stored, and immediately processed. In addition, liquid crystal devices 
suitable for imaging and instantly manipulating the polarization of light be-
came available. Recognizing the ongoing revolution in light microscopy, I 
joined Shinya Inoué at MBL in 1989, and with Inoué’s support developed the 
liquid crystal polarizing microscope, the LC- PolScope, which significantly 
advanced the utility of the polarized light microscope in biology and many 
other fields (Oldenbourg 1996).

The optical design of the LC- PolScope builds on the traditional polariz-
ing microscope, introducing two essential modifications: the specimen is 
illuminated with nearly circularly polarized light, and the traditional com-
pensator is replaced by a universal compensator built from liquid crystal 
devices (fig. 12.10A, plate 1). Image acquisition and processing algorithms 
are used to compute images that represent the retardance and slow axis 
orientation in each resolved image point (fig. 12.10B, 12.10C, plate 1; see 
Oldenbourg and Mei 1995; Shribak and Oldenbourg 2003). Slow axis refers 
to the polarization orientation of light that experiences the highest refrac-
tive index, hence the slowest speed, when passing through the specimen in 
a given direction.

In figure 12.10A, the retardance and slow axis information that was cal-
culated based on the raw PolScope images was used to generate the false 
color image at the bottom right of panel A. Red represents the horizontal 
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slow axis, light blue, the vertical, and so on. Michael Shribak has devised 
an ingenious way to create this combination image of retardance and slow 
axis orientation optically for direct viewing in the polychromatic polscope 
(Shribak 2015). In collaboration with Shinya Inoué, Shribak also invented 
the orientation- independent differential interference contrast (OI- DIC) mi-
croscope (Shribak and Inoué 2006) and combined it with the LC- PolScope 
(Shribak et al. 2008). The combined OI- DIC and LC- PolScope microscope 
produces two complementary images: the first displays the optical density, 
while the second displays the optical anisotropy, combining the effects 
seen in figures 12.4B and 12.7C.

Fluorescence Microscopy
The fluorescence microscope has become the most widely used imaging 
tool among cell biologists today. The popularity of the technique is due to 
several factors, including the development of fluorescent probes that are 
compatible with the living state to highlight specific cell structures and 
physiological conditions. Equally important were developments of highly 
efficient optical, electronic, and digital methods for acquiring, processing, 
and analyzing the weak fluorescent signals.

Figure 12.10. LC- PolScope instrument. A, schematic of the optical design (left) that builds  
on the traditional polarized light microscope with the conventional compensator  

replaced by two liquid crystal variable retarders, LC- A and LC- B. The combination of 
microscope optics, electro- optic components, electronic imaging, and digital image 

processing is used to generate computed PolScope images of an aster consisting  
of microtubule bers radiating from a centrosome. B, LC- PolScope image of a live  

primary spermatocyte from the crane y, Nephrotoma suturalis. Brightness is directly 
proportional to the retardance of the specimen, independent of the orientation of the 

birefringent structure. The attened cell reveals with great clarity the birefringence 
of spindle microtubules extending from the chromosomes to the spindle poles. The 

birefringence of other cell organelles, such as elongated mitochondria, which surround  
the spindle like a mantle, and small spherical lipid droplets, are also evident against the 

dark background of the cytoplasm. The pole- to- pole distance of the spindle is approx.  
25 µm. C, magnied cytoplasmic region of B with red lines indicating the slow axis 
direction for each pixel. The lipid droplet to the right has a highly birefringent shell  

with slow axes perpendicular to the droplet’s surface, while mitochondria have  
slow axes that are parallel to the mitochondria’s long axes. Figure adapted  

from Mehta, Shribak, and Oldenbourg 2013.
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In the 1960s, an important step forward in separating the weak fluo-
rescence from the strong excitation light was taken by Johan Ploem when 
he proposed an optical arrangement of filters and a dichroic mirror, which 
allowed the merging of the excitation and imaging path (fig. 12.11, plate 2; 
Ploem 1967).

To this day, the compact assembly of filters and a dichroic mirror into 
a “fluorescence filter cube,” as proposed by Ploem and first implemented 
by the Leitz/Leica company, is the distinctive feature of nearly every 
fluorescence microscope. Several features of the cube, combined with epi- 
illumination, allowed for the efficient rejection of the bright excitation light 
from the weak fluorescence, which typically is five orders of magnitude 
weaker than the excitation light. This advance in instrumentation paved 
the way for the many biochemical developments of fluorescent probes and 
labeling technologies that are chemically specific to cellular structures and 

Figure 12.11. A, uorescence microscope with the epi- illuminator developed by Johan Ploem 
(Ploem 1967). The development of a dichroic mirror (45°) that reects short- wavelength 

light and transmits longer- wavelength light enabled the merging of the illumination  
with the imaging path before the objective lens. Hence, the objective is used for both, 

focusing the excitation light into the specimen and collecting the emitted uorescence  
for projecting it as an image onto the eyepiece or camera. Additional excitation and 

emission/barrier lters improved the contrast of the weak uorescence against 
the intense excitation light. B, bone marrow cells stained with anti- IgG uorescein 

isothiocyanate conjugate (FITC), and an anti- kappa tetramethylrhodamine  
isothiocyanate conjugate (TRITC). Excitation with blue incident light resulted  
in green uorescence of cells containing mainly FITC, orange uorescence of  
cells containing mainly TRITC, and yellow and yellow- green uorescence of  

cells containing both FITC and TRITC. From Ploem 1967, gures 3 and 6a.
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are compatible with the living state, even to the point that the cells them-
selves express the fluorescent molecules, such as fluorescent proteins.

The discovery of fluorescent proteins and the development of methods 
to genetically encode their expression in most every cell type and to co- 
express and link them with other proteins of interest were major break-
throughs that expanded the use of fluorescence microscopy for live cell 
imaging (Chalfie 2009; Shimomura 2009; Tsien 2009). It also attracted the 
interest of Shinya Inoué, who discovered, together with his MBL colleague 
Osamu Shimomura, that crystals of the green fluorescent protein (GFP) 
emit highly polarized fluorescence (fig. 12.12A, plate 3; Inoué et al. 2002), 
suggesting that individual GFP molecules do the same. Inspired by this 
discovery, Vrabioiu and Mitchison devised an orientationally constrained 

Figure 12.12. A, uorescence of a GFP crystal illuminated with 460 nm wavelength plane 
polarized light and observed through 527/15 nm band- pass lter. The panel is a collage, 

superimposing images of the same crystal rotated in 10° steps. During the specimen 
rotation, the transmission axis of the polarizer in the illumination path remained 

horizontally oriented. No analyzer was present. The crystal uorescence is brightest  
when the crystal axis is oriented horizontally, while it is dimmest when the axis is  
oriented vertically. Image width is 100 µm. B, mammalian epithelial cell (MDCK) 

expressing a septin- GFP construct, which incorporates into septin bers. The  
polarized uorescence of the constrained GFP dipoles in septin bers is presented  

in color, which encodes the orientation of the polarization axis according to the  
color wheel inset on the bottom right. The white color of uorescence from the  

cytosol reveals the lack of common alignment of septin- GFP molecules suspended  
in the cytosol. The image was recorded with the Fluorescence LC- PolScope. Image  
width is 50 µm. A, image by Shinya Inoué, see Inoué et al. 2002 for a description  

of their work. B, from DeMay et al. 2011a, gure 5.
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GFP- septin construct and used its polarized fluorescence to determine sep-
tin filament organization and dynamics in living yeast (Vrabioiu and Mitch-
ison 2006; Vrabioiu and Mitchison 2007).

Motivated by these breakthroughs, Shinya Inoué’s collaborators at the 
MBL developed the liquid crystal– based fluorescence polarizing micro-
scope, Fluorescence LC- PolScope, that sequentially excites fluorophores 
with linearly polarized light of four orientations: 0°, 45°, 90° and 135° (DeMay 
et al. 2011b; McQuilken et al. 2015). The use of four linear polarizations, ro-
tated in 45° steps, enables the measurement of polarized fluorescence that is 
oriented at any angle in the image plane, unlike the approach that uses only 
two orientations that are parallel or perpendicular to a previously identified 
symmetry axis, as described by Axelrod (Axelrod 1989). The Fluorescence 
LC- PolScope was used to analyze the 3D architectural rearrangement of 
constrained, GFP- tagged septin assemblies during cytokinesis of budding 
yeast, the filamentous fungus Ashbya, and mammalian epithelial cells 
(fig. 12.12B, plate 3; DeMay et al. 2011a). With the development of polar-
ized fluorescence microscopy, the seemingly disparate goals of structural 
specificity by analyzing the polarization of light and molecular specificity 
by employing chemical markers have been combined in a single imaging 
tool.

Fluorescence microscopy is the basis of many new developments in 
light microscopy that now have breached the resolution barrier, formerly 
thought insurmountable, and achieved so- called super- resolution. With 
the ability to turn fluorescent emitters inside cells on and off at will (or 
stochastically), it has become possible to exploit the ability of the light 
microscope to determine the location of a single particle or molecule at a 
much higher precision than it is possible to tell two of them apart. While 
the image of a submicroscopic particle, broadened by diffraction, is two 
hundred or more nanometers wide, depending on the microscope optics 
used, its exact location can be determined within a few nanometers, with 
the precision only depending on the number of collected photons emitted 
by the particle. Several techniques identified by specific acronyms, such as 
PALM (photo- activated localization microscopy), STORM (stochastic op-
tical reconstruction microscopy), and STED (stimulated emission deple-
tion), are making use of this fundamental property and create images of 
fluorescently labeled structures at resolutions that are near those achieved 
by electron microscopy. Alas, the images represent the labels and not the 
native structures themselves and more often than not, collecting the im-
ages is not compatible with the living state.
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Conclusion
Over the years, the pace of change in light microscopy has quickened 
through an ever- closer interaction between the engineering fields of op-
tics, mechanics, electronics, and digital processing and analysis, as well as 
between physics and chemistry, all in the service of the biological sciences 
and their quest to understand life and its smallest unit, the cell. Cell biol-
ogy was transformed by new approaches to light microscopy, partly devel-
oped under the mantra, “Demand healthy living cells, the technology will 
follow”; and by reciprocity: biological questions drive technical develop-
ments, and technical developments drive new biological questions.

Shinya Inoué looms large among his colleagues who transformed light 
microscopy from an observational tool, as it was used in the time before 
Cowdry, to a precise tool that can be used to measure and reveal the molec-
ular interactions and architectural dynamics that create the exacting and 
conserved framework for living matter and life itself.
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chapter 13

enriching the strategies for creating 
mechanistic explanations in biology

William Bechtel

The approach of explaining phenomena by identifying and characteriz-
ing responsible mechanisms has a long history in biology (for historical 
reviews, see Coleman 1971; Allen 1979). After Theodor Schwann (1839) 
identified cells as the basic units in which metabolic processes such as 
fermentation occur, a host of researchers developed and deployed a very 
impressive variety of strategies for structurally decomposing cells and func-
tionally characterizing what their components did. The discovery of chro-
mosomes and the characterization of the operations of mitosis and meiosis 
were prominent nineteenth- century successes. Vitalist critics persisted 
throughout the century in arguing that phenomena such as fermenta-
tion could not be explained mechanistically, but Eduard Buchner’s (1897) 
demonstration of fermentation in a cell- free extract inspired the quest for 
explanations of cell activities in terms of chemical reactions catalyzed by 
enzymes.

As reflected in Edmund Cowdry’s (1924) General Cytology, mechanisti-
cally inspired biologists in the first decades of the twentieth century were 
developing new techniques for decomposing mechanisms into their parts 
(e.g., staining cell preparations to identify organelles) and operations (e.g., 
inhibiting enzymes to identify steps in reactions). As reflected in Cowdry’s 
own chapter on the mitochondrion and the Golgi apparatus, a major aspi-
ration was to localize different cellular activities in specific organelles. The 
development of new techniques continued in the decades after Cowdry’s 
book. Cell fractionation and electron microscopy played central roles, fa-
cilitating what George Palade (1987) described as a bridge between mor-
phology (providing increased detail about cell structure) and biochemistry 
(characterizing cell reactions). Within the newly constituted discipline of 
cell biology, researchers combined these techniques to offer new, mecha-
nistic explanations of phenomena such as oxidative metabolism and pro-
tein synthesis (Bechtel 2006).

Only much more recently did philosophers of science develop detailed 
accounts of mechanistic explanations (Machamer, Darden, and Craver 
2000; Bechtel and Abrahamsen 2005), and they have now become a central 
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focus of philosophical analysis. Much of the philosophical inquiry focuses 
on the processes by which scientists develop mechanistic explanations by 
(1) linking phenomena to be explained to mechanisms and (2) decompos-
ing these mechanisms into responsible parts and operations (Bechtel and 
Richardson 1993/2010; Craver and Darden 2013). All accounts of mecha-
nisms also acknowledge the importance of how these components are or-
ganized in generating the phenomena. Organization becomes a focus for 
biologists as they attempt to recompose a mechanism, at least conceptu-
ally, to show that it can generate the phenomenon. But philosophers have 
paid less attention to how biologists recompose mechanisms. In contem-
porary research papers, in which most of the text and figures are devoted 
to presenting new experimental findings about parts or operations, the 
researchers may conclude with a description of a mechanism, often ac-
companied by a diagram. The diagram typically does much of the work 
of conveying how the researchers conceive of the parts and operations 
fitting together. The emphasis on recomposing mechanisms, often relying 
on mechanism diagrams, is more frequent in commentaries on research  
papers and in review articles.

Despite playing a central role in biologists’ attempts to recompose 
mechanisms, philosophers, including those who discuss mechanistic ex-
planations, have offered little analysis of how diagrams play that role (but  
see Abrahamsen, Sheredos, and Bechtel 2018). Here I note two features 
of diagrams that make them particularly well suited for representing the 
organization of a mechanism. First, abstract shapes or icons are used 
to represent parts, and arrows (often of varied formats) are employed to 
show how an operation performed by one part affects other parts (Tversky 
[2011] refers to these as “glyphs”). Second, researchers use the two spatial 
dimensions of a diagram1 to represent the relations between parts, some-
times indicating how they are spatially related (as in fig. 13.1 below), and 
sometimes how they are functionally related (as in fig. 13.2). A diagram 
can better present the often very complicated relations between parts and 
operations of a mechanism than text (often, if no diagram is presented, 
readers construct diagrams for themselves). One important advantage of 
diagrams is that they allow viewers to direct their attention to different 
components of the mechanism as desired. A diagram, however, is static; it 
cannot, by itself, show how the parts, working together, are able to produce 
the phenomenon. To understand this, viewers must mentally animate the 
diagram (Hegarty 1992) by rehearsing the operations specified by the ar-
rows in their imagination. An explanatory text often includes a narration of  
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the operations of the mechanism and serves to guide the viewer in mentally 
animating the diagram.

Mental animation of a diagram, guided by narration, usually suffices for 
establishing understanding when the operations of the proposed mecha-
nism are construed as executed sequentially, “from start or set- up to finish 
or termination conditions” (to borrow the language used in Machamer, 
Darden, and Craver’s [2000] definition of mechanism) whenever the start-
ing conditions are present. Assuming regular sequential operation is a 
good heuristic starting point and the resulting explanations, which I refer 
to as basic mechanistic explanations (Bechtel 2011), have often seemed to 
suffice to explain biological phenomena. Researchers, for example, typi-
cally view biochemical pathways as sequences of individual reactions.

However, the strategies of decomposing mechanisms to identify parts 
and operations have continued unabated. In the case of almost all biologi-
cal mechanisms, including those thought to be well understood, research-
ers are discovering more and more parts. Researchers often confront three 
problems in recomposing these parts into a mechanistic explanation that 
they can mentally simulate. First, the parts do not operate just in a single 
sequence but in many parallel streams that proceed at different rates yet 
interact with each other at numerous points. It is challenging to rehearse 
mentally multiple interacting sequences of activity at the same time. Sec-
ond, researchers frequently discover that operations they view as later in 
the sequence feed back to those they view as earlier. In such circumstances, 
their mental simulations have to take into account the effects of  later oper-
ations when rehearsing the earlier one. Third, many of the additional parts 
that researchers identify for one mechanism turn out to be parts that also 

Figure 13.1. Conception of the mechanisms involved in basic energy  
metabolism as arrived at by the 1960s using the tools of cell  

fractionation and electron microscopy. 
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belong to other mechanisms. Mechanisms cease to have well- delineated 
boundaries but are embedded in large, interactive networks in which long- 
range connections modulate the behavior of what were taken to be inde-
pendent mechanisms (Bechtel 2015).

Diagrams can represent multiple pathways, nonsequential organiza-
tion, and the embeddedness of mechanisms in larger networks. But the 
challenge of understanding them— understanding how the mechanism 
portrayed generates the phenomenon one is trying to explain— begins to 
stress human cognitive capacities. To appreciate the problems, one can 
look ahead to figures 13.2 and 13.3, or one can think about the challenges 
in understanding human agents that are engaged in complex systems— for 
example, an orchestra player who not only must coordinate with her instru-
ment but also with those around her, whose behavior is in part affected 
by her own behavior. Humans cannot mentally simulate all the operations 
and interactions proposed in the account of the mechanism to determine 
whether the proposed mechanism would generate the phenomenon. To 
make progress, researchers have had to enrich their strategies for investi-
gating mechanisms beyond those that worked in developing basic mecha-
nistic explanations.

Seeking to address these challenges is a major motivation of biologists 
who have adopted the name systems biology2 (see, for example, Alon 2007; 
Ideker, Galitski, and Hood 2001; Kitano 2002). I focus here on two major 
strategies that systems biologists have adopted to address these problems 
and how these complement the more traditional strategies of mechanistic 
research. The first involves mathematically characterizing multiple inter-
acting components and simulating their collective behavior computation-
ally; the second involves representing components as networks of nodes 
and edges and deploying graph- theoretic and other tools for analyzing 
these graphs. I introduce these explanatory strategies and show how they 
differ from and yet complement those that gave rise to the development of 
basic mechanistic explanations.

In the next section I introduce the strategy of basic mechanistic expla-
nation by describing its application to cells and show how it contributed 
to the growth of biological knowledge. In the subsequent section I explore 
how this strategy approached its limits as researchers encountered feed-
back loops that engender oscillatory behavior, such as the daily rise and fall 
of human body temperature or of the concentrations of  various proteins. 
Body temperature and protein synthesis are circadian phenomena, in that 
they are controlled by an internal mechanism that generates oscillations  
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of approximately 24 hours. The strategies of  basic mechanistic explanation 
could not determine whether the proposed mechanism would produce the 
observed sustained oscillations or ones that would dampen over time. In 
the following two sections, I show how circadian researchers are supple-
menting basic mechanistic approaches with the two additional explanatory 
strategies introduced above.

As I briefly discuss in the concluding section, the introduction of new 
strategies for advancing explanations is not novel. The strategies for develop-
ing basic mechanistic explanations of cell phenomena themselves developed 
over the nineteenth and twentieth centuries, and the mechanistic explana-
tions of cell behavior that figure prominently in contemporary textbooks are 
products of those strategies. Researchers have turned to new strategies of 
computational modeling and network analysis to cope with the success of 
those strategies in discovering more and more components organized and 
interacting in more complex ways. Almost certainly, as biological research  
continues, additional strategies will be developed. But computational model-
ing and network analyses are already generating explanations that are more 
dynamic and integrated than the basic mechanistic explanations advanced 
in the twentieth century.

The Quest for Basic Mechanistic Explanations
The idea of putting different types of components together to accomplish 
what individually they could not do has deep roots in engineering design. 
Ancient Greeks combined simple machines such as the wheel and axle and 
the pulley into compound machines such as the crane. Descartes vigor-
ously advanced the idea that phenomena in the natural world, including 
those associated with living organisms, also result from machines. As was 
true of the mechanistic explanations espoused by Descartes, many of the 
early proposals of biological mechanisms were highly speculative. By the 
nineteenth century, however, researchers began to develop techniques 
that enabled them to pursue mechanistic accounts grounded in empirical 
knowledge of the parts and operations. These techniques involve identify-
ing candidate mechanisms and then decomposing them into their parts 
and operations. For example, in the wake of the chemical revolution, chem-
ists analyzed the constitution of different molecules in living organisms, 
identified reactions that transformed one into another, and discovered that 
biological tissues often contained catalysts (later termed enzymes) that fa-
cilitated these chemical reactions (Berzelius 1836). It was in this same pe-
riod that Schwann (1839), utilizing newly improved microscopes, identified 
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cells as the basic units of living systems and went on to associate them with 
processes that transform food into new tissue and energy, which he named 
metabolism.

Schwann could go no further in explaining the metabolic power of cells 
than to appeal to their distinctive chemical composition, which he pro-
posed resulted from a process of cell formation through an iterative depos-
iting of different materials around a core, as in crystal formation. Further 
advances awaited the development of new tools of biochemistry and cell 
biology. Starting around the beginning of the twentieth century, biochem-
ists identified biochemical groups that are transferred between substrates 
in reactions, and by the 1930s Gustav Embden, Otto Meyerhof, and numer-
ous other investigators had pieced together an account of the glycolytic 
pathway, a sequence of reactions transforming glucose to pyruvate that 
yielded modest production of ATP, the molecule that provides energy for 
other cellular functions. The introduction of the new techniques of cell 
fractionation and electron microscopy, beginning in the 1940s, was pivotal 
in generating a basic understanding of the mechanisms responsible for 
the subsequent oxidation of pyruvate to carbon dioxide and water, coupled 
with much more synthesis of ATP than glycolysis (Bechtel 2006). Cell frac-
tionation enabled researchers to differentiate fractions with different en-
zymatic composition that originate in different organelles of the cell, while 
electron microscopy permitted visual identification of these organelles and 
their structure. In particular, cell fractionation allowed the localization of 
the citric acid (Krebs) cycle and electron transport to the mitochondrion  
while electron microscopy revealed the distinctive organization involving  
the inner membrane protruding into the cell interior. As shown in fig-
ure  13.1, the citric acid cycle was localized to the inner matrix, while 
electron transport and the coordinated phosphorylation reactions were 
localized to the cristae.

As discussed above, decomposition is only part of the strategy for con-
structing mechanistic explanations. The behavior of a mechanism depends 
on how components are organized and how the operation performed by 
one part affects others. Important graphical components of figure 13.1 are 
the arrows that link the different operations, establishing what Machamer, 
Darden, and Craver (2000) refer to as productive continuity. To understand 
the activity of the mechanism, researchers mentally animate the opera-
tions. A researcher familiar with the different operations in figure 13.1 can 
envisage a molecule of glucose being oxidized to yield two molecules of 
pyruvate, which, after being transformed into acetyl- CoA, enter the citric 
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acid cycle, and so on. Once research has succeeded in identifying a mecha-
nism, decomposing it into its parts and operations, and recomposing these 
into an organized set of productively continuous operations that research-
ers can mentally animate, the search for a mechanistic explanation seems 
to have reached a successful conclusion.3

Pushing Basic Mechanistic Explanation to Its Limits
The account of metabolism in the previous section followed the strategy 
of basic mechanistic explanation in offering a largely feed- forward account 
from start to termination conditions. The one exception is that the citric 
acid cycle involves a feedback loop in which the initial component of the 
cycle is regenerated from a product and new incoming acetyl CoA. As typi-
cally approached, however, this does not present any special challenges, 
as someone animating the diagram need only follow the Krebs cycle to 
the point where it outputs to other operations. In this section I consider 
how further pursuit of mechanistic research did push the basic mecha-
nistic strategy to its limits when research on glycolysis revealed the type 
of complex dynamics involved (the periodic increase and decrease in con-
centrations of intermediary metabolites) and linked these to feedback 
loops. I then turn to a different phenomenon, circadian rhythms, where 
the complex dynamics were known from the outset. In both cases, mecha-
nistic strategies could generate part but not all of what was needed for an  
explanation.

The reason the discovery of complex dynamics posed a problem for ba-
sic mechanistic explanation is that in pursuing such accounts, researchers 
assume that mechanisms function in a regular manner. Any change in how 
the mechanism responds is assumed to be due to the external input, not 
processes endogenous to the mechanism. Whenever glucose is available 
to the first reaction in the glycolytic pathway, the subsequent reactions are 
thought to occur seriatim. To a first approximation, many biological mech-
anisms do operate in this manner, presenting ideal conditions for the suc-
cessful application of mechanistic research strategies. However, the data 
biologists record frequently manifests substantial variability. Researchers 
often attribute this to measurement errors or dismiss it as noise. In some 
cases, however, a pattern is found that reveals underlying dynamical be-
havior that is fundamental to the phenomenon. This happened in research 
on glycolysis. While measuring concentrations of glycolytic intermediates 
in yeast, using spectrophotometric techniques, Amal Ghosh and Britton 
Chance (1964) discovered that the concentration of NADH oscillated with a 
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period of about a minute. Benno Hess, Arnold Boiteux and J. Krüger (1969) 
subsequently demonstrated periodic oscillations in the concentrations of 
other reactants. Moreover, neighboring reactants in the glycolytic pathway 
oscillated in phase with each other, whereas those on opposite sides of two 
major reactions were phase- reversed (i.e., 180° out of phase). One of these 
is the reaction in which fructose- 6- phosphate (F6P) is phosphorylated to 
fructose- diphosphate (FDP) at the expense of transforming ATP to ADP 
through the action of the enzyme phosphofructokinase (PFK).

By focusing on PFK, researchers were able to extend the mechanistic 
explanation to partly account for this oscillation. PFK is an allosteric en-
zyme that contains binding sites for multiple molecules, and the binding 
at one site causes conformation changes at other sites, altering reactivity at 
those sites. In particular, PFK binds with three of the products of the main 
reaction, namely FDP and ADP, as well as AMP (a product generated by re-
moving another phosphate group from ADP). When PFK is bound to FDP, 
ADP, and AMP, the reaction from F6P to FDP runs faster. The downstream 
effect of this positive feedback loop is to increase the production of NADH 
and, even further downstream, the synthesis of ATP from ADP or AMP. This 
further effect realizes a long- range negative feedback loop that counters 
the short- term positive feedback loop; their joint action is first to speed up 
NADH synthesis and then to slow it down. This verbal narrative suggests 
how the parts of the glycolytic system combine to produce oscillations, but 
it is important to note that there is an alternative possibility— that the sys-
tem reaches an equilibrium at which NADH concentrations stop oscillat-
ing. This presents a limit to the basic mechanistic strategy: it is not able to 
determine which outcome will be realized.

Glycolytic oscillation was discovered in the context of an already worked 
out mechanism, and it remains unclear whether it plays a functional role 
in the metabolism of yeast. But in the case of many other physiological 
functions, oscillations clearly play a functional role. For example, rhyth-
mic contraction of muscles is crucial for the circulation of blood. Increas-
ingly, neuroscientists are discovering that subthreshold oscillations of 
ions in neurons, detectable by EEG or in resting state f MRI, figure in the 
coordination of processing in different regions of the brain. From here out 
I focus on a system whose primary function is to maintain an oscillation, 
circadian rhythms. These are oscillations with a period of approximately 
24 hours that are generated endogenously in many living organisms, can 
be entrained to the light- dark cycle in the environment, and regulate many 
physiological and behavioral activities.
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One of the first challenges circadian researchers faced was to estab-
lish that these daily rhythms, observed in physiological measures such as 
body temperature or in physical behaviors such as running, are generated 
within the organism and are not simply responses to cues from the environ-
ment. The crucial evidence was provided by the fact that the period found 
through studies of behavior in conditions in which cues have been removed 
(referred to as free- running conditions) varied slightly from 24 hours. Af-
ter establishing that these rhythms were endogenous, research turned to 
figuring out the mechanism (which, early on, was referred to as a clock).

Initially, progress in identifying and decomposing the clock was slow. 
Research on fruit flies resulted in one of the first breakthroughs. Fruit flies 
exhibit circadian oscillations in locomotive behavior as well as in timing 
of their eclosion from their pupae. Ronald Konopka and Seymour Benzer 
(1971) identified a gene, period ( per), which, when mutated in different 
ways, resulted in slow or fast rhythms or arrhythmic behavior. Once cloning 
became available, Paul Hardin, Jeffrey Hall, and Michael Rosbash (1990) 
demonstrated that both per mRNA and the protein PER oscillate with a pe-
riod of 24 hours, with the concentration of the mRNA peaking about four 
hours before the concentration of the protein peaks. Knowing that negative 
feedback is a design principle that can generate oscillations, they proposed 
that the mechanism had the form of a transcription- translation feedback 
loop (TTFL), according to which PER feeds back to inhibit the transcription 
of  per.

To see how such a mechanism could generate oscillations, one can try to 
simulate its operation mentally. Start in the state in which the concentra-
tion of PER is low. Since there is little inhibition on the rate of  per transcrip-
tion and translation, the concentration of PER gradually increases. But as 
it does so, it increasingly inhibits per transcription, stopping the increase  
in its concentration. Since PER gradually degrades, its concentration will 
now start to decline. As it declines, the inhibition is reduced, and the con-
centration of PER begins to rise again. As with glycolytic oscillation, basic 
mechanistic explanation reaches a limit, in that one could also narrate a 
scenario in which the mechanism approaches a steady state and stops os-
cillating. I return to this in the next section, but first follow the history a bit 
more to see how the conception of the circadian clock expanded.

One shortcoming of the TTFL proposed by Hardin and colleagues 
(1990) was that researchers could not find a DNA- binding site on the PER 
protein. Such a site is required if PER is to bind to the promoter of its own 
gene and block its own transcription. This gap in the account was only filled 
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when Joseph Takahashi’s group (Vitaterna et al. 1994) undertook a compa-
rable search for mutants in mice and identified a gene they named Clock 
(Circadian locomotor output cycles kaput).4 Mutations to Clock resulted 
in altered circadian rhythms, but, more importantly, CLOCK possessed 
the needed region to bind to the promoter (known as an E- box) on per. A 
homolog of Clock was soon identified in fruit flies, and within a few years, 
three homologs of per were found in mammals. Together these genes and 
proteins constitute the major negative feedback loop shown in the top por-
tion of figure 13.2 (the figure shows PERs as dimerizing with CRYs, and 
CLOCK with BMAL1). Figure 13.2 presents many but not all the parts and 
operations that had been identified and fit into an account of the circadian 
mechanism by 2005. As the figure makes clear, these additional parts figure 
in various feedback loops, both positive and negative.

As noted above, although this diagram shows many of the crucial parts 
and operations, it is static. Viewers must supply the dynamics as they try 
to mentally simulate the operations. The additional feedback loops make 
this task even more difficult, and they have not alleviated the problem that 
one could equally simulate sustained oscillations or ones that dampen to 
a steady state.

In this section I have considered two cases in which the strategies of ba-
sic mechanistic research were pushed to their limits. With the discovery of 
the occurrence of oscillation in glycolysis, researchers were able to localize 
the responsible enzyme and provide a qualitative narrative of how it op-
erated. In the case of circadian rhythms, researchers likewise began with 

Figure 13.2. A mechanism diagram of the mammalian circadian clock,  
showing  the principal genes and proteins that gure in feedback 

 loops as understood circa 2005. 
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a single feedback loop and could offer a narrative as to how it generated 
oscillations. But in neither case could they differentiate this narrative from 
one in which the system approached a steady state at which oscillations 
ceased. A further limit was reached when researchers identified multiple 
feedback loops in a diagram such as figure 13.2. Mentally simulating more 
than one feedback loop operating at once is challenging. Moving forward to 
show how these mechanisms generated the phenomena required supple-
menting the strategies for developing mechanistic explanations with new 
explanatory strategies.

Explaining Dynamic Behavior Through  
Computational Simulation

The previous section revealed one respect in which oscillatory phenom-
ena stretch basic mechanistic explanation to its limits. Feedback systems 
generate oscillations, but many dampen over time as the system reaches a 
steady state. From mentally simulating a mechanism such as that shown 
in figure 13.2, or even the initial proposal for a feedback loop involving per 
alone, one cannot tell whether the oscillation will be maintained or whether 
it will reach a point at which the increase of PER from transcription and 
translation is perfectly compensated by the rate at which it degrades.

The main alternative to which scientists turn when mental simulation 
fails is computational simulation. When this method is applied in cell and 
molecular biology, modelers create differential equations to describe how 
the concentrations of individual components are affected by the concen-
trations of one or more other components. What one realizes quickly with 
feedback systems is that if one assumes that all the equations are linear, 
oscillations resulting from feedback will quickly dampen. One or more 
nonlinear equation is required. To determine how the TTFL proposed by 
Hardin et al. (1990) would behave, Albert Goldbeter (1995) constructed a 
computational model consisting of five differential equations.5 The first 
equation represents how the concentration of per mRNA (M) changes as 
a result of being increased by the rate of transcription of the gene per (first 
term after the equal sign) and decreased by the rate of decay of the protein 
PER (second term):
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The symbols vs, vm, Kl, and Km, as well as n, are parameters, and the  
choice of values for parameters has a significant effect on how the  
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simulation behaves. I will, however, only comment on n, which appears as 
the coefficient of the variable PN in the denominator of the first term. PN rep-
resents the concentration of PER in the nucleus. Putting it in the denomi-
nator has the effect of reducing the increase of M as PN increases, thereby 
capturing the role of PER in the nucleus in inhibiting its own transcrip-
tion. How much of an inhibitory effect PN has is critically affected by the 
coefficient n, known as the Hill coefficient, which reflects how many mol-
ecules of PER are required to inhibit per transcription. In the second term, 
M appears in the numerator as well as the denominator, where a parameter 
is added to it. This has the effect of increasing the rate of decay in a non-
linear manner as the amount of M increases. Using what he claimed were 
biologically plausible values for parameters and applying each of the five 
equations iteratively, Goldbeter (1995) showed that they generated stable 
oscillations in variables such as M.

The introduction of more components into the mechanistic account 
raised the possibility that the new system would yield dampened oscilla-
tions. Accordingly, Jean- Christophe Leloup and Goldbeter (2008) added 
equations and used simulations to show that the expanded computational 
model would, with what again were assumed to be biologically plausible 
parameters, generate sustained oscillations. Leloup and Goldbeter also 
incorporated components in this model enabling them to account for the 
entrainment of the oscillator by light and for known circadian pathologies, 
such as delayed sleep- phase syndrome.

Goldbeter deployed these computational models to understand how 
an already proposed mechanism would behave. They provide what Adele 
Abrahamsen and I have referred to as dynamic mechanistic explanations 
(Bechtel and Abrahamsen 2010). By using that term, we sought to empha-
size the complementary roles of computational modeling in ascertaining 
the dynamics of a system and the mechanistic analysis of its composition. 
Although the roles are complementary, computational models contribute 
to explanations in a very different manner than does the identification of 
the parts and operations of the mechanism.

Mechanistic explanations have often been presented as an alternative to 
the type of deductive- nomological (DN) explanations that figured in earlier 
philosophy of science. According to the DN model, explanation involved 
deriving a description of a phenomenon from statements of one or more 
laws and initial conditions. Basic mechanistic explanations do not invoke 
laws or perform derivations. Computational simulations are more closely 
aligned with DN explanations than mechanistic explanations (Krakauer  
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et al. 2011). First, while the equations used in computational simulations 
are typically not what one would characterize as laws, but rather mathemat-
ically characterized regularities, they are a basis for deriving results. Sec-
ond, equations, like laws, are general. They specify relations between values 
of variables without specifying the parts whose properties are varying. 
Different parts with varying properties may be characterized by the same 
generalization. Third, invoking Craver’s distinction between how- possibly 
and how- actually accounts, computational models provide how- possibly 
accounts— whether they characterize a putative or an actual mechanism, 
what they show is that such a mechanism could generate the phenomenon.

The explanatory import of computational modeling in biology extends 
beyond contexts in which it is used to understand the behavior of a hypoth-
esized mechanism. I briefly highlight four additional roles. Sometimes 
they are the object of experiments that are designed to better understand 
how the modeled mechanism functions. This involves intervening on the 
computational model by, for example, investigating the effects of other 
parameter values or of removing or adding components to the model. As 
experimental researchers discovered more components of the mammalian 
circadian clock, modelers tried strategies such as fixing the values of vari-
ables for some of the components in their models to see if that affected the 
ability of the model to generate sustained oscillations. It is much easier 
to intervene on a computational model than on the biological tissue. The 
results of such experiments on computational models only provide infor-
mation about what would happen in a real biological preparation to the 
extent that the model correctly describes the actual biological system. Yet, 
by drawing attention to what is possible under the current hypothesis, they 
can play an important role in the interactive engagement of modeling and 
experimentation.

A second additional use of computational models is to identify and char-
acterize design principles (Green, Levy, and Bechtel 2014). Increasingly, bi-
ologists are approaching biological systems with the mindset of engineers. 
When engineers design systems, they often put together modules that are 
themselves composed of components, but organized according to princi-
ples from which their behavior in various contexts can be determined. Biol-
ogists can make use of such principles to understand how mechanisms they 
encounter operate. Uri Alon (2007) pioneered the investigation of motifs: 
small networks of two, three, or four nodes that are organized in a particular 
way (e.g., two units negatively feeding back on each other). Through com-
putational simulations (typically models using either Boolean or differential  
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equations), he and others have determined how motifs will behave in any 
system in which parameter values fall within a specified range. When re-
searchers identify an instance of such a motif in a biological system, they 
can immediately infer its behavior. Design principles are not tied to any 
particular mechanism but abstract from them; nonetheless, they can be ap-
plied in understanding the behavior of actual mechanisms in which com-
ponents are organized in the manner specified.

A third use of computational models is closely related to the search for 
design principles. While one can construct detailed computational models 
that adhere closely to the details of a particular mechanism, one can also 
relax those constraints to develop models that generalize across a broader 
range of phenomena. This involves abstracting (Levy and Bechtel 2013) or 
coarse graining (Krakauer et al. 2011) by, for example, relaxing constraints 
of the range of variables or considering parameters in an extended range. 
When successful, this approach can reveal general principles. Biology is 
often contrasted with physics insofar as there do not seem to be a small set 
of basic principles (laws) that can be applied universally. But that does not 
mean one cannot achieve varying degrees of generality, and computational 
models provide one vehicle for doing so.

A final use of computational models is to provide an understanding of 
global states of systems and how systems might evolve. A useful way to rep-
resent the behavior of a complex system with many components, each of 
which changes its state over time, is in terms of a state space in which each 
dimension corresponds to a variable characterizing the system. The cur-
rent state of the system will correspond to a point in the space, and change 
in the system will correspond to a trajectory through the possible states of 
the system. By studying trajectories in state space, investigators can iden-
tify the structure in the state space— for example, discovering that it con-
tains attractor states to which the system will evolve from a variety of other 
states (the basin of the attractor). This structure can be productively repre-
sented as a landscape in which the points at which the system will stabilize 
are located at the bottom of  valleys.

Although one can develop a state- space representation of an empiri-
cally studied system, it is much easier to run multiple simulations with a 
computational model of a dynamical system. Using the simple computa-
tional model of the TTFL that he advanced in 1995, Goldbeter was able to 
map a landscape that contained a limit cycle attractor— a closed loop of 
states in state space corresponding to the oscillation of per mRNA and PER 
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concentrations. The cycle is called a limit cycle due to the fact that, from a 
variety of starting points not on the cycle, the system will evolve toward the 
cycle. In more complex dynamical systems, there are multiple attractors 
in the landscape. Moreover, one can represent alterations to the system as 
changes in the identity and location of attractors. By constructing computa-
tional models of hypothetical complex systems and studying the resulting 
landscapes and how they can change, one can acquire intuitive ideas about 
what is happening in natural systems (e.g., that the perturbation that leads 
to cancerous growth creates a new attractor) (Huang and Kauffman 2012).

Computation modeling invokes a very different explanatory strategy 
than the mental animation of mechanism diagrams that figured in basic 
mechanistic explanation. It emphasizes the abstract, possible system, not 
the concrete, actual mechanism. When directed at particular mechanisms, 
it can provide information about how the mechanism will behave that can-
not be generated from the mechanistic account itself. Through its extended 
uses, it can facilitate the discovery of generalized principles and enable re-
searchers to address additional questions about possible systems that lie 
beyond the scope of basic mechanistic accounts.

Explaining the Integration of Mechanisms  
Through Graph- Theoretic Analyses

In this section I address a second limitation that often confronts basic 
mechanistic explanations— that the same strategies used for initially iden-
tifying parts of a mechanism end up identifying a large- holistic system 
implicated in multiple phenomena, not just the one under investigation. 
Mechanistic research often assumes that biological mechanisms are inde-
pendent entities that, when provided the right inputs, depend only on their 
inner workings to generate the phenomenon they are invoked to explain. 
That is, it assumes there is a natural boundary to a mechanism and that 
the parts one identifies reside within it. In some cases, research on a mech-
anism begins with a delineated structure (e.g., a cell organelle or a brain 
region) and a characterization of what it does. But in many cases, as in the 
investigations of circadian rhythms discussed above, research begins with 
a part of the mechanism (e.g., a gene), and the account of the mechanism 
is further developed by determining which other parts (1) interact with that 
part in generating the phenomenon and (2) change the phenomenon when 
they are altered. When researchers turn to recomposing the mechanism, 
they seek to identify the place of these entities within the mechanism.
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The problem with the strategy just outlined is that it is extremely sen-
sitive to the techniques available at the time to identify components that 
have an effect on the phenomenon being explained and to measure those 
effects. Traditional strategies such as inhibiting or stimulating parts were 
limited to investigating a small number of potential parts. Often this would 
yield on the order of ten parts, as seen in figure 13.2 in the case of circadian 
rhythms. With the development of new techniques in the 2000s, however, 
researchers have identified many more genes that have effects on circadian 
oscillations. For example, using small interfering RNAs to knock down 
17,631 known and 4,837 predicted human genes in U2OS (human osteo-
sarcoma) cells containing a luciferase reporter attached to the known clock 
gene Bmal1, John Hogenesch, Steve Kay, and their collaborators identified 
nearly 1,000 genes that resulted in low- amplitude circadian oscillations 
(Zhang et al. 2009). Due to challenges in analyzing period in these cases, 
they were not further analyzed. They focused instead on 343 genes that 
clearly increased the amplitude or altered the period of circadian rhythms 
(they only counted the gene if it produced deviations more than three 
standard deviations from the mean).

The researchers selected seventeen genes on which to perform a dose- 
dependent knockdown, and in sixteen cases established dose- dependent 
effects comparable to those that previous research had found with genes 
already regarded as clock genes. In addition, the researchers analyzed pro-
tein interactions and determined that some of the proteins synthesized 
from these genes interacted directly with known clock genes, whereas oth-
ers were further removed. Many of them are part of pathways such as those 
for insulin and hedgehog signaling, cell cycle, and folate metabolism. For 
example, down- regulating several components of the insulin pathway (  JNK, 
IKK, MTOR, APKC, and PYK) results in longer- period oscillations, while 
down- regulating another, PFK, results in shorter- period oscillations. Since 
these are also pathways that previously had been shown to be regulated by 
the circadian clock, Zhang et al. conclude collectively that “the clock is mas-
sively interconnected and functionally intertwined with many biological 
pathways” (Zhang et al. 2009, 207).

These results present a new challenge in conceptualizing the clock 
mechanism. It would not be productive to simply add all of these genes 
and proteins to what is regarded as the clock mechanism. As noted, many 
are part of other mechanisms; such a move would quickly lead to treating 
the whole cell or organism as the mechanism for all phenomena. The great 
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success of mechanistic research has stemmed from its ability to decom-
pose systems into relevant mechanisms and their parts, and to show how 
these contribute to the phenomena under investigation. If biology is to con-
tinue to build upon this success, researchers need ways to draw boundaries 
around mechanisms in order to generate recognizably, if more complex, 
mechanistic explanations. How can they do so?

As in many other fields, biologists are increasingly invoking tools to ana-
lyze networks to understand biological mechanisms (Barabasi and Oltvai 
2004; Mitra et al. 2013; Prokop and Csukás 2013). Most fundamentally, net-
work approaches provide new tools for representing biological organiza-
tion. They also provide new tools with which to reason about organization 
and its consequences for the behavior of mechanisms. To illustrate the  
potential of this approach, I start with the network diagram (reproduced in  
fig. 13.3 and plate 4) that Zhang et al. used to present their results. Shown 
in light and dark blue are the proteins that are normally construed as con-
stituting the circadian clock (ARNTL and ARNTL2 are alternate names for 
BMAL1 and BMAL2; NR1D2 and NR1D2 are alternate names for Rev- Erbα 
and Rev- Erbβ). In purple, red, and green, they show proteins that, when 
knocked down, increased the amplitude or altered the period of the clock. 
In pink are proteins that link those proteins that affect the clock when 
knocked down and the core components of the clock.

The first important role of network representations in biology is to 
provide new perspectives on organization both within and between mecha-
nisms. These perspectives draw from graph theory, which provides a num-
ber of measures for analyzing network organization. In the vocabulary of 
graph theory, networks consist of nodes (the circles in the above diagram) 
and edges (the lines connecting the circles). One graph- theoretic measure, 
cluster analysis, identifies as modules nodes that are highly interconnected 
(clustered). As a result of these connections, modules represent candidate 
mechanisms. Sometimes the mechanisms identified in this manner cor-
respond roughly to those identified by the classical procedure of starting 
with the phenomenon and finding parts that affect it. The highly connected 
nodes in the center, colored in light or dark blue, correspond to the tradi-
tionally construed clock mechanism.

Network analysis, however, is most useful when it offers accounts that 
differ from those advanced directly from mechanistic research. One such 
role is to identify additional components beyond those differentiated by 
classical mechanistic research (see, e.g., Ravasz et al. 2002; Kelley and Ideker  
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Figure 13.3. Zhang et al.’s (2009) representation of the various proteins that, when knocked 
down, have effects on circadian rhythms. See text and legend for details. Reprinted  

from Cell, vol. 139, Eric E. Zhang, Andrew C. Liu, Tsuyoshi Hirota, Loren J. Miraglia, 
Genevieve Welch, Pagkapol Y. Pongsawakul, Xianzhong Liu, Ann Atwood, Jon W. Huss,  

Jeff Janes, Andrew I. Su, John B. Hogenesch, Steve A. Kay, “A Genome- wide RNAi  
Screen for Modiers of the Circadian Clock in Human Cells,” pages 199– 210.  

Copyright (2009), with permission from Elsevier.
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2005). At other times, modules may point to the existence of functional  
organization within and between mechanisms that may not have been dis-
covered by traditional approaches (Costanzo et al. 2010).

Another important measure used in graph analysis that provides in-
sights to the organization within and between mechanisms is degree dis-
tribution— the distribution of the number of edges from a given node. Early 
graph theorists assumed that degree would be distributed normally, but in 
many networks it is not normally distributed. Rather, a few nodes have unu-
sually high degree. These nodes are referred to as hubs and they may serve  
either to integrate a module/mechanism (TP53 in the upper left in  
fig. 13.3 and plate 4) or to facilitate integration between modules/mecha-
nisms (CSNK2A1 on the right). Some components of the core clock, such 
as Per1, have extensive connections to other components of the clock and 
also to units elsewhere, suggesting an important role in integrating clock  
components with components of other mechanisms that are both regulated  
by and regulate clock function.

Second, networks are not only the product of numerous experimental 
inquiries, but they can also serve as a guide both to further experimentation 
and to modeling. A network representation reveals many unsuspected, indi-
rect connections between nodes and so can guide inferences about how the 
effects of perturbing one node will spread to others. In many cases, mod-
eling of the network provides a guide to what sorts of effects one should 
expect. Researchers often annotate network representations with infor-
mation from the Gene Ontology project about where in the cell genes are 
expressed, the functions the proteins perform, and the larger biological 
processes in which they figure. Particularly valuable from the point of view 
of understanding mechanisms is that Gene Ontology represents parts and 
functions hierarchically, which then supports predictions as to the effects 
of perturbing individual genes (Yu et al. 2016). Given that Gene Ontology 
involves curated information about the entities and their functions that 
have been identified in experimental research, it is not surprising that the 
hierarchical units more or less correspond to traditional mechanisms.  
What is less to be expected is that new data- driven approaches to generating  
ontologies, such as NeXO (Dutkowski et al. 2013), also yield hierarchical 
structures corresponding to mechanisms. When combined with informa-
tion from these ontologies, network representations enable researchers to 
make new inferences about the effects of perturbations (e.g., knocking out 
of two genes) not only within traditionally characterized mechanisms but 
also across mechanisms.
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The challenge I raised at the beginning of this section was where to draw 
the boundaries around a mechanism once we recognize how the com-
ponents of a mechanism are interconnected with other entities in large 
networks. In the above paragraphs I noted that modules in graph repre-
sentations often correspond to mechanisms initially identified in more 
traditional ways. But given that there are a number of entities outside the 
modules that affect activity within them, researchers must often exercise 
discretion as to where to draw the boundaries. Recent research, for exam-
ple, has identified several instances in which an operation within the cir-
cadian mechanism depends directly on a component usually treated as 
part of the metabolic mechanism. One involves the binding of the dimer of 
Clock and Bmal1 to the E- box on per and other genes, as shown in the center 
of figure 13.2. Clock has been identified as a histone acetyl transferase— by 
adding acetyl groups to the chromatin, it affects how tightly the chroma-
tin is bound and hence whether genes such as Per can be transcribed. This 
function of Clock is regulated by SIRT1 binding to it. The concentration of 
SIRT1 is itself dependent on levels of NAD+, a central component in glycoly-
sis and other metabolic pathways (Bellet et al. 2011). If one focuses on the 
way in which NAD+ modulates SIRT1 activity and thereby modulates circa-
dian rhythms, then one might include it in the circadian mechanism. If the 
research question involves how transcription of circadian genes is modu-
lated, a researcher might include not just SIRT1 but even the metabolic 
processes, such as glycolysis, that oxidize and reduce NAD+ in the relevant 
mechanism. Decisions as where to locate the boundaries of mechanisms 
are constrained by both the interconnectivity of components in larger net-
works and the questions researchers are investigating.

The characterization and analysis of network organization constitutes a 
different strategy than is traditionally employed in mechanistic research. 
As in the case of computational modeling, in network analysis, researchers  
abstract from the specific composition of the mechanism and focus on 
the ways edges connect nodes. The goal of network analysis is to identify 
organizational principles at an abstract or coarse- grained level, and to de-
termine the behaviors they make possible. The application of these results 
to specific actual networks that realize a pattern of organization involves 
a reasoning process much like derivation. The resulting abstract analysis 
plays a different explanatory role than the specification of the parts and 
operations. By identifying a mechanism with a module in a network, one 
can use the network representation to identify ways in which the module is 
affected by other modules. To investigate how such modulation is actually 
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achieved, researchers need to engage further with mechanistic strategies 
that identify specific parts and operations. Network analysis performs a 
function complementary to traditional mechanistic inquiry, revealing mul-
tiple ways in which a mechanism is situated among other mechanisms and 
creating conditions in which researchers can select which entities to treat 
as mechanisms and investigate further.

Expanding Mechanism’s Explanatory Strategies
The strategies scientists pursue to explain the phenomena of interest to 
them change over time. Cytology and cell biology through the nineteenth 
and twentieth centuries witnessed the cultivation of new techniques to 
identify mechanisms and decompose them into their parts and opera-
tions. This is evident in General Cytology and again with the introduction of 
electron microscopy and cell fractionation. These techniques enabled cell 
biologists to identify organelles and localize specific chemical reactions 
in each. On the basis of these results, researchers set about recomposing 
mechanisms, often using diagrams and mentally rehearsing the operations  
depicted (e.g., fig. 13.1). They offered accounts of how cells perform a wide 
range of activities that fit the pattern of basic mechanistic explanations. 
Even as contemporary cell researchers move beyond these accounts, they 
remain success stories.

But as a result of developing new techniques for decomposing cells to 
identify genes and proteins, especially those that operate on a mass scale, 
cell biologists found that the parts and operations could no longer be re-
composed into basic mechanistic explanations. The discovery of multiple 
operations occurring in parallel, feedback relations between operations 
regarded as later in the process and those regarded as earlier, and interac-
tions with components regarded as parts of other mechanisms rendered 
the project of invoking mental simulation to animate static diagrams 
insufficient. One could not settle whether the mechanism would generate, 
for example, sustained circadian rhythms or dampened oscillations.

To address these questions, biologists availed themselves of new strat-
egies that could complement those of basic mechanistic explanation. I 
have focused on two— computational simulation and network analysis— 
that are playing important roles in contemporary systems biological ap-
proaches to explaining cellular phenomena such as circadian rhythms. I 
have emphasized the differences between these strategies and mechanistic 
strategies of the past. Both computational simulations and network analy-
ses abstract from the details of the composition of mechanisms and appeal 
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to general principles. Researchers apply the results of such abstraction to 
understand the operation of specific mechanisms through processes like 
derivation. From a computational analysis, researchers can find out how a 
proposed mechanism will behave and explore other possibilities. From a 
network analysis, researchers can make inferences based on characteristic 
modes of organization and propose plausible boundaries for mechanisms, 
while recognizing that they are situated in an environment that affects their 
operation.

Deploying new strategies to advance explanatory objectives is a recurring 
theme in biology. What is important to recognize is that the conception of 
explanation is also being extended. Recomposition achieved through com-
putational modeling and network analysis differs from that achieved by 
mentally animating a mechanism. Nonetheless, contemporary cell biology 
is still mechanistic. In particular, biologists are still decomposing biologi-
cal systems into parts and operations (with high- throughput procedures, 
this process is accelerated). And the resulting explanations still appeal to 
these parts and operations. And when possible, biologists still attempt to 
mentally rehearse the operations in mechanism diagrams. The new tech-
niques complement existing mechanistic strategies. The resulting perspec-
tive is a pluralistic one in which different explanatory strategies each make 
a complementary contribution to the pursuit of mechanistic explanation in 
contemporary cell biology.
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Notes
1 Drawn or printed diagrams are limited to two dimensions (although on occasion over-

lays are used to reflect additional dimensions); sometimes researchers find it important 
to represent a mechanism in three dimensions and build physical models.

2 Systems biology has intellectual roots in the cybernetics and general systems theory 
movements of the twentieth century, and these traditions have informed some of the 
modeling approaches adopted in systems biology. But far more fundamental was the 
development of techniques for collecting massive data about genes, proteins, and 
metabolites.

3 Biochemists since the beginning of the twentieth century have invoked mathemati-
cal representations to characterize operations within a mechanism. For example, the 
Michaelis- Menten equation is employed to determine how the concentration of the 
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substrate affects the rate of production of the product. But this mathematical analy-
sis is not required for understanding the behavior of the mechanism, characterized 
qualitatively.

4 The naming convention for genes in fruit flies is to use lowercase italics. In mammals, 
gene names are also in italics, but they begin with an initial capital. Protein names con-
ventionally are all in roman capital letters.

5 The term model is used in a wide variety of ways. Explanatory accounts, such as those 
presented in a mechanism diagram, are often referred to as (mechanistic or explana-
tory) models. Sets of equations that describe a mechanistic model and are used to gen-
erate a simulation are referred to as a computational model, which is often abbreviated 
as just model. It is usually clear from context what is meant by the term. In this section, 
model refers to a computational model.
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chapter 14

updating cowdry’s theories
the role of models in contemporary 

experimental and computational cell biology
Fridolin Gross

What is the relationship between theory and experiment in cell biology? In 
physics, for instance, the division of labor seems clear- cut: theoreticians 
propose theories that are subsequently put to test by experimentalists. It 
is not obvious, by contrast, where to look for theory in contemporary cell 
biology, given that experimental cell biologists often seem to be getting 
along well without referring to the work of theoretical biologists and with-
out speaking of theories. This was evidently different in Cowdry’s times: In 
General Cytology (1924) one counts 248 instances of the word theory. Com-
pare this to the 2008 edition of Alberts’s Molecular Biology of the Cell, in 
which theory is used only 24 times, even though the volume has more than 
twice as many pages (Alberts et al. 2008).

In General Cytology we find the cell theory, the reticular theory of proto-
plasm, the chromosome theory of heredity, theories of irritability, theories 
of permeability, theories of stimulation, theories of fertilization, and more. 
These theories are presumably not understood in the logical empiricist’s 
sense of a set of sentences that can be deduced from specific axioms. Tak-
ing a closer look at these examples, one gets the impression that theories 
were understood mostly as speculative hypotheses to explain and unify 
a collection of known facts and phenomena about the cell. The theories 
in General Cytology were typically grounded in basic chemical or physical 
principles and often concerned levels of scale that were difficult to inves-
tigate with the experimental methods available at the time. This explains 
why various competing theories associated with a particular phenomenon 
are often presented, and in fact large passages in General Cytology are con-
cerned with the discussion and evaluation of alternative theories. Even 
though some of the contributors are very cautious about theoretical specu-
lations, many think of them as necessary for scientific progress. For exam-
ple, Jacobs writes in his chapter on the permeability of the cell,

With so many of the facts regarding the penetration of the cell by 
diffusing substances still in uncertainty, the time is not yet ripe for 
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attempting a comprehensive theoretical explanation of the process 
itself. Nevertheless, hypotheses are so necessarily and so inextricably 
connected with the acquisition of new facts that a review such as the 
present one would not be complete without some mention of several 
of the chief theories of cell permeability which have been suggested in 
the past, together with a brief criticism of some of the deficiencies of 
each. ( Jacobs 1924, 149)

The abundance of theories can thus be explained by the fact that, as Gar-
land Allen points out in chapter 8 of this volume, one motivation behind 
Cowdry’s General Cytology was to concentrate on those areas of cell biology 
that were less understood and to which future research should be directed.

But where are the theories in contemporary cell biology? One possible 
answer is that molecular techniques have enabled biologists to directly ob-
serve and intervene on the relevant causal factors involved in producing cel-
lular phenomena. Accordingly, there would be no room for theory, at least 
in the sense of speculative theory, in current cell biology. But clearly cell 
biologists are still engaged in hypothetical reasoning, and a more plausible 
interpretation is that models have taken over the epistemic role of theories. 
In fact, while the term model can be found not more than 11 times in Cow-
dry’s book, it appears 348 times in Alberts’s contemporary equivalent. This 
suggests that, instead of reaching for general and unifying theories of cellu-
lar behavior, cell biologists are now more concerned with specific explana-
tory models of cellular mechanisms at the molecular level. However, one 
conceptual difficulty immediately arises: the term model is used with differ-
ent meaning by theoretical scientists who investigate biological processes 
with mathematical and computational tools and by biologists performing 
experiments. In the former case a model usually involves a set of equations 
describing a cellular process, while in the latter case it refers to the sketch 
of a hypothesized mechanism— for example in the form of a “cartoon” dia-
gram. What then is the epistemic relationship between the models of the 
theoretical biologist and the models of the experimental biologist?

Evelyn Fox Keller (2002) has argued that the specificity of a disciplinary 
culture significantly shapes its ideas of knowledge, theory, and success-
ful explanation. On the basis of her collection of historical case studies in 
the context of developmental biology, she concludes that theoretical and 
experimental approaches have had fundamentally different conceptions 
of what it means to “understand” a biological process. While it is possible 
that development represents a special case, Keller’s analysis suggests that 
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a similar gap exists more generally between theoretical and experimental 
approaches in biology. Therefore, experimental and computational cell bi-
ology may represent different epistemological cultures that are concerned 
with objects and phenomena of the same domain but pursue different epis-
temological goals with different means.

A glance at the history of the theoretical modeling of cellular processes 
seems to confirm this picture. Theoreticians initially were not necessar-
ily drawn to problems that were considered relevant by other biologists; 
rather, they were attracted by “interesting” phenomena involving, for 
instance, oscillatory or chaotic behavior. The discovery of the Belousov- 
Zhabotinsky reaction in 1958, a chemical reaction that gives rise to oscil-
lations and waves, inspired many theoreticians in the following decades to 
study phenomena of oscillation and pattern formation in living systems as 
well (Goldbeter 1997). The observation of ordered patterns emerging from 
the nonlinear kinetic properties of a chemical reaction provided an entry 
point for theoreticians into the realm of cell biology, but at the same time it 
suggested that these theoretical studies remained confined to the explana-
tion of “emergent” or otherwise puzzling phenomena.

More recently, many biologists have envisioned a closer interaction of 
computational and experimental approaches under the label of systems bi-
ology, and the ideal of this interaction is often described as an iterative loop 
in which models are built on experimental results and then in turn used 
to propose new experiments (e.g., Kitano 2002). However, this iterative ap-
proach is rarely specified in detail. In what follows I look more closely at the 
relationship between computational and experimental approaches in cell 
biology. I argue that one gets a better idea of the interaction of theory and 
experiment in cell biology by considering the different kinds of models as 
complementary tools for the discovery of mechanisms. Models, whether 
computational or not, are used for hypothetical reasoning and thus play a 
role similar to the theories in Cowdry’s General Cytology.

The chapter is structured as follows. In the second section, I propose 
a general way of thinking about the differences between computational 
and experimental approaches in cell biology. For this purpose I analyze 
scientific discovery in terms of heuristic strategies. These are strategies 
that make the search for mechanisms tractable by introducing certain 
assumptions about the organization and complexity of the system under 
study. In the third section, I describe a set of assumptions that are charac-
teristic of research in experimental cell biology in the second half of the 
twentieth century. These assumptions can be derived from the way in which 
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experimentalists represent their mechanistic models, which allow them to 
do without formal quantitative methods. In the fourth section, I show how 
computational modeling manages to overcome some of the limitations of 
this qualitative and informal approach. However, modelers must introduce 
heuristic assumptions of their own in order to generate tractable and well- 
constrained research problems. I discuss case studies from research about 
cell cycle regulation to illustrate and substantiate my claims.

Heuristic Strategies in Cell Biology
At the root of many misconceptions regarding the status of computational 
approaches in cell biology lies the idea that these approaches should pro-
vide the theory that is allegedly missing in experimentalists’ work. But con-
temporary experimental cell biology clearly also has theoretical elements 
of its own. Starting from the way in which theory is understood in General 
Cytology, I focus on aspects of hypothetical reasoning in the discovery of 
biological mechanisms. As mentioned before, experimental cell biologists 
seem to prefer the term model to theory, yet unless they are referring to model 
organisms or other material models, they usually have something similar 
in mind: an abstract representation of a hypothetical biological process or 
mechanism whose accuracy can subsequently be put to test in experiments. 
(For a more general discussion of the different ways in which biologists use 
models, see Laubichler and Müller 2007).

The language of some philosophers of biology leads to the impression 
that hypothetical reasoning plays only a minor role in experimental biol-
ogy. By avoiding the term model in the context of mechanisms altogether 
and instead speaking of mechanism “sketches” that are to be completed, or 
“schemas” that are abstracted from finished accounts, Machamer, Darden, 
and Craver (2000) seem to imply that an accurate representation of a mech-
anism emerges straightforwardly in the process of collecting experimental 
data and filling in black boxes. However, this clearly downplays the role of 
hypothetical reasoning and of the assumptions and preconceptions that 
enter into the construction of candidate mechanistic models. I suggest that 
by taking experimental cell biologists’ use of model in the sense of a heuris-
tic tool for the discovery of mechanisms seriously, one gets a clearer picture 
of the theoretical elements that are involved in their research activities and 
of how these activities relate to the strategies of computational biologists. 
To substantiate this claim, I argue that research in experimental cell biol-
ogy involves many aspects that are typically considered hallmarks of theo-
retical approaches. Just like the computational models of theoreticians, 
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the models of experimentalists are based on strategies of simplification, 
abstraction, and idealization. Interestingly, as will become clear in the next 
section, it is precisely those elements that justify the absence of formal ana-
lytical tools in the construction and description of their models. Their main 
difference from the computational biologists is thus that they work with 
informal models.

Following Wimsatt (2007), I adopt the concept of heuristics to analyze 
scientific strategies of approaching complex problems. I want to make 
plausible that experimentalists in cell biology are, explicitly or implicitly, 
making use of various heuristic strategies in order to make their scientific 
tasks manageable. In general, heuristics are rules of thumb that facilitate 
the discovery process by restricting or directing the search through the 
problem space. They rely on certain background assumptions about the 
complexity and organization of the system under study and thereby achieve 
their aim of reducing the complexity of the research problem.

One common strategy in biology in general is the heuristic of decom-
position and localization (Bechtel and Richardson [1993] 2010; see also 
Bechtel’s chapter 13 in this volume). Faced with the task of understanding 
the complex behavior of a system, scientists often advance by considering 
the behavior as produced by simpler subactivities that can be assigned to 
structural components of the system. In this way they arrive at a successful 
mechanistic explanation of the phenomenon, provided that the assump-
tion of structural and functional modularity can be justified. Bechtel and 
Richardson ([1993] 2010) show in detail how this strategy was applied by 
biochemists in the first decades of the twentieth century to figure out the 
mechanism of fermentation. Subactivities were conceived as intermedi-
ate steps in the conversion of alcohol to sugar and localized by identifying 
them with basic chemical reactions that could be studied in isolation.

A characteristic feature of heuristics is that they are not error- free strate-
gies, but may fail if some of the underlying assumptions are not justified. 
Decomposition and localization, for instance, may turn out to be mis-
leading if the organization of a system is too complex and integrated. The 
heuristic of decomposition and localization is not the only strategy that is 
used in cell biology, and in order to analyze the differences between experi-
mental and computational approaches, more specific heuristics have to 
be discussed. As I argue in the third section, these strategies have enabled 
experimentalists to explain a wide range of biological phenomena without 
having to resort to quantitative or formal methods. However, as increasing 
amounts of detailed and system- wide data about the molecular features  
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underlying cellular processes become available, many of the assumptions 
underlying these strategies are called into question in certain contexts. In 
the fourth section, I argue that computational approaches introduce alter-
native heuristics with the potential to overcome some of the limitations of 
the cognitive strategies of the classical experimental approach in cell bi-
ology. Computational modeling is thus not primarily used to understand 
or explain complex behavior that appears puzzling, but it allows research-
ers to draw on more efficient tools for the discovery of mechanisms. What 
makes computational models useful is their ability, facilitated by styles of 
formal reasoning and representation, to impose additional constraints 
that hypothetical accounts of a mechanism must fulfill. Importantly, they 
can contribute to the discovery process, even if the final account of a mech-
anism that is produced with their help is later described in a qualitative and 
informal way.

Strategies of Discovery in Experimental Cell Biology
In this section I analyze the heuristic strategies that have been and are ap-
plied in experimental cell biology. This set of heuristics is to some extent 
representative of experimental science in general, but it also includes some 
that are characteristic of research in cell biology. In particular, we must 
acknowledge that not only the experimental techniques but also the cog-
nitive strategies of discovering cellular mechanisms in the second half of 
the twentieth century (and beyond) have been significantly shaped by the 
advent of molecular biology, which is reflected in the importance that is 
assigned to genes and a general “informational” vision of biological pro-
cesses (see also Reynolds, chapter 3 in this volume). I suggest that these 
strategies are often implicit in and can be derived from the ways in which 
experimentalists represent their ideas about cellular mechanisms. As men-
tioned before, one fundamental premise is that experimental biologists, 
like computational biologists, work with models, and an important part of 
my argument is to spell out the differences between the informal models 
used by experimentalists and the formal models that are used in computa-
tional approaches.

The models put forward by experimental cell biologists are sometimes 
presented verbally, but most commonly they are depicted in visual form as 
interaction diagrams.1 Either way, they appear to be products of informal 
reasoning, which means that they are not based on a well- identified set of 
premises or assumptions and inferential rules. To put it differently, without 
further specification, it is not obvious how to translate such a description 
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into a rigorous logical argument (Evans and Thompson 2004). Experimen-
tal cell biologists obviously do not believe that biological processes literally 
proceed as depicted in their cartoon representations, but the cartoons are 
considered sufficient to convey the relevant information that is needed to 
understand the workings of a mechanism. So even though scientists are 
aware of the simplifying nature of their cartoons and do not take them as 
accurate portrayals of biological processes, the particular features of those 
representations are still informative about the kinds of assumptions un-
derlying their strategies of discovery.

Figure 14.1 shows a typical example of a cartoon model from contempo-
rary experimental cell biology. It is a proposed explanation of the spindle 
assembly checkpoint mechanism, a process that ensures the reliable segre-
gation of the genetic material during cell division. This mechanism works 
by arresting the cell cycle machinery until all chromosomes are correctly 
captured by the mitotic spindle. Chromosomes that are not yet attached are 
able to catalyze the formation of an inhibitory molecular complex (MCC) 

Figure 14.1. Cartoon representation of the spindle assembly checkpoint mechanism.  
From Lara- Gonzales, Westhorpe, and Taylor 2012. Reprinted by kind  

permission of Elsevier Science.
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that in turn blocks the activity of another complex (APC/C) that would oth-
erwise promote progression toward cell division.

There are several aspects of cell biologists’ heuristic strategies that be-
come immediately obvious from the way in which the model is represented. 
To begin with, it illustrates one fundamental assumption underlying most of 
discovery in cell biology: phenomena of interest are not expected to be pro-
duced by the cell as a whole. Instead, cell biologists usually look for a spatially 
confined or more manageable subsystem that underlies the phenomenon 
of interest. They assume, in other words, that the “locus of control” (Bechtel 
and Richardson [1993] 2010) of the mechanism can be assigned to a spe-
cific structure or set of structural components within the cell.

In the present case the observed phenomenon of cell cycle arrest has 
been localized within the nucleus and traced back to a handful of mo-
lecular complexes. Furthermore, each of these components is assigned a 
specific causal role that contributes to the phenomenon at the level of the 
whole mechanism, thus illustrating the heuristic of decomposition and 
localization. This strategy is well- suited for the discovery of mechanisms 
with a relatively small number of relevant components that work in relative 
autonomy from the rest of the cell. In this case it is possible to describe the 
mechanism without taking into account the complexity of the systemic con-
text. It is represented as receiving an input from the cellular environment 
and as generating an output that can in turn serve as an input for another 
part of the system.

Another feature of the model descriptions of experimental cell biologists 
is that, while relatively rich in detail, they usually represent mechanisms as 
simple in terms of organization. Mechanisms are usually depicted as sequen-
tially organized, that is, as stepwise processes. In the example shown in fig-
ure 14.1, individual steps are highlighted by arrows representing activation 
or inhibition: the unattached kinetochores on the chromosomes catalyze the  
formation of MCC; MCC in turn inhibits the activity of APC/C; when this  
inhibition is released, APC/C degrades securin and Cyclin B1, which leads to 
separation of chromosomes and mitotic exit.

Thus, the main explanatory task for the experimental biologist is not to 
uncover the particular organization of a mechanism, but to figure out the 
individual steps of the process. The underlying assumption is that impor-
tant parts of cellular biology can be understood as processes of informa-
tion transfer: sequential organization seems natural if the core function 
of a mechanism is framed as the transmission of a signal. The complexity 
of the research task is reduced if one thinks of a process as a linear chain 
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of events, because one can zoom in once more and focus on the individual 
links of the chain.2 Once the essential steps of a mechanism are figured 
out, progress is expected in terms of ever more detailed structural investi-
gations, as figure 14.2 illustrates for the case of the spindle assembly check-
point. The explanation of suboperations requires biologists to go to lower 
scales and, in particular, to investigate the inner structure of macromolecu-
lar complexes. This usually entails a division of labor: different research 
groups investigate different links of the chain.

The assumption that mechanistic explanations can be given in terms of 
small subsystems with relatively simple organization can justify an experi-
mental approach that is productive without techniques of quantitative and 
formal reasoning. Two additional, and more specific, heuristic strategies 
support the idea that qualitative descriptions suffice for the purpose of ex-
plaining cellular phenomena. Both of them rely, even though in different 
ways, on the idea of molecular mechanisms as processes of information 
transfer.

The first strategy is based on a conceptual detachment of the organiza-
tion of a mechanism from certain aspects of the underlying biochemical 

Figure 14.2. The amount of detail that has been accumulated about the spindle assembly 
checkpoint components is shown with increasing zoom levels. The two panels on  

the right (D) represent hypothetical models for the recruitment of checkpoint  
proteins. Question marks indicate interactions that have not yet been  

established. From Lara- Gonzales, Westhorpe, and Taylor 2012.  
Reprinted by kind permission of Elsevier Science.
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processes. Experimental cell biologists want to explain how one step in 
the informational chain leads to the next, but the kinetic features of the 
biochemical reactions mediating these steps are not considered relevant 
for the explanation of a mechanism. While biochemistry plays an impor-
tant role in describing the structure of macromolecular complexes and 
individual reactions, these investigations are used exclusively to fill in the 
black boxes corresponding to the single steps in the signaling cascade. 
The cascade itself is represented in purely qualitative terms and does not 
rely on any detailed kinetic information about the occurring biochemical 
reactions.

It seems that with the advent of molecular biology, the complex meta-
bolic reaction schemes that biochemists had studied in the early twenti-
eth century, such as the system responsible for fermentation mentioned 
earlier, did not seem to provide the right exemplars to illuminate the 
information- transmitting mechanisms of molecular biology. Instead, the 
role of biochemistry was largely reduced to the study of the specific reac-
tions occurring in individual steps within such processes. It had no bear-
ing on the general route of the signal and its significance for the rest of the 
system. Jacques Monod captured this independence of the informational 
pathways from the chemical nature of the underlying signals with his con-
cept of gratuité (gratuity): “Physiologically useful or ‘rational,’ this relation 
is chemically arbitrary— ‘gratuitous,’ one might say” (Monod 1971, 77). 
Monod’s view relies on the assumption that evolutionary processes, even 
though using chemical “bricks,” have the freedom to “engineer” physio-
logical systems in a largely unconstrained way: “The very gratuitousness 
of these systems, giving molecular evolution a practically limitless field for 
exploration and experiment, enabled it to elaborate the huge network of 
cybernetic interconnections which makes each organism an autonomous 
functional unit, whose performances appear to transcend the laws of chem-
istry if not to ignore them altogether” (Monod 1971, 78). The assumption of 
gratuity is thus what actually enables biologists to heuristically investigate 
the individual links in a sequence independently from one another: there 
is no dependency of the single steps in the process on the overall organiza-
tion of the system.

The second strategy of the qualitative approach of experimental cell 
biology is based on the assumption that processes that actually involve 
ensembles of hundreds or thousands of molecules can be represented as 
interactions of individual representatives. In other words, “population ef-
fects” are largely disregarded in the cell biologists’ informal models. As 
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exemplified by the cartoon shown in figure 14.1, biologists describe pro-
cesses in terms of what happens to individual molecules, even though 
they are aware that the actual causally efficient factors are typically large 
collections of identical or similar molecules. This habit relies on the tacit 
assumption that there is a simple relationship between the activity of the 
individual molecule and the activity of the population. For instance, if a 
molecule of type A inhibits the activity of another molecule of type B by 
binding to it, the expectation is that the activity of a population of As inhib-
its the activity of a population of Bs. However, the effect of one population 
on another cannot in general simply be equated with the effect of an indi-
vidual member, as shown by examples of elementary population dynamics, 
such as the Lotka- Volterra model (Volterra 1926). This model describes the 
dynamics of two interacting ecological species, one a predator and one its 
prey. At the level of individual members, predation implies one organism 
eliminating another, but the interactions at the population level can be far 
more complex. The prey population is not simply eliminated but depleted 
at a certain rate, depending on the size of the predator population. More-
over, the model can exhibit complex behavior, such as oscillations, that can 
only be explained when quantitatively describing the process at the popu-
lation level.

In general, quantitative aspects, concentrations, kinetic parameters, 
and so forth are of crucial importance in many applications of biochem-
istry as well. Take as an example the well- known Michaelis- Menten model 
of enzyme kinetics. It describes the process in which an enzyme converts 
a substrate by forming an intermediate complex. Even though a qualita-
tive account of how one single molecule of substrate binds to one molecule 
of enzyme, and how the former is subsequently converted, may partly il-
luminate the process, it completely neglects the kinetic aspects of the re-
action at the population level. In order to explain, for example, how the 
presence of the substrate affects the amount of product, one has to apply 
subtle mathematical methods, and in order to make predictions, one needs 
precise quantitative measurements of the required kinetic parameters  
(Gunawardena 2012).

The explanatory schemes of experimental cell biology, by contrast, typi-
cally do without any quantitative features. It is assumed, for example, that 
to understand the relevant aspects of the spindle assembly checkpoint, 
one does not have to know how many molecules are turned over or what 
their initial concentrations are, and that one can explain the process by 
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restricting the description to the level of individual molecules. A funda-
mental assumption underlying the mechanistic schemes of molecular bi-
ology, therefore, is that the individual molecule is sufficient to represent the 
population.

My analysis shows that experimentalists’ mechanistic models are much 
closer to computational models than is usually assumed. They are obviously 
abstractions, since they omit a lot of molecular detail. But at the same time, 
as we have seen, they can be understood as idealizations in the sense of dis-
torted representations of reality. The terminology of mechanism sketches or 
schemata (Machamer, Darden, and Craver 2000) highlights only the aspect 
of abstraction or incompleteness but not the many ways in which reason-
ing with accounts of mechanisms is based on idealizing assumptions. The 
difference between computational and experimental cell biologists is not 
that one works with models and the other performs experiments. The dif-
ference is rather that one works with  formal models, while the other works 
with informal models.

In summary, cell biologists work with representations of molecular pro-
cesses that are tractable and powerful as heuristic tools for discovery. The 
assumptions that make this approach so productive go beyond the frame-
work of decomposition and localization and involve specific heuristic strat-
egies that justify a qualitative and informal approach to cell biology. The 
next section shows different ways in which computational models can con-
tribute to the discovery of mechanisms in contexts where such an approach 
reaches its limits.

Strategies of Discovery in Computational Cell Biology
Computational biology is not one homogeneous endeavor; rather, it is a 
large collection of different approaches that have their historical roots in 
various traditions of theoretical biology or other theoretical fields studying 
complex systems. What this section shows is that one of the main roles of 
mathematical models in computational cell biology is to facilitate the dis-
covery of mechanisms. In spite of increasing amounts of molecular data, 
most areas in cell biology still lack knowledge about the underlying causal 
structures. Computational models can be used as heuristic tools to restrict 
the set of candidate mechanisms (i.e., experimentalists’ models) that are 
proposed for the explanation of a particular phenomenon, as I explain in 
this section. The following quotation, which is taken from an article about 
the modeling of complex signaling networks, emphasizes this point:
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We believe that modeling these important biological systems cannot 
wait until all the rates are reliably measured, or even until all the vari-
ous players and interactions are discovered. Indeed, the most impor-
tant role of modeling is to identify missing pieces of the puzzle. It is as 
useful to falsify models— identifying which features of the observed 
behavior cannot be explained by the experimentalists’ current interac-
tion network— as it is to successfully reproduce known results. (Brown 
et al. 2004, 185)

In particular, computational biology can contribute to discovery in cell bi-
ology by overcoming some of the limitations and biases of the approach 
of experimental cell biology described in the previous section. In what 
follows, I give examples of ways in which modeling can relax some of the 
assumptions of the classical approach but at the same time introduce addi-
tional constraints. These constraints reduce the size of the problem space 
and thereby simplify the task of identifying the causal structure underlying 
the phenomenon of interest. It is important to emphasize that there are 
many different types of computational modeling, and that no single type 
allows modelers to overcome all limitations. On the contrary, as we will see, 
each approach has to make additional simplifying assumptions in order to 
arrive at well- constrained modeling problems. Modelers have to find the 
right grain of resolution in order to make a meaningful contribution. So, ef-
fectively, some of the more specific heuristic strategies of the experimental 
approach are replaced with alternative heuristics.

I start by presenting a quantitative perspective on the spindle assembly  
checkpoint mechanism that was discussed in the previous section. A recent  
review article explains the particular interest in the spindle assembly 
checkpoint as a target of computational modeling:

The high fidelity and robustness of this process have made it a subject 
of intense study in both the experimental and computational realms. 
A significant number of checkpoint proteins have been identified, 
but how they orchestrate the communication between local spindle 
attachment and global cytoplasmic signalling to delay segregation is 
not yet understood. Here, we propose a systems view of the spindle 
assembly checkpoint to focus attention on the key regulators of the 
dynamics of this pathway. These regulators in turn have been the sub-
ject of detailed cellular measurements and computational modelling 
to connect molecular function to the dynamics of spindle assembly 
checkpoint signalling. (Ciliberto and Shah 2009, 2162)
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Thus, in spite of the amount of accumulated molecular detail, the authors 
think that the mechanism is not yet sufficiently understood. Unlike most 
experimental biologists, however, they do not see the main problem as 
missing molecular data, but as a missing link between “molecular func-
tion” and “the dynamics of spindle assembly checkpoint signalling.” They 
go on to clarify what motivates the role of modeling in this context:

Given its role, it is not surprising, but yet striking, that the spindle 
assembly checkpoint can delay anaphase in response to a single un-
captured chromosome, exhibiting excellent sensitivity. Once this last 
chromosome attaches, the spindle assembly checkpoint disengages 
and rapidly promotes anaphase onset. High fidelity and speed are usu-
ally competing design constraints in manmade machines, and as such 
the underlying logic and quantitative mechanisms of the spindle as-
sembly checkpoint are of interest to life scientists and physical scien-
tists alike. (Ciliberto and Shah 2009, 1262)

Therefore, the checkpoint mechanism is interesting for quantitative mod-
eling because it represents a solution to a “design problem” that would 
provide a challenge for human engineers. On the one hand, it has to work 
reliably, because the fidelity of chromosome segregation is of crucial im-
portance for the cell (it must be extremely sensitive to the signal produced 
by a single unattached kinetochore). On the other hand, the inhibition 
must be released very quickly, because it has been observed that anaphase 
onset occurs in a matter of minutes after the last chromosome attaches 
(e.g., Rieder et al., 1995; Howell et al. 2000). The existence of competing 
constraints and the possible ways of how the biological system may solve 
this design problem may be seen as clues to the underlying mechanism. 
But taking these constraints into account requires a quantitative and dy-
namic perspective on the system. In order to understand whether a pro-
posed mechanism can produce reliable inhibition, even when the signal 
emanates from only one chromosome, one has to consider both the rate of 
the putative reaction that produces the inhibitory signal and the diffusion 
rate of the signal through the cytosol. Similarly, to understand whether the 
checkpoint can be relieved fast enough, one has to take into account the 
rate of disassembly of the inhibitory complex as well as the time it takes 
for the APC/C to carry out its activating function. These specific quantita-
tive features are not taken to be relevant in the experimentalists’ account 
discussed in the previous section.

Ciliberto and Shah use the analogy of a washbasin to illustrate the role of  
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quantitative reasoning (fig. 14.3). The production of the inhibitor is rep-
resented by a faucet filling up the sink, while its dissociation corresponds 
to the outflow through the drain pipe. In the scenario represented in fig-
ure 14.3A, the inhibitor is constantly flowing out— that is, dissociated. This 
dissociation must be slow enough to allow for reliable inhibition while the 
checkpoint is active. In other words, a thin pipe is needed to guarantee that 
the outflow does not exceed the inflow. As a result, it takes a long time to 
drain the sink: the silencing of the checkpoint is slow. Figure 14.3B pro-
poses a possible solution to the design problem. This time, the dissociation 
rate is high, corresponding to a wide pipe, but the checkpoint involves an 
additional “dissociation inhibitor” that plugs the pipe. As soon as the last 
kinetochore attaches to the spindle, the faucet is closed and the plug is re-
moved. In this way, the silencing of the checkpoint can be fast. Thus, with 
a slightly different checkpoint schema, both constraints can be fulfilled.

The analogy shows the possible contribution of a dynamic perspective 
to the mechanism. At the same time, it illustrates how some of the experi-
mentalists’ heuristic assumptions are dropped. The activities of the mecha-
nism are not represented as actions of individual molecules, but in terms of 
changing quantities, which correspond to the concentrations, or copy num-
bers, of different molecular species. It also becomes clear that a dynamic 
vision must pay more attention to the organization of the mechanism: dif-
ferent steps in the process cannot be modeled independently since their 
dynamic features depend on each other. This kind of interdependence can 

Figure 14.3. Two scenarios for the dynamic regulation of the spindle assembly  
checkpoint. For explanation, see text. From Ciliberto and Shah 2009.  

Reprinted by kind permission of John Wiley and Sons.
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be taken into account by reintroducing the kinetic aspects of biochemistry. 
While figure 14.3A illustrates the dependency of the processes of inhibition 
and release, the slightly more complicated model in B illustrates how this 
dependency can be relieved by introducing an additional component into 
the schema. In order to deal with the dynamic nature of the mechanism, 
Ciliberto and Shah propose an approach that interprets its basic activities 
in terms of signaling modules:

These activities, inhibition on the one hand and release of that inhibi-
tion on the other, must support the widespread observation of a single 
unattached kinetochore delaying the onset of anaphase. Moreover, the 
coupling of these activities and their relative dominance must be con-
trolled entirely through kinetochore attachment to permit the rapid 
transition to anaphase on kinetochore attachment. Each of these ac-
tivities: inhibitor generation, release from inhibition, and kinetochore 
attachment are themselves complex signalling pathways involving a 
myriad of molecular components. A systems view of spindle assembly 
checkpoint signalling focuses our attention onto the communication 
between signalling modules that are likely to govern the quantitative 
dynamics of this pathway. (Ciliberto and Shah 2009, 2163)

As we have seen in the previous section, the conceptualization of a mech-
anism in terms of functional modules is implicit also in the traditional ap-
proach of cell biology. There I discussed how experimentalists conceptually 
decompose a mechanism into separate activities, which allows a reduction 
of epistemic complexity, since each step in the process can be addressed in-
dependently. This strategy requires, however, that the interaction between 
the modules be straightforward. When investigating each activity as an in-
dependent step of a sequential process, one can ignore the ways in which 
the properties of different modules might dynamically depend on each 
other. The idea of the quantitative approach is to focus instead on the com-
munication between the modules. Complexity is reduced in this approach 
as well, but this time by black- boxing molecular detail within each module. As 
the authors of the review explain, they “modularize the complexity of the 
components into the key communicating elements” (Ciliberto and Shah 
2009, 2162).

The motivation for using a coarse- grained perspective in terms of mod-
ules is not necessarily based on the belief that these modules represent the 
“real” components of the mechanism, or that the project of figuring out 
the details of the underlying molecular structure is misguided. Mainly, the 
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modular strategy serves to make the task well- constrained as a modeling 
problem and is therefore heuristic in nature. Even though the research on 
the spindle assembly checkpoint “has amassed a substantial amount of 
quantitative data” (Ciliberto and Shah 2009, 2166), this does not automati-
cally enable scientists to build useful quantitative models at the molecu-
lar level. The reason for this is connected to what systems biologist Jeremy 
Gunawardena calls “the parameter problem” (Gunawardena 2010). The es-
sence of this problem is captured by the famous expression attributed to 
John von Neumann: “With four parameters I can fit an elephant, and with 
five I can make him wiggle his trunk” (quoted in Dyson 2004, 297). In an 
ideal world every parameter of a model would be determined by indepen-
dent and accurate measurement, but in biological practice most properties 
of interest cannot be directly measured. Virtually every quantitative model 
in biology involves a number of unknown parameters and unwarranted  
idealizations. If a model has many free parameters, the fact that the model 
accounts for the data might largely be due to mathematical reasons, and 
not to the model’s correspondence to the target system.

There are two strategies to cope with the parameter problem, corre-
sponding to what Gunawardena calls “thin” and “thick” models (Guna-
wardena 2010, 26). Thin models include only what are assumed to be the 
essential causal features of the system. These models are typically tested 
against a small set of mostly qualitative observations and generic physi-
cal constraints. Thick modeling, by contrast, is acceptable when enough 
empirical data are available. In this case one tries to bring the assumptions 
of the model as close to reality as possible by explicitly including all known 
components and processes. However, in spite of the available information, 
biologists must accept a large number of unknown parameters in thick 
models. This is because it is rarely possible to determine the parameters 
occurring in the model, such as rates of synthesis or degradation of pro-
teins, directly. Instead, unknown parameters must be inferred indirectly by 
optimizing the fit of the model simulation to the data. Often scientists use 
only part of the available data for parameter estimation, and afterward try 
to reproduce or predict other data. Deviations between predicted and ob-
served behavior can then be exploited to modify the structure of the model 
and learn about the underlying mechanism.

An example of thin modeling is provided by the study of Doncic, Ben- 
Jacob, and Barkai (2005). It consists of a comparison of three different 
models of the spindle assembly checkpoint mechanism in budding yeast. 
These models are evaluated with respect to reliability of inhibition and 

 EBSCOhost - printed on 2/13/2023 7:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



 Updating Cowdry’s Theories with Models 343

time of release, the two properties that were identified above as competing 
design constraints. Eventually, the authors find that only one of the three 
proposed models passes the test of properly fulfilling the requirements. All 
three model variants are loosely based on molecular knowledge, but there 
is no strict identification of model components with specific proteins, and 
the main focus is on the role of physical constraints. The cell nucleus is 
modeled as a sphere with one single kinetochore located in the center as a 
subsphere with significantly smaller radius. The molecular processes are 
characterized by a set of reaction- diffusion equations that describe both 
spatial and temporal changes of the molecular concentrations as well as 
the chemical interactions. Geometrical scale, reaction rates, and diffusion 
constants are chosen in agreement with known general properties of cellu-
lar systems. As the authors explain, “We did not simulate the full complex-
ity of the network underlying the checkpoint but, rather, compared classes 
of mechanisms. Each class may be realized by a range of molecular machin-
eries, but its essence can be summarized by a simple model, composed of 
just a few components” (Doncic, Ben- Jacob, and Barkai 2005, 6336). By ab-
stracting from underlying molecular detail, they are able to cover a large set 
of possible causal structures with a small number of models. Each model is 
simple enough that fairly general claims may be derived about its behavior 
under varying parameter values.

Importantly, the goal of this work is not to explain the behavior of the 
spindle assembly checkpoint mechanism, even though, as a by- product, it 
might contribute to elucidating how certain causal structures bring about 
certain behaviors. Instead, the authors’ main interest is to compare dif-
ferent models with respect to their ability to fulfill the design constraints. 
Even though one of the proposed models meets these constraints, it is not 
proclaimed as the actual mechanism of the checkpoint. The more impor-
tant result is negative: Certain types of causal structures are not able to ac-
count for the observed behavior, which raises the bar for the evaluation of 
proposed molecular mechanisms.

The authors cannot guarantee that their selection of models exhausts 
all possible checkpoint mechanisms, and whether the actual checkpoint 
mechanism is in line with the successful candidate can be established only 
on the basis of additional molecular knowledge. However, the authors can 
motivate the exclusion of some proposed mechanisms by taking into ac-
count constraints that do not appear in the mechanistic models of experi-
mental biologists. First, they quantify observed behavior: it is not enough 
that the checkpoint is released after attachment, but it must be released 
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within a certain time. Information about upper limits of the rates of chemi-
cal reactions are important to evaluate whether a proposed mechanism can 
fulfill this time constraint. Similarly, it is not sufficient to show that one 
type of molecule is able to inhibit another, but inhibition must be strong 
enough in terms of the fraction of inhibited molecules. Inhibition has dif-
ferent meanings depending on whether one talks about populations or 
about individual molecules. The interaction between an inhibiting and an 
inhibited species is a chemical reaction that produces a dynamical equi-
librium in which there always remain a number of uninhibited molecules. 
The activity of a single molecule is inhibited if it is bound to its inhibitor, 
whereas the activity of the population is inhibited if the number of unin-
hibited molecules is below a certain threshold. The chemical perspective, 
therefore, implies reasoning in terms of populations of molecules. A fur-
ther consequence of quantitatively accounting for the chemical reactions 
is that the strength of inhibition is connected to the timing for the release 
from inhibition. This is exactly what was illustrated in Ciliberto and Shah’s 
washbasin model (fig. 14.3). Aside from this, the models of Doncic and col-
leagues take into account spatial properties of the system: inhibition must 
be strong everywhere in the nucleus, and not only near the kinetochore. 
Limits of possible diffusion rates of proteins, therefore, set further impor-
tant constraints on the possible signaling mechanism.

Note, however, that the strategy of thin modeling involves important 
trade- offs. It seems that in order to serve as powerful heuristic tools, the 
proposed models must be of rather low complexity. In the work of Doncic 
and his colleagues, we can find many steps of idealization. First of all, they 
lump a whole network of interactions into a minimal number of effective 
reactions. This is not an assumption they want to test, but it is a require-
ment of their strategy. Moreover, they make simplifying assumptions, such 
as the idealized spherical geometry of the system or the conservation of the 
numbers of all interacting particles. Especially this latter assumption is 
problematic, since it has been shown that some of the components of the 
checkpoint mechanism are actively degraded during and after the mitotic 
arrest. Obviously, their models can accurately represent only mechanisms 
that approximately fulfill these underlying assumptions. To the extent that 
the assumptions are unrealistic, the overall strategy cannot amount to a 
strict criterion to exclude candidate mechanisms.

A case of thick modeling can be found in the detailed analysis of cell cy-
cle regulation presented in Chen et al. (2004). Based on the wiring diagram 
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shown in figure 14.4, this model is claimed to present a “realistic” picture 
of the cell cycle machinery in budding yeast. The model consists of fifteen 
ordinary differential equations and twelve algebraic equations that to-
gether depend on more than one hundred free parameters. The equations 
summarize experimental results collected from various publications, but 
they also incorporate specific hypotheses that are based on a quantitative 
and dynamic perspective of cell cycle regulation: The model is designed 
to conform to the idea of two stable steady- states generated by the antago-
nism of two groups of factors: Clb- kinases and G1- stabilizers. During a nor-
mal cycle, the cell periodically traverses these two states, driven by growth 
and division. Checkpoints, such as the spindle assembly checkpoint, act 
as signals that delay these transitions by stabilizing the different stages of 
the cell cycle.

Figure 14.4. Wiring diagram of the detailed model of cell cycle regulation. From Chen et al. 
2004. Reprinted by kind permission of the American Society for Cell Biology.
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After the model was set up, the equations were solved numerically and 
compared to experimental observations. According to the authors, the 
model manages to accurately describe division and growth in wild- type 
yeast cells. Moreover, it reportedly agrees with observations for 120 of 131 
tested mutant strains. The large set of empirical information that is used 
to test the model appears to justify the approach of building a large and 
detailed model of cell cycle regulation.

Note, however, that, in spite of the level of incorporated detail, thick 
models typically also rely on many simplifying assumptions. As Chen et al.  
admit, “There is no unique correspondence between a wiring diagram 
and a set of mathematical equations” (Chen et al. 2004, 3845). Thus even 
though many of the equations are directly based on fundamental principles 
of biochemical kinetics, certain pragmatic choices and assumptions are 
required to make the modeling problem well- constrained and tractable. 
For example, proteins with redundant functions, such as the cyclins Cln1 
and Cln2, are represented by only one variable. Moreover, the use of ordi-
nary differential equations implies that noise effects due to fluctuations in 
the copy numbers of molecules and their spatial localization are neglected. 
Yet, unlike the informal way in which a diagram like figure 14.4 is usually 
interpreted, setting up a quantitative model forces researchers to make all 
of their assumptions explicit.

Most of the model’s parameters could not directly be quantified by ex-
perimental measurements. Values for these parameters were not deter-
mined by a systematic search; they were “selected by a painstaking process 
of trial- and- error to provide a suitable fit to the full data set” and “repre-
sent a compromise of many, often competing, observations” (Chen et al. 
2004, 3850). Some of the rate constants could be estimated from measured 
protein concentrations in cell culture, but in general modeling relied on 
so- called auxiliary variables to connect the temporal evolution of concen-
trations to measurable quantitative data (e.g., the timing of bud emergence,  
the onset of DNA synthesis, or cell separation).

Given that most of the data used to evaluate the model already entered 
into its construction, it is difficult to maintain that the model is confirmed 
or validated in a strong sense by empirical evidence. Instead, the authors 
argue that its main role consists in checking the “sufficiency and consis-
tency of the mechanism” (Chen et al. 2004, 3859). The model clearly re-
tains a hypothetical character and is used as a heuristic reasoning tool that 
enables biologists to uncover gaps in their intuitive way of understanding 
the mechanism of cell cycle regulation. Note, however, that modeling is 
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required not because the mechanism is too complex to be understood in-
tuitively at all, but because often our intuitive reasoning cannot be trusted. 
In fact, the original caption of figure 14.4 in Chen et al.’s article contains a 
detailed verbal and qualitative description of the processes displayed in the 
figure, showing that it is entirely possible to get a qualitative understanding 
of the mechanism by reasoning along the arrows of the diagram. However, 
due to the interconnectedness of the system, such a description is not reli-
able. In the author’s own words, our intuition has to be “disciplined by pre-
cise numerical simulation” (Chen et al. 2004, 3851). Whenever deviations 
between model predictions and empirical observations are discovered, one 
must either check the model’s assumptions or question the completeness 
and adequacy of the hypothesized mechanism.

Just as in the example of thin modeling, an important contribution of 
the model is to raise the standard that a candidate explanation must meet. 
The model is not a finished product used for explanatory purposes but a 
tool that contributes to the search for the actual mechanism. This picture 
is confirmed by the authors in another article that presents an earlier ver-
sion of the model:

One can learn as much from the failures of the model as from its suc-
cesses. Where there are inconsistencies between the model and ex-
periment, we are prompted, first of all, to look for a better parameter 
set. If that fails, we consider slight changes in the mechanism, which 
might bring the model in accord with observations. If that fails, and if 
the experimental community is convinced that the observations are 
reliable and significant, then we have identified an area that deserves 
closer scrutiny to resolve the discrepancies. If the mechanism proves 
insufficient, that does not invalidate our approach. Mathematical 
modeling, as a tool, is no more “falsifiable” than gel electrophoresis. 
The tool tells us what a mechanism can and cannot explain. When the 
model fails, the fault lies with the mechanism, not the tool. (Chen et al.  
2000, 385)

Conclusion
In this chapter I have discussed the relationship between experimental and 
computational approaches in contemporary cell biology. Computational 
biologists and experimentalists often share the same epistemic goals and 
use models to represent their hypotheses about cellular mechanisms. How-
ever, the models are different in kind and indicate different underlying 
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heuristics. The main difference from computational approaches is that 
experimentalists usually work with informal models.

The assumptions underlying the heuristic strategies of experimental-
ists justify an approach that can do without sophisticated quantitative 
techniques and restricts itself to informal and qualitative reasoning. This 
approach has been successful, but it reaches its limits whenever these  
assumptions are not warranted.

Computational biologists, by contrast, use formal and quantitative mod-
els to overcome some of the limitations of the experimentalists’ approach. 
The examples presented in the previous section exemplify that computa-
tional model ing is often used as a strategy for discovery. In both cases the 
starting point is a candidate mechanism that is consistent with established 
molecular knowledge and represents an intuitive explanation of observed 
behavior. Computational modeling is used to decide between possible 
causal structures and to reveal gaps in our current understanding. Com-
putational biologists thus directly build on the findings of cell biologists, 
and they are interested in the solution of the same epistemic puzzle, but 
they propose a different strategy for solving it. Describing the phenomenon 
and the hypothesized causal structure quantitatively allows them to detect 
discrepancies between proposed mechanisms and experimental observa-
tions. Moreover, the introduction of physical and biochemical constraints 
can lead to the exclusion of mechanistic models, even if they are considered 
plausible candidates by traditional molecular biologists.

More generally, I have tried to present models as tools of hypothetical 
reasoning in contemporary cell biology. Experimentalists formulate their 
hypotheses about specific mechanisms in terms of qualitative and informal 
models. Computational biologists use the tools of formal and quantitative 
modeling to facilitate the process of testing and revising these models. The 
models in cell biology can therefore be thought of as the updated equivalents 
of the speculative theories in Cowdry’s General Cytology. The prevalent use of 
the term model suggests that the current focus of cell biologists is less on gen-
eral and unifying accounts of cellular behavior and more on specific mecha-
nisms at the molecular level. While there are also contemporary approaches 
that aim at more general or unifying accounts by identifying “organizational 
principles” or “design principles” found in many different systems (see Bech-
tel, chapter 13 in this volume), my aim in this chapter was to highlight the 
productive interaction of experimental and computational approaches in the 
discovery of mechanisms.
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Notes
1 Here I have in mind the typical “cartoon” diagrams used by experimentalists, and not, 

for instance, the network diagrams that are based on graph- theoretical analysis and can 
be seen as products of formal reasoning (see Bechtel, chapter 13 in this volume).

2 Linear in this context means that there are no branchings or loops within the chain. 
This kind of linearity can be applied both to spatial and to temporal chains. In static 
diagrams temporally linear processes are often represented as spatially linear chains.
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