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Notation

No Cardinality of the set of integers

c,C Generic constants which differ from line to line

as<b a<ch

Bf Complement of a set B

O A domain — an open connected subset of RV

O] Lebesgue measure of the domain @

2 1-dimensional Lebesgue measure

N N-dimensional Lebesgue measure

B Borel g-algebra

™ N-dimensional flat torus ([-1,1]];_y 1))V

T+ Space-time (N + 1)-dimensional torus ([-L,L]|;_; ;) x TV

RPN Space of n x N matrices over R

A:B Scalar product };; A;B; between two matrices A, B

I Identity matrix (8;).; in RVN

B, Bounded Borel measurable functions

C Continuous functions

C. Continuous functions with compact support

Co Continuous functions vanishing at infinity

Gy Bounded continuous functions

c® a-Holder continuous functions

ck k-times continuously differentiable functions

Cé‘ Ck-functions with compact support

cla k-times continuously differentiable functions with a-H6lder con-
tinuous derivatives

Cc® oo-times continuously differentiable functions

CP/D C*-functions with compact support

D! Dual of C°

Cax C*-functions with vanishing divergence

Dl Dual of Cg,

rr Lebesgue space of p-integrable functions

L’l”oc Lebesgue space of locally p-integrable functions

Lﬁiv LP-functions with vanishing divergence

p' Dual exponent of p: p’ =p/(p-1)

whp Sobolev functions with differentiability k and integrability p

whP W P functions with vanishing divergence

w-kp Dual space of W'

(ém)mez¥ Trigonometric polynomials on TV

My Bounded signed measures

My Non-negative bounded measures
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VIl — Notation

17(0,T;X)

1P (0,00;X)
C([0,T1;X)
Cioc([0,00); X)
C*([0,T]; X)
C,([0,T]; X)
WP(0, T; X)

(2.3, P)

(&)e=0
(0:[UD¢s0

Q.35 (Ft)tz0.P)

({0,1],3([0,1]), 2)

E
E[-[]
<[]
Lx[]
d

Non-negative Radon measures

Solution operator to the Laplace equation

Helmholtz projection v — VA™'divv of a function v : RV — RV
(TN > 1TV)

Gradient part VA divv of a function v: RY — RN (TN — TV)
Dual space of X

Norm on X

Inner product on X

Duality pairing between X* and X

Weak convergence

Weak-+ convergence

Convergence in law

Bochner space of X-valued p-integrable functions

Bochner space of X-valued locally p-integrable functions
Continuous functions with values in X

Locally continuous functions with values in X

a-Holder continuous functions with values in X

Weakly continuous functions with values in X

k-times weakly differentiable functions with values in X and in-
tegrability p

Probability space with sample space Q, g-algebra &, and proba-
bility measure P

Filtration

Canonical filtration/history of a stochastic process/random dis-
tribution U

Filtered probability space with filtration ()0

Standard probability space

Expectation

Conditional expectation given §

Law of a random variable

Law of a random variable on the space X

Equality in law

L’f,mg(Q x [0,T];X) [P-integrable progressively measurable X-valued random vari-

LQU,H)
L,(U,H)
(e)ken

W =332 e Wy
«uy

(U, vy
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Continuous linear operators from U — H
Hilbert—-Schmidt operators from U — H
Complete orthonormal system in U

Cylindrical Wiener process in U

Quadratic variation of the stochastic process U
Cross variation of stochastic processes U and V

Al use subject to https://ww.ebsco.conlterns-of-use



Contents

Acknowledgements —V

Notation — VII

Partl: Preliminary results

1 Elements of functional analysis — 3

1.1 Continuous functions, measures — 3

1.2 Topological spaces —5

1.3 Differentiable functions, distributions — 6

1.4 Integrable functions —7

1.5 Compactness and convergence of integrable functions —9
1.6 Sobolev spaces — 10

1.7 Sobolev spaces of periodic functions — 12

1.7.1 Hilbertian structure — 12

1.7.2 LP-structure — 13

1.7.3 Regularization by convolution kernels — 14

1.8 Bochner spaces — 15

1.8.1 Time regularity — 15

1.8.2 Compact embeddings — 16

1.8.3 Regularization by convolution kernels — 18

2 Elements of stochastic analysis — 21

2.1 Random variables and stochastic processes — 21
2.2 Random distributions — 30

2.21 Measurability — 31

2.2.2 Regularization — 32

2.2.3 Equality in law — 34

2.2.4 Progressive measurability — 36

2.2.5 Special classes of random distributions — 39

2.3 Stochastic Ito’s integral — 40

2.4 Itd’s formula— 46

2.5 Pathwise vs. martingale solutions — 47

2.5.1 Pathwise uniqueness vs. uniqueness in law — 49
2.6 Stochastic compactness method — 50

2.7 Jakubowski-Skorokhod representation theorem — 55
2.8 Random distributions in LP and Young measures — 57
2.9 Stochastic partial differential equations — 61

EBSCChost - printed on 2/10/2023 3:38 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

X —

2.10
2.11
2.12

Part Il

3

3.1
3.1.1
3.2
3.2.1
3.2.2
3.3
3.4
3.4.1
3.4.2
3.5

4.1
4.1.1
4.1.2
4.1.2.1

4.1.2.2
4.1.2.3
4.1.2.4
4.1.3
4.1.4
4.1.5
4.1.6
4.2
4.2.1
4.2.2
4.3
4.3.1
4.3.2
4.4
4.4.1
4.4.2
4.4.3

printed on 2/10/2023 3

Contents

Gyongy—Krylov lemma — 66
Stationarity — 70
Krylov-Bogoliubov method — 74

: Existence theory

Modeling fluid motion subject to random effects — 81
Field equations — 82
Constitutive relations — Navier-Stokes system — 83
Random phenomena — 84
Initial data — 84
Driving force — 86
Strong pathwise solutions — 88
Dissipative martingale solutions — 90
Weak formulation — 92
Regularity properties of weak solutions — 94
Stationary solutions — 97

Global existence — 101
Solvability of the basic approximate problem — 107
Iteration scheme — 108
The limit for vanishing time step — 110
Regularity for the viscous approximation of the equation of
continuity — 110
Bounds on the approximate velocities — 111
Hdlder continuity of approximate velocities — 112
Solvability of the first level approximate problem — 113
Pathwise uniqueness — 117
Strong solutions — 121
General initial data —123
Energy balance — 124
Solvability of the Galerkin approximation — 126
Uniform energy bounds — 128
Passage to the limit — 129
The limit in the Galerkin approximation scheme — 131
Uniform bounds — 133
Asymptotic limit — 135
Vanishing viscosity limit — 146
Uniform energy bounds — 148
Pressure estimates — 150
Limite - 0—153

:38 PMvia . Al use subject to https://ww.ebsco.conlterns-of-use



Contents =— XI

4.4.3.1 Stochastic compactness method — 155

4.4.3.2 Deterministic compactness method — 164

4.5 Vanishing artificial pressure limit — 169

4.5.1 Uniform energy bounds — 171

4.5.2 Pressure estimates — 172

4.5.3 Limit & — 0 — stochastic compactness method — 175
4.5.4 Limit 0 — 0 — deterministic compactness method — 181

4.5.4.1 Compactness of the density — 181

5 Local well-posedness — 187

5.1 Preliminary considerations — 191

5.1.1 Rewriting the equations as a symmetric hyperbolic-parabolic
problem — 193

5.1.2 Outline of the proof of Theorem 5.0.3 — 194

5.2 The approximate system — 195

5.2.1 The Galerkin approximation — 198

5.2.2 Uniform estimates — 200

5.2.3 Compactness — 204

5.2.4 Identification of the limit— 206

5.2.5 Pathwise uniqueness — 207

5.2.6 Existence of a strong pathwise approximate solution — 209

5.3 Proof of Theorem 5.0.3 — 211

5.3.1 Uniqueness — 211

5.3.2 Existence of a local strong solution for bounded initial data — 212

5.3.3 Existence of a local strong solution for general initial data — 213

5.3.4 Existence of a maximal strong solution — 214

6 Relative energy inequality and weak-strong uniqueness — 217

6.1 Relative energy inequality — 220

6.2 Weak-strong uniqueness — 223

6.2.1 Pathwise weak-strong uniqueness — 224

6.2.2 Weak-strong uniqueness in law — 228

Part Ill: Applications

7 Stationary solutions — 235

7.1 Basic finite-dimensional approximation — 240
7.1.1 Approximate field equations — 240

7.1.2 Basic energy estimates — 241

7.1.3 Regularity of the density — 244

7.1.4 Approximate invariant measures — 246

EBSCChost - printed on 2/10/2023 3:38 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



Xl —— Contents

7.2 First limit procedures: R — oo, m — co — 250

7.3 Vanishing viscosity limit — 255

7.4 Vanishing artificial pressure limit — 266

8 Singular limits — 271

8.1 Incompressible limit — 273

8.1.1 Incompressible Navier—Stokes equations — 275

8.1.2 Main result — 278

8.1.3 Convergence in law — the proof of Theorem 8.1.6 — 280

8.1.3.1 Uniform bounds — 280

8.1.3.2 Acoustic equation — 284
8.1.3.3 Compactness — 285

8.1.3.4 Identification of the limit — 289

8.1.4 Convergence in probability — the proof of Theorem 8.1.7 — 295
8.2 Inviscid—incompressible limit — 297

8.2.1 Solutions of the Euler system — 298

8.2.2 Main result — 300

8.2.3 Proof of Theorem 8.2.4 — 302

A Appendix — 305

A.l Elliptic equations and related problems — 305

A.2 Regularity for parabolic equations — 309

A3 Renormalized solutions of the continuity equation — 312
A.4 A generalized It6 formula— 313

B Bibliographical remarks — 317

Bibliography — 319

Index — 327

EBSCChost - printed on 2/10/2023 3:38 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



Part I: Preliminary results

EBSCChost - printed on 2/10/2023 3:38 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



EBSCChost - printed on 2/10/2023 3:38 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

1 Elements of functional analysis

We will exclusively use functions v = v(t, x) with the time t € I and the space variable
x € @ c RY, where I is an interval and @ denotes a domain — an open connected sub-
set of RY. Sometimes, it will be convenient to separate the time and space variables
and consider v = v(t,-) as a mapping ranging in a suitable topological space X of func-
tions depending on the x-variable. To avoid problems related to the presence of a kine-
matic boundary in the equation of fluid mechanics, we mostly focus on functions that
are space periodic, meaning the spatial domain ¢ is identified with the flat torus TV,
given by

T = ([-1, 1]|{—1,1})N-

The length of period 2 is taken only for the sake of convenience. All results stated in
this book have been obtained for a general torus given by

1Y, [a;, by l{a, b+

If not otherwise stated, all functions (or vector-valued functions) are real-valued.

1.1 Continuous functions, measures

For a topological space X, the symbol C(X) denotes the space of continuous functions
on X, C.(X) is the space of all continuous functions compactly supported in X, and
C,(X) is the space of all bounded continuous functions on X.

If K is compact, C(K) is a Banach space with the norm

IVilea =sup [vy)|, v eCK).
yeK

For X c RN or X c Rwe simply write || - IICX and | - IIC[. Similarly, for functionsv:K - Y
ranging in a metric space Y with metric dy, we define a metric on C(K;Y) as

dey) v, wl = su}? dy[vy),w)], v,weCK;Y).
VS

If there is no danger of confusion, we write C(K) instead of C(K; RM).
The following result is known as the Arzela—Ascoli theorem; see Kelley [Kel55,
Chapter 7, Theorem 17].

Theorem 1.1.1. Let K ¢ RN be compact and Y a compact topological metric space en-
dowed with a metric dy. Let (v,),cn be a sequence of functions in C(K;Y) that is equi-

https://doi.org/10.1515/9783110492552-001
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4 —— 1 Elements of functional analysis

continuous, meaning that, for any € > 0, there is a 6 > 0 such that
dy [v,(¥),v,(2)] < € provided |y — z| < & independently of n € N.

Then (v,)pen 1S precompact in C(K; Y), that is, there exist a subsequence (not relabeled)
and a functionv € C(K;Y) such that

Sude[vn(y))V(Y)] —0 asn-— oco.
yeK

Next we recall the Stone—Weierstrass theorem; see Cullen [Cul68].

Theorem 1.1.2. Suppose K is a compact Hausdorff space and A is a subalgebra of
C(K;R) which contains a non-zero constant function. Then A is dense in C(K; R) if and
only if it separates points.

Remark 1.1.3. A set of continuous functions .4 on K separates points if, for x,y € K,
x #Y, there is f € A such that f(x) # f(y). Note that a topological space is Hausdorff
if, for any two points x # y, there are open sets U, U, x € U,y € U,, U, n U, = J. In
particular, any topological space in which C(X;R) separates points is Hausdorff and
the “if” part of Theorem 1.1.2 holds without the explicit requirement K to be Haus-
dorff.

A function vanishes at infinity if, for any € > 0, there is a compact K,. ¢ X such that
If ()| < € for x ¢ K. The space of continuous functions vanishing at infinity is denoted
as Cy(X; R). There is an extension of the Stone-Weierstrass theorem to locally compact
spaces; see de Branges [dB59].

Theorem 1.1.4. Suppose K is a locally compact topological space and A is a subalge-
bra of Cy(K;R) that separates points such that, for any x € X, there is f € A such that
f(x) #0. Then A is dense in Cy(X; R).

Let M*(X) denote the set of all non-negative measures on X, meaning all non-
negative o-additive set-functions defined on a o-field of measurable subsets of X. The
following is the Riesz representation theorem; see Rudin [Rud87, Chapter 2, Theo-
rem 2.14].

Theorem 1.1.5. Let X be a locally compact Hausdorff metric space. Let f be a non-
negative linear functional defined on the space C.(X).

Then there exists a g-algebra of measurable sets containing all Borel sets and a
unique non-negative measure pig € M*(X) such that

f.8)= Lgdyf forany g € C.(X).
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1.2 Topological spaces =—— 5

Moreover, the measure yy enjoys the following properties:
—  We have us[K] < oo for any compact K  X.

- Wehave
ur[E] = sup{ys[K] | K c E, K compact}
for any open set E C X.
- We have
ur[V]=inf{u(E) | V C E, E open}
for any Borel set V.

- IfEis yf-measurable, yf(E) =0,and A CE, thenAis yf-measurable.

1.2 Topological spaces

The topological spaces we deal with, besides admitting a o-field of Borel sets, will
satisfy certain separation properties. Possibly the weakest assumption in this sense
is that a topological space X is completely regular (Tikhonov space), X is Hausdorff,
and C(X) separates points from closed sets: for any x € X and a closed set F ¢ X with
X ¢ F, thereis f € C(X) such that f(x) =1, f|r = 0. The topology on a completely regular
space is the coarsest topology making all functions from C(X) or C,(X) continuous.
Every subspace of a completely regular space is completely regular. In particular, if Y
is completely regular and X — Y is a continuous injection, then X is completely reg-
ular. Any metric space is completely regular. In this book we deal almost exclusively
with topological vector spaces, where the algebraic operations of addition and multi-
plication by a scalar are continuous. In particular, any Hausdorff topological vector
space is Tikhonov. Topological vector spaces admit a uniform structure. Specifically,
any neighborhood %/ (x) of a point x can be written as x + 2/, where U/ is a neighborhood
of zero. The uniform structure is necessary for a proper definition of some stochastic
concepts like convergence in probability.
Most statements in the theory of stochastic PDEs use Polish spaces.

Definition 1.2.1. A topological space is Polish if the topology on X is separable and
completely metrizable.

Later (see Definition 2.1.3) we introduce a larger class of sub-Polish spaces. These
are, roughly speaking, topological spaces that admit a continuous injection into a Pol-
ish space.

The symbol M 3(X) denotes the set of non-negative Radon measures on X, mean-
ing non-negative Borel measures y such that

U[E] = sup{u[K] | K c E,K compact} for any open set E c X.
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6 —— 1 Elements of functional analysis

Proposition 1.2.2. If X is Polish, then every finite Borel measure is a Radon measure.

For the proof see, e.g., Bogachev [Bog07].

1.3 Differentiable functions, distributions
The symbol
9%

a)’i

0,8() := Y= ynl
stands for the partial derivative of a function g defined on an open neighborhood of a
pointy e RN,

The space of functions having k continuous derivatives are denoted CX. If K is a
compact set, then C*(K) is the space of functions from CK(RN) restricted to K. CKV(©9),
v € (0,1), is the subspace of ck (0)-functions having their kth derivatives v-Holder con-
tinuous in © c RY. C*'(©) is a subspace of C¥(©9) of functions whose kth derivatives
are Lipschitz on @. For a bounded domain ¢, the spaces CX(®) and C**(0), v € (0,1],
are Banach spaces with norms

lull; = max sup [0%u(x)|

and

>

(44 (24
lullcew = lullx + max  sup 107u(x) - " u)l
x ¥ lal=k (e, xty Ix—yl”
where 0% stands for the partial derivative 3! ... 9% u of order |a| = Y, ;. The spaces
Cv(O; RM) are defined in a similar way. However, for notational simplicity the target
space RM will not be explicitly mentioned. Finally, we set C* = oo ck.

The symbol C’C‘(O), k €{0,1,...,00}, denotes the vector space of functions belong-
ing to C*(©) and having compact support in ©. If © c R is an open set, the symbol
D(O) will be used alternatively for the space CZ°(©) endowed with the topology in-
duced by the convergence

©, > @ inD),
if there is K ¢ 9, a compact such that supp[¢,] c K forany k=0,1,... and
Pn—¢ inCK). (11)

The dual space D'(©) is the space of distributions on (. Similarly, we define
D'(O;RM). Continuity of a linear form belonging to 2’ (¢) is understood with re-
spect to the convergence introduced in (1.1). We also consider the space of periodic
distributions D' (TV) defined on the flat torus TV.
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1.4 Integrable functions =—— 7

A differential operator 0% of order |a| can be identified with a distribution
(0%, ) = (1)l (v, %) = (-1)l@ J vo*pdy, @ e D),
0]

where the most right identity makes sense whenever v is a locally integrable function.

1.4 Integrable functions

Let (9 be a measurable subset of RV and X a separable Banach space with norm | - ||x.
The Lebesgue space LP(0;X) is the space of Bochner measurable functions v ranging
in the Banach space X such that the norm

”V"ZZX = L} lvy)I% dy is finite, 1<p < co.
Similarly, v € L*°(0; X) if v is Bochner measurable and
IVliex = esssup [v(y)] < oo.
ye©

The symbol L} (O;X) denotes the vector space of locally LP-integrable functions,
meaning

)4
vel,.

(0;X) ifvelIP(K;X) for any compact set K in .

We will omit the target space and write LP (©0) instead of L” ((9; X) whenever no confu-
sion arises.

The dual spaces to the L” spaces are characterized in the following theorem; see
Gajewski et al. [GGZ75, Chapter IV, Theorem 1.14, Remark 1.9], Edwards [Edw94], and
Pedregal [Ped97, Chapter 6, Theorem 6.14].

Theorem 1.4.1. (1) Let © c RY be a measurable set, X a Banach space that is reflex-
ive and separable, and 1 < p < co. Then any continuous linear form & € [LP(O; X)]*
admits a unique representation w; € 1P (0;X"),

¢, V) (OX*)LP(OX) — J;? <W§'(J/)> V(y»x*;x dy forallveI?(O;X),
where
1 1

—+—’=1.
p b

Moreover, the norm on the dual space is given by

||f||[L§’X]* = ||W¢'”L§'X*'
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8 —— 1 Elements of functional analysis

Accordingly, the spaces I[P (O; X) are reflexive for 1 < p < co as soon as X is reflexive
and separable. Identifying & with w,, we obtain the Riesz representation theorem

[PO:X]" =LP (O:X*),  NElgzx)- = 1§l 5., 1<p<oo.
(2) Ifthe Banach space X is merely separable, we have
[P(O:X)]" =IE. (9;X*) for1<p<oo,
where
L‘M’,L (0;X7) :={§: 0> X" [y € O (§(),V) 4. x measurable Vv € X,
ye lEW)ly. €7 (O}

For IP-spaces we also report Holder’s inequality

3 1 1.1
vl <Nz Vi, ~ = PR

for any u € IP(©), v e LY(O), O ¢ RN, and the interpolation inequality

(1-A)

1
P

1%1, p<r<gq,A€(0,1),

T >

forany v € IP N LI(O9), © c RN; see Adams [Ada75, Chapter 2.
Finally, we recall the celebrated and frequently used Gronwall’s lemma; see Car-
roll [Car13].

Lemma 1.4.2. LetacL}(0,T),a>0,B¢LY0,T), b, € R, and
T
b(z) = by + J B(t)dt
0
be given. Let r € L*°(0, T) satisfy
T
r(t) < b(t) + j alt)r(t)dt fora.a.T€[0,T].
0

Then

r(t) < by exp(LT a(t) dt> + LT B eXp< JT a(s) ds) dt

t

fora.a. T €[0,T].
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1.5 Compactness and convergence of integrable functions =—— 9

1.5 Compactness and convergence of integrable functions

Let X be a Banach space, By the closed unit ball in X, and By the closed unit ball in

the dual space X*. Then we have:

(1) By is weakly compact only if X is reflexive. This is Kakutani’s theorem; see Theo-
rem II1.6 in Brezis [Bre83].

(2) By- is weakly-*-compact. This is the Banach—Alaoglu theorem; see Theorem III.15
in Brezis [Bre83].

(3) If X is separable, then By. is sequentially weakly-*-compact; see Theorem III.25
in Brezis [Bre83].

(4) A non-empty subset of a Banach space X is weakly relatively compact only if
it is sequentially weakly relatively compact. This is the Eberlein-Shmuliyan—
Grothendieck theorem; see Paragraph 24 in Kothe [KK83].

In view of the above results we get:

- Any bounded sequence in IP(©9), where 1 < p < co and O ¢ RY is a domain, is
relatively weakly compact.

—  Anybounded sequence in L®(¢7), where @ c RY is a domain, is relatively weakly-*
compact.

The situation for L!, which is neither reflexive nor dual of a Banach space, is clarified
in the following theorem; see Ekeland-Temam [ET99, Chapter 8, Theorem 1.3] and
Pedregal [Ped97, Lemma 6.4].

Theorem 1.5.1. Let V c LY(©9), where © c RY is a bounded measurable set.

Then the following statements are equivalent:

any sequence (v,,),c C V contains a subsequence weakly converging in L*(©9);
for any € > 0, there exists k > 0 such that

J [viy)|dy <e forallveV;
{lvi=k}
— forany € > 0, there exists 6 > 0 such that, forallveV,

[ oy <e.
M
for any measurable set M c O, such that
|M| < &;
— there exists a non-negative function ® € C([0, c0))
lim —(D(Z) =

z—00 Z

>

such that

sup J o(jv(y)|)dy <c.
veV JO
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10 —— 1 Elements of functional analysis

1.6 Sobolev spaces

There is a vast amount of literature devoted to the study of Sobolev spaces. We restrict
ourselves to listing some standard results. The reader may consult the monographs
by Adams [Ada75], Kufner et al. [K]F77], Maz’ya [Maz13], or Ziemer [Zie89] for more
information.

The Sobolev spaces W*P((9), 1 < p < co, with k being a positive integer, are the
spaces of functions having all distributional derivatives up to order k in LP(©). The
norm in W*P () is defined as

Ivi {(zlakk 19%vIg)P if1<p < oo,
kp = .
W | max g {l0%vie}  ifp = oo,

where the symbol 0* stands for any partial derivative of order |a].

If 1 < p < co, then WXP(©9) is separable and the space CX(O) is its dense subspace
(if @ has a Lipschitz boundary).

The space W-*((9), where © is a bounded Lipschitz domain, is isometrically iso-
morphic to the space C*!(O) of Lipschitz functions on O.

The symbol W(’)"p (O) denotes the completion of CZ°(©) with respect to the norm
Il - IIWXk,p. In what follows, we identify WP (©) = Wg P () with LP(O).

The differentiability of a composition of a Sobolev function with a Lipschitz func-
tion is clarified in the following result; see Ziemer [Zie89, Section 2.1].

Lemma 1.6.1. Iff : R — Ris a Lipschitz function and f ov € LP(©9) for some v € WP ((9),
then f ov e WY (0O9) and

axi [f o v](x) =f’(v(x))axjv(x) fora.a.x € ©.
Duals to Sobolev spaces are characterized in the following theorem; see Adams

[Ada75, Theorem 3.8] and Maz’ya [Maz13, Section 1.1.14].

Theorem 1.6.2. Let © c RN be a domain and let 1 < p < co. Then the dual space
[W(’)"p (O))* is a proper subspace of the space of distributions D' (). Moreover, any
linear form f € [W(’,"p (0)]* admits a representation

<f)v>[ngP]*;Wg:p = z J (—1)|alwaaanX,
lal<k 7O

where w,, € ' (), 1 + i, =1 (1.2)
p p

The norm of f in the dual space is given by

F((S i W) | We satisfy (12)} if1<p < oo,

Il oy =
WO inf{ma g (lwl e | W satisfy 12} ifp=1

The infimum is attained in both cases.

- printed on 2/10/2023 3:38 PMvia . Al use subject to https://ww.ebsco.conlterns-of-use



1.6 Sobolevspaces =—— 11

The dual space of the Sobolev space W(’;’P (O©) is denoted as wkp' (©). The dual
space of the Sobolev space W*?(¢9) admits formally the same representation equation
(1.2). However, it cannot be identified as a space of distributions on ©.

The important result is the Rellich-Kondrachov embedding theorem for Sobolev
spaces; see Ziemer [Zie89, Theorem 2.5.1, Remark 2.5.2].

Theorem 1.6.3. Let © c RN be a bounded Lipschitz domain.
(i) Then,ifkp <N and p > 1, the space W*P((9) is continuously embedded in L((9) for
any
«_ Np

1<qg<p :N—kp'

Moreover, the embedding is compact if k >0 and q < p*.
(i) Ifkp =N, the space W*P(©9) is compactly embedded in L4(() for any q € [1,0).
(iii) If kp > N, then W*P(©9) is continuously embedded in C*-WN/P1=Lv(@), where [] de-
notes the integer part and

N N .o N
v (Z1+1-3 if5 ¢z,
arbitrary positive number in (0,1) if %I eZ.

Moreover, the embedding is compact if 0 <v < [%] +1- %.

As a straightforward corollary, we get the following dual result.

Theorem 1.6.4. Let O c RN be a bounded domain. Let k > 0 and q < oo satisfy

q> f)*—l where p* = N]kap ifkp <N,
g>1 forkp=N,
or
g=1 ifkp>N.
Then the space L1(©) is compactly embedded into the space WP (©9), 1/p +
1/p' =1

Remark 1.6.5. We have formulated this section on real-valued functions for the ease
of presentation. However, all results extend in a straightforward manner to the case
of vectorial functions ranging in RM with M > 2.
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12 —— 1 Elements of functional analysis

1.7 Sobolev spaces of periodic functions

We focus on space periodic functions defined on the flat torus TV. Although all spaces
we shall deal with are real, it is convenient to introduce the complex trigonometric
polynomials

en(X) =exp(im-nx), m=[my,...,my] €ZN.

The space D'(TV) is defined as the space of continuous linear forms on D(TV) =
Ce(TN) = ¢ (TV). The vector-valued form 2'(TV; RM) may be defined analogously.
Each distribution v € 2’ (TV) can be identified with the infinite sequence of its Fourier
coefficients, as described by

1 _
amlvl = W (v,ey), formallyv= méw amlvlem,

where e, is the complex conjugate.

1.7.1 Hilbertian structure

The Sobolev spaces W*?(TV) of periodic functions having derivatives up to the order
k in L*(TV) can be characterized as v € D' (TV) such that

VBpaemy = . (M) +1) @k [v] < co. (13)
mezZVN

The definition can be used even for a general exponent k € R. In particular, we have
(W"’Z(TN Nt = Wk2(TN) for any k € R. This identification corresponds to the Gelfand
triple

Wk2(TN) < L2(TV) = (L12(TV))* — w=*2(TV), k>0,

where L2 has been identified with its dual via Riesz isometry.
The spaces W*? are separable Hilbert spaces endowed with the scalar product.
We have

vwy= Y (Im|+1)%ag [v]ayw].
mezN

In accordance with Theorem 1.6.3 and Theorem 1.6.4, we have the compact em-
bedding

wk2(T¥) S c(TV)  whenever k > %V,
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whence we have

Li(TV) S wk2(TV), k> %I (1.4)

We may also consider time-dependent (periodic) functions defined on the (N + 1)-di-
mensional torus

TY* = [-L, L]l x TV

We summarize:

~  Thespaces Wo2(TN), Wk2(T¥+1) are separable Hilbert spaces, in particular Polish
spaces.

—  IfX < WR2(TV) or X — W*?(T)*!) with continuous embedding, then X is a com-
pletely regular Hausdorff space (Tikhonov space). Moreover, X admits a countable
family of continuous functions separating points, namely

fm[V] = am[V]r me ZN-

1.7.2 LP-structure

We start with the presentation of a combination of DeLeeuw’s theorem on Fourier mul-
tipliers on TV (see Stein [Ste70, Chapter 7, Theorem 3.8]) and the Hormander—Mikhlin
theorem (see Stein [Ste70, Chapter 4, Theorem 3]).

Theorem 1.7.1. Let M € L®(RY) possess classical derivatives up to order [N/2] + 1 in
RN\ {0} such that

|0, M(9)] < c,|E17%,  |&]#0, lal <[N/2] +1.
Then the operator £, since we know

£Llvl= ) Mm)ay[vley,

|m|ezN
is bounded on L (TV), 1< p < co.
Consider the projection operator

Iy : Wk’Z(TN) - LZ('JFN ) defined as [y [v] = z ag[Vlen.
Im;|<M;, i=1,....N

In accordance with Theorem 1.7.1, ITy; is bounded as an operator on LP (TV), 1< p < co.
Moreover (see Weisz [Weil2, Theorem 4.1]), we have

[T (V] ||L§ <cylvilp, and Ty[v]—v in IP(TN) as miin{Mi} — 00. (1.5)
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14 —— 1 Elements of functional analysis

1.7.3 Regularization by convolution kernels

Let 05 € C*®(TN) be a family of regularizing kernels. More specifically,

X

1 (o]
0500 = sy 0(5 ) (L), 600 =(1x)), jTNeoo:l. (L6)

For v € D'(TV), we define its regularization [v] x5 as the convolution
V], 6(X) =V * 6F = (v,05(x - ).

The following results can be found in Amann [Ama95, Chapter II1.4] or Brezis
[Bre83, Chapter IV.4]:
- IfveL(TV), then we have [v], 5 € C®(T").
- IfveIP(TV),1<p< oo, then

1V1xslle < VIl
and
Vs > v inIP(T)asé—o.
- IfveL®(TV), then
1lgle < Wlge-
- IfveLl(TVN), then
[Vlys(x) = v(x) whenever x is a Lebesgue point of v.
In particular,

Vs >V ae.inTV,

We recall that, for v € L}(©; X), the Lebesgue points x € (9 are characterized by the
property

1
B, ()|

J [v(y)-v(0)l,dy -0 asr—o0,
B, (x)

where B, (x) c O is a ball with radius r, centered at x.

The above concept may be extended to a larger class of generalized functions as
long as the operation of convolution with a smooth kernel is well-defined, notably to
the space of distributions; see Section 2.2.2.
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1.8 Bochner spaces

In this section we present supplementary material for Bochner spaces. They can be
seen as particular cases of the vector-valued functions introduced in Sections 1.1
and 1.4, where O = (0, T). These spaces are of crucial importance for time-dependent
PDEs. Sometimes, it will be convenient to consider functions from Bochner spaces
(depending on space and time) as space-time distributions in 2’ (R x TV) or even
D'([-L,L]| (-LL} ¥ TV), defined on the space-time torus

Tﬁlﬂ = [—L,L”{_L,L} X TN,

extending them conveniently outside the interval I. Similarly to (1.3) we have the em-
bedding

LY(0, T;LY(TV)) S wk2(T+1), k> N+l

,L>T. 1.7)

1.8.1 Time regularity
Let X be a separable Banach space. For u € L'(0, T; X) we consider the distribution
T
CR(0. 7))~ X, ¢w j u(H)P' () dt.
0
Let Y be a Banach space with X — Y continuously. If there is v € L'(0, T; Y) such that

jT u(t)p' (£) dt = - JT WOP@)dt forall ¢ € C2((0, T)),
0 0

then we say that v is the weak derivative of u in Y and write v = 0,u. The space
W' (0, T;X) consists of those functions from L?(0, T;X) having weak derivatives in
L?(0,T;X). It is a Banach space with the norm

”u"I[iVl,p(o)T;X) = ”u"ILjp(o,T;X) + ||atu||€p(o,T;X)-

Obviously this can be iterated to define the spaces W*P(0,T; X), k € N.
In order to study the time regularity of functions from Bochner spaces, we recall
the concept of continuity introduced in Section 1.1.

Definition 1.8.1. Let X be a Banach space with norm || |x, T > 0 and a ¢ (0,1]. Then:
— C([0,T]; X) denotes the set of functions u : [0, T] — X being continuous with re-
spect to the norm topology, i.e.,

u(ty) - u(ty) inX,

for any sequence (¢ )ren € [0, T] with £, — ¢t.
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- C,([0,T];X) denotes the set of functions u : [0, T] — X being continuous with re-
spect to the weak topology, i.e.,

u(ty) —u(ty) inX,

for any sequence (f;)ien < [0, T] with £, — t;. Equivalently, we may say that u
belongs to C,, ([0, T]; X) if the scalar functions t — (x*,u(t,-)) belong to C([0, T]),
for any x* € X*.

-  C*%([0, T];X) denotes the set of functions u : [0, T] — X being a-Holder continuous
with respect to the norm topology, i.e.,

u(t) —u(s
sup lu(t) —u(s)lx <
tse[0.Thtss  |[E—S|%

Obviously, we have the inclusions
C*([0,T};X) c C([0,T); X) c C, ([0, T]; X),

for any a € (0,1].
We introduce convergence in C,, ([0, T]; X) by stating

v, = vinC, ([0, TLX) if sup [{x*, v, -v)y. | > 0Vx" e X",
t€[0,T]
If the space X is separable and reflexive, then the unit ball By c X is a metrizable com-

pact set and the above convergence generates a metric topology on C,, ([0, T]; Bx) in
the sense specified in Section 1.1.

1.8.2 Compact embeddings
The following theorem shows how to obtain compactness in Bochner spaces. The orig-

inal version was developed by Aubin and Lions (see Aubin [Aub63], Lions [Lio69, Sec-
tion 1.5], or the survey paper by Simon [Sim86]).

Theorem 1.8.2. Let (V,X,Y) be a triple of separable and reflexive Banach spaces such
that the embedding V — X is compact and the embedding X — Y is continuous. Then
the embedding

{u eI?(0,T;V): o,uelP(0,T; Y)} — IP(0,T;X)

is compact for 1< p < co.
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In the context of stochastic PDEs we will be confronted with functions having only
fractional derivatives in time. We define for p € (1,00) and a € (0,1) the norm

T lu(ay) - u(oy)If

T
W oo 7o) = IulBco 7 +J j X dg, do,.
(0,T:X) (0,T:X) o Jo |01_O-2|1+ap

The space W*P(0, T; X) is now defined as the subspace of LP (0, T; X) consisting of those
functions having finite W*?(0, T; X)-norm. It can be shown that this is a complete
space and we have W'(0, T; X) c W*P(0, T;X) c I?(0, T; X). The following variant of
Theorem 1.8.2 holds (see Flandoli-Gatarek [FG95, Theorem 2.1]).

Theorem 1.8.3. Let (V,X,Y) be a triple of separable and reflexive Banach spaces such
that the embedding V — X is compact and the embedding X — Y is continuous. Then
the embedding

LP(0,T;V)n W*P(0,T;Y) — [P(0,T;X)
is compactforl<p<coand0<a<1.

Using the continuous embedding C%([0,T],Y) — W%P(0,T;Y), we obtain the fol-
lowing.

Corollary 1.8.4. Let (V,X,Y) be a triple of separable and reflexive Banach spaces such
that the embedding V — X is compact and the embedding X — Y is continuous. Then
the embedding

IP(0,T;V)n C“([O, T);Y) <= L[P(0,T;X)
is compactforl<p<ocoand0<a<1.

We will use Corollary 1.8.4 at various occasions in order to obtain compactness
for stochastic PDEs. Typically, solutions are Hélder continuous in a negative Sobolev
space, so we have Y = W=%2(T") for some ¢ € N. On the other hand, these functions
also belong to LP(0, T; LP(TN)) (or LP (0, T; WP (TN))) for some p € (1, c0). This means
we have V = LP(TV) (or V = W (TV)). Corollary 1.8.4 applies with X = W= (TV) (or
X =1P(TV)).

In view of the applications to compressible Navier-Stokes equations, we have to
deal with weakly continuous functions. The following result is appropriate to handle
this situation.

Theorem 1.8.5. Leta>0,1<p < oo, and £ € R. Then

L°(0, T; IP(T™)) n c4([0, T;; W4 (TV)) - C,, ([0, T]; IP (TN)).
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If a > 0, then the embedding is sequentially compact, meaning any sequence
(Vnenw  bounded in L®(0, T; IP(TN)) n C*([0, T}; W42(TN))
contains a subsequence (vVy, )xen Such that
v, =V inC, ([0, TLLP(TV)).
Proof. First we have to show that
(x*,v(t,-)) € C([0,T]) foranyx* e LP' (TV),

whenever v € L®(0, T; LP(TV)) n C*([0, T]; W*2(T")) and p' is the conjugate exponent
of p. As the norm in I? is weakly lower semi-continuous, we deduce v(t,-) € B(r) for
any t, where B(r) is a ball in LP(T") of suitable radius r > 0. The collection of trigono-
metric polynomials (e, )y~ defined in Section 1.7 generates a basis in W% (TV) for
any ¢, and their finite linear combinations are dense in LI(TV) for any 1< g < oo, in
particular, in L?' (TV). Consequently,

| v(E, ) = (X7 v(s, )|

S|< Y ﬁmem,V(t,-)—V(s,-)>|+|<X*— > Bmem,v(t,-)—v(s,-)>|

Im|<M |m|<M
< |< Z Bm€m> V(L") —v(s,.)>| +r|x* - Z Bmeém|
|m|<M |m|<M ¥
<c(M,QVlawealt =sI*+7|x* = 3" Bmem| ,» (1.8)
Im|<M Lk

where the last term can be made small uniformly for all s, t € [0, T] by taking suitable
Bm and M large enough.

If a > 0 we may apply the abstract Arzela—Ascoli theorem (Theorem 1.1.1). The ball
B(r) is indeed weakly sequentially compact and the desired equi-continuity of the se-
quence (v,)) e follows easily from (1.8). O

1.8.3 Regularization by convolution kernels

This section is dedicated to the regularization of time-dependent functions. In order
to avoid problems related to progressive measurability (which typically arise in our
applications to stochastic PDEs) we regularize functions backwards in time. Conse-
quently, it is convenient to extend them appropriately for ¢ < 0. For v € L(-1, T; X),
where X is a Banach space, we consider the time regularization

[Vles(t) =V * 65(- - 6) = ro 65(t — 6 - s)v(s) ds.

-0

Here, the regularizing kernel is a function of ¢ satisfying (1.6) for N = 1.
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Referring again to Amann [Ama95, Chapter II1.4] and Brezis [Bre83, Chapter IV.4],
we have:
If v e L'(-1, T;X), then we have [v] 5 € C®((-1, T); X).
If veIP(-1,T;X), 1< p < oo, then

||[V]t,5||L1;X <Vl
and
[vl¢s —v inLP(0,T;X)asd — 0.
- IfveL*®(-1,T;X), then
”[V]tﬁ”L?oX < "V”L?"X'
- IfvelLl(-1,T;X), then
[v] s(t) = v(t) inX whenever t is a Lebesgue point of v.
In particular,

[vls—v inXasé—Oa.e.in(0,T).
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2 Elements of stochastic analysis

We introduce the basic stochastic framework used in this book. We present only a
selection of the principal concepts and ideas of stochastic analysis, as the reader is
expected to be familiar with the basic notions of probability theory. Part of the re-
sults presented in this chapter can be found in the literature. The classical and widely
used monographs include for instance Karatzas—Shreve [KS91] and Da Prato—Zabczyk
[DPZ92] and we invite the reader to consult these textbooks for further details. In addi-
tion, we include a number of original results needed for the study of the compressible
Navier—Stokes system later on.

To be more precise, in Section 2.2 we introduce the notion of random distributions
(see Definition 2.2.1). It is a generalization of stochastic processes which allows one to
treat random elements in the weakest possible topology, namely, the weak-* topol-
ogy of the space of space-time distributions 2’ (I x TV), where I c R. For the sake
of simplicity, the results will be stated only for I = R, with obvious modifications for a
general interval I. In the subsequent sections we show how the classical theory of It&’s
stochastic integration and its applications to stochastic PDEs can be formulated in the
context of random distributions. We believe that this new perspective is interesting in
its own right and will prove useful also for researchers working on other models in
fluid dynamics or other fields.

2.1 Random variables and stochastic processes

Throughout the book (Q, &, P) denotes a complete probability space with a o-field
and a probability measure . The probability space ([0,1],B([0,1]), ), where 2 de-
notes the Lebesgue measure, is called standard. Here, B denotes the completion
B and L denotes the one-dimenisonal Lebesgues measure. A filtration is a non-
decreasing family of sub-o-fields of &, thatis, §; ¢ & forall t > 0 and ¥, ¢ &; when-
ever s < t. We say that the filtration (&) satisfies the usual conditions, provided it

is complete and right-continuous. In other words,

{Ne@ P(N)=0} B, =8¢ =[S forallt>0.

s>t

The multiple (Q, §, (F¢)s=0, P) is then called a stochastic basis or a filtered probability
space.
We proceed with basic definitions concerning random variables.

Definition 2.1.1. Let (X, .A4) be a measurable space. An X-valued random variable is a
measurable mapping U : (Q, F) — (X, .A). We denote by ¢(U) the smallest o-field with
respect to which U is measurable. More precisely,

0(U) :={{w e O; U(w) e A}; A € A}

https://doi.org/10.1515/9783110492552-002

printed on 2/10/2023 3:38 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

22 —— 2 Elements of stochastic analysis

and o(U) ¢ §. In addition, we denote by £[U] or also £y [U] the law of U on X, that is,
£L[U] is the pushforward probability measure on (X, .A4) given by

L[UJA)=PUcl), AcA

Definition 2.1.2. Let (X, .4) be a measurable space. We say that two X-valued random
variables U and V are equal in law, if £[U] and £[V] coincide.

We stress that the assumptions on the state space X will vary in the sequel. Most of
the notions presented below require a topology on X and therefore we assume that X is
a topological space equipped with a Borel o-field. In addition, it is convenient that the
topology on X is completely determined by the family of continuous functions. Specif-
ically, we consider Tikhonov spaces, meaning completely regular and Hausdorff. As a
matter of fact, we deal almost exclusively with topological vector spaces, in particu-
lar with the class of locally convex topological vector spaces. These are vector spaces
equipped with a topology that renders the vector addition as well as the scalar multi-
plication continuous and, in addition, the topology is generated by a family of semi-
norms (p)ycr-

Many concepts in the theory of stochastic processes require a certain uniformity
of the topology. Simplifications occur in the case of Polish spaces, that is, separable
spaces that are completely metrizable. This is also the common setting found in the
literature. However, the delicate structure of the compressible Navier—Stokes system
studied in the main body of this book naturally leads to spaces which are generally
not metrizable, such as Banach spaces equipped with weak topology. Hence we will
formulate the basic notions on probability theory in a wider generality. In particular,
all spaces we shall deal with will admit a countable family of bounded continuous
functions that separates points. Given such a family of continuous functions (g,) e
on X, we define an embedding

] :X_) [_1)1]N0: ](X):(gn(x))ne]N'
Here, we have tacitly assumed that all functions g,, range in (-1,1). Note that [-1, 11N
is a compact Polish space. This motivates the following definition.

Definition 2.1.3 (sub-Polish space). Let (X, ) be a topological space such that there
exists a countable family

{g,: X > (-1,1);ne N}

of continuous functions that separate points of X. Then (X, ) is called a sub-Polish
space.

The following characterization of equality in law will be frequently used in the
sequel.
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Lemma 2.1.4. Let X be a Tikhonov topological space equipped with the Borel o-field.
Let U and V be X-valued random variables. Then £[U] = £[V], provided

(LIULS) =(£IVL.f),
or, equivalently,
E[f(U)] = E[f(V)]

holds true for all f € Cp,(X).

Although several function spaces we use in the book, notably the space of distri-
butions, are not first countable, the convergence results are usually stated in terms
of sequences rather than nets. The sequential language seems more adequate for de-
scribing the asymptotic behavior of stochastic processes and several results are simply
only true for sequences. We proceed with various notions on the convergence of ran-
dom variables. First, we introduce the almost sure convergence which corresponds to
the almost everywhere convergence known from measure theory.

Definition 2.1.5. Let X be a topological space equipped with the Borel o-field and let
Uand U,, n € N, be X-valued random variables on (Q, &, P). We say that U,, converges
to U almost surely, provided

P(weo; lim U, (@) =UW))=1.

In other words, there exists a set of full probability Q* ¢ Q such that, for every w € Q*,
the following statement holds: if 2/ c X is an open neighborhood of U(w), then there
exists n, € N such that, for every n > n,, we have U,(w) € U.

Next, we define the probabilistic analogue of convergence in measure. To this end,
we restrict ourselves to the case of topological vector spaces. Recall that, if X is a topo-
logical vector space, the topology on X is uniform. This means that any neighborhood
U (x) of a point x takes the form x + 2 = {x +y; y € U}, where U is a neighborhood of 0.

Definition 2.1.6. Let X be a topological vector space. Assume that Uand U,,, n € N, are
X-valued random variables on (Q, §,P). We say that U,, converges to U in probability
if, for every & c X which is an open neighborhood of 0, we have

lim P(w e Q; U, (w) ¢ U(w) +U) = 0. .1

n—oo

Remark 2.1.7. As pointed out, the definition extends easily to uniform spaces but we
do not need this generality here.
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Remark 2.1.8. In locally convex topological vector spaces equipped with a family of
semi-norms (py)yel“’ condition (2.1) rewrites as follows: for every € > 0 and y €T,

lim P(w € Q; p, (U, () - U(w)) > ) = 0.

n—oo

In other words, for all € > 0 and y €T, there exists n, € N such that, for all n > n,,
P(w e O py(U,,(a)) -U(w)) >¢)<e.

Finally, let us introduce convergence in law. Note that here it is not necessary for
the random variables to be defined on the same probability space.

Definition 2.1.9. Let X be a Tikhonov topological space equipped with the Borel
o-field and let U and U,, n € N, be X-valued random variables defined on (Q, g, P)
and (Q,, §,>P,), n € N, respectively. We say that U, converges to U in law, provided
the law £[U,,] converges to £[U] weakly-+ in the sense of probability measures on X.
More precisely,

lim (£[U,).f) = (£[ULf),
or, equivalently,
Jim E[f(U,)] =E[f(U)],
for every f € C,(X).

Note carefully that sequential compactness, sequential continuity and other topo-
logical concepts in general do not coincide with compactness, continuity, etc., unless
the underlying space is metrizable. Fortunately, we shall almost exclusively deal with
families of random variables with uniformly tight laws.

Definition 2.1.10. Suppose that X is a topological space and that .4 is a o-field con-
taining the topology. We say that a collection M of probability measures on (X, .A4) is
tight if, for any given € € (0, 1), there exists K, € A compact, such that, for all u € M,
we have

UEK,)>1-¢.

A sequence (U,),cn of random variables in a topological space is uniformly tight
if, for any € > 0, there is a compact set K, such that

P(U, ¢ K,) <& uniformly foralln e N.

In particular, if X is sub-Polish, then the X-topology on K, is metrizable and all topo-
logical concepts coincide with their sequential counterparts on K.

We continue our discussion with stochastic processes, that is, families of random
variables parametrized by a continuous parameter that represents time.
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Definition 2.1.11. Let (X,.4) be a measurable space. An X-valued stochastic process
is a collection of random variables U = {U(t); t € [0, 0co)} taking values in (X, .4). That
is, for all t € [0, c0), the mapping U(¢) : (Q, F) — (X, .A) is measurable.

Definition 2.1.12. An X-valued stochastic process U = {U(t); t € [0, 00)} is called mea-
surable, provided the mapping

(2% [0,00),F ® B([0,00))) = (X, A), (w,t)~UV(w,t),
is measurable.

Definition 2.1.13. Let (&;);.o be a filtration on (Q, ). An X-valued stochastic process
U = {U(t); t € [0,00)} is called (&;)-adapted, provided that, for every ¢ € [0,00), the
random variable U(t) is &;-measurable.

Remark 2.1.14. It follows immediately from Definition 2.1.13 that a stochastic process
U is always adapted to its IP-augmented canonical filtration, given by

(U] :=(0(0(U(r);0<r<s)U{N e FP(N) =0}), t>0.

s>t

We proceed with the definition of independence.

Definition 2.1.15. Let (Q, , P) be a probability space. We say that two events A,B €
are independent, provided their joint probability is equal to the product of their prob-
abilities, that is, P(A N B) = P(A)PP(B).

We say that two families of events (A, ), cr,»(B,,),er, € & are independent, pro-
vided A, and B, are independent forally; €Ty, and y, € I,.

We say that two random variables U, V are independent, provided the families of
events o(U) and o(V) are independent.

Definition 2.1.16. Let (), be a filtration on (Q, ). An X-valued stochastic process
U= {U(t); t € [0,00)} is called (&;)-progressively measurable, provided that, for every
t € [0,00), the mapping

(Qx[0,t],& ® B([0,t])) —» (X, A), (w,5)+ U(w,s)
is measurable.

It follows immediately that every (g;)-progressively measurable stochastic
process is measurable and (g;)-adapted. The converse is not always true. Nonethe-
less, the following classical results hold; see, e.g., Dellacherie-Meyer [DM75, Théo-
réme IV.30].
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Proposition 2.1.17. Let X be a Polish space. If an X-valued stochastic process U is
measurable and (§;)-adapted, then it has an (;)-progressively measurable modifica-
tion, that is, there exists an ({;)-progressively measurable X-valued stochastic process
V such that, for all t € [0, c0),

P(U(6) = V(1) =1.

For stochastic processes with left- or right-continuous trajectories even more can
be proved; cf. Karatzas—Shreve [KS91, Proposition 1.13].

Proposition 2.1.18. Let X be a Polish space. If an X-valued stochastic process is
(§;)-adapted and has left- or right-continuous trajectories, then it is (;)-progressively
measurable.

A distinguished class of stochastic processes is given by martingales. To this end,
let us introduce the notion of conditional expectation; see, e.g., Da Prato—Zabczyk
[DPZ92, Proposition 1.10].

Proposition 2.1.19. Assume that X is a separable Banach space. Let U be an integrable
X-valued random variable defined on (Q, F,P) and let ® be a o-field contained in F.
Then there exists a unique, up to a set of probability zero, integrable X-valued random
variable Z, measurable with respect to ®, such that

E1,U]=E[14Z] foranyAec@®.

Definition 2.1.20. The random variable Z constructed in Proposition 2.1.19 is called
the conditional expectation of U given ® and will be denoted by E[U|®].

Definition 2.1.21. Let U be an X-valued (g;)-adapted stochastic process. We say that
U is an (§;)-martingale, provided E[U(t)|F,] = U(s) P-a.s. forall 0 <s <t < oo.

Remark 2.1.22. Note that, if U is an (g;)-martingale, it follows from the definition of
the conditional expectation that

E[U(t)] = E[E[U(t)|F]] =E[U(s)] forall0<s<t<oo.
Hence the expectation is constant in time.

The following result is a consequence of the so-called Doob—-Meyer decomposition
for martingales; see Karatzas—Shreve [KS91, Section 1.4] for more details.

Theorem 2.1.23. Let U be a continuous L*-integrable real-valued (§,)-martingale, that
is, E|U(t)|? < oo for all t € [0,00). Then there exists a unique stochastic process {(U)) such
that:
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(1) (U)) is (F,)-adapted and has P-a.s. non-decreasing trajectories;
(2) (UN(0)=0P-as.;
(3) U? - (U)) is a continuous (F,)-martingale.

Definition 2.1.24. The stochastic process ((U)) constructed in Theorem 2.1.23 is called
the quadratic variation of U.

Definition 2.1.25. Let U, V be stochastic processes satisfying the assumptions of The-
orem 2.1.23. The process

(U.V) = 7 ((U+V) - (U-VY)
is called the cross variation of U, V.

It can be shown that the cross variation is the unique continuous (&;)-adapted
process starting from 0 such that

UV - (U0, V)

is a continuous (g;)-martingale.
It will be useful to introduce local martingales, a notion that generalizes that of
martingales. First, we need the definition of a stopping time associated to a filtration

(B)t=0-

Definition 2.1.26. Let (), &) be ameasurable space equipped with a filtration (& );sq-
A random variable 7 : Q — [0, 00] is called an ({;)-stopping time, provided the event
{r <t} belongs to the o-field &, for any ¢ € [0, c0).

Definition 2.1.27. Let U be an X-valued ({;)-adapted stochastic process. We say that
U is an (&;)-local martingale, provided there exists an increasing sequence of stop-
ping times (7,,),en» T, T 00 @.s., such that the stopped process U (:) := U(t,, A ) is an
(%;)-martingale for all n € N.

As an important example of a continuous-time stochastic process and a martin-
gale, we recall the definition of a Wiener process.

Definition 2.1.28. An R™-valued stochastic process W is called an ({,)-Wiener pro-

cess, provided:

(1) Wis (g,)-adapted;

(2) W(0)=0TP-a.s.;

(3) W has continuous trajectories: t — W(t) is continuous IP-a.s.;

(4) W has independent increments: W(t) — W(s) is independent of & forall 0 <s <
t < o0
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(5) W has Gaussian increments: W (t) — W(s) is normally distributed with mean 0 and
variance (f —s)I[ forall 0 <s <t < co.

Remark 2.1.29. In view of Definition 2.1.15, point (4) in the definition of a Wiener pro-
cess is to be understood as follows: W(t) — W(s) is independent of &, provided the
o-field o(W(t) - W(s)) is independent of .

Remark 2.1.30. To prove the existence of a Wiener process defined on a suitable prob-
ability space is a classical problem and there are several approaches available in the
literature. One possibility is to write down the finite-dimensional distributions and
apply Daniell-Kolmogorov’s consistency theorem; see Karatzas—Shreve [KS91, Sec-
tion 2.2, Theorem 2.2].

Note that trajectories of a Wiener process are a.s. nowhere differentiable. However,
it can be shown that they are a.s. Holder continuous with exponent y for every y €
0,3)-

As an infinite-dimensional generalization, let us introduce a cylindrical Wiener
process, which will play the role of a driving stochastic process for the Navier—Stokes
system studied in the main body of the book.

Definition 2.1.31. Let U be a separable Hilbert space with a complete orthonormal
system (e )en and let (W) e be a sequence of mutually independent real-valued
(%)-Wiener processes. The stochastic process W given by the formal expansion W (t) =
Yroq ex Wi (t) is called a cylindrical (,)-Wiener process.

Remark 2.1.32. In view of Remark 2.1.30, a cylindrical Wiener process can easily
be constructed on some probability space using the formal expansion from Defini-
tion 2.1.31.

The reader can easily verify that, if the underlying Hilbert space U is finite-
dimensional, Definition 2.1.28 and Definition 2.1.31 lead to the same object. In addi-
tion, we point out that the expansion of W from Definition 2.1.31 is indeed formal
in the sense that the infinite sum does not converge in any reasonable probabilistic
sense as a random variable in 2. Nevertheless, it is possible to construct an auxiliary
space U, > U such that the sum converges in 2. More precisely, we define 2, as

k=1 k=1
endowed with the norm
[e9] az 00
2 i
VI, =D PO > arey.
k=1 k=1
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The following result holds true and we refer to Da Prato—Zabczyk [DPZ92] for the
proof.

Corollary 2.1.33. Let W be a cylindrical Wiener process. Then trajectories of W are
in Cy ([0, 00); U) P-a.s. Accordingly, the law of W, denoted by £L[W], is supported on
Cioc ([0, 00); Uy).

Let us now recall Lévy’s martingale characterization of a Wiener process adapted
to our purposes. The proof can be found in Da Prato—Zabczyk [DPZ92, Theorem 4.4].

Theorem 2.1.34. Let W be a continuous, U,-valued stochastic process such that
W(0) =0 a.s. Then W is a cylindrical (F;)-Wiener process in U if and only if, for all
k € N, the process W, := (W,e;) is a real-valued, square integrable (g,)-martingale
with quadratic variation (W, ))(t) =t, t € [0,00).

As a consequence of the fact that a real-valued Wiener process is fully determined
by its law, we deduce the same for a cylindrical Wiener process.

Lemma 2.1.35. A cylindrical Wiener process is fully determined by its law. In other
words, let L[W] be the law of a cylindrical Wiener process constructed in Corollary 2.1.33
and let B be a stochastic process in U, defined on some probability space (Q, §,P) and
having the law £[W]. Then Bis a cylindrical Wiener process with respect to its canonical
filtration, namely, there exists a collection of mutually independent real-valued Wiener
processes (By)en 01 (Q, §, P) such that B= Y22, e, By.

Proof. We observe that, due to equality of laws, B is a cylindrical Wiener process in .
Indeed, for all k € N, we have

,E[(B,e]()] = ,C[<W,ek>] = ,C[Wk]

Consequently By, := (B, e;) are real-valued, mutually independent Wiener processes
defined on (Q, &, P) and the expansion B = }}°, e, By follows. O

Corollary 2.1.36. Let W be a cylindrical Wiener process on (Q, &, IP) with respect to its
canonical filtration &, := o(W(r);0 <r < t), t > 0. Assume that (®;);~¢ is a filtration on
(Q, &, P) such that F; c ©, for any t > 0 and (), is non-anticipative with respect
to W, that is, for any t > 0, the o-field ®; is independent of o(W(t + h) — W(t)) for any
h>0. Then W is a cylindrical (&,)-Wiener process.

Proof. In view of the Lévy martingale characterization of the Wiener process, Theo-

rem 2.1.34, we only need to show that I is a martingale relative to (®;);.q. Due to the
first assumption on (®;).q, W is (®;)-adapted. In accordance with Definition 2.1.21
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and Proposition 2.1.19, it suffices to note that, since W(t) — W(s) is independent of ®,
for any 0 <s <t < co, we have, for every 4 € §,,

E[1,(W(t) - W(s))] = B[, E[W(t) - W(s)] = 0. O

2.2 Random distributions

In the analysis of stochastic PDEs, the function U = U(w, ¢, x) can be seen as a random
variable taking values in some path space of functions dependingont €I ¢ R, x ¢ TV,
or it can be interpreted as a stochastic process t — U(t,-) with values in an abstract
functional space. If U is a random variable ranging in the Lebesgue space L (I x TV),
the instantaneous value U(t,-) is only defined modulo a set of times of zero measure
in I and the interpretation of U as a stochastic process becomes delicate. To avoid this
difficulty, we introduce the space of random distributions and replace distributions
by families of suitable regularizations.

The discussion in this section relies on the classical theory of distributions and
the reader is referred to the monograph by Duistermaat—Kolk [DK10] for a thorough
introduction. Let D(I x TN; RM) be the space of C*®-functions with compact support
ranging in RM, where I c R. In this book, we basically focus on the three canonical
casesI =R, I = (—00,T), and I = (0, c0). For the sake of simplicity, the results in this
section will be stated for I = R, with obvious modifications in the other cases. The
space D' (R x TV; RM) is the dual to D(R x TV; RM) endowed with the weak- = topol-
ogy. The duality between D(R x TV; RM) and D’ (R x TV; RM) will be denoted by (-, ).
For notational simplicity we restrict ourselves to M =1 in the sequel and we denote
DR x TV) = D(R x TV; R) and similarly 2'(R x TV) = D' (R x TV; R). The multi-
dimensional analogue of all the results below can be obtained easily from the fact
that D' (R x TV; RM) = [D' (R x TV)|M.

Recall that a linear form U defined on D(R x TV) belongs to 2’ (R x TV) if and
only if

(U,9,) — 0 whenever supp[¢,] ¢ (-L,L) x TV for some L > 0,
@, — 0 in C*([-L,L] x TV) for any k € N,,.

Note that he latter relation defines topology on D(R x TV). Regular functions U ¢
L. (R x TV) are identified with distributions as

(U,p) = j U- @dtdx.
RxTN

As the space of test functions D(R x TV) is separable, there is a countable family
(@)nen € DR x TV) such that the continuous linear functions

U~ (U,p,), neNN, separate pointsin 2'(RxTV).
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We define a canonical projection
72 D'RXTV) = [L11%, 5(U) = (X((U,00))) ens
where
X€C®MR), -1<y<1, x(0)=0, x'>0.

Recall that the space [-1,1]%0 endowed with the standard product topology is a com-
pact Polish space.

Definition 2.2.1. Let (Q, J,P) be a complete probability space. A mapping
U:Q— D' (RxTV)

is called a random distribution if (U, ¢) : Q — R is a measurable function for any ¢ ¢
DR x TV).

The connection between the notion of a random distribution and that of a random
variable introduced in Section 2.1 is provided by the following simple result.

Lemma 2.2.2. The following statements are equivalent:

— Uis a random distribution in the sense of Definition 2.2.1.

- UeD'RxTY) a.s. and all functions (U, @,,) are measurable for n € N (recall that
(@n)nen has been introcuded above).

— j(U) is a Borel measurable random variable ranging in [-1, 1o,

— U is a Borel measurable random variable ranging in the topological space
D'(R x TN).

2.2.1 Measurability

The following statement shows that measurability of a function U ranging in a topo-
logical vector space X that is continuously embedded in D' (R x TV) is determined by
its measurability in the sense of distributions as long as its law is tight.

Theorem 2.2.3. Let X — D' (R x TV) be a topological vector space continuously em-
bedded into D' (R x TV). Let U € D' (R x TV) be a random distribution such that, for
any € > 0, there is a compact set K,. c X such that

PUeK,)>1-¢.

Then U € X a.s., U is a Borel random variable ranging in X, and the law of U is a
Radon measure on X.
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Remark 2.2.4. Note that j(U): Q — [-1,1]% is a random variable, that is, the map-
ping is measurable. As j(K,) are compact in [-1,1]%0, they are closed Borel sets and
U (K,) =U'(;71(K,)) are measurable.

Proof of Theorem 2.2.3. To begin, observe that the set {U ¢ [ J
zero (whence measurable) and, consequently, U € X a.s.

As X is a topological vector space, in particular Hausdorff completely regular, it
suffices to show that F(U) is measurable for any F € C;,(X). Without loss of generality,
we assume K, < K, for & > ¢,. By virtue of the Stone-Weierstrass theorem, Theo-
rem 1.1.2, the algebra generated by the family of continuous functions ({-,¢,,))pen IS
dense in C(K,) for any € > 0. As observed in Remark 2.2.4, the functions g (UXU, 0,
are measurable; whence 1K£ (U)F(U) is measurable for any €.

Finally, we have I (U)F(U) — F(U) a.s.; whence F(U) is measurable. Obviously,
the law of U in X is tight (Radon). O

K.} is of probability

>0

2.2.2 Regularization
Let y € C°(-2,2) be a smooth cut-off function. We have
xX(=2)=x(2), zeR, X' (z)<0 forz>1, xz)=1 forze[-1,1].

Any random distribution U can be regularized by convolution and cut-off. Specif-
ically, we set

[(U])5 = [X(8)U]5,, = 65— 6) * [x(8)[6} = U]],

2.2)
[Ulsex (%) := (U, 05(t - 6 - )63 (x — )X (5)).

Recall that 6§ and 65 have been introduced in Sections 1.7.3 and 1.8.3. It is easy to check
that [[U]]s takes values in D(R x TV). Moreover, if U is a random distribution, then
afo}[[U]] 5(t,x) are measurable for any (¢, x), k, and a.

Remark 2.2.5. Note that the regularization is “non-anticipating”, meaning that
[[Ulls(t,x) depends only on the action of the distribution U on functions in
D((~co,t) x TV),

Remark 2.2.6. If the space D'(I x TV), I = (a,b), is considered instead of D’ (R x
TVN), then the regularization is well-defined only for ¢ € (a + 26,b). Of course, this is
irrelevant as long as a = —co.

Lemma 2.2.7. The mapping U [[U]]; is a bounded continuous linear operator map-
ping D' (R x TV) into D(R x TV) for any 8§ > 0.
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Proof. As [[]]5 is obviously linear, it suffices to check that it maps bounded sets in
D'(R x TV) into bounded sets in D(R x TV). Recall that B ¢ D' (R x TV) is bounded
in the weak-* topology if and only if

(U,p)<c, forallUeB, p e D(RxTV).

Since supp[[U]]4 is contained in the compact set K = [—% -6, % +68]x TN, it suffices
to check that, for each k > 0, there is a constant c; such that

||[[U]]5||Ck(K5) <c¢, wheneverUeB. 2.3)

Consider the Fréchet space D(Kj) of all functions from C®(R x V) with support
contained in Kj. It follows from the Banach-Steinhaus theorem in Fréchet spaces (see
Dieudonné [Die70]) that functions U € B are equi-continuous in D(Kj), meaning

- 1
|(U,p)| < C<kz1 x min{l, ||(p||Ck(K6)}> uniformly for U € B. 2.4)

Seeing that [[U]], is defined via cut-off and convolution with smooth kernels, we easily
observe that (2.4) implies (2.3). O

It follows that, for any random distribution U, its regularization [[U]]s can be
seen as a Borel measurable random variable ranging in the Banach space C¥((~L,L) x
TV) for a certain L = L(§) and k > O arbitrary. Consequently, we obtain the following
lemma.

Lemma 2.2.8. Let X ¢ D' (R x TV) be a topological vector space such that
CK((-L,L)x TN) — X  continuously for a certain k > 0 and any L > 0.

Let U be a random distributionin D' (Rx TVN). Then [[U]] 5 is a Borel measurable random
variable in X. Moreover, the o-field ox[[U]]s generated by [[U]]s in X is included in the
o-field a[U] generated by U in D' (R x TN). Specifically, let

ox[[Ulls := o([[U]]5(B), B Borel in X)

and, for a fixed sequence (¢,)) i Which is dense in D(R x TV), define

o[U] := 0( U {(U,p,) <M}, M€ IR).
M

Then

ox[[U]ls < o[U].
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Corollary 2.2.9. Let X c D' (R x TV) be a topological space such that
CK((-L,L)x TN) < X continuously for a certain k > 0 and any L > 0.
Let U be a random distribution in D' (R x TV) such that U € X a.s. Suppose that
[[vlls o> vinX foranyveX. (2.5)

Then U is a Borel measurable random variable in X. Moreover,
oy [U] = o( U aX[[U]],j) - o[U].
6>0

Remark 2.2.10. If X is a Fréchet space equipped with a translation invariant metric d,
hypothesis (2.5) can be replaced by

supd([[v]]s,0)<c,, foranyveX,
550 (2.6)
[[vlls »vinX, forany v belonging to a dense subset of X.

Moreover, observing that [[v]]s — v in D(R x TV) whenever v € D(R x TV), con-
dition (2.6) is automatically satisfied as soon as

supd([[v]]50)<c, foranyveX, D(RxTVN) < X
6>0

with dense and continuous embedding.

In view of Lemma 2.2.8 and Corollary 2.2.9, we may replace a random distribution
U by the family of regularizations [[U]]s, 6 > O, preserving all the “stochastic” infor-
mation available. Moreover, we can always work in the largest class D' (R x ™) as
soon as U is a random variable in X and 2(R x TV) is a dense subset of X.

2.2.3 Equality in law

As the next step, we introduce the equality of laws for random distributions in 2D’ (R x
TN). Recall that the special case of random variables was discussed in Definition 2.1.2
and Lemma 2.1.4.

Definition 2.2.11. We say that two random distributions U, U coincide in law, U 4 U,
if the joint laws

LU, 01), ..., (U, 0)] = Lpe [T, 01), ..., (U, 0] 7

coincide for any k-tuple of test functions ¢, ..., @, € D(R x TV).
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In view of Lemma 2.1.4, condition (2.7) can be equivalently rewritten in terms of
continuous functions as follows:

E[F((U,@),..., (U, 0)] = E[F(T, 1), ... (0, 0))],  FeCy(RY).  (2.8)

Note that the probability space where U is defined can be different from that of U. We
remark that it suffices to require (2.7) only for the functions ()¢ forming a dense
setin D(R x TV).

Theorem 2.2.12. Let X be a topological vector space and X — D' (R x TV ) with contin-
uous embedding. Let U be a random distribution in D' (R x TV) such that, for any € > 0,
there exists a compact K, c X such that

PUeK,)>1-¢.
Let U be another random distribution in D' (R x TV ) satisfying

d =~

U~U

in the sense of Definition 2.2.11. Then U € X a.s., U is a Borel random variable ranging
inX, and

Lx[U] = £x[U],
in particular, the law of U is a Radon measure on X.

Proof. We know from Theorem 2.2.3 that U is a random variable ranging in X, the law
of which is a Radon measure. Consider the canonical embedding ; : D' — [-1,1]™.
Since U2 U, we deduce

E[F(;(0))] =E[F(;(0))],

at least for F belonging to the algebra of continuous functions generated by (-, ¢,,) on
[-1,1]%0 that separates points. As the space [-1,1]™ is compact Hausdorff, we may
apply the Stone—Weierstrass theorem to conclude

L1112 U] = £ 1% [0].
Consequently, as the image of K, is compact in [-1,1]%, we conclude
PUeK,)>1-¢.
As € > 0 was arbitrary, we infer

UeX as.
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By virtue of Theorem 2.2.3, U is a Borel measurable random variable in X, whose law
is a Radon measure.
It remains to be shown that

E[F(U)] = E[F(0)] forany F € C,(X). (2.9)

Given F € Cp,(X) and a compact set K, we use the Stone—Weierstrass theorem again to
find a sequence F,, where each F,, has the form

Fy(v) = Gy (v, 1) -, (v, 0 })
such that
F, € C,(X), sgp IF, Il < sgp |IF|l forallneNN, (2.10)
F,—»F inC(K,)asn— co. (2.11)
In accordance with (2.8), we get

E[F(U)] = E[F(U) - F,(U)] + E[F,(U)] = E[F,(0)] + E[F(U) - F,,(U)]
=E[F(U0)] + E[F(U) - F,(U)] + E[F(U) - F,(0)].

Finally,
E[F(U) - F,(U)] = E[1g (F(U) - F,(U))] + E[1y\x (F(U) - F(U))],
where, by virtue of (2.11),
E[1g (F(U) - F,(U))] - 0 asn— oo,
while, in accordance with (2.10),
|E[1x\x (F(U) - F,,(U))]| < ec.

Seeing that the term containing U can be handled in the same way, we obtain (2.9). O

Accordingly, for random variables the law of which is a Radon measure, it is ir-
relevant which topology we consider to compare their laws. It is therefore convenient
to use the weakest form of law equivalence specified in (2.8). Unless otherwise stated,
we shall write U 4 U without specifying the topological space.

2.2.4 Progressive measurability
The notion of progressive measurability for stochastic processes was introduced in

Section 2.1, namely, in Definition 2.1.16, and discussed further in the sequel. This is es-
sential in order to keep track of the “arrow of time” which is the key ingredient in the
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construction of It&’s stochastic integral with respect to a Wiener process, presented in
Section 2.3. As we intend to formulate the stochastic integration theory for random
distributions, it is necessary to understand what precisely progressive measurability
means in this context. In particular, we introduce the notion of adaptedness for ran-
dom distributions and discuss how it is naturally connected to progressive measura-
bility of stochastic processes.

To this end, let (Q, &, (F¢)¢=0, P) be a complete probability space with a complete
right-continuous filtration (&;)~o. We consider the o-field of all progressively mea-
surable sets in Q x [0, T] associated to the filtration ({;);»o. To be more precise, A c
Qx [0, T] belongs to the progressively measurable o-field, provided the stochastic pro-
cess (w,t) — 1, (w, t) is (F;)-progressively measurable. We denote by Lf,mg(Q x [0,T])
the Lebesgue space of functions that are measurable with respect to the o-field of
(&¢)-progressively measurable sets in Q x [0, T] and we denote by p,,, the measure
P ® 8/, r; restricted to the progressively measurable o-field.

Definition 2.2.13. Let U be a random distribution in 2’ (R x TV). Then:

— We say that U is adapted to (F;)o if (U, @) is (§;)-measurable for any ¢ «
D((—=o0,t) x TN).

- The family of o-fields (0;[U])., given as

a,[U] :=ﬂa( U (e <1}U{Ne%,IP(N):O}),

s>t “peD((—00,8)XTN)

is called the history of U.

Remark 2.2.14. Note that we use the same notation for the history of a random dis-
tribution and for the P-augmented canonical filtration of a stochastic process; cf. Re-
mark 2.1.14. This will be further justified below by Lemma 2.2.18.

Remark 2.2.15. The history (o;[U]);s, is a complete right-continuous filtration. Note
that the value of the distribution U for 1 > ¢ is irrelevant for determining its history
up to the time t. For random variables defined only on the time interval [0, T] it is
customary to set U=U, =U(0,-) for t < 0.

Clearly, any random distribution U is adapted to its history (0;[U]);»(. Recalling
Remark 2.2.5 we easily observe that the regularization [[U]]s of a random distribution
Uin D' (R x TV) is (§,)-progressively measurable as a stochastic process ranging in
ck(rNy, k>0 arbitrary, whenever the distribution U is (&;)-adapted in the sense of
Definition 2.2.13. Moreover, as [[U]]; — Uin D' (R x TV), we infer

0,[U] =o(U at[[U]]é).

6>0
As the next step, we show that adaptedness is preserved by compositions with
Carathéodory functions in the sense of the following definition.
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Definition 2.2.16. Let X, Y be topological spaces and (®, M, ) a measure space. We
say that f : ® x X — Y is a Carathéodory function if:

(1) f(,x) is measurable for every x € X;

(2) f(8,) is continuous for almost every 6 € ©.

Lemma 2.2.17. Let U be a random distributionin D' (RxTV) such that U € L}, .(RxTV)
as. Let G : TN x R — RX be a Carathéodory function and suppose that G(U) € Ll (R x
TV), where G(U)(t,x) = G(x, U(t,x)). Then G(U) is a random distribution in D' (R x TV)
which is adapted to (0;[U]) in the sense of Definition 2.2.13.

Proof. Consider the regularization [[U]]s specified through (2.2). Obviously, [[U]]s is
(0,[U])-adapted (see Remark 2.2.5) and so is the composition Ty, - G([[U]]5), where Ty,
is the following suitable cut-off function:

Ty € CP(REGRE) N €y (RE,RY), Ty(2)=Z for|Z|<M, |Ty(2)|<lZ|.
Letting § — O we have
Ty o G([[U]l5) — Ty G(U) in L} (RxTV)

and in particular, by the Lebesgue theorem,
J J TM°G([[U]]6)'(dedt—’J j Ty o G(U) - p dxdt,
R TN R TN

for any ¢ € D((oo,t) x V), t > 0; whence T)1 » G(U) is (0;[U])-adapted.
Letting M — oo and using again the Lebesgue theorem, we infer that G(U) is
(0;[U])-adapted. O

In the abstract definition of the stochastic integral, we use the Sobolev spaces
w(TN) c D'(TV)

with suitable ¢ not necessarily positive. Note that these are separable Hilbert spaces
with an orthogonal basis formed by a countable family (¢, ),cn of smooth functions
(trigonometric polynomials). Accordingly, a W (T")-valued stochastic process U is
progressively measurable with respect to a filtration (&) if all scalar functions
U, := (U, ¢) are progressively measurable for any ¢ = ¢,, n € N. Here, the duality
product {-,-) is understood in D' ().

Lemma 2.2.18. Let U be an (3;)-adapted random distribution taking values in
L3 (R WS (TN)) ¢ D' (R x TV) in the sense of Definition 2.2.1. Then, for any T > 0,
there exists a stochastic process U € L*(0, T; W*(TV)) a.s. that is (F,)-progressively

measurable such that

U=U aainQx|[0,T].
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Remark 2.2.19. Note that, strictly speaking, the elements of the Lebesgue space
L2(0, T; W52(TM)) are classes of equivalence of functions that coincide with a possible
exception of a set of zero measure. In this sense, we say U = U in L?(0, T; W2(T")) a.s.

Proof of Lemma 2.2.18. Fix a test function ¢ = ¢,,. It suffices to show that there exists
a progressively measurable real-valued stochastic process fJ¢ such that

U¢ = <U, ¢)> = ﬁ(p a.a.in Q x [O, T]

Without loss of generality, we suppose that Uy is uniformly bounded considering a
suitable cut-off as the case may be.
Let

[Ugles = 05(-—6) = Uy

be the time regularization of Uy. As the distribution U is adapted, the stochastic pro-
cessti— [Ud)]t,(i(t) is continuous and adapted; whence (&;)-progressively measurable.
Moreover, as U¢ is bounded, we have

[Ugles € Lorog(Q2 % [0,T]) foranyp>1,

where L, is the Lebesgue space of functions that are measurable with respect to the
o-field of all (§;)-progressively measurable sets in Q x [0, T].
Letting 6§ — 0, we obtain

[U¢]t,5 - U¢ in, say, L%rog(ﬂ x [0, T])
In particular, passing to a subsequence if necessary, we have
[U¢][)5 - U¢ Hprog'a.a.

As the measure . does not need to be complete, the limit is not necessarily
prog-measurable. However, changing [Ug]; 5 on a set of u,,q-measure zero, we get

[Uyles — Uy pointwise in Q x [0,T],

where fJ¢ is prog-measurable and whence progressively measurable and Uy coincides
with fJ¢, outside of a zero measure set in Q) x [0, T]. O

2.2.5 Special classes of random distributions

In view of possible applications to stochastic PDEs, the class of random distributions
D'(R x TV) is too large. As we deal with non-linear compositions, it is convenient if
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the underlying function space allows multiplication. Accordingly, all random quan-
tities we shall deal with will be distributions of finite order that can be expressed as
derivatives of regular functions belonging to the space L}, .(R x TV).

Seeing that W4(TV) — C(TV) for ¢ > %, we restrict ourselves to the spaces

Llloc (IR; W_e’Z(TN)) with ¢ > %V

Dealing with the initial-value problems, the frequently used spaces will be (i) the
Hilbert space L?(0, T; W~*2(T")) and (ii) the Banach space C([0, T]; W~%%(T")), both
Polish spaces.

To accommodate at most exponential growth for ¢t — co of globally defined ran-
dom variables, we may consider the weighted Sobolev space

HE = 12 (R Wr2(TV)), ||U||%1;< = J]R exp(Tt))[|Ut, -)||$/ka¥2 dt.
As
DRxTV) - Hf - 2(RxTV) fork>0,T>0,
we identify the dual spaces as distributions. We have
Hf - D'(RxTVN) fork<0, I'<O0.

The space H}‘ is a separable Hilbert space. In particular, it is a Polish space. Basically
all random distributions we will handle will belong to Hf for suitable k and T. In par-
ticular, the space L (R; L'(T")) can be identified with a subspace of Hf‘ with k < —[ %’ 1,
r<o.

Finally, we shall occasionally use the embedding

10, T;LN(TV)) = wk2(Tv+), ks N =

2.3 Stochastic It6’s integral

As the next step, let us present the definition of a stochastic integral in the Itd sense. To
be more precise, we are interested in stochastic integration with respect to the cylin-
drical Wiener process introduced in Definition 2.1.31. A detailed construction can be
found in Da Prato—Zabczyk [DPZ92, Section 4.2—Section 4.4]; see also Prévot—Rockner
[PRO7].

Let W be a cylindrical Wiener process on a separable Hilbert space U. For a
stochastic process G = {G(t); t € [0,00)}, taking values in the space of bounded lin-
ear operators from U to a separable Hilbert space H, we intend to make sense of an
integral of the form

r G(s) dW(s).
0
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In addition, we require that it defines an H-valued martingale; see Definition 2.1.21.
We will construct the stochastic integral in such a way that

(o)

rG@dmm:ZrG@qmm@, 212)
0 k=170

that is, as a sum of stochastic integrals with respect to real-valued Wiener processes.
However, keeping in mind that W does not exist as a stochastic process taking values
in U, it is necessary to impose certain conditions on G such that the right hand side
of (2.12) converges in a suitable sense in H and hence defines an H-valued martingale.
It turns out that it is required for the stochastic process G to take values in the space
of Hilbert-Schmidt operators from I to H, denoted by L,(2[, H). Recall that L,(2[, H)
contains all bounded linear operators A € L(, H) such that

oo
MAIZ o) 1= . I1AexllF < co.
k=1

To be more precise, the following result holds true; see Da Prato—Zabczyk [DPZ92,
Section 4.2].

Theorem 2.3.1. Let G be an (;)-progressively measurable stochastic process such that
T 2
ELH&Mh%mm<m. 2.13)

Then the stochastic It integral (2.12) is a well-defined continuous H-valued square in-
tegrable (g;)-martingale.

Remark 2.3.2. For completeness, let us point out that the stochastic Itd integral can
also be constructed under a weaker assumption than (2.13), namely, if

T
2
LHMMh@mm<m P-as.

In that case, the stochastic integral is only a local martingale as introduced in Def-
inition 2.1.27; see Da Prato-Zabczyk [DPZ92, Section 4.2] for more details or also
Karatzas—Shreve [KS91, Section 3.2] for a finite-dimensional setting.

For the reader’s convenience, let us recall the main steps in the construction of the
above stochastic It0 integral. First, we introduce a notion of an elementary stochastic
process.

Definition 2.3.3. An L(U, H)-valued (g,)-adapted stochastic process ¥ is called ele-
mentary, provided there exists a sequence ¥, ..., ¥;_; of L(2, H)-valued random vari-
ables taking only a finite number of values such that the following holds true: there
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exists a partition {0 = t, < t; < --- <t = T} of [0,T] such that ¥; is & -measurable,
i=0,...,k-1,and

k-1
V() =) Y, () te[0,T].
i=0
For an elementary (g;)-adapted stochastic process ¥, it is straightforward to de-
fine a stochastic integral as follows:

¢ k-1
j W) AW(S) = 3 V(W () - W,). (2.14)

0 i=0
Note that this is well-defined due to the fact that all ¥; are finite-dimensional. The first
observation is that the statement of Theorem 2.3.1 holds true for elementary processes.

Proposition 2.3.4. Let ¥ be an elementary (g;)-adapted stochastic process. Then the
stochastic integral (2.14) defines a continuous H-valued square integrable (§,)-martin-
gale and the following holds true:

t 2 t
_ 2
IEHJO W(s)dW(s) “H “E L [¥G)IE gy ds €20, (2.15)
t q 2 T 5 q 2.16)
E su |”‘I’s Ws” sC]EJ Y(s S, 2.16
te[O,pT] 0 ) ® H 0 ” ( )"Lz(u’H)

with a constant C independent of V.

The equality (2.15) is the so-called It6 isometry, which remains valid for more gen-
eral integrands satisfying (2.13).

The final step of the proof of Theorem 2.3.1 relies on the following approximation
result. Recall that L’f)mg(Q x [0, T]) denotes the Lebesgue space of functions that are
measurable with respect to the o-algebra of (§,;)-progressively measurable sets in Q x
[0, T].

Proposition 2.3.5. Let G be an (§;)-progressively measurable stochastic process sat-
isfying (2.13). Then there exists a sequence of elementary ({,)-adapted stochastic pro-
cesses (¥,,) such that

¥, -G inl?

prog(Q x (0, T);Lz(u,H)).

As a consequence, in view of (2.16), the stochastic integral

jt G(s) dW(s)
0
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is obtained as a limit in L?(Q; C([0, T1; H)) of the corresponding approximate stochastic
integrals

Jt ¥, (s)dW(s).
0

At this stage, it is important to note an immediate consequence of the above construc-
tion, namely, the Itd stochastic integral generally cannot be constructed pathwise.
More precisely, given a trajectory of the driving Wiener process t — W(w, t) together
with a trajectory of the integrand ¢t — G(w, t), it is not possible to construct a trajectory
of the corresponding stochastic integral, unless the trajectories of G are sufficiently
regular. This flaw originates in the low time regularity of the Wiener process: recall
that trajectories of W are only Holder continuous with exponent y for every y € (0, %).
Consequently, the stochastic integral cannot be constructed by analytic arguments
(i.e., working with a fixed realization w) unless the irregularity of W is compensated
by regularity of G.

To be more precise, if t — G(w,t) belongs to C'([0, T]), we integrate by parts to
obtain

Jt G(s)dW(s) =G(t)W(t) - Jt G'(s)W(s)ds,
0 0

where the right hand side is indeed defined pathwise. This is a particular case of the
generalization of the Stieltjes integral introduced by Young in [You36]. Roughly speak-
ing,if G € C*([0,T])and Z € CP([0, T]), then one can construct the integral of G against
Z analytically provided a + > 1 and this result is sharp. Recall that the regularity of
a Wiener process W is strictly smaller than % In typical applications considered in
this book, the coefficient G takes the form G(U) where U is a solution to a stochas-
tic PDE driven by W. Hence we expect G(U) to possess the same regularity as W and
consequently the Young condition is not satisfied.

Remark 2.3.6. Let us stress that the role of the underlying Hilbert space U is purely
auxiliary and not important in the current setting. Indeed, by virtue of Parseval’s the-
orem, every separable Hilbert space 2 is isometrically isomorphic to ¢? via

o0

U, v= Z(V) erex = ((ve)yeny
k=1

where (e )< is @ complete orthonormal system in (. Similarly, a cylindrical Wiener
process in U given by W = Y2, e, W, can be identified with the sequence of real-
valued Wiener processes (W;)ien. A Hilbert-Schmidt operator A € L,(U;H) can be
identified with the H-valued ¢2-summable sequence (Ae; )< € ¢2(H). Consequently,
a stochastic process G satisfying the assumptions of Theorem 2.3.1 can be identified
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with (G )yen @s an element ofo)mg(Q x (0, T); ¢*(H)) by G, := Ge; and the correspond-
ing Itd stochastic integral is given by

t O ot
memW@:zJQ@mm@.
0 k=170

For simplicity of the presentation, we often do not distinguish between G(s) as a
Hilbert-Schmidt operator on 2{ and the sequence (G (s)).n as an element of €2.

Remark 2.3.7. If W is a real-valued Wiener process, then, as a consequence of
Lemma 2.2.18, we observe that the stochastic integral

Jt G(s)dW(s)
0

may be always defined for an integrand G € L?(0, T; W%?(TV)) a.s. as long as its natu-
ral filtration (0;[G]);( is non-anticipative with respect to the associated Wiener pro-
cess W, or, more precisely, as long as the filtration (g;);, generated by the joint his-
tory of W and G satisfies

S, :=0[0,[Glua,[W]] isindependent of a[W(s)- W(t)] for any s > t.

The same applies to integrals with a cylindrical Wiener process W = } 2, e, Wy
and G taking values in L?(0, T; L,(2[; W*?(TV))) a.s. Here, a similar condition must be
verified for any Gy := Ge, and W;. In the case G = G, (U), the task reduces to checking
the same condition for a single filtration

(%qMUUqW4>,
k=1 t>0

in agreement with Lemma 2.2.17.

As the next step, let us recall the so-called Burkholder-Davis—Gundy inequality,
which generalizes (2.16).

Proposition 2.3.8 (Burkholder-Davis—-Gundy’s inequality). Let H be a separable
Hilbert space. Let p € (0, 00). There exists a constant C,, > 0 such that, for every (g,)-pro-
gressively measurable stochastic process G satisfying (2.13), the following holds:

p
t 14 T 3
E su HJ G(s)dW (s H <C ]E<J G(s)II? ds) . 917
Sap ), 6@ W] <GB ) IGOL 2.17)

Next, we report the following result by Flandoli-Gatarek [FG95, Lemma 2.1],
which allows one to show fractional Sobolev regularity in time for a stochastic inte-
gral.
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Lemma 2.3.9. Let H be a separable Hilbert space. Letp € [2,00) and a € [0, %) be given.
Then there exists a constant c(p,a, T) > 0 such that, for every progressively measurable
process G € IP(Q x [0, T]; L,(U, H)), we have

p

]E[ ” Jt G(s)dW(s) (2.18)
0

] <cp.a, T)lE“ (O]

WP (0,T;H)

The proof of Lemma 2.3.9 is rather elementary and actually relies on the Burk-
holder-Davis—Gundy inequality (2.17). Note that, since only the embedding

WP (0, T;H) < C#([0, T, H) whenever f ¢ [o,a - 1), 2.19)
b
holds true, the two estimates (2.17) and (2.18) are different and (2.18) does not imply
(2.17), not even in the case p = 2.

We also record the following result; see Gihman—Skorokhod [GhS80].

Lemma 2.3.10 (Martingale inequality). Let H be a separable Hilbert space. Then

e []

foranye>0,6>0.

2 T
dt > e) < Tg + ]P(L IGO 72y gy At > 6) (2.20)
H

Jt G(s) dW(s)
0

The approach to establish Holder continuity of a stochastic integral then relies
on the Kolmogorov continuity theorem. This is a classical result that allows one to
show existence of a Hélder continuous modification for stochastic processes. There
are several versions with different proofs available in the literature. Let us particularly
mention the elegant analytical proof based on the Sobolev embedding, which can be
found in Da Prato—Zabczyk [DPZ92, Theorem 3.3].

Theorem 2.3.11 (Kolmogorov continuity theorem). Let U be a stochastic process tak-
ing values in a separable Banach space X. Assume that there exist constants K > 0,a > 1,
b > 0 such that, for all s, t € [0, T],

E[U(t) - U(s)|[ < K|t —s[*2.

Then there exists V, a modification of U, which has P-a.s. Holder continuous trajectories
with exponent y for every y € (O, g). In addition, we have

EIVIZ, <K,

where the proportional constant does not depend on V.
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2.4 Ito’s formula

One of the central results in stochastic Ito calculus is the corresponding chain rule
called Itd’s formula. The proof can be found in Da Prato—Zabczyk [DPZ92, Theo-
rem 4.17].

Let W =} 72, e, W} be a cylindrical Wiener process in a separable Hilbert space 1.
Let Gbean L, (L; H)-valued stochastically integrable process, let g be an H-valued pro-
gressively measurable Bochner integrable process, and let U(0) be an &,-measurable
H-valued random variable. Then the process

t t
U(t) = U(0) + L g(s)ds + L G(s)dW(s)

is well-defined. Assume that a function F : H — R and its derivatives F', F" are uni-
formly continuous on bounded subsets of H.

Theorem 2.4.1 (1t6’s formula). Under the above assumptions we have P-a.s., for all
te[0,T],

t t
F(U(t)) = F(U(0)) + L (F'(U(s)),g(s)) ds + L (F'(U(s)), G(s) AW (s))

t
+ % J Tr(G(s)*F" (U(s))G(s))ds (2.21)
0
where TrA =32, (Aey,ey) for A being a bounded linear operator on H.

Note that, unlike in the deterministic theory, a first order chain rule does not hold
for the It6 calculus. Indeed, the above It6 formula contains a term of second order, the
so-called It0 correction term. Besides, the classical notation used for the stochastic
integral in (2.21) might seem a bit ambiguous at first sight. It is to be interpreted in the
following sense:

t Ot
L (F'(U(s)),G(s)dW(s)) = z JO (F'(U(s)), G(s)ey) AW, (s).
k=1

A special case of this result is Itd’s product rule.

Proposition 2.4.2. Assume that U, V are H-valued stochastic processes defined on the
same probability space and satisfying the assumptions of Theorem 2.4.1. Assume that
they admit the decompositions

t t
U(t) = U(0) + J’o g(s)ds + L G(s)dW(s),

t t
V(t) = V(0) + L h(s)ds + L H(s)dW(s).
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Then

t t
(U), V(1)) = (U(0),V(0)) + L (V(s),8(s)) ds + L (V(s),G(s)dW(s))
t t
N j (U(s), h(s)) ds + j (U(s), H(s) AW (s))
0 0
Xt
+ Z J (G(s)ey, H(s)ey ) ds.
k=1-0

As a first generalization of Theorem 2.4.1, we present an Itd formula for the square
of the H-norm obtained for equations in the variational framework. Another general-
ization is given in Theorem A.4.1.

Let H be a separable Hilbert space with inner product (-,-) and H* its dual. Let
be a Banach space, such that V — H continuously and densely. Identifying H and H*
via the Riesz isomorphism, we obtain the Gelfand triplet V— H < V*.

The following It6 formula can be found in Krylov—Rozovskii [KR79, Theorem I1.3.1]
or Prévot—Rockner [PRO7, Theorem 4.2.5].

Theorem 2.4.3. Assume that U is a continuous V*-valued stochastic process given by
U(t) = U(0) + Lt g(s)ds + J; G(s)dW(s), te[0,T],

where
GeL2(Qx [0, T L,A:H)), geL*(Qx[0,T;V*),

are both progressively measurable and U(0) € L?(Q; H) is §,-measurable.
IfU e L2(Qx[0,T]; V), then U is an H-valued continuous stochastic process,

E sup U]} < oo,
t€[0,T]
and the following It6 formula holds true P-a.s.:
t t
[OO; = 0OV, +2 [ (86U, ds+2 (U(s),6(6)aW(s)

t
+ Jo ||G(S)||i2(u;H) ds foranyte[O,T].

2.5 Pathwise vs. martingale solutions

From the probabilistic point of view, two concepts of solution are typically consid-
ered in the theory of stochastic (partial) differential equations. Namely, pathwise (or
strong) solutions and martingale (or weak) solutions. In the former notion, the under-
lying probability space as well as the driving stochastic process is fixed in advance,
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whereas in the latter case, these stochastic elements become part of the solution of
the problem. We call such solutions martingale solutions due to the connection with
the so-called Stroock-Varadhan martingale problem as discussed in Karatzas—Shreve
[KS91, Section 5.4]. Clearly, existence of a pathwise solution is stronger and implies
existence of a martingale solution.

Consider a stochastic differential equation

dU=bU)dt +o(U)dW, U(0)=U,, (2.22)

where W is an R%-valued Wiener process defined on a probability space (Q, &, P).
For simplicity of the presentation we are in finite dimension. So, a solution U is an
R™-valued stochastic process. The coefficients b, ¢ are Borel measurable functions

b:R" SR", ¢:R™— R™,
We formulate the following two notions of solution to (2.22).

Definition 2.5.1. Let W be an R%-valued Wiener process defined on the stochas-
tic basis (Q, F, (F¢)i0,P) with a complete right-continuous filtration. Let U, be a
F o-measurable random variable. An R™-valued stochastic process X is called a path-
wise solution to (2.22) with the initial condition U, provided:

(1) Uisan R™-valued (&,)-adapted stochastic process with P-a.s. continuous trajec-

tories;
(2) U(0)=U, P-a.s.;
(3) we have
Jt Ib(U())]| + [o(U(s)P ds < 0o (2.23)
0
and
t t
Uut)=U, + J b(U(s))ds + J a(U(s))dw (2.24)
0 0

P-a.s. for all ¢ € [0, co).

Definition 2.5.2. Let A be a Borel probability measure on R™. A triple

(T (Fe)z0,P), U, W)

is called a martingale solution to (2.22) with the initial law A, provided:

(1 (%, (B0 P) is a stochastic basis with a complete right-continuous filtration;

(2) W is an R%-valued (®;)-Wiener process on (Q, &, P);

(3) Uisan R™-valued (&;)-adapted stochastic process with P-a.s. continuous trajec-
tories;
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(4) A=L[U0)];
(5) (2.23) and (2.24) hold P-a.s. for all t € [0, co).

We observe that, since in the case of martingale solutions the underlying stochas-
tic basis is not known in advance, the initial condition can only be prescribed in the
form of an initial law A. Furthermore, a martingale solution is not necessarily adapted
to the canonical filtration generated by the Wiener process.

The concept of a martingale solution, although weaker than a pathwise solution,
is yet extremely useful in both theory and applications. In particular, it allows one to
prove existence under much weaker assumptions on the coefficients b, . More pre-
cisely, let us recall the seminal papers by It6 [[t646, Itd51] where existence of a unique
pathwise solution to (2.22) was proved under the Lipschitz assumption on b and ¢. On
the other hand, Skorokhod [Sko61, Sko62] showed that there exists a solution if b and
o are only continuous functions of at most linear growth. It was only realized later that
two different concepts of a solution are involved. Nowadays, it is well known that this
difference is substantial in general: under the assumptions of the Skorokhod theorem
pathwise solutions do not necessarily exist; see Barlow [Bar82].

2.5.1 Pathwise uniqueness vs. uniqueness in law

Attached to the two notions of solution are two ways how uniqueness for (2.22) can be
understood. More precisely, we address pathwise uniqueness or uniqueness in law.

Definition 2.5.3. We say that pathwise uniqueness is a property of (2.22), provided,
if U, V are two solutions to (2.22) defined on the same stochastic basis with the same
Wiener process and under the assumption that U(0) = V(0) P-a.s., that the processes
U and V are indistinguishable, i.e.,

P(U(t)=V(t) forallt >0) =1.
Definition 2.5.4. We say that uniqueness in law is a property of (2.22), provided, if
(28, (F)ez0P), U W), (08 (F) P), V. W)

are two solutions to (2.22) with the same initial law, that the two processes U and V
have the same law.

A classical result of Yamada-Watanabe, as presented for instance in Karatzas—
Shreve [KS91, Proposition 3.20], shows that pathwise uniqueness implies uniqueness
in law.
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2.6 Stochastic compactness method

Several results presented in the main body of this book rely on a stochastic version of
the compactness method known from the deterministic setting. Roughly speaking, the
problem is the following: one constructs a sequence of approximations and in order
to show their convergence it is necessary to establish compactness. In the presence
of randomness, which is represented by the probability space (Q, &, P), one has to
be more careful, as we do not assume any topological structure on Q) and therefore
the usual tools based on compact embeddings can only be applied to the time and
space variable. A classical method to overcome this flaw employs Prokhorov’s and
Skorokhod’s theorems; see Billingsley [Bil99, Theorem 5.1, 5.2] and Dudley [Dud02,
Theorem 11.7.2], respectively.

Theorem 2.6.1 (Prokhorov’s theorem). Let X be a Polish space and M a collection of
probability measures on X. Then M is tight if and only if it is relatively weakly compact.

Theorem 2.6.2 (Skorokhod’s theorem). Let X be a Polish space and let p,,, n € N, be
probability measures on X such that u,, converges weakly to u,. Then on some proba-
bility space there exist X-valued random variables U,, n € N, such that the law of U,
is Uy, n € Ny, and U, (w) - Uy(w) in X a.s.

Note that Dudley [Dud02, Theorem 11.7.2] only gives the existence of some proba-
bility space such that the statement of Theorem 2.6.2 holds true and the corresponding
convergence is almost sure. Nevertheless, the so-called Blackwell-Dubbins—Fernique
theorem gives the following stronger result; see Blackwell-Dubbins [BD83] and Fer-
nique [Fer88].

Theorem 2.6.3. Let X be a Polish space. With every Borel probability measure p on X,
one can associate a Borel X-valued random variable §, defined on the probability space
([0,1],8B([0,1]), R) such that £ [§y] = U, and, whenever measures p,, converge weakly-
to u, one has lim,,_, 'fun (w) = fy(w) for almost all w € [0,1].

As an immediate consequence, we obtain a representation for a Wiener process
together with an initial condition having a given law.

Corollary 2.6.4. Let X be a Polish space and let A be a Borel probability measure on X.
Then there exists a stochastic basis (Q, §, (Ft) 0, P) With an §Fo-measurable X-valued
random variable U, having the law A and with an (§;)-cylindrical Wiener process W.

Proof. Let T denote the law of a cylindrical Wiener process on U. Recall that, due
to Remark 2.1.30, such a probability measure exists and, due to Corollary 2.1.33, it is
supported on C;,.([0,00); U,). The application of Theorem 2.6.2 to y = A®T yields a
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complete probability space (Q, §, P) together with random variables U, and W hav-
ing the law A and T, respectively. Hence, according to Lemma 2.1.35, W is a cylindrical
Wiener process with respect to its canonical filtration. Moreover, by definition of the
joint law p, it follows that U, is independent of W. Therefore, it can be shown from
Theorem 2.1.34 that W is a cylindrical Wiener process with respect to the filtration

(8¢)e=0 given by
S :=0(c(Ug)uo(W;0<s<t)), te[0,00),
which yields the claim. O

The stochastic compactness method proceeds in several steps. First, one shows
tightness of laws of the approximate sequence at hand. Second, due to Prokhorov’s
theorem, there exists a subsequence of these laws which converges weakly. Third,
Skorokhod’s theorem vyields a representation by random variables defined on some
probability space and converging a.s. The last step then consists in the identification
of the limit as the desired object of interest, for instance a solution to a stochastic PDE.

The identification of the limit typically contains further difficulties, namely in the
passage to the limit in the stochastic integral. Indeed, one deals with a sequence of
stochastic integrals driven by a sequence of Wiener processes. One possibility is to
pass to the limit directly, and such technical convergence results appeared in a num-
ber of publications (see, e.g., Bensoussan [Ben95] or Gyéngy—Krylov [GK96]); a de-
tailed proof of the version presented below can be found in Debussche et al. [DGHT11,
Lemma 2.1].

Lemma 2.6.5. Let (Q, §,IP) be a complete probability space and H a separable Hilbert
space. For n € N, let W, be an (F})-cylindrical Wiener process and let G, be an
(BF)-progressively measurable stochastic process ranging in L,(2; H). Suppose that

W, —» W inC([0,T];,) in probability,
G,—G inL?(0,T;L,(U;H)) in probability,

where W is a cylindrical Wiener process adapted to a filtration ()0, and G is
(+)-progressively measurable. Then

J' G, dW, — J GAW  inI2(0, T;H) in probability.
0 0

In our applications, the target space X will be taken as W%2(TV) with a suitable €.
Using Lemma 2.2.18, we rephrase Lemma 2.6.5 as follows.

Lemma 2.6.6. Let (Q,&,P) be a complete probability space. For n € N, let W, be
an (F)-cylindrical Wiener process and let G,, be an (F})-progressively measurable
stochastic process such that G, € L*(0, T; L,(2; W*(TV))) a.s. Suppose that

W, > W inC([0,T];,) in probability,
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G,— G inL?(0,T;L*(2; W42(TN))) in probability,

where W =32 e, Wy. Let ()0 be the filtration given by

Se= ‘7<U 0;[Gey] U o [W] >

k=1

Then after a possible change on a set of zero measure in QA x (0, T), G is (g;)-progres-
sively measurable, and

J. G, dw, — j GdW in (0, T; W4(T")) in probability.
0 o

Remark 2.6.7. Here, we have tacitly assumed that G, ; := G, e, and G := Ge, have
been extended for ¢ < 0 and ¢ > T as random distributions in 2’ (R x TV). While the
extension for t > T is basically irrelevant, for t < 0 we may take G, ; = G, ;, constant
in time, ¥{-measurable, and such that

Gy, — Gy in L*(2; WH(TV)) in probability.

Proof of Lemma 2.6.6. In view of Lemma 2.2.18 and Lemma 2.6.5, the proof reduces
to showing that the new filtration (&) is non-anticipative with respect to the limit
Wiener process W. However, Lemma 2.6.6 is a fundamental tool used frequently in the
existence proof and therefore we give a complete proof for the reader’s convenience.

Step 1 [Non-anticipativity of (&)l
To see that the filtration (&) is non-anticipative with respect to the noise W, it
suffices to observe that

IE[F((Gl,(pM), s (G @) Wi(8)s ... W,,(t,))
x H(Wy(¢ +5) = Wy(E) .., Wi (¢ +5) — Wi (8))]
= E[F((Gy, P11) > (G, Qg ) Wit ... Wi ()]
X E[H(W,(t +8) — Wy(0), .., W (£ +8) — W, (£))]

forany 0 <t; < t, s >0, ¢;; supported in (-co,t), i=1,...,m,j=1,...,¢ and bounded
continuous F and H. Indeed this follows from the fact that the same relation holds for
G,, W,, W,(t +s) - W,(t) and both converge to their respective limits in probability.

Step 2 [Cut-off]
We write the stochastic integrals in the form

T T T
J G,dW, = Z J Gn,k de,k + Z j Gn,k de,k’

Y k<K 70 k>K 70
T T T

J, GdWZZJ deWk+ZJ deWk'
0 k<k 70 k>K 70
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Evoking the martingale inequality (2.20), we obtain

T ¢ 2
IP<J ZJ G, (5) AW, (5) dt>£>
0 llg>k 70 w2
T
< Ts+IP<J Y NGl dt>ez>
0 5K *
T T
5T8+]P<J 3 Gy - Gy lyes dt>52>+]P<J Y IIGkII%Ve,zdt>€2>
0 >k * 0 k5K *

foranye > 0. Seeing that the second term on the right hand side of the above inequality
vanishes for n — oo and the third one can be made arbitrarily small taking K large

enough, we conclude

T T
D J G AW, + ) J G, dW, — 0 inL%(0,T; W4*(TV)) in probability

k>K 70 k>K 70

for K — 0o, n — co. Consequently, the proof reduces to the case of a finite sum in the

stochastic integral.

Step 3 [Convergence for a finite sum]

Fixing k we write G,, W,, and G, W instead of G, , W, ; and Gy, Wy, respectively.

Using the regularization operator [[-]]5 introduced in Section 2.2.2, we write

T T
j Gnde—j Gaw
0

0 Wf‘z

<

+
w2

LT([[G]J,S -G)dw

| @, 6,115 aw,
0 Wf,z

+

JTHGnHade - jr[[Gn&dw
0 0 w2

The last term is easy to handle as we have
T T
L [[G,]ls AW, - L [[Glls AW = [[G,]]sW, (1) - [[G]]s W ()
T
- L (0;[[G,]1sW,, — 0;[[G]]s W) dt.
Thus the desired convergence follows as long as § > 0.
Consequently, it suffices to show

T 2
.[ dr —» 0 in probabilityas § — 0
0 W)g,z

J; (€.~ 116,115) aw,
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uniformly in n, and

[

Observe that (2.26) follows from the fact that

2
dr —» 0 in probability as § — 0. (2.26)
w2

LT(G— [[G]]5) dW

[[Glls » G inL%(0,T; W% (TV)) as.

Finally, we use again the martingale inequality (2.20) to deduce

2

T| 7
]P(J J (G, - [[G,]15) AW, dt>e>
0 Wf’z
T
<e < . ||G [G,,]]5||W“dt>£ )
T 2 2
1p< ) 16, — Gl dt > & >+1P<J 1016115 - L6151, dt > €2 )
T
< \ [[[G]1s G||W“ t>e )
T 2
P(J IG, - G “dt232>+1p<j ||[[G]]6-G||Wmdt282).
0 X
Thus we conclude by using (2.26) and the hypotheses imposed on (G,) ;e - O

For completeness, let us also mention that there are other ways to identify the limit
stochastic integral. Namely, one can show that the limit process is a martingale, iden-
tify its quadratic variation, and apply an integral representation theorem for martin-
gales, if available (see Da Prato—Zabczyk [DPZ92]). Another approach follows a rather
general and elementary method introduced in BrzeZniak—Ondrejat [BOO7] and has al-
ready been generalized to different settings. The keystone is to identify not only the
quadratic variation of the corresponding martingale but also its cross variation with
the limit Wiener process obtained through compactness. This permits to conclude di-
rectly without the use of any further difficult results. The following result summarizes
the simple observation made by Brzezniak—Ondrejat [BOO7]; for a proof of a more gen-
eral version, see [Hof13, Proposition A.1].

Lemma 2.6.8. Let (O, (F1)i0,P) be a stochastic basis and W an (g,)-cylindrical
Wiener processin U givenby W = Y2 e, Wy. Let G be an (,)-progressively measurable
L,(U; H)-valued stochastically integrable stochastic process, i.e., satisfying (2.13). If M
is an H-valued square integrable continuous (g,)-martingale such that, for all ¢ € H,

the processes
M), 02~ Y [((;(s)(e,(,(p)2 ds, (M(), @)W, ()— j (G(s)ey, @) ds
k=1"0 0
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are (;)-martingales, then P-a.s.

M() = L G(s)dW(s) forallte[0,T].

2.7 Jakubowski—-Skorokhod representation theorem

Let us stress that both Prokhorov’s theorem and Skorokhod’s theorem above are
restricted to Polish spaces. Nevertheless, the specific structure of the compressible
Navier-Stokes equations naturally leads to weak convergences, that is, to conver-
gence in non-metrizable spaces. Jakubowski [Jak97] gave a suitable generalization
of the Prokhorov and Skorokhod theorems that holds true in the class of sub-Polish
spaces introduced in Definition 2.1.3. These are topological spaces that are not neces-
sarily metrizable but retain several important properties of Polish spaces. Let us recall
that a topological space is called sub-Polish if there exists a countable family

{g,: X > (-1,1);ne N}

of continuous functions that separate points of X; the reader is referred to Brzezniak
et al. [BOS16, Section 3] for further discussion.

It can be seen that for instance Polish spaces, separable Banach spaces equipped
with the weak topology, and spaces of weakly continuous functions with values in a
separable Banach space belong to this class. In fact, all the spaces considered in this
book are continuously embedded in the space of distributions D' so they are sub-
Polish.

Among the properties of sub-Polish spaces needed in this book is the following
result; see [Jak97, Theorem 2].

Theorem 2.7.1 (Jakubowski—Skorokhod representation theorem). Let (X,T) be a sub-
Polish space and let & be the o-field generated by {f,; n € N}. If (M,)nen IS a tight
sequence of probability measures on (X,S), then there exists a subsequence (n;) and
X-valued Borel measurable random variables (U< and U defined on the standard

probability space ([0,1], B([0,1]), 8), such that My, 1S the law of Uy, and U, (w) converges
to U(w) in X for every w € [0,1]. Moreover, the law of U is a Radon measure.

We point out that, basically in all situations considered in this book, the use of
Jakubowski’s extension of the Skorokhod theorem can be avoided. A typical situa-
tion is a family of random variables (U,,), tanging in a dual X* of a separable Ba-
nach space X such that ||U,||x- is tight on [0, c0). Our goal is to show that there ex-
ist random variables U,, n € N, and U, defined on the standard probability space
([0,1];B([0,1]), &) and satisfying

U,%.0, U, 20, inX*gae.

e
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Suppose that there is a separable Hilbert space Y,
Y5 X, YdenseinX. 2.27)
Consequently, the norm in X* is given by

IZllx = sup  (Z,h,) foracountable family (h,,),cn CY.
B, [y llx<1

Let [U,, U, llx+] be an extended sequence of random variables taking valuesin [Y*, R].
In view of (2.27) and tightness of |U,, | x-, the sequence

(Up, 10, lIx+),,cp  1s tight in the Polish space Y* x R.

Applying the standard Skorokhod theorem (see Theorem 2.6.2) we obtain a sub-
sequence (U, )ien, together with a sequence of Y* x R-valued random variables
(Up,» Ny Dien defined on the standard probability space ([0, 1], B([0, 1]), £), such that

d _ _
[Unk’ ”Unk "X"] TY*xR [Unk’Nnk]’
d =

U, ~y-0,, U, -0, inY*Rae, (2.28)
d =~ _ _
”Unk”X* ~r Ny, Np— N R-ae.
As Y is densely embedded in X, we get

d .
U, “x- 0,

Finally, the norm ||Z||x. is a supremum of Z — (Z;h,,), h,, € Y; whence a supre-
mum of continuous functions on Y*. Consequently, in accordance with (2.28),

LI, - ~ Ny ] = L [10 - ~ 10 llx-] = 605
whence
IIINJnk||X* :Nnk L-a.e.

Thus it follows from (2.28) that ||flnk lx- is bounded 8-a.e. which implies the desired
result

U, ~U,inX* Lae.

Note that in applications one usually has X = LP(©), forsome 1<p<ocoand Y =
WE2 () with sufficiently large k.
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2.8 Random distributions in L? and Young measures

Very often, we will have to handle the following situation. Let Q = [0, T] x TV . Given a
sequence of random distributions (U,,) iy satisfying the estimate

IE[IIU,III’Z,;X] <oo foracertainp € (1,00).

Obviously, the set of laws of (U,,) . is tight on L7 (Q). In analogy with the deterministic
theory, we wish to conclude that, up to a subsequence,

G(U,) — G(U) inIP/9(Q)a.s.
forany G € C(RM;R), |G(Z)|<c(1+12]7) 1<q<p,
and for certain limit function G(U). This is indeed the case if we change appropriately

the probability space as in Skorokhod’s theorem, Theorem 2.6.2.

Theorem 2.8.1. Let (U,),x be a sequence of random distributions in D' (R x TV) such
that

]E[IIU,,IIIL’fJ] <oo foracertain p € (1,00). (2.29)

Then there exists a new sequence (U,),cn defined on the standard probability space

([0,1],8B[0,1], R), such that

1 &Y
ch

and

G(U,) — G(0) inIP/%(Q) L-a.s.
forany G € C(RM;R), |G(Z)|<c(1+12]9), 1<g<p.  (2.30)

Proof. The proof leans on a suitable application of Skorokhod’s theorem, Theo-
rem 2.6.2. Let (G,,),,cn be a family of functions in C,(RM) that are dense in the space
of continuous functions satisfying the growth restriction (2.30). Specifically, for each
G € C(RM; R) satisfying

IG(Z)| <c(1+121%), 1<q<p,
there is (G,)pen € (G men Such that
IG,| < |G|, G,— Gin Cp,.(R™;R).

Extending U, to be zero outside Q and rescaling the time variable as the case may
be, we may assume that Q = TV*! — the time-space torus. We define a Hilbert space -,

X =WHk2Q) x (W Q)™ xR, k> %V +1,
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endowed with the scalar product
([Uy (G}n)me]N’ rl]; [U,, (ng)me]N’ r2]>

o0
1
= (UL Upyyea + ). 2—m<G}n;an)WX,k,2 s
m=1
Now, it suffices to apply the Skorokhod representation theorem to

[Un’ (Gm (Un))me]N’ ”Un ”L{X ] neN’

Indeed, convergence in W~%2 and boundedness in L?, p > 1, imply weak convergence
in L9, g < p. Accordingly, we get (2.30) for any G,,, and finally, by density, for any G
satisfying the growth conditions in (2.30). O

In view of Theorem 2.8.1, a random distribution U ranging in the Lebesgue spaces
LP endowed with the weak topology should be regarded as a pair [U, |U]| Lf,x] ranging
in the Polish space W52 x R.

In view of future applications to a large class of compositions, we evoke the fun-
damental theorem in the theory of Young measures; see Ball [Bal89] and Pedregal
[Ped97, Chapter 6, Theorem 6.2]. Recall that the notion of a Carathéodory function
was introduced in Definition 2.2.16.

Theorem 2.8.2. Let (V) en> Vy : © € RY — RM be a weakly convergent sequence of
functions in L'((9; RM), where © is a domain in RN . Then there exist a subsequence (not
relabeled) and a parametrized family {v,},« of probability measures on RM depending
measurably on x € O with the following property: for any Carathéodory function G =
G(x,2),x €O, Z e R™ such that

G(-v,) — G weakly in LY(0),
we have

G(x) = J G(x,z)dv,(z) fora.a.xe0.
]RM

Combining Theorem 2.8.1 and Theorem 2.8.2 we immediately obtain the following.

Corollary 2.8.3. Under the hypotheses of Theorem 2.8.1, the validity of (2.30) may be
extended to any Carathéodory function G = G(x, Z) satisfying the growth restrictions in
(2.30) uniformly in x.

The parametrized measure in Theorem 2.8.2 is called the Young measure asso-
ciated to the sequence (v,),cn- The concept of Young measures was introduced by
Young [You69] as a technical tool for describing composite limits of non-linear func-
tions with weakly convergent sequences; for further reading we refer the reader also
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to Castaing et al. [CAFV04] for a thorough exposition. There is another way of proving
Theorem 2.8.1 that relies on compactness of the corresponding Young measures.
In what follows, we denote by P(R) the set of probability measures on RR.

Definition 2.8.4 (Young measure). Let (X,A) be a o-finite measure space. A mapping
v: X — P(R) is called a Young measure, provided it is weak-x-measurable, that is, for
all ¢ € C,(R), the mapping z — v,(¢) from X to R is measurable. A Young measure v
is said to vanish at infinity if

jX LR 1£1dv, () dA(z) < co.

Proposition 2.8.5 (Compactness of Young measures). Let (X,A) be a o-finite measure
space such that L'(X) is separable. Let (), be a sequence of Young measures on X
such that, for some p € [1,0),

supj j EP V() dA(2) < oo. 231)
neN JX JR

Then there exists a Young measure v on X and a subsequence still denoted by (V") e
such that, for all € L}(X) and all ¢ € C,(R),

lim j wcz)j B dvI(§) dAR) =j ¢<z)j S dv,()dA@).  (232)
n—oo Jx R X R

Various results of this form can be found in the literature; a proof for the case of
(X,A) being a finite measure space can be found in Debussche—Vovelle [DV10, Theo-
rem 5, Corollary 6]. However, one can actually observe that this additional assumption
is not used in the proof and therefore the same proof applies to our setting of (X, A) be-
ing a o-finite measure space. For a discussion of similar issues in the case of X = RY
we refer the reader to Malek et al. [MNRR96, Theorem 4.2.1].

Note that the separability of L!(X) follows once the corresponding o-algebra on X
is countably generated; see, e.g., Cohn [Coh13, Proposition 3.4.5].

We observe that a Young measure is actually an element of the unit sphere of
Ly (X; M (R)), the space of weakly-*-measurable and bounded mappings from X
to M, (R). Consequently, any sequence of Young measures (v*),.n is bounded in
Lo (X; M ,(R)) and, due to Banach-Alaoglu’s theorem, there exists a subsequence
converging weakly-* to some limit v € Lj;> (X; M, (R)). It should be noted, however,
that the limit is generally not a Young measure. Indeed, setting v}(-) := §,,(-), we see
that mass can be escaping at infinity and therefore only esssup, .y [[v, am, <1 holds
true in general. This is a consequence of a more general fact, namely that the unit
sphere is not closed under weak-x*-convergence. The sufficient condition that guar-
antees that also the limit v is a Young measure, that is, a parametrized probability
measure, is (2.31), which yields the necessary tightness.
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Let (L (X; P(R)),w™) denote the space of Young measures equipped with the
topology given by (2.32). To summarize our discussion, this topology is not the sub-
space topology of the weak- x-topology on L2 (X; M, (R)). The topology of Young mea-
sures is finer — it has more open sets — and consequently there are less compact sets.
Thus, any continuous map f : (Ly (X; M (R)),w*) — (-1,1) is also continuous from
(L (X; P(R)), w*) to (-1,1). Recall that Cy(R), the space of continuous functions van-
ishing at infinity is separable and it is the predual of M ,(RR). Thus Ly (X; M1, (R))
is the dual of the separable Banach space L'(X; Cy(R)) (see Edwards [Edw94, Sec-
tion 8.18]) and hence it is sub-Polish. We deduce that (L2 (X; P(R)), w*) is also a sub-
Polish space with the same separating sequence of continuous functions.

As a consequence of Proposition 2.8.5 we deduce the following.

Corollary 2.8.6. Let (X,A) be a o-finite measure space such that L'(X) is separable. Let
Re N andp € [1,00). Then the set

By = {v € L2 (X; P(R)); L LR P dv, (8) dA(z) < R}
is relatively compact in (L, (X; P(R)), w™).

Let U be a random distribution whose law is tight on LP(R x TV) for some pe
(1,00). Then one may define a Young measure on Q x R x TV associated to U by

Vu,tx ():= 6U(w,t,x) ).

In addition, v can be regarded as a random variable taking values in the space of Young
measures on Rx TV, i.e., Lo (Rx TV; P(R)). This leads to an alternative proof of The-
orem 2.8.1.

Another proof of Theorem 2.8.1. For n € N, let v,, denote the Young measure associ-
ated to U, regarded as a random variable taking values in (L;2 (R x ™; P(R)), w*).
Denote by £[v,] its law. Let R € N and let By , be the relatively compact set defined in
Corollary 2.8.6. As a consequence of (2.29), we obtain

C

1
£lvyI(BS,) = P(v, € Bg,) = ]P<LR LTN U, P dxdt > R) < ZEIU, I <.

Thus, the family of laws {£[v,]; n € N} is tight on (L3> (R x ™V, P(R)), w*). Next, we
observe that the set

Bp:={UeP(RxTV); |UJ <R}

is relatively compact with respect to the weak topology on L? (R x ™).If £ [U,] denotes
the law of U, on (L” (R x V), w), we obtain

1 D C
LIU,I(BR) < o BN, Iy < -
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This implies the tightness of {£[U,,]; n € N} on (I” (R x ™), w).

Consequently, we deduce that the family of joint laws {£[U,,v,]; n € N} is tight.
Hence we may apply Jakubowski—Skorokhod’s theorem, Theorem 2.7.1, to obtain a
complete probability space (Q, §, P) with Borel random variables [U,,, v,,] having the
law £[U,,,v,] and converging P-a.s. to some Borel random variable [U, 7] taking val-
ues in (LP(R x TV), w) x (L (R x TV; P(R)), w*).

As the next step, we observe that, as a consequence of equality of laws, we have

1=p(] [ wen | s@dv@dxde=| [ peng,axd
R JTV R R JTVN
forall e LR xTV), ¢ ¢ Cb(IR))
—b([ | w0 | s@ v @axde=| | e, dxde
R JTV R R JTV
forall e L'((Rx TV), ¢ e Cb(IR)>.
Note that this is valid due to tightness even though the space C,(R) is not separable.
We deduce that v, 4, ¢ () = 84,1 ()-
Finally, for a fixed w from a set of full probability, we may apply the fundamen-
tal theorem of Young measures (Theorem 2.8.2; see also Malek et al. [MNRR96, Theo-

rem 4.2.1, Corollary 4.2.10]) and (2.30) follows with

GO (. t.x) = j}R G() V4 (). 0

2.9 Stochastic partial differential equations

Formally, all stochastic PDEs considered in this book can be written in the form
dD(U) + divF(U)dt = G(U)dW, D(U,)=D,, (2.33)
or
T T
D(U)(t) - Dy + j divF(U)d¢ = J G(U)dW.
0 0
Using x-dependent test functions ¢ € C*®°(T"), this can be relaxed to
T T
(DW)(®). ) = Doy )~ [ (FW). V) e = [ (6w p) .

Finally, applying formally 1t6’s formula, Theorem 2.4.1, we get

T T
J, [2ap(DC). ) + p(F W), Vg) dt + | Y(GV),0) AW + p(O) D6, =0, (234
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for any ¢ € C®(TV), € CX([0, T)). The family of integral identities (2.34) can be in-
terpreted as a weak formulation of (2.33). Note that

T © T
J, wEW.p)aw =3 | p(Gw). ) aw,
k=1
where W = (W, ), is a cylindrical Wiener process and the coefficient G is identified

with (Gy)rens see Section 2.3 for more details.
The operators D, F, and G, k € N, will be non-linear superposition operators
given by Carathéodory functions in the sense of Definition 2.2.16. More precisely,

D=D(x,U), F=FxU), G;=G,(x,U), xeTV, UeRM,

where D(-, U) is measurable for any U, D(x, -) is continuous for almost every x € TV, and
similarly for F and G;, k € N. Consequently, the most general assumption on regularity
of U requires at least U € L'((0, T) x TV) P-a.s. Extending U suitably outside (0, T) we
may therefore assume that P-a.s.

UeLl (R, L}(TV)) c D' (RxTV). (2.35)
In addition, in order to give sense to (2.34), we suppose
D(U), F(U), G, (U) € Llloc(IR;Ll(TN)) P-a.s. (2.36)

In view of Section 2.3 and in particular Remark 2.3.7, the stochastic integral in (2.34)
is well-defined, provided, at least,

T (o)
L Y G (U),p)[Pdt <o P-ass., (2.37)
k=1

meaning
((Gr(U), 9)), o €L7(0,T; LA R))  P-a.s. for any ¢ € C(TV).

Finally, the random distribution U must be adapted to the filtration (). associ-
ated to the Wiener process. Note that, if (2.37) is satisfied for every ¢ € We2(TN), the
stochastic integral can be interpreted as a local martingale taking values in the Hilbert
space W42(TV).

It follows from (2.34) that the function t — (D(U), ¢) is continuous in [0, T] IP-a.s.
and

(D(U)(0),p) = (Do, ®).

We shall suppose that D, = D(U,) for a certain U, € L}(T") P-a.s. Accordingly, we
extend U(t) by U, forall t < 0.
We have the following result about equivalence in law for problem (2.34).

printed on 2/10/2023 3:38 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



2.9 Stochastic partial differential equations =——— 63

Theorem 2.9.1. Let U e L} (R;LY(TV)) P-a.s., U(t) = U, for t < 0, be a random distri-
bution belonging to the regularity class (2.35)-(2.37). Let W = (W))xen be a cylindrical
Wiener process. Suppose that the filtration

S = a(at[U] ulJ at[Wk]>, t>0,

k=1

is non-anticipative with respect to W. Let U be another random distribution and W an-
other stochastic process such that their joint laws coincide, namely

LU, W] = £[0,W] or [UW]2[0,W].

Then W is a cylindrical Wiener process, the filtration

8, = 0<Ut[ﬁ] ulJ ot[Wk]>, t>0,

k=1

is non-anticipative with respect to W, and
Cr [ JOT [03p(D(U), ) + P(F(U), V)] dt
+ JOT P(G(U), ) dW +1(0){D(Uy), p) ]
- u| [ 0 0©.0) + pFO 50t
S RCLTEIATOIEIA) 238)

for any deterministic i € C°([0,T)), ¢ € co(TN).

Remark 2.9.2. The meaning of [U, W] 4 [0, W] is that the vector-valued distributions
[U,W,,...,Wy] and [U, W,,..., W,,] satisfy

(U W,,...,Wy] $[0,W,,...,W,] foranyMeN,
in the sense of Definition 2.2.11.

Proof of Theorem 2.9.1. First of all, we observe that, according to Lemma 2.1.35, W is a
cylindrical Wiener process with respect to its canonical filtration (o; [W])tZO'

Fix the test functions ¢ and 1 in (2.38). The proof will be carried out by performing
several regularizations. Note that Uis defined as U, for t < 0 and thevalueof Ufort > T
is irrelevant as 1 is compactly supported in [0, T). Then:
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- Weregularize U, U by means of the convolution kernels. We have
[Ulpxs=05(—8) = [0 «U], [U],,5=05(--06)x[6) 0], 6>0.

Note that all derivatives of [U], , 5, [Ul; s are continuous in (-co, T] and their laws
coincide pointwise. Moreover,

[U]t,x,6 = [UO]X,(s’ [ﬁ]t,x,S = [GO]X,E for t<O.

Finally, observe that [U];, s is adapted to the filtration

(o)
G =0|0[01u| Jo, W, ]|, t=0,
K1

the latter one being non-anticipative with respect to the noise W.
— We replace the non-linearities D, F, and Gy, by their cut-offs,

DM:TMOD, FM:TM °F, Gk,M:TMon’
where Ty; € C°(R), 0< Ty <2M, Ty(Z)=Zfor|Z| <M, Ty >O.

- Wetake A; = ; and set
to=0, thi=t;+4;, j=0,...J-
Step 1: Obviously,
| [} A OU Ul 5) ) + OB 5). V)
. kz(]z B Gun(10)1)6). ) Wi )~ Wilt) )+ 00) Du([Uoles).0)
- | [ 100H DU 5) ) + BCE (01,00
3 (B VO G (D)) W) - ) )+ ODu (01000 |

k=1\j=1

Letting ] — oo, we obtain

] [} 0 Ou(1011.0) + 9 (U 5). v
2 [ (U1 0) Wy OO (U010

- | [ 10101000 +§ (O c5). )]
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zj V(G (10,5). @)W + PODu(Tolp)p) [, 239

as a consequence of the construction of the stochastic integral in Section 2.3. Note that
the functions [U],, s are smooth. In particular, the Riemann sums in the stochastic
integral converge in probability and unconditionally to their limits.

Step 2: The next step is to let § — 0 in (2.39). As U € L} .(R; L(TV)) a.s., we have
[Ulixs 2 U inLi, (R;LY(TV))as 6 — 0 P-as.

In particular, U is a random variable in Llloc(]R;Ll("ﬂ"N )). By virtue of Theorem 2.2.12,
U is a random variable in L'(~L, L; L}(T")) for any L > 0. Consequently, we have

[Olxs U inLl (R;L}(TV))as6— Oa.s.

Using Lemma 2.6.6, we apply the limit § — 0 in (2.39) to obtain
4| jT[atwwM(U),m + P(Fy(U), V)] dt
Z J (G (0), ) AWy +p(0){Dys (Uy), <P>]
- [ [} D1 0.0} + 9(F 0.7

K
+y J (G 11 (0), @) AW, +1h(0)(Dp;(Ty), <o>] (2.40)
k=1

Step 3: Finally, making use of Lemma 2.6.6 again, we successively carry out the
limits M — oo and then K — co in (2.40) to obtain the desired conclusion (2.38). [

Let us conclude this section with the following simple observation.

Lemma 2.9.3. LetU,, n € N, and U be random distributions on (Q, &, P) and W,,n e N,
and W cylindrical Wiener processes defined on the same probability space. Assume that
the filtration

o(0,[U,Jua[W,]), t=0, (2.41)
is non-anticipative with respect to W, for every n € N. If

(U,,0) — (U,) in probability for any ¢ € D(R x TV),
W, — W inC([0,T];U,) in probability,

then the filtration
o(o,[Uluo,[W]), t=0,

is non-anticipative with respect to W.
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Proof. Since the filtration (2.41) is non-anticipative with respect to W,,, we deduce

E[F(<Un>¢1>> (R <Un> ¢m>> Wn,l(tl)) e Wn,E(tE))
X H(Wp (t +5) = Wy (0), ..., Wy (t+5) = Wy (8))]

=E[F((Up, @1)> > Uy @) Wy (), ..., Wi (£))]
X E[H(Wp1(t+5) = Wy (8), ..., Wy (t+5) — Wy, ()]

foranyO<t;<t,i=1,...,¢,5>0, q.’)j supported in (-oo,t), j = 1,...,m, and bounded
continuous F and H. Due to the assumptions we may pass to the limit to obtain the
corresponding statement for the pair [U, W]. O

2.10 Gyongy-Krylov lemma

The application of Skorokhod’s theorem within the stochastic compactness method
discussed in Section 2.6 inevitably leads to the probabilistically weak notion of so-
lution as introduced in Section 2.5. To be more precise, the probability space as well
as the driving Wiener process cannot be given in advance and become part of the so-
lution. However, in certain situations, it is possible to establish compactness on the
original probability space and hence construct solutions on every given probability
space, that is, existence of a pathwise solution can be proved.

Due to a classical Yamada-Watanabe type argument (see, e.g., Karatzas—Shreve
[KS91, Section 5.3.D]), existence of a martingale solution together with pathwise
uniqueness implies existence of a pathwise solution. For problems where existence of
a martingale solution follows from the stochastic compactness method, one can give
a rather straightforward proof of this result based on the following characterization
of convergence in probability observed in Gyongy-Krylov [GK96, Lemma 1.1].

We recall that convergence in probability was defined in Definition 2.1.6 in the
setting of topological vector spaces and also discussed in Remark 2.1.8 in the setting
of locally convex topological vector spaces.

Lemma 2.10.1. Let X be a Polish space equipped with the Borel o-algebra. A sequence
of X-valued random variables (U,,) .oy converges in probability if and only if for every se-
quence of joint laws of Uy, U Dken there exists a further subsequence which converges
weakly to a probability measure u such that

u(y)eXxX;x=y)=1.

Before extending this result to the general setting of sub-Polish spaces, let us
study the case of separable Hilbert spaces equipped with weak topology.
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Lemma 2.10.2. Let H be a separable Hilbert space with a countable dense set (h;) e+
Suppose that (U,),cn is a sequence of H-valued random variables such that

U,—U inL*(Q;H) (2.42)
and
(U, h,,) = (U,h,) in probability for any m € N. (2.43)
Then
U, —» U in(H,w) inprobability. (2.44)

Proof of Lemma 2.10.2. In agreement with Definition 2.1.6 and Remark 2.1.8, statement
(2.44) is equivalent to showing that, for any h € H and ¢ > 0, there exists n, = ny(h, €)
such that

P(|(h,U,-U)|<1)>1-¢ foralln=n,. (2.45)
To see (2.45), first observe that (2.42) implies
E[IIU,I%], E[IUI%4] <c uniformly for alln € N. (2.46)

In particular, given € > 0, there exists M = M(¢) such that

P{IU, [l =M} U {[Ul, = M}) < % forallne N.
Next, we choose m such that
Mih, - hil,y < £
m H = 4'

Consequently, we have

((hU, - UY| < |¢h=hy, U, — U + | (h,, U, - U)|
< % +|(h,, U, ~ U] @2.47)

for any w € O such that |U,(w)|g + IU(w)lg < 2M. Finally, as
|¢h,,, U, —U)| - 0 asn— oo in probability,

there exists n,, such that
1 £
IP<|(hm,Un—U)|2 5) <3 for all n > n,,. (2.48)

Combining (2.46)—(2.48) we obtain the desired conclusion (2.45). O
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In applications, typically H = L?(99), © ¢ RN a bounded domain, and h,,, smooth
functions, say h,, € Wy(©9). Hypothesis (2.42) will follow (up to a suitable subse-
quence) if

E[IU,l%] <c, (2.49)
U, — U in W(©9) in probability. (2.50)

Condition (2.49) usually follows from suitable a priori bounds, while (2.50) can be de-
duced by means of the standard Gyéngy-Krylov theorem. Note that L*(©9) 5 W-2()
and W1%(©9) is a Polish space.

In a similar way, we show the following general result.

Theorem 2.10.3. Let X be a sub-Polish topological vector space with a family (f,),en
of continuous functions that separate points. Let (U,)) .. be a sequence of random vari-
ables that is tight in X. Suppose that every subsequence (U, U,,),, men admits a subse-
quence such that its joint laws satisfy

’(:XXX [Unk’ Umk] - W

where u is a probability measure on X x X supported by the diagonal {[x,x]; x € X}. Then
there exists a random variable U ranging in X such that

U, — U inXinprobability,

at least for a suitable subsequence. In addition, U is tight in X, meaning its law is a
Radon measure on X.

Remark 2.10.4. The assumption that X is a topological vector space is only to make
sense of convergence in probability. As already pointed out, any uniform topology on
X would do so.

Proof of Theorem 2.10.3. We define an injection of X into the space R (recall that X,
denotes the cardinality of the set of integers) by setting

VeXw (f,(V))

nelN"

As f,, are continuous and separating points, this is a continuous injection. In what
follows, we identify points in X with their images in R¥o.

Since the family of laws (£[U,]),cn is tight on X by assumption, there exists a
family of compact sets K;;, M € N, such that

P(U,eKy)=1- Al/I forallneN. (2.51)
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As R® is a Polish space, we may use the standard version of the Gyéngy-Krylov
lemma to obtain a subsequence such that

U, »U P-as.inR% (2.52)

for a certain R™-valued random variable U. Specifically, we have PP-a.s.

d[u, U] -0, duv]=Yy 2inmin{|fn(U) —£,(V)|,1}. (2.53)

n=1
The next observation is that U € X P-a.s. To see this, we note that the sets K, are
compact in R¥. In particular, the functions

V - dist[V,K,,] are continuous in R,

Thus, relations (2.51) and (2.52) imply that
PUeKy)>1- ILVI for any M yielding U € UKM c X P-a.s.
M

Finally, we show that
U,, —U inX in probability.

To this end, we observe that the mapping d introduced in (2.53) defines a metric equiv-
alent to the original topology on each compact K. Indeed, by the Stone-Weierstrass
theorem, the subalgebra generated by the functions (f,,),.c) is dense in C(K,,); whence
the original topology is metrizable on K, by the metric d.

Our goal is to show that, for any neighborhood 2/ (U) of U in X and any € > 0, there
is kg such that

P(U, €U(U))>1-¢ forallk=k,. (2.54)
As the underlying space is a topological vector space, (2.54) makes sense. Specifically,
U, €U(U) meansU, —-Uel, U aneighborhood of 0.
To see (2.54), we fix M > 0 such that

P({U,, ¢ Ky} U{U¢Ky}) < ; (2.55)

As the metric d yields the X topology on K, there exists § > 0 such that
Vel{(U) providedd[V,U]<6, V,UeKy. (2.56)

Finally, in view of (2.53), we find k, such that

P(d[U,,,U] > 6) < ; whenever k > k. (2.57)

Combining (2.55)—(2.57) we obtain (2.54). O
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2.11 Stationarity

As the next step, we present several original results concerning stationarity of stochas-
tic processes or more generally random variables ranging in certain spaces of space-
time distributions. To begin with, let us recall the standard definition of stationarity
for stochastic processes wirh values in a topological space X.

Definition 2.11.1. Let U = {U(t);t € [0, 00)} be an X-valued measurable stochastic pro-
cess. We say that U is stationary, provided the joint laws

LUt +71),....Ut, + 1)), £(U(Ly),...,U(t,))
coincide on X" forall 7> 0, forall ¢, ..., t, € [0,00).

The above defined notion of stationarity is not well suited for the purposes of this
book. Indeed, it will be seen later that not all the objects needed for the description
of a compressible fluid flow can be understood as stochastic processes in the classi-
cal sense. To overcome this flaw, we introduce a weaker notion of stationarity which
applies to random distributions in 2’ (R x TV) as introduced in Section 2.2. This is
motivated by the notion of stationarity considered by It6—Nisio [IN64].

Definition 2.11.2. Let U be a random distribution in 2/ (R x TV) in the sense of Defini-
tion 2.2.1. Let S, be the time shift on the space of trajectories given by S, ¢(t) = p(t + 7).
We say that U is stationary, provided the laws

LU, 8_191), ... (U S ), LU 1) .., (U, 0y))
coincide on R" forall 7 > 0 and all ¢, ..., ¢, € D(R x TV).
Alternatively, we define a time shift of a distribution U by
(8;U,9) :=(U,8_¢p) forallp e D(RxTV).

Then a random distribution is stationary, provided §,U Uforallt > 0 in the sense
of Definition 2.2.11.

Remark 2.11.3. Using the notation of Section 2.2 and in particular (2.2), we observe
that the regularization [[U]]s of a stationary random distribution U in D’ (R x TV) is
a stationary stochastic process with continuous trajectories.

It follows immediately that the notion of stationarity for random distributions is
stable under weak convergence.
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Lemma 2.11.4. Let (U,),c be a sequence of stationary random distributions such that
U,—»U inD'(RxTV)P-as.
Then U is stationary.

Proof. Forall ¢ € D(RxT"), the mapping (U, ¢b) is a limit of measurable mappings. It
is also measurable and, consequently, U is weakly measurable. The weak stationarity
of U then follows from the dominated convergence theorem. O

Very often, the objects of interest are random variables with values in some Polish
space. It is then possible to deduce a stronger notion of stationarity, somewhat closer
to the classical concept from Definition 2.11.1. To this end, we say that ¥ ¢ D' (R x TV)
is positive shift invariant if S.U belongs to Y whenever Ue Y.

Lemma 2.11.5. Let Y be a topological vector space which is positive shift invariant
and continuously embedded in D' (R x TN). Assume that U is a random distribution
in D' (R x TV) such that its law is tight on Y. If U is stationary, then

Ly[8,U]=Ly[U] forallT>0.
Proof. The claim is a direct consequence of Theorem 2.2.12. O

Corollary 2.11.6. Let Y be a Polish space which is positive shift invariant and continu-
ously embedded in D' (R x TV). Assume that U is a random distribution in D' (R x TV)
such that U € Y P-a.s. If U is stationary, then

LylSUl=Ly[U] forallT>0.

Proof. First, we note that the statement of Theorem 2.2.12 as well as Lemma 2.11.5

remains valid for Polish spaces. Since every probability measure on a Polish space

equipped with the Borel g-field is Radon, the conclusion then follows from Lemma 2.11.5.
O

Next, we show that, for the case of stochastic processes with continuous trajecto-
ries, the two definitions of stationarity are equivalent. Note that, if a separable Ba-
nach space X is continuously embedded into 2'(TV), every X-valued measurable
stochastic process with locally L'-integrable trajectories defines a space-time distri-
bution given as follows:

(U, ) = jR<U(t),<o>z/)(t> dt, 1 eCOR), g e C(TV),

where we set U(t) = U(0) for t < 0. Consequently, we find the following link between
the two notions of stationarity.
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Lemma 2.11.7. Let X be a separable Banach space continuously embedded into
D'(TN). An X-valued stochastic process with continuous trajectories is stationary if
and only if it defines a random distribution which is stationary in the sense of Defini-
tion 2.11.2.

Proof. Let U be an X-valued stochastic process which is stationary in the sense of
Definition 2.11.2 (with the usual extension U(t) = U(0) for ¢ < 0). According to Corol-
lary 2.11.6, setting Y = C,.(IR; X) yields

LylS Ul=Ly[U] forallT>0.

Since the point evaluation V — V(¢) is a continuous function from Y to X, we deduce
that, for every F € C,(X") and all ¢,, ..., t, € [0,00),

Ve (V(tl), ,V(tn)) — F(V(tl), ,V(tn)) e Cp(Y).
Hence
E[F(U(t, +7),...,U(t, + 7))] = E[F(U(t,), ..., U(t,))]

and U is stationary in the classical sense.
To show the converse implication, let us fix an equi-distant partition 0 =¢; < --- <
t, < --- < 0o with mesh size At = % for some m € IN. We have

E[F((U, @), ... (U, )]
~timE[F( Y | vt ds.... =y | Ut et ax)]

n

and, similarly,
E[F((S_ U, 1), ....(S_,U,9)))]

. 1 1
- 11r}11115[17<E ; LFN Ulty +D9a(ty) .. % LI‘N U, + T)(pj(tn)dx)],
forany ¢y, ..., ¢; € D(Rx TV). As the process U is stationary in the classical sense, the
expressions on the right hand sides of the above limits coincide for any fixed m and
the desired conclusion follows. O

The next result proves that weak continuity together with a uniform bound suf-
fices for the equivalence of the two notions of stationarity.

Corollary 2.11.8. Let X be a separable Banach space continuously embedded into
D'(TN) such that, for all V € X, [Vlys — Vin X. Let U be an X-valued stochastic
process with weakly continuous trajectories.

Then U is stationary if and only if it is stationary in the sense of Definition 2.11.2.
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Proof. As any weakly convergent sequence is bounded in the norm, we have

sup |Ullx <oco P-a.s. (2.58)
te[0,T]

As before, we define U(t) = U(0) for t < 0. Since U has weakly continuous trajec-
tories in X and satisfies (2.58), the process [U], s has strongly continuous trajectories
in X. Hence the equivalence of the two notions of stationarity from Lemma 2.11.7 holds.

Now, let U be stationary. Then Corollary 2.11.6 implies that, for every f €
Cp (Ll (R; X)), we have

E[f(S,U)] = E[f(U)].

Since U ~ f([U], s) also belongs to Cb(Llloc(]R;X)), we deduce

E[f([Ulys)] = E[f((S:Ulys)] = E[f(S:[Ulys)]-

So [U], s is stationary in the sense of Definition 2.11.2 and, due to Lemma 2.11.7, it is
stationary in the sense of Definition 2.11.1. In addition, due to the assumptions we
have, [U], 5(t) — U(t) strongly in X for every t € R. Therefore, if g € C;,(X"), we may
use dominated convergence in order to pass to the limit in expressions of the form

E[g([Ules(t), ... [Uly5(tn))] = E[g([Ul sty + ) ..., [Ul sty + 1))

Stationarity of U in the sense of Definition 2.11.1 follows.

To show the converse implication, assume that U is stationary in the sense of Def-
inition 2.11.1. By the same argument as above, it follows that [U], s is stationary in the
sense of Definition 2.11.1 and hence stationary due to Lemma 2.11.7. In other words,
Corollary 2.11.6 gives, for every f € Cy,(L{,.(R; X)),

E[f([Ulys)] = E[f(S8:[Ulys)].

In accordance with (2.58) we obtain [U], s — U in L}, (R; X) and the dominated con-
vergence theorem yields the claim, exactly as in Lemma 2.11.7. O

Let us conclude with a simple observation that stationarity is preserved under
composition with measurable functions.

Corollary 2.11.9. Let U be an X-valued stationary stochastic process. Then, for every
Borel measurable function F : X — R, the R-valued stochastic process F(U) is stationary.

Proof. The proof follows immediately from the corresponding equality of joint laws of
U(ty), ..., U(t,)) and (Ut; +1),...,U(t, + 1)). O
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Corollary 2.11.10. Let X be a separable Banach space continuously embedded into
D'(TN). Assume that U is a random variable taking values in Llloc(]R;X). If U is sta-
tionary, then, for every Borel measurable function F : X — R and a.e. s,t € R, the laws
of F(U(s)) and F(U(t)) coincide on X.

Proof. First, we notice that the mapping U — U(t) — F(U(t)) is measurable from
Llloc(]R;X) to R for a.e. t € R. For the same reasons, the mapping S;_; : U+ U(s) —
F(U(s)) is measurable from Llloc(]R;X) to R for a.e. s,t € R. Hence the claim follows
from the equality of laws of U and S,_,U on L . (R; X). O

Remark 2.11.11. Note that, in view of Corollary 2.11.10, weak stationarity implies the
following almost everywhere version of Definition 2.11.1: under the assumptions of
Corollary 2.11.10, the joint laws

LUt +1),..., U, + 7)),  L(U(t), ..., U(t,)

coincide on X" fora.e. 7> 0, fora.e. t,, ..., t, € [0,00).

2.12 Krylov-Bogoliubov method

In this section, we recall the so-called Krylov-Bogoliubov method, which is commonly
used in order to construct invariant measures for dynamical systems generated by
Markovian transition semi-groups on Polish spaces. However, for simplicity of presen-
tation we explain these concepts with the example of a Markovian system generated
by a stochastic differential equation in a Hilbert space H. A more detailed exposition
can be found in Da Prato-Zabczyk [DPZ96]. An application of this method in the con-
text of the compressible Navier-Stokes system is presented in Chapter 7.

For simplicity, we consider a stochastic differential equation in a separable Hilbert
space H. We have

dU=»bU)dt +o(U)dW, U(0)=x¢cH, (2.59)

where W is a cylindrical Wiener process on a separable Hilbert space U relative to the
filtration (&;);»o. Assume that the coefficients are Lipschitz continuous in the follow-
ing sense:

[BCV,) = b(V))| + [lo(Vy) - 0(V2)||L2(u;H) <C|V,-V,|lg, foranyV,,V,cH.

Then it can be shown, for instance by means of a Picard iteration and the Banach fixed
point theorem, that there exists a unique pathwise solution to (2.59). Let U} denote the
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solution at time ¢ starting from x at time 0. The dependence of U} on x is measurable
and hence we can define the operators P; : B, (H) — By, (H) Lhy

(Pe)(x) = E[o(U7)]. (2.60)

Let U?O,t denote the unique solution to (2.59) starting at time ¢, from an g, -mea-
surable initial condition . Under the above Lipschitz assumption, the continuous de-
pendence on the initial condition holds true for (2.59). More precisely, forall T > 0 and
p € [2,00), we have

E|UL, - U2 |P <C,rElIn-6If; forallo<s<t<T.

As an immediate consequence, we deduce that P; : C,,(H) — C,,(H) for all t > 0. This is
the so-called Feller property. Furthermore, we have the following result.

Lemma 2.12.1. The equation (2.59) defines a Markov process in the sense that?

E[p(Ut5)I8] = (Ps)(U7) (2.61)

holds true for all p € C,(H), x e H and t,s > 0.

Proof. We have to prove that, for all &;-measurable random variables Z, we have
E[p(Uf,5)Z] = E[(Ps)(U)Z].

By uniqueness we have

Ul = UL

t+s tt+s  P-as.

In view of Proposition 2.1.19, it is sufficient to show that

E[p(U},5)Z] = E[(Ps0)()Z]

for every ;-measurable random variable . By approximation, it suffices to prove it
for random variables 1 = Y¥ n'1, with n € H and A € §,. Indeed, this is a conse-
quence of the dominated convergence theorem and the fact that ,, — n in H implies
P;p(n,) — P;p(n) in R P-a.s. Moreovet, it suffices to show the claim for every determin-
istic . Now, the random variable U}, ; depends only on the increments of the Wiener
process between ¢ and t + s, hence it is independent of &; due to Definition 2.1.28.
Therefore

]E[(p(U)tT,Hs)Z] = ]E[(p(U:l,t+S)]IE[Z] .

1 B, (H) denotes the set of bounded Borel functions from H to R.
2 Recall that the notion of conditional expectation was introduced in Definition 2.1.20.
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Since U?,Hs has the same law as U{ by uniqueness, we have

E[p(U}1.5)Z] = E[p(UD)]E[Z] = Pap(EIZ] = E[Pyp(n)Z]
and the proof is complete. O

As the next step, we observe that taking expectation on the left hand side of (2.61)
gives

E[E[Q(Uas)'%t]] = IE[(P(ULS)] = (Prs@)(X),

whereas taking expectation on the right hand side of (2.61) yields

E[(Psp)(Uf)] = (P (Ps@)) ().

Thus the semi-group property P; ¢ = P; o P follows and the family (P;); is called
the transition semi-group associated to (2.59). We say that equation (2.59) defines a
Feller—Markov process.

Let us now denote by y, , the law of U§. We have

Pip(x) = E[p(UF)] = JH PY)Uex(dy)

and, denoting by (-, -) the duality product between continuous bounded functions and
probability measures, we obtain

Pip(X) =@, Y ) = Py, 6y).

Thus it follows that y, , = P; 6,. More generally, if we consider a solution to (2.59) with
the initial condition U, having the initial law p, we have p;y =P p.

Definition 2.12.2. We say that a probability measure y on H is an invariant measure
with respect to the transition semi-group (P; ), provided

Pfu=pu forallt>0.

Then, if a solution has the law y at time s, it is the case for all ¢ > s. In fact, for
such a solution it can be shown by the Markov property that, for all (¢;,...,¢t,) and
7> 0, thelaws of (U; ., ..., U; ;) and (U , ..., U; ) coincide. Therefore, the solution is
a stationary stochastic process in the sense of Definition 2.11.1.

Analogously, one can define transition semi-groups with the above properties on
general Polish spaces. As the next step, we state the Krylov—-Bogoliubov theorem. The
result is taken from Da Prato—Zabczyk [DPZ96, Theorem 3.1.1] and will be applied in
our construction of stationary solutions in Chapter 7, namely in Section 7.1.
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Theorem 2.12.3. Let X be a Polish space and let (P, ), be a Markovian Feller transition

semi-group on C,(X). For a random variable U, having the law v, denote p.y = P;v.

Assume that there exists a sequence T, T co and a probability measure y on X such that
1 T,

T J ' Msy,ds converges weakly to p as n — co.
0

n

Then p is an invariant for (P;);sq, namely, P{u =y for all t > 0.

Corollary 2.12.4. If, for some random variable U, and some sequence T, T co, the set

1 (T
{T_Jo ys’Uods;ne]N}

n

is tight on X, then there exists an invariant measure for (P;);q.

Remark 2.12.5. Consider again the transition semi-group generated by (2.59) and let
x € H. Then the tightness of

1 (T
{T_ J Us,ds;ne IN]» (2.62)
0

n
implies in particular that, for all € > 0, there exists R > 0 such that, forall T > 1,

1 T

; L P(|U¥|, > R)dt <. (2.63)
Indeed, this is a consequence of the fact that a compact set is in particular bounded.
Note that (2.63) implies the tightness of (2.62) and hence existence of an invariant mea-
sure, provided dim H < co. However, if dim H = oo, then this is no longer true.
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3 Modeling fluid motion subject to random effects

Continuum fluid mechanics relies on a system of partial differential equations which
has been derived from basic physical principles under the assumption that all quan-
tities — fields — are smooth. On the other hand, however, and in spite of great effort
of generations of excellent mathematicians, many fundamental problems related to
dynamics of fluids remain largely open. Solvability of the Navier-Stokes system de-
scribing the motion of an incompressible viscous fluid is one of the Millennium Prize
Problems proposed by the Clay Institute. Apparently, the problem becomes even more
involved when general compressible fluids are considered. In contrast with these the-
oretical difficulties, the Navier—Stokes system became a well-established model serv-
ing as a reliable basis of investigation both for theoretical issues and in engineering.
As the modeled fluids often exhibit very complicated and chaotic behavior, commonly
denoted as turbulent phenomena, the relation of the Navier—Stokes system to the phe-
nomena of hydrodynamic turbulence is regarded as one of the most fascinating open
problems in physics.

Turbulence is frequently associated with an intrinsic presence of randomness and
also the experimental studies of turbulence lead rather to a statistical approach than
to a deterministic one. Therefore several ways of encoding randomness into the gov-
erning system of PDEs have been proposed. Let us particularly mention the seminal
work of Foias [Foi72a, Foi72b], where a notion of statistical solution to the Navier—
Stokes system was introduced, that is, a solution with a given initial probability distri-
bution. Another approach is based on the ideas introduced by Mikulevicius—Rozovskii
[MRO4]: they start with the Lagrangian formalism and split the velocity field into a sum
of slow oscillating (deterministic) and fast oscillating (turbulent, stochastic) compo-
nents. The subsequent derivation of the Navier-Stokes system in the Eulerian coordi-
nates then leads to a multiplicative noise depending not only on the velocity but also
on the velocity gradient. More references and further discussion may be found in the
review paper by Weinan [WeiO1].

Apart from that, the addition of stochastic terms to the basic governing equations
is often used to account for other numerical, empirical or physical uncertainties. An-
other example of how randomness can influence a fluid body comes with the model-
ing of earthquakes, which also exhibit a certain random character. To summarize, in
view of important applications ranging from climatology to turbulence theory, there is
an essential need to develop the mathematical foundation of stochastic PDEs of fluid
flow.

Nowadays there exists an abundant amount of literature concerning the dynam-
ics of incompressible fluids driven by stochastic forcing. The first results are found in
the pioneering work by Bensoussan-Temam [BT73]. We refer to the lecture notes by
Debussche [Deb13], Flandoli [Fla08], and the monograph by Kuksin—Shyrikian [KS12]
as well as the references cited therein for a recent overview. However, definitely much

https://doi.org/10.1515/9783110492552-003

printed on 2/10/2023 3:38 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

82 —— 3 Modeling fluid motion subject to random effects

less is known if compressibility of the fluid is taken into account. Fundamental ques-
tions of well-posedness and even mere existence of solutions to problems dealing
with stochastic perturbations of compressible fluids are, to the best of our knowledge,
largely open, with only a few rigorous results available.

Our aim is to systematically develop a consistent mathematical theory of com-
pressible fluid flows driven by random initial data and stochastic external forces in
the context of classical continuum fluid mechanics. For the sake of simplicity, we focus
only on the purely mechanical aspects, neglecting the thermal effects. Accordingly,
the state of a fluid at a given time t < (0, T) and a spatial position x ¢ RN, N =1,2,3, is
determined by two fundamental state variables: the mass density g = p(t,x) and the
bulk velocity u = u(¢, x). In view of problems involving random phenomena, it is more
convenient to consider t — p(t,-) together with the momentum ¢ — pu(t,-), both as
stochastic processes depending on t and ranging in suitable function spaces speci-
fied below. Thus the initial state of the fluid will be often described in terms of g and
ou rather than g and u.

Although the boundary conditions in the real world applications may be quite
complicated and of substantial influence on the fluid motion, our goal is to focus on
the effect of stochastic perturbations imposed through stochastic volume forces. Ac-
cordingly, we consider the periodic boundary conditions, where the physical domain
may be identified with the flat torus

TV = ([-1,1] |{71,1})N-

The fact that we have chosen the same period, namely 2, in all directions plays no role
in the subsequent analysis and may be relaxed. We also claim that basically all results
proved in the space-periodic setting may be reproduced for the commonly used no-slip
boundary conditions

ula(_‘] = 0>

with @ ¢ RY being the physical domain occupied by the fluid. Unbounded domains
could be considered as well.

3.1 Field equations

The basic field equations of continuum fluid mechanics, written in the Eulerian refer-
ence system attached to the physical domain, govern the time evolution of density p
and velocity u of a compressible viscous fluid. More precisely, they read

do + div (pu)dt =0, 3.1)
d(ou) + div(ou®u) dt = divT dt + G(g, ou) dW. (3.2)
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Equation (3.1) — the equation of continuity — represents a mathematical formula-
tion of the physical principle of mass conservation. Equation (3.2) — the momentum
equation — reflects Newton’s second law of momentum conservation. Here T is the
Cauchy stress and random effects are incorporated in the forcing term G(g,ou)dW.
The driving stochastic process W is a cylindrical Wiener process as introduced in
Definition 2.1.31 and the stochastic integral is understood in the Itd sense presented
in Section 2.3. The precise assumptions on the coefficient G as well as further details
are given in Section 3.2.2.

3.1.1 Constitutive relations — Navier-Stokes system

Fluids in continuum mechanics are characterized by Stokes’ law as follows:

T= & - pl L (33)

. —
viscous stress pressure

Here the symbol p denotes the pressure — a quantity that is constitutively related to
the density p and the temperature 6 of the fluid. As thermal effects are neglected in
this book, the pressure p = p(p) will depend only on g. Such a relation can be de-
termined by considering purely material properties of a given fluid — the barotropic
pressure-density state relation, or by considering the isentropic/isothermal approxi-
mation, where the entropy/temperature of the fluid are assumed to be constant. Under
such circumstances, the pressure-density state equation is given by

p)=ag", a>0, (3.4)

where y > 1 is the adiabatic exponent in the isentropic case, and y = 1 corresponds
to the isothermal case for the perfect gas p = g6, 6 constant. More specifically, the
physically relevant values of y belong to therange 1<y < g, where the upper bound
y= % characterizes the adiabatic coefficient of the monoatomic gas; see, e.g., Becker
[Bec66]. If the system of field equations is rewritten in the dimensionless form, the
parameter a can be interpreted as the squared reciprocal of the Mach number, that
is, the ratio of flow velocity and speed of sound. For the sake of simplicity, we shall
always consider p in the form (3.4), although a major part of the results apply also to

the more general case
p € CY(0,00)NC([0,00)), p'(@)=0forp>0, p'(@)=g" ' forg—oco. (3.5

In addition, the adiabatic exponent will be often subjected to further technical restric-
tiony > %] if N=2,3and y >1if N = 1. This may be seen as a drawback of the present
theory related to the lack of suitable a priori bounds in the multi-dimensional case.
Note that the critical case y =1, N = 2 has been solved in the deterministic setting
quite recently by Plotnikov-Weigant [PW15].
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We focus on Newtonian fluids, for which the viscous stress is a linear function of
the velocity gradient. More specifically,

$=$(Vu) = y(Vu +Viu- %divu]l) +Adivul, (3.6)

where u > 0, A > 0 are constant viscosity coefficients. It can be shown that (3.6) char-
acterizes any linearly viscous isotropic fluid, meaning a fluid for which its material
properties are invariant with respect to the translation and rotation of the reference
frame; see, e.g., Chorin—-Marsden [CM90].

As long as the viscosity coefficients are constant, we may rewrite (3.1)-(3.6) in the
form

do + div (pu) dt =0, (3.7)
d(pu) + div (pu ® u) dt + Vp(p) dt = [uAu + nvdivu] dt + G(g, pu) dW, (3.8)

wheren = ’% +A > 0. Equations (3.7)—(3.8) are commonly known as barotropic Navier—
Stokes system. For notational simplicity, unless specified otherwise, we restrict our-
selves to the most difficult and physically relevant case of three space dimensions.
However, our results extend to the one- and two-dimensional cases as well.

3.2 Random phenomena

Let us now set up the precise assumptions on the random effects included in the sys-
tem (3.1)-(3.6). As already mentioned above, we consider perturbations encoded in
problem (3.1)-(3.6) in two ways: by random initial data and by a stochastic forcing
term G(p, pu) dW in the momentum equation. Throughout the book, (Q, &, (F¢)¢=0- P)
denotes a stochastic basis with a complete, right-continuous filtration.

3.2.1 Initial data

The original state of the system is given through the initial conditions

0(0)=0p, 0u(0) =qq. (3.9

Both g, and q are generally random variables satisfying the physically relevant con-
ditions

0020, q,=0 a.e.on theset{g, =0} P-a.s. (3.10)

This is apparently a dubious definition unless we specify the function spaces in
which (g, q,) live. To motivate our choice of the phase space, consider the total energy
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balance associated to system (3.7)-(3.8):

o

g|u|2 +P(g)] dx + j S(Vu) : Vudxdt

%Z J ’1|Gk(g,gu)|2dxdt+J G(p,ou) - udxdw, (3.11)
— TN

where
e
P(o)=p L I% dz (3.12)

is called pressure potential and the coefficient G taking values in the space of Hilbert—
Schmidt operators is identified with the sequence (G; ). The precise meaning of
the terms on the right hand side of (3.11) will be given in Section 3.2.2. Relation (3.11)
can be derived from (3.7)-(3.8) by applying It&’s product rule, Theorem 2.4.2, to the
functional

11 lq?
oa— ;| hax

where q corresponds to pu. The quantity

| [3emi + @] ax

is the total energy of the fluid. In particular, if the pressure is given by the isentropic
relation (3.4), all finite energy solutions [g,q = pu] and, accordingly, the initial data
[00»9] will belong to the space LY (TV) x L (TVN), where y is the adiabatic exponent
from (3.4). In a more general setting, the data can be interpreted in the space of random
distributions introduced in Section 2.2, where measurability is enforced through the
infinite family of test functions. More specifically, g,, g, are P-measurable if

j 009 dx, J qo - @dx are P-measurable
™ ™

for all g € C®(TV), @ € C°(TV), respectively.

Finally, in order to guarantee solvability of the Cauchy problem, the initial con-
dition must be independent of the future of the driving Wiener process W. More pre-
cisely, as discussed in Section 2.3 and in particular in Remark 2.3.7, the random dis-
tributions g, pu must be adapted to ()0 (in the sense of Definition 2.2.13) for the
stochastic integral to be well-defined. In particular, the initial conditions g, q, must
be &,-measurable. In the case of martingale solutions, that is, solutions that are weak
in the probabilistic sense, the initial conditions (3.9) as well as the compatibility con-
ditions (3.10) will be enforced through the associated initial law defined on a suitable
function space (cf. Section 2.5).
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3.2.2 Driving force

The stochastic process W is a cylindrical (g;)-Wiener process in a separable Hilbert
space U as introduced in Definition 2.1.31. It is formally given by the expansion
W(t) = Y2, ex Wi (t), where (W), is a sequence of mutually independent real-
valued Wiener processes relative to ()0 and (ey)ien is @ complete orthonormal
system in U. Accordingly, the diffusion coefficient G is defined as a superposition
operator G(p,q) : 2 — L1(TV),

G(o, @y = Gy (-.0().q(").

The coefficients G; = G (x,0,q) : TV x [0,00) x RY — RN are C!-functions such that
there exist constants (g;)xen € [0,00) with Y2, g% < co and uniformly in x € T3

|G (x.0,9)| < g (0 +1al), (3.13)
|Vg,qu (x,0,9)| < 8- (3.14)

Note that under these circumstances, the integrals on the right hand side of the en-
ergy balance (3.11) are well-defined. The specific form of the forcing term as well as a
proper choice of the stochastic integration (It6 vs. Stratonovich) and its physical inter-
pretation might be subject to discussion. Our setting includes, in particular, the case

G(o,ou)dW = G, () dW! + G,(ou) dW?,

with two independent cylindrical Wiener processes W' and W? and suitable growth
assumptions of G; and G,. This is the main example we have in mind. Here, the first
term describes some external force, whereas the second one may be interpreted as
a friction force of Brinkman’s type; see, e.g., Angot et al. [ABF99]. Of course, much
more general forcing can be included. The interested reader may consult the relevant
discussion by Mikulevicius—Rozovskii [MRO4, MRO5].

Note that, according to (3.13), if q = pu, the coefficients in the noise can be writ-
ten as Gy (x,0,0u) = pF;(x,0,u) for suitable functions F;. In other words, the noise
vanishes on the vacuum regions, i.e., when the density is zero. Recall that this is con-
sistent with the deterministic theory, where an external force is always considered
in the form pfdt. This is essential in order to derive the corresponding energy esti-
mate. In this sense, the noise of the form G, (x,0,0u) = gF; (x) plays the role of the
so-called additive noise for the system (3.1)-(3.6), i.e., a noise which does not depend
on the solution. After applying a suitable transformation, the system can be solved
pathwise, and existence of a weak solution can be established using deterministic ar-
guments; see [FMN13]. Nevertheless, the obvious drawback of this method is that the
constructed solutions do not necessarily satisfy an energy inequality and are not pro-
gressively measurable (hence, the stochastic integral is not well-defined).
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For the sake of simplicity, we focus only on the effect of stochastic driving forces.
A deterministic perturbation of the form gIH(p, ou) could be added to the system with-
out any extra difficulty as long as H satisfies suitable growth conditions. In particular,
the It0 integration may be replaced by Stratonovich and vice versa.

The space L'(TV) is the natural range for the operator G(p,pu), at least if finite
energy solutions are considered. In general, due to limited a priori estimates provided
almost exclusively by the energy balance (3.11), it is not possible to consider G(g, gv)
as a mapping with values in a space with higher integrability. Because of this fact, cer-
tain difficulties arise concerning a proper definition of the stochastic integral in (3.2).
Recall that in Section 2.3 we introduced the stochastic It6 integration theory in Hilbert
spaces. Apart from that, the theory is well established within the class of 2-smooth
Banach spaces or the so-called UMD Banach spaces; see, e.g., BrzeZniak [Brz95], van
Neerven et al. [vNVWO07], and Ondrejat [Ond04]. Nevertheless, the space L}(TV) be-
longs to neither of those classes. Since we expect the momentum equation (3.2) to be
satisfied only in the sense of distributions anyway, we make use of the embedding
LY(TN) - W=22(TV), which is true, provided b > g Hence we shall understand the
stochastic integral, in the sense presented in Section 2.3, as a stochastic process in
the Hilbert space W’“(TN ). To be more precise, it is easy to check that, under the
above assumptions on g and u, the operator G(g, gu) belongs to L,(2L; W-2(TN)y), the
space of Hilbert-Schmidt operators from U to W2(TN). Indeed, due to (3.13) we have

1G@.eWI; 22y = ). 1600w < € Y |G- owl7y
= k=1

)=
k

j (Z @‘1|Gk(x,9,gu)|2> dx
TV \j=1

< J (o +olu?)dx. (3.15)
’]I‘N

—_

N

Consequently, we see that the right hand side of (3.15) will be finite whenever we deal
with finite energy solutions. More precisely, if!

0 € Lhog(Q % (0, T); LY (TN)), y=1,

Vou € L%)rog(Q x (0, T)§L2(TN))’

(3.16)

then the stochastic integral in (3.2) is a well-defined (§,)-martingale taking values in
W2(TV), Accordingly, the stochastic driving force is represented by the stochastic
differential of the form

G(o,ow)dW = ) Gy(x,0,0u) dW;.
k=1

1 Recall that L}, denotes the space of progressively measurable L?-integrable functions; see Sec-
tion 2.2.4.
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Note that, in accordance with Remark 2.3.2, the integrability in (3.16) can be weakened
to

0elY(0,T;LY(TVN)) P-as., +puecl?(0,T;L%(TV)) P-as.

In this case, the stochastic integral is generally only a local martingale. Moreover,
in accordance with Lemma 2.2.18, the progressive measurability of the integrand (or,
more precisely, existence of a progressively measurable representative) with respect
to (Ft)i>o follows once we have shown that the random distributions g, v are adapted
to (F¢)eso in the sense of Definition 2.2.13. Finally, note that the continuity equation
(3.1) implies that the total mass (the mean value of the density)

LTN o(t,x) dx = (o())

is constant in time (but in general may depend on w).

3.3 Strong pathwise solutions

Although most of the results discussed in the monograph are based on the concept of
weak solutions, it is natural to examine the system (3.1)—(3.6) first in the framework of
strong solutions both in the PDE and the probabilistic sense. Such solutions are suffi-
ciently regular in the space variable and consequently (3.1)-(3.6) is satisfied pointwise,
whereas the stochastic integral is to be defined for any fixed x. In addition, these solu-
tions are defined on a given probability space with a given cylindrical Wiener process.
Similarly to the deterministic case, however, existence of such solutions globally in
time is currently out of reach. Instead we consider local solutions defined on a maxi-
mal time interval bounded above by a positive stopping time that may depend on the
size of the initial data.

The deterministic approach to the local existence problem for the compressible
Navier—Stokes system is usually based on energy estimates. These are derived first for
the unknown functions p, u and then, repeatedly, for their time derivatives up to a suf-
ficient order to guarantee the required smoothness. The nowadays probably optimal
result in this direction has been achieved by Cho et al. [CCK04]. However, for obvious
reasons related to the irregularity of sample paths of the Brownian motion, this tech-
nique is not suitable in the stochastic setting. Instead, the required space regularity
must be obtained by differentiating the equations only with respect to the space vari-
ables — a typical approach applicable to purely hyperbolic systems without viscosity.
The related references include works on the incompressible stochastic Navier—Stokes
system by Bensoussan-Frehse [BFO0] and BrzeZniak—Peszat [BP99], the incompress-
ible stochastic Euler equations by Glatt-Holtz and Vicol [GHV14], and also quasilinear
hyperbolic systems by Kim [Kim11].
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Given a time interval (0, T), we introduce the notion of local strong pathwise solu-
tions which exist up to a suitable stopping time 1 that may be strictly less than T; see
Definition 3.3.1. Next, we consider maximal strong pathwise solutions, which live on a
maximal random time interval determined by a possible blow-up of the W>®-norm
of the velocity u; see Definition 3.3.2. Although the natural functional framework here
is given by spaces of continuously differentiable functions, the strong solutions con-
structed in this monograph live in the energy spaces W*2, where s is chosen large
enough. These are Hilbert spaces induced by the energy method used in the existence
proof in Chapter 5. Note that WS2(T") — C¥(TV) as soon as s > § +k.

Definition 3.3.1 (Local strong pathwise solution). Let (Q,, (§;)i0-P) be a stochas-
tic basis with a complete right-continuous filtration and let W be an (&,)-cylindrical
Wiener process. Let (gy,uy) be an &,-measurable random variable in the space
Ws2(TN)x WS2(TV) for some s > %V +2. Atriplet (p, u, t) is called a local strong pathwise
solution to system (3.1)—(3.6), provided:

(1) tisan P-a.s. strictly positive (&,)-stopping time;

(2) the density p is a WS?(TV)-valued (&,)-progressively measurable stochastic pro-

cess such that

o(-At)>0, p(-At)eC([0,T;WSA(TN)) P-as.;

(3) thevelocityuisa WS2(TN)-valued (%;)-progressively measurable stochastic pro-
cess such that

u(- A t) € C([0, T); WS2(TN)) n L2(0, T; WS2(TV))  P-a.s.;
(4) the equation of continuity
At
o(tAt)=pg — J div (pu)ds
0

holds forall t € [0, T] P-a.s.;
(5) the momentum equation

tAt
(ou)(t A t) =poug — J div(pu®u)ds
0
tAt tAt tAt
+ J divS(Vu)ds — J Vp(p)ds + J G(p,pu)dW

0 0 0
holds for all ¢ € [0, T] IP-a.s.
In the above definition, we have assumed that s is large enough in order to provide

sufficient regularity for the strong solutions. Classical solutions require two spatial
derivatives of u to be continuous IP-a.s. This motivates the following definition.
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Definition 3.3.2 (Maximal strong pathwise solution). Fix a stochastic basis with a
cylindrical Wiener process and an initial condition exactly as in Definition 3.3.1.
A quadruplet

(0w, (tg)gen- 1)

is called a maximal strong pathwise solution to system (3.1)-(3.6), provided:

(1) tisaP-a.s. strictly positive ({;)-stopping time;

(2) (tg)gen is an increasing sequence of (§,)-stopping times such that t < t on the
set [t < T], limp_,, tg =t a.s., and

sup u(®)],. =R on[t<T]; (3.17)

te[O,tg] x

(3) each triplet (g,u,tg), R € IN, is a local strong pathwise solution in the sense of
Definition 3.3.1.

The stopping times tj in Definition 3.3.2 announce the stopping time t, which is
therefore predictable. It denotes the maximal life span of the solution, which is deter-
mined by the time of explosion of the W>®-norm of the velocity field. Indeed, from
(3.17) we deduce

sup )]z =00 on[t<T].
te[0,t) x

Note that the announcing sequence (tz)gc is not unique. Therefore, uniqueness for
maximal strong solutions is understood in the sense that only the solution (g, u) and
its blow-up time t are unique.

Remark 3.3.3. Relation (3.17) should not be confused with a blow-up criterion. Bound-
edness of ||u(t)||WXz,o<, may follow from boundedness of a lower order norm. In the de-
terministic case, [lu(¢)lly2~ can be replaced by the much weaker norm [g||;; see Sun
et al. [SWZ11]. Analogous results for the stochastically driven system are not known.

Existence of a unique maximal strong pathwise solution is presented in Chapter 5.
Our approach relies on rewriting the problem as a symmetric hyperbolic system aug-
mented by partial diffusion. The latter is solved with a suitable approximation proce-
dure using the stochastic compactness method and the Yamada-Watanabe type ar-
gument based on the Gydngy—Krylov characterization of convergence in probability,
presented in Section 2.10.

3.4 Dissipative martingale solutions

A rigorous treatment of almost all real world problems requires solutions defined glob-
ally in time and for the initial data of arbitrary size. As the strong solutions introduced
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in the previous section are not known to enjoy these properties, the concept of dissipa-
tive martingale solutions developed in this monograph may be seen as a suitable phys-
ically grounded alternative. Here, the literature concerning the deterministic counter-
part of (3.1)—(3.6) is rather extensive. The existence of weak solutions has been settled
in the space dimension one (see, e.g., Antontsev et al. [AKM83] and Serre [Ser86]), but
the truly multi-dimensional case seems much more complicated. The obvious mathe-
matical difficulties, in particular the lack of control of possible density oscillations, led
to the development of new concepts such as that of renormalized solutions. They have
been introduced by DiPerna—Lions [DL89] and subsequently adapted by many authors
in rather different contexts. The first positive existence result in two and three space
dimensions for general initial data was given by Lions [Lio98] and later extended in
[FNPO1]; see also the monograph in [FeiO4] for further references. At this point, it
is worth mentioning the existence theorem by Vaigant—Kazhikhov [VK95] providing
even strong solutions in the two-dimensional setting. It is based on the hypothesis of
density-dependent shear and bulk viscosities coupled in a physically unrealistic way.
A similar approach based on density-dependent viscosity coefficients has been devel-
oped by Bresch—Desjardins [BD07] and Bresch et al. [BDGV07].

The first existence results in the stochastic setting were based on a suitable trans-
formation formula that allows one to reduce the problem to a system of PDEs with
random coefficients, where the stochastic integral no longer appears and determinis-
tic methods are applicable; see Tornatore-Yashima [TFY97] for the one-dimensional
case and Tornatore [Tor00] for a rather special periodic two-dimensional case. Finally,
the three-dimensional case was dealt with in [FMN13]. The first “truly” stochastic ex-
istence result for the compressible Navier—Stokes system perturbed by a general non-
linear multiplicative noise was obtained in [BH16]. The existence of the so-called finite
energy weak martingale solutions in three space dimensions with periodic bound-
ary conditions was established. Extensions of this result to the case of zero Dirichlet
boundary conditions were given by Smith [Smi15] and Wang-Wang [WW15].

Our approach to (3.1)-(3.6) is based on the concept of dissipative martingale so-
lution introduced in [BFH17]. These are, roughly speaking, weak martingale solutions
satisfying in addition a variant of the energy balance. The idea to include some form of
the energy/entropy balance as an integral part of a weak formulation of conservation
laws goes back to Dafermos [Daf79]. Germain [Ger11] introduced a similar concept in
the context of the deterministic compressible Navier—Stokes system for a class of “reg-
ular” weak solutions. Finally, the theory to weak solutions was extended in [FJN12],
where it proved to be an important and rather versatile tool with various applications.

From the probabilistic point of view, dissipative martingale solutions to (3.1)-(3.6)
are weak solutions in the sense that neither the underlying probability space nor the
driving Wiener process can be specified in advance and these stochastic elements be-
come part of the solution; see Section 2.5 for more details. As discussed in Section 2.10,
this is intimately related to the lack of uniqueness. For the incompressible counter-
part, the existence of global in time classical solutions can be established at least in
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the case of two space dimensions. However, global smooth solutions to compressible
fluid systems are not known to exist unless the motion is drastically simplified and re-
stricted to the one-dimensional geometry. As noted above, the only rather unphysical
exception was studied in the deterministic case by Vaigant-Kazhikhov [VK95] and in
the stochastic version by Tornatore [Tor00]. In hand with this issue goes the manner
in which the initial condition is posed: one is given a probability measure which plays
the role of initial law of the system (3.1)-(3.6).

From the PDE point of view, dissipative martingale solutions are also weak, that is,
(3.1)-(3.6) are satisfied in the sense of distributions. In addition, the continuity equa-
tion (3.1) is required to hold in the renormalized sense and an energy inequality holds
true. The concept of renormalized solution was introduced by DiPerna—Lions [DL89]
in the context of linear transport equations. It is an essential tool in the study of the
compressible Navier—Stokes system providing the necessary information on possible
density oscillations. The energy inequality has to be understood as an integral part
of the definition of a dissipative martingale solution. It encodes a certain piece of in-
formation concerning stability which would be otherwise lost in the construction pro-
cess of conventional weak martingale solutions. Its important role is demonstrated by
the fact that it allows one to prove a weak-strong uniqueness principle as well as an
inviscid-incompressible limit result, both discussed in this monograph.

3.4.1 Weak formulation

There is an additional difficulty when dealing with weak solutions in the context of
stochastic processes. The best available a priori bounds are provided solely by the
energy balance (3.11). Specifically, we know only that P-a.s.

0eL®(0, ;L' (TV)), ouel®(0,T;Li 1 (TV)), weL?(0,T;W'2(TV)).

In particular, these quantities are a priori determined only for a.a. t € (0,T) and as
such cannot be interpreted as standard stochastic processes. Although one finds a
partial remedy by using the fact that g, gu solve the evolutionary equations (3.7)-(3.8),
whence P-a.s.

0¢C,(0.T:I'(TV)), pucC,(0,T:Li (TV)),

where the velocity u remains undetermined on the hypothetical vacuum zones
where p vanishes. It seems therefore more convenient to interpret these fields as
random distributions as introduced in Section 2.2. Specifically, we may use the space
D' ((-00, T) x TV) extending p, u (and pu) by their initial values:

o(t,)=py, u(t,)=uy, pouy=q, fort<O. (3.18)
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As system (3.7)—(3.8) contains superpositions of these quantities with non-linear func-
tions, we shall always assume that PP-a.s.

o,ue Ll (~co, T;L}(TN)).

In particular, g, u, € L}(TV) and (3.18) makes sense. Moreover, in view of Lemma 2.2.8
and Corollary 2.2.9, it is equivalent to consider g, u and their initial values g, u, either
as random distributions in L'(TV) or D' (TV).

This motivates the following definition of dissipative martingale solutions.

Definition 3.4.1 (Dissipative martingale solution). Let A = A(p,q) be a Borel proba-
bility measure on L'(TV) x L}(T"V) such that

AMo>0}=1, ny UTN [M + P(Q)] dx| dAe @) < co, (3.19)

e

where P(p) is the pressure potential introduced in (3.12) and r > 1 will be determined
below.
The quantity ((Q, &, (F¢)i0-P),0,u, W) is called a dissipative martingale solution
to (3.1)-(3.6) with the initial law A if:
(1) (B, (B0, P) is a stochastic basis with a complete right-continuous filtration;
(2) W isa cylindrical (&,)-Wiener process;
(3) thedensity p and the velocity u are random distributions adapted to (&), 0= 0
P-a.s.;
(4) there exists an §,-measurable random variable [g,, u,] such that A = £[p,, 00Uy ];
(5) the equation of continuity

~[as [ epaxat=90 | owax+| ¢] owvparar G20

holds for all ¢ € C°([0,T)) and all Y € C®(TN) P-a.s.;
(6) the momentum equation

[og [ oupaxdc- 40 ooy px
0 T T
=JT¢J [gu@u:V¢+p(g)div¢]dxdt—JT¢J $(Vu) : Vepdx dt
o J¥ o JIV

© .7
+ kZ::1 L ¢ LrN G, (0,0u) - @dxdW, (3.21)

holds for all ¢ € C°([0,T)) and all ¢ € C°(TV) P-a.s.;
(7) the energy inequality

_ LT at¢J Bg|u|2 +P(g)] dxdt + LT¢LTN $(Vu) : Vudxdt

™
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(o)

T
<9 LrN [%Q()'u()'z +P(QO)] de+ % Z .[o ¢ erv Q_lle(g’Qu)Fdth
k=1

o T
+ kZ:; L ¢ JTN G, (0,0u) -udxdw,, (3.22)

holds for all ¢ € C°([0,T)), ¢ >0, P-a.s.;
(8) if b € C}(R) such that b'(z) = 0 for all z > M,, then, for all ¢ € C2([0,T)) and all
P € C®(TV), we have P-a.s.

-[[a0 [ pewaxac=90) [ beowar+ [ o[ pew vpard

T
- J ¢ j (b' (@0 - b@)divuypdxdt.  (3.23)
0 ™

Equation (3.23) represents a renormalized variant of the equation of continuity.
Strictly speaking, it may be omitted in the definition, however, the solution we con-
struct will always enjoy this property.

3.4.2 Regularity properties of weak solutions

In Definition 3.4.1 we have tacitly assumed that all terms appearing in the weak formu-
lation including the stochastic integral in the momentum equation are well-defined.
Taking i = 1in (3.20), we easily deduce the total mass conservation

J o(t,x)dx = J 0o(x)dx foranyt=>0.
™ ™
Next, it follows from the energy inequality (3.22) that

«LrN BQhIIZ +P(Q)](T) dx + JOT LrN $(Vu) : Vudx dt

1 2 1 - 2
SLFN[ZQOllIOl +P(QO)]dX+2L LTNZQ |G (0, 0w)|” dx dt

k=1

O 7
+ZJ J G, (0,ou) - udxdW, fora.a.7¢(0,T)P-a.s.
k=170 TV

Indeed the time-dependent test functions ¢ in (3.22) may be chosen to approximate the
characteristic function 1, ;;; whence the above relation holds in any Lebesgue point
of the function

e erv [Sotul + P@)] @) .

By virtue of hypothesis (3.13), we get

T el T
J J Z@’lle(g,Qu)lzdxdtSI Zgij (o +olul?)dxdt
o Jmv 3 0j TV
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T
< j J (o +olul?)dxdt.
o JTv
Similarly, we apply Burkholder—-Davis—Gundy’s inequality to the stochastic integral,
obtaining
[ee] t r
IE[ sup ZJ J G, (0,0u) - udxdw, ]
te[0,7]|j= Jo JTV
T 2 r/2
SIE“ Z” Gk(g,gu)-udx| dt]
0 k=1 ™
T 2 r/2
SIEH J (0 +olu?)dx dt] .
o| v

Supposing r > 2 in (3.19), we use Gronwall’s lemma to conclude

E[(ts[lég] LFN Bglu|2 +P(g)] dx)z] + ]E[(LT LrN |Vul|2 dxdt)z] < 00. (3.24)

Going back to the equation of continuity, we deduce from (3.24)
—b2 (N N . .
e C([0, T, W=>(T")), b> > in particular p(0,-) = g;. (3.25)
Finally, we deduce from the momentum equation
| eu-omax-| ooy @ax
™ ™
T T
= J J [ou®u: Ve + p(p)divep] dxdt - J J S(Vu) : Vepdx dt
o Jov o Jrv

O T
+ G, (p,ou) - @dxdW,.
,;JOJTN \o,ou) - P k

Seeing that by (3.13)

1/ 2\ P/2 T
E Z Gy (o,0u) - dx dt | <ll@lIf=E| | [lely +louly P dt|,
0 ™ X

k=1 0

we use Lemma 2.3.9 with p = 2r > 4 to conclude
b2 (N N .
pueC([0, T; W24 (T")), b> 5 in particular gu(0,-) = gou,. (3.26)

Remark 3.4.2. In view of the energy bounds (3.24), continuity of g and gu can be
strengthened to

0€C,([0,TLLY(TV)), puceC, ([0, ;L7 (TV)).
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Note that, by Holder’s inequality,

1/2
L)’

1/2
loull > <lel v,
L}H—l X

lelul?]}

As p and u are random distributions adapted to (&;);»o, we conclude that the time-
dependent stochastic processes g, gu are (&;)-progressively measurable; cf. Proposi-
tion 2.1.18.

The regularity properties of dissipative martingale solutions are summarized be-
low.

Proposition 3.4.3. Let A = A(p,q) be a Borel probability measure on L'(TN) x L(TV)
satisfying (3.19) for some r > 2. Suppose that y > % and

P p(z

o =a’. Po=o| Z2dx

1
Let (0, F, (F)e=0- P),0,u, W) be a dissipative martingale solution to (3.1)-(3.6) with the
initial law A in the sense of Definition 3.4.1. Then:

2)
(1) the density g < C,,([0, T}; LY (TN)) and the momentum pu € C,,([0, T); L1 (TV)) are
(®;)-progressively measurable stochastic processes, where P-a.s.

Q(Oa'):QO’ Qu(o)'):QOuO;

(2) the functions p, u enjoy the following properties:

E[ sup o(®]y ] <o, (3.27)
te[0,T] X
T r
IE(I luli?. dt) < 00, (3.28)
O X
2,
E[ sup [lou(t)]|™ | < oo (3.29)
te[0,T] Ly
(3) the equation of continuity
t=1 T
U oy dx| =—JJ ou- Vipdxdt
™ t=0 o JTv

holds for all T € [0, T] and any ¥ € C*®(T") P-a.s.;
(4) the momentum equation

t=1

[ weed,,

T T
=J J [gu@u:V(p+p(g)diV(p]dxdt—J J $(Vu) : Vepdx dt
o JTN o Jv
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T
+ j J G(g,pu) - @dxdW (3.30)
o JTv¥
holds for all T € [0,T] and any ¢ € C®(TV) P-as.

Remark 3.4.4. Note that the pressure potential P(g) =p 19 '% dz may be replaced by
P(p) = %QV, which differs only by a linear function of p. As the total mass of the fluid is
conserved, this makes no difference in the energy inequality. Of course, the conclusion

of Proposition 3.4.3 remains valid for a more general pressure law

pe) =o', p'(g)=0 forlargeop,

in particular monotonicity of the pressure is not needed. Under hypothesis (3.19) and
due to Remark 2.3.7 and the assumptions on the coefficient G, the stochastic integral
in (3.30) as well as (3.22) is a well-defined stochastic process with values in W=22(TV)
and R, respectively. In particular, the integrands possess an (g;)-progressively mea-
surable representative. As discussed above, the conditions on g and u already guar-
antee that G(p, pu) takes values in L, ([; w-b2(TNy).

In Chapter 4, we prove existence of dissipative martingale solutions. The proof re-
lies on a multi-layer approximation scheme whose core follows the technique devel-
oped in [FNPO1] in order to deal with the deterministic counterpart. Our proof makes
an essential use of the stochastic compactness method introduced in Section 2.6 and
in particular of the Jakubowski—Skorokhod representation Theorem 2.7.1. However, in
comparison with the existence result from [BH16], we present several modifications.
Most importantly, the energy inequality (3.22) originally introduced in [BFH17] is in-
cluded in the definition of a solution. This requires certain refinements of the com-
pactness argument.

Let us stress the importance of the energy inequality (3.22) appearing in Defini-
tion 3.4.1. Indeed, (3.22) is the key ingredient in order to establish the so-called rela-
tive energy inequality presented in Chapter 6. This may be viewed as a kind of distance
between a dissipative martingale solution of system (3.1)—(3.6) and a pair of arbitrary
(smooth) processes. As a consequence, it is possible to compare dissipative martingale
solutions with strong solutions (in the PDE sense) and to prove a weak—strong unique-
ness principle in Section 8.1. In addition, the relative energy inequality is employed in
Section 8.2 in order to establish an inviscid-incompressible limit of (3.1)-(3.6).

3.5 Stationary solutions

As the next step towards a better understanding of a compressible fluid flow subject to
stochastic perturbation, we are concerned with the existence of stationary solutions.
Generally speaking, stationary solutions of an evolutionary system provide an impor-
tant piece of information concerning the behavior in the long run. For systems with a
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background in classical fluid mechanics, stationary solutions typically minimize the
entropy production and play the role of an attractor, at least for energetically insulated
fluid flows; see, e.g., [FP10].

The principal question arising in the context of randomly driven systems is the
existence of a stochastic steady state solution for the system. Earlier results in this
direction concern the incompressible case: Flandoli [Fla94] proved existence of an in-
variant measure by the “remote start” method in the two-dimensional case. This result
has been extended in a few papers, for instance in Goldys—Maslowski [GM06, GMO5],
where existence of an invariant measure is shown by the method of embedded Markov
chain theory, which also verifies the exponential speed of convergence to the invari-
ant measure. A different approach has been adopted by Hairer—Mattingly [HMO06], in
which case a slightly weaker convergence result (implying, however, the uniqueness
of invariant measure) has been shown under much weaker conditions on the non-
degeneracy of the noise. BrzeZniak et al. [BMO15] proved the existence of an invariant
measure for a two-dimensional Navier-Stokes equation on unbounded domain by a
compactness method in the weak bw-topology.

In the three-dimensional case, much less is known regarding incompressible flu-
ids. The problems here appear already on the level of the Markov property induced
by the equation as uniqueness is unknown. A transition Markov semi-group has
been constructed in the papers by Da Prato—Debussche [DPD03, DPD08], provided
the noise term is sufficiently rough in space. A different approach was adopted by
Flandoli—-Romito [FRO8], who used the classical Stroock-Varadhan type argument
to find a suitable Markov selection and construct a semi-group. The transition semi-
group is shown to be exponentially ergodic (under appropriate conditions on the
noise term) by the same arguments as in Goldys—Maslowski [GM06]. However, the
uniqueness of the Markov transition semi-group has not been proved so far.

In the absence of the Markov property (i.e., in the situation where the concept
of invariant measure as a steady state is not well-defined), it is possible to work di-
rectly with stationary solutions, i.e., with solutions which are stationary stochastic
processes. In the pioneering paper by Flandoli-Gatarek [FG95], existence of such sta-
tionary solutions has been shown in the three-dimensional incompressible case by
means of finite-dimensional approximations. A generalization to less regular noise
on the whole space RN was given by Brzezniak-Ferrario [BF17], where existence
of an invariant measure was proved if N = 2 and existence of a stationary solution
if N =3.

Our goal is to establish the existence of global-in-time solutions to system (3.1)-
(3.6) that are stationary in the stochastic sense. To this end, we use a direct method
based on the multi-layer approximation scheme presented in Chapter 4. Let us recall
that two notions of stationarity were introduced in Section 2.11, namely stationarity of
stochastic processes and stationarity of random variables taking values in a space of
space-time distributions, i.e., random distributions as introduced in Definition 2.2.1.
Due to the specific structure of the Navier—-Stokes system (3.1)-(3.6), the concept of
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stationarity must be chosen accordingly. Motivated by Definition 2.11.2, we adapt the
concept introduced in the context of incompressible viscous fluids by Romito [Rom10];
cf. also the approach proposed by It6—Nisio [IN64]. As above, S, denotes the time shift
on the space of trajectories given by S_¢(t) = ¢(t + 7).

Definition 3.5.1. A dissipative martingale solution [g,u, W] to (3.1)-(3.6) is called sta-
tionary, provided the joint law of the time shift [S.0,S,u, S8, W - W(1)] on

Llloc (O> oo; LY (T3)) X L%oc (0> 003 Wl’z(TB)) X Cioc ( [0, 00); uO)
is independent of T > 0.

Remark 3.5.2. Equivalently, we may say that, for all ¢ € N, the law of the random
distribution [g,u, W, ..., W,] in D' ((0, co) x T3; R***) coincides with the law of its time
shift [S,0, 50,8, W, - W (1),...,8 W, - Wy(1)] forany 7 = 0.

Note that, trivially, S, W(-) - W(t) = W(-+1) - W(7) is a cylindrical Wiener process.
The Wiener process was included in Definition 3.5.1 to point out that the joint law of
[o,u, W] is shift invariant.

In accordance with the discussion in Section 2.11 and in particular due to Corol-
lary 2.11.8, if [p, u, W] is a stationary dissipative martingale solution of (3.1)-(3.6), then
the stochastic process [, pu] is stationary on LY (T?) x L% (T3) in the sense of Defini-
tion 2.11.1, whereas u is only weakly stationary in the sense of Definition 2.11.2.

In Chapter 7, we establish existence of a stationary dissipative martingale solu-
tion with prescribed total mass ITB o(t,x)dx = M, for all t € [0,00), where M, > O is
a deterministic constant. As mentioned above, the proof is based on the approxima-
tion scheme from Chapter 4. More specifically, the stationary solutions are constructed
at the very basic approximation level using the Krylov—Bogoliubov method (see Sec-
tion 2.12). The final result is obtained by means of delicate global-in-time estimates
and a combination of deterministic and stochastic compactness methods.
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4 Global existence

This chapter is devoted to the proof of existence of global-in-time dissipative martin-
gale solutions to the barotropic Navier—Stokes system

do +div(pu)dt =0, (4.0)
d(pu) + div(pu® u) df + Vp(p) dt = div $(Vu) dt + G(p,ou) dW. (4.2)

For definiteness, we focus on the most complex and physically relevant case N = 3.
The same proof applies to N = 1,2 with obvious modifications. In addition, the crit-
ical values of certain parameters, notably the adiabatic exponent y, can be slightly
improved. The density g and the velocity u are random variables ranging in a suit-
able path space of functions defined on a finite time interval [0, T] and periodic with
respect to the spatial variable x € T3.

Equation (4.2) includes a cylindrical Wiener process W = (W}),cn, defined on
a complete probability space (Q,,P) with a complete right-continuous filtration
(Bt)i0- We study (4.1)—(4.2) in the context of dissipative martingale solutions intro-
duced in Section 3.4.1. As uniqueness of solutions is an outstanding open problem
even at the deterministic level, the existence of strong solutions (in the stochastic
sense) defined on a given probability space is apparently out of reach for the available
analytical tools. We have to content ourselves with martingale solutions, where the
probability space (Q, , P) and the Wiener process W are not a priori given and form
an integral part of the solution together with the fields p, u. Accordingly, the solu-
tions we look for are weak in the PDE sense (satisfying the underlying equations in
the sense of generalized derivatives) as well as in the probability sense. In addition,
solutions will satisfy a certain form of total energy balance.

For the sake of convenience, we recall the definition of a dissipative martingale
solution from Section 3.4.1.

Definition 4.0.1. Let A = A(p,q) be a Borel probability measure on L'(T3) x L'(T?)
such that

Al ~ lq/? ’
0>0}=1, — +P(p)|dx| dA(p,q) < oo,
Lixri s

0

where the pressure potential is given by
2 p(z
P(o)=0 J ILZ) dz
1 Z
andr>1.

The quantity (Q, . (F¢)0. P),0,u, W) is called a dissipative martingale solution
to the Navier—Stokes system (4.1)—(4.2) with the initial law A if:

https://doi.org/10.1515/9783110492552-004
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(1) (B, (B0, P) is a stochastic basis with a complete right-continuous filtration;

(2) W is a cylindrical (&,)-Wiener process;

(3) the density p and the velocity u are random distributions adapted to (F;)»o, 0 > 0
P-a.s.;

(4) there exists an §,-measurable random variable [, uy] such that A = £[gy,0,u];

(5) the equation of continuity

_JOTat‘l’jTg o dxdt = $(0) er oo dx + LT¢LT3 ou - Vip dx dx dt

holds for all ¢ € C°([0,T)) and all ¢ € C®(T3) P-a.s.;
(6) the momentum equation

T
-[ag[ ou-pardc-¢ [ epuo-pax
0 3 3
:IT¢J [Qu®u:V(p+p(g)diV(p]dxdt—JT(;,')J S(Vu) : Vepdx dt
0 e 0 3
®© T
+y L ¢ Lrg Gy (0,0u) - @dxdW; (4.3)

holds for all ¢ € C°([0, T)) and all ¢p € C*°(T>) P-a.s.;
(7) the energy inequality

J J [ 0|u|2+PQ)]dxdt+JT¢Lr3$(Vu);Vudxdt
[ Seolol + Pleo)|ax+ 3 J0T¢JT31291|Gk(Q>Qu)|2dth
+§L ¢JT3 Gy (0, ou) - udx dw;

k=1

holds for all ¢ € C°([0,T)), ¢ >0, P-a.s.;
(8) if b € C}(R) such that b’(z) = 0 for all z > M,, then, for all ¢ € C2([0,T)) and all
P € C®°(T?), we have P-a.s.

T T
[ o[ bewarde=¢0) | begwdr+ | ¢ bem-vpaxar
0 L T o Jm
T
-[ ¢ ¥@e-be)divupaxdt
0 3

The main objective of this chapter is to show the following existence result.
Theorem 4.0.2. Let

p@)=ag’, a>0,y> %
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Let A be a Borel probability measure defined on the space L'(T3) x L'(T3) such that
Afp=0}=1, A{O<gsj gdxs§<oo} =1,
2=,

for some deterministic constants g, o and

2
a5 ~r@]ax
nxpJmsl2 o

for somer > 4. Let the diffusion coefficients G = G(x, 0, q) be continuously differentiable
satisfying (3.13) and (3.14).

Then there is a dissipative martingale solution to (4.1)-(4.2) in the sense of Defini-
tion 4.0.1.

r 4
dast P@)=e| PE) 4,
1 2

Remark 4.0.3. — The moments of the initial law are transferred in a standard way
from the initial datum to the solution; see Proposition 3.4.3. The assumption r > 4
in Theorem 4.0.2 is needed in order to estimate the L,z(-norm of u; see estimate
(4.88). Due to the periodic boundary conditions, we do not have Poincaré’s in-
equality at hand. This drawback can be overcome when working under the no-slip
boundary condition.

— Asalready pointed out, the specific form of the pressure is taken only for the sake
of simplicity. A general pressure density state equation can be considered as long
as (i) the pressure is a non-decreasing function of the density and (ii) p(p) = g7,
y > % for large p. As a matter of fact, monotonicity of the pressure is not really
necessary; see [Fei02].

— The spatial domain is a periodic flat torus. We claim that the same result can be
shown on a bounded spatial domain endowed with the no-slip boundary condi-
tion for the velocity (cf. Smith [Smi15]) and also on the whole space R (see Men-
sah [Men16]).

- If N =1,2, the result holds for y > 1 and y > 1, respectively.

- The driving force can be augmented by a deterministic component p(t, x)f(t, x) dt.

The standard approach to solve non-linear PDEs starts with a finite-dimensional
approximation of Galerkin-type. Unfortunately, this can only be applied to the mo-
mentum equation (4.2) since we need the density g to be positive at the first level of
approximation. Positivity of g results from the maximum principle, where the latter
is usually incompatible with a Galerkin type approximation. It seems therefore more
convenient to apply the artificial viscosity method, adding diffusive terms to both (4.1)
and (4.2). Thus we are led to study the following approximate system:

dp + div (ou) dt = eAp dt, (4.4)
d(pu) + div (ou ® u) dt + Vps(p) dt = eA(ou) dt + divS(Vu) dt + G, (o, ou) dW, (4.5)
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where ps(0) =p(p) +6(o + o") with T > max{6, y}. In addition, certain cut-off operators
will be applied to avoid other technical difficulties in the existence proof. The term
eA(pu) is added to the momentum equation to maintain the energy balance. In order
to ensure that the term €Ap in (4.4) converges to zero in the vanishing viscosity limit,
the artificial pressure 6(p + o") is needed (it implies higher integrability of p and also a
better control near vacuum regions). It yields an estimate for 1/£Vp which is uniformly
in € by (4.4). For technical reasons we also employ an approximation of the noise co-
efficient; see (4.8) below. The aim is to pass to the limit first in € — 0 and subsequently
in 6§ — 0. However, in order to solve (4.4)—(4.5) for € > 0 and & > O fixed, we need two
additional approximation layers.

In particular, we employ a stopping time technique to establish the existence of a
unique solution to a finite-dimensional approximation of (4.4)—(4.5). We gain the so-
called Faedo-Galerkin approximation, on each random time interval [0,7y), where
the stopping time 75 cuts the norms of certain quantities if they reach the value R. It
is then shown that the blow-up cannot occur in a finite time, so letting R — oo gives
a unique solution to the Faedo—Galerkin approximation on the whole time interval
[0, T]. The solutions to the Faedo—Galerkin approximation will be constructed in the
space of trigonometric polynomials of order m. To be precise, let

3
H, = {v = > [@p cOS(TM - X) + by sin(zrm - X)] | @py, by € IR} ,
m,max;_;,3 Imjlsm

endowed with the Hilbert structure of the Lebesgue space L?(T°). Let
1, : L*(T3) - H,,

be the associated L?-orthogonal projection. For f € L!(T?), the projection IT,, [f] repre-
sents the mth cubic partial sum of the Fourier series of f. In particular,

I, [f1—-f ian’p(T3) asm—oo keNgy 1<p<oo, (4.6)

whenever f € WkP (T3); see Section 1.7 and Grafakos [Gra08, Chapter 3]. As H,, is finite-
dimensional, all norms are equivalent for a fixed m — a property that will be frequently
used at the first level of approximation. We introduce a cut-off function,

1 forz<0,
X€C®M), x@)=4x'(z)<0 for0O<z<1,
x2)=0 forz>1,

together with the operators

(Vg =x(Ivlg, —~R)v, defined forve H,,.
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Similarly, we consider a suitable approximation of the diffusion coefficients. It is con-
venient to introduce F = (F; )N bY

Fk(g’v) = M

Note that, in accordance with hypotheses (3.13)—-(3.14), the functions F; satisfy
F,: T3 x[0,00) x R? - R?, F € C}(T3 x (0,00) x R?)

and there exist constants (f;)ien € [0, 00) such that

(ee]
IF (o 0y + IV Filigy, < fio Y fR <o (4.7)
’ k=1

0,V

Finally, we define the noise coefficient G, = (Gy . )< @appearing in (4.5) by

Gy (0,q) = 0F, (@, g), (4.8)
where
Fie0v) =x(§ - 1))(( vl - %)Fk(g,v). (4.9)

Consequently, there exist constants (f; . )xen C [0,00) such that

o0
IFrelis, + 1VonFrelie, <fier D fie <00, (4.10)
k=1

X0,V

with a bound depending on €. The basic approximate problem reads

do +div (p[u]g) dt = eApdt, (4.11)
dIl, [ou] + IT, [div (o[ulg @ w)] dt + IT, [(llully, - R)Vps(0)] dt
=11, [eA(ou) + divS(Vw)] dt + IT,, [oI1,,,[Fe (0, w)] ] AW, (412

where F, = (Fy .)xcn- System (4.11)—(4.12) shall be solved in the space-time cylinder
[0, T] x T3, with the following prescribed initial data:

0(0) =g € C*V(T3), 0o>0, u(0)=u,ecH,, P-as. (4.13)

In (4.11)-(4.12) we recognize the artificial viscosity terms €Ap, eA(pu), pressure regu-
larization 8(p + ") as well as the cut-off operators applied to various quantities. Note
that equation (4.11) is deterministic, meaning it can be solved pathwise, while (4.12)
involves stochastic integration.
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We adopt the following strategy:

(1) The Galerkin projection applied in (4.12) reduces the problem to an ordinary
stochastic differential equation. Accordingly, system (4.11)—(4.13) can be solved
by means of a simple iteration scheme. This is the objective of Section 4.1. In ad-
dition, the approximate solutions satisfy the associated energy balance which in
turn yields uniform bounds necessary to carry out the asymptotic limits R — co,
m-— o00,&—0,and § — 0.

(2) In Section 4.2, we establish existence to the Galerkin approximation by sending
R — o0. Since this parameter only governs the corresponding cut-off operators,
we first solve the system on each random time interval [0, 7) and the passage to
the limit relies on a stopping time argument showing that a blow-up cannot occur
in a finite time, i.e., 7y — T P-a.s.

(3) In Section 4.3, we perform the limit m — co while keeping the remaining param-
eters € > 0 and 6 > O fixed. Thanks to the regularization effect of the artificial vis-
cosity, this is a relatively routine matter based on suitable uniform bounds and
application of probabilistic methods, notably the Skorokhod representation the-
orem.

(4) The artificial viscosity limit € — O is more delicate. Similarly to the determinis-
tic case, the fundamental issue is compactness of the approximate densities for
which only uniform L”-bounds are available. The limit passage, discussed in Sec-
tion 4.4, combines the deterministic method based on the analysis of the effective
viscous flux and the stochastic compactness method based on the extension of
Skorokhod’s theorem due to Jakubowski.

(5) Finally, in Section 4.5, we eliminate the artificial pressure letting § — 0. Similarly
to the preceding steps, the method leans on a combination of the deterministic ap-
proach, here based on the concept of oscillation defect measure, and Jakubowski’s
extension of the Skorokhod representation theorem.

Remark 4.0.4. We point out that, in view of Theorem 2.7.1 and the discussion in Re-
mark 2.3.7, the dissipative martingale solution constructed in Theorem 4.0.2 is de-
fined on the standard probability space ([0,1],9B([0,1]), 8) with the complete right-
continuous and non-anticipative filtration

(o)

U(Ut[g] volulul J ot[W]>, te[0,T].

k=1

The same applies to the martingale solutions on the approximation levels in Sec-
tion 4.1, Section 4.3, and Section 4.4. To summarize, in every approximation step we
may assume without loss of generality that the corresponding approximate solutions
constructed on the previous level are all defined on the same probability space, there
is no need to specify the filtration, and we can always consider the joint history of
[o,u, W].
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In order to conclude this introductory part, let us recall the issue arising in the
passage to the limit in the stochastic integral within the stochastic compactness
method, namely, to show convergence of a sequence of stochastic integrals driven
by a sequence of Wiener processes. One possibility is to pass to the limit directly
using Lemma 2.6.6. Alternatively, one may rely on the elementary approach from
Lemma 2.6.8.

4.1 Solvability of the basic approximate problem

As the first step towards the proof of our main existence result, Theorem 4.0.2, we es-
tablish existence of a unique solution to the basic approximate problem (4.11)—(4.12).
The proof relies on a simple iteration scheme which approximates (4.11)—(4.12). The
corresponding limit procedure then employs the stochastic compactness method (see
Section 2.6). Therefore, we obtain existence of a martingale solution to (4.11)-(4.12).
Furthermore, at this stage, even pathwise uniqueness holds true and as a consequence
we may apply the method of Gyongy—Krylov from Section 2.10 to deduce existence of a
unique pathwise solution, that is, a solution which is strong in the probabilistic sense.
However, let us point out that this argument only applies to the basic approximation
level as uniqueness is lost at the subsequent limits for ¢ —» 0 and 6 — 0.

To begin with, let us specify what we exactly mean by a martingale solution to
(4.11)-(4.12). On this level we require smooth solutions to the continuity equation.
Consequently we work with rather strong assumptions on the initial law (of g). These
assumptions will later be relaxed by a suitable approximation procedure.

Definition 4.1.1. Let A be a Borel probability measure on C**V(T>) x H,,. Then

(B, (B0, P),0,u, W) is called a martingale solution to (4.11)-(4.12) with the initial

law A, provided:

(D (B, (B0, P) is a stochastic basis with a complete right-continuous filtration;

(2) W isa cylindrical (&,)-Wiener process;

(3) the density g is (&,)-adapted, belongs to C([0, T]; C>*(T?)), and satisfies g > 0
P-a.s.;

(4) the velocity field u is (&;)-adapted and belongs to C([0, T1; H,,) P-a.s.;

(5) there exists an §,-measurable random variable [p,,u,] such that A = £[gy, u,];

(6) the approximate equation of continuity

00 + div (g[u]g) = eAp (4.14)

holds in (0, T) x T PP-a.s. and we have p(0) = g, P-a.s.;
(7) the approximate momentum equation

T
_J at‘ibj Qu"Pdth—(P(O)J QoUp - dx
0 3 T3
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T
B L ¢ Lrs [o[ulg ®u: Vep + x(lullm — R)ps(e)div ] dxdt
- JT¢J [S$(Vu) : Vep - gu - Agp] dx dt
0 3

T
+J ¢J oI, [F.(o,u)] - @dxdW (4.15)
0 g

holds for all ¢p € C°([0, T)) and all @ € H,,, P-a.s.

Remark 4.1.2. As the processes p, u are (g;)-adapted and continuous, the com-
position pIT,, [FF.(o,u)] is progressively measurable as a mapping ranging in L*(2,
W52(T3)) with b > % and the stochastic integral is well-defined. Indeed, by virtue of
(4.10) and in accordance with (4.6),

"Hm [Qnm [Fk,s(Q’ u)]] ”Hm s ”QHm [Fk,s(g’ u)] ”W;bl
s ”QHm [Fk,s(g’ u)] ”L)l(
< lol; [Fie (@ wlly
1 1
— + J—
r r
and the proportionality constant does not depend on m. As we shall see below, the
right hand side of (4.16) will be controlled by the initial data.

< c(@)llelyfie -1, (4.16)

Our main goal in this section is to prove the following result concerning solvability
of the approximate problem (4.11)-(4.12).

Theorem 4.1.3. Let A be a Borel probability measure on C*>*(T3) x H,, such that
Mo<o<o, llolzs <B} =1, Lz IVl dalg.v) < (4.17)
X+V>< m

for some deterministic constants g, p, u and some r > 2. Then the approximate problem
(4.11)-(4.12) admits a martingale solution in the sense of Definition 4.1.1. The solution
satisfies in addition

esssuPyc o7y (o)l 2w + 10:0(0) ¢, + ||Q—1(t)||cg) <c P-as., (4.18)
E[ sup [lumly; | <c(+E[luglm]), (4.19)
7€[0,T] m

with a constant ¢ = (m, R, T,0,0).

4.1.1 Iteration scheme

Solutions to problem (4.11)—(4.12) will be constructed by means of a modification of
the Cauchy collocation method. Let (Q, &, (F;)=0, P) be a stochastic basis with a com-
plete right-continuous filtration and W be a cylindrical (&;)-Wiener process. Consider
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4.1 Solvability of the basic approximate problem = 109

an §,-measurable initial datum (gy,u,) with law A existence of which follows from
Corollary 2.6.4. As a consequence of (4.17), we have

0020>0, |lollcv(rsy <o P-a.s. for some deterministic constants g, o,

20
E[llu, ||§Im] <u for some deterministic constant u, and some r > 2. )
Fixing a time step h > 0, we set
o(t)=py, u(t)=u, fort<o, (4.21)
and define recursively
0.0 +div (e()[u(nh)],) = eAp(t), t € [nh,(n+1)h),
4.22
o(nh) = p(nh-) := !%In’% o(s) “.2)
and
dIT,, (ou) + I, [div (o(t)[u(nh)] , ® u(nh))] dt
+ I [l -~ R)Vps(e(0)] dt
=11, [eA(p(t)u(nh)) + div$(Vu(nh))] dt
+ 11, [o(t)T1,, [F,(o(nh), u(nh))]]dW, t € [nh,(n+1)h), (4.23)

where u(nh) = u(nh-) := limg,,,, u(s) and n € {0, ..., |h~1T]}. Note that the velocity on
the right hand side of (4.22)-(4.23) is always frozen at the time nh, whereas the density
is evaluated at time t everywhere except for the stochastic integral. In order to see that
(4.22)-(4.23) define a simple iteration scheme, it is convenient to rewrite (4.23) in terms
of du. To this end, we introduce (for a given function g) the linear mapping M [p],

Mlp) : Hy, = Hy, Mp](v) =11,(ov),
or, equivalently,
J Mlplv-@dx= J ov-@dx forallgecH,.
T &

The operator M has been introduced in [FNPO1, Section 2.2], where one can also find
the following properties. M [p] is invertible and we have

. -1
12 (ell s, < (inf2) (4.24)

as long as g is bounded below away from zero, and, clearly,

M ol(T,lev])=v foranyve H,.
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Let us finally mention that
190 o1 - Mol 1, < COm @R’ Py (4.25)

provided both p! and p? are bounded from below by some positive constant 0. Accord-
ingly, relation (4.23) can be written in the form

u(t) - M~ [o(t) Jou(nh)
+ M o(0)] rh 11,y [div (g(s) [u(nh)] , ® u(nh))] s
= 20710) [ Myl -~ R)ps(e()) s
= M o) Lth 1, [eA(o(s)u(nh)) + div S(Vu(nh))] ds
+ M o(t)] Lth 0(9)T1,, [F,(o(nh),u(nh))|dW, t e [nh,(n+1)h), (4.26)

where g is given by (4.22). The iteration scheme (4.22), (4.26) provides a unique solu-
tion for any initial data (4.21). Indeed, as u(nh) € H,, is a smooth function, equation
(4.22) admits a unique solution for the initial datum p(nh). Moreover, as a direct con-
sequence of the parabolic maximum principle from Theorem A.2.5, p remains positive
as long as the initial datum g(nh) is positive. We therefore infer that (4.21)-(4.23) give
rise to uniquely determined functions g, u which are progressively ($;)-measurable
and satisfy

o€ C([0, T};C**V(T3)), >0, uecC([0,T;H,) P-as.,

and solve (4.21)—(4.23) for any n € N, P-a.s.

4.1.2 The limit for vanishing time step

Our next goal is to let h — 0 in (4.21)—(4.23) in order to obtain a solution to the approx-
imate problem (4.11)—(4.12). This step leans essentially on suitable uniform bounds
independent of h.

4.1.2.1 Regularity for the viscous approximation of the equation of continuity
For simplicity of notation, we shall write

[VIp=v(nh,-), [VIpg(t,-) =[v(nh,)], forte [nh,(n+1)h), neN.
As all norms are equivalent on the finite-dimensional space H,,,, we get

Ifulygll o < cm,R)  uniformly for h>0and t € [0, T].
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Consequently, the approximate equation of continuity (4.22) admits a unique regular
solution, the smoothness of which is determined by the initial data; cf. Theorem A.2.3.
In particular, the solution g belongs to the class

0 € C([0, T};C*V(T3)), 9,0 € L®(0,T;CY(T3)) (4.27)

as soon as g, € C*>*(T3) for some v > 0. In addition, the standard parabolic maximum
principle (Theorem A.2.5) yields

0<r(t,mR) n:]lriBI’lQO <o(t,-) <r(t,m,R) n%re;xgo forallt € [0, T], (4.28)
and some constants r(t,m,R),7(t,m,R) > O.

Remark 4.1.4. As the regularized velocity [u], ; is only piecewise continuous, the
same is true for 0;p. In general, we do not expect 0,0 € C([0, T]; CV(T3)).

Note carefully that g is bounded in the aforementioned spaces only in terms of
the initial datum p,, meaning that no probabilistic averaging has been applied. In
particular, recalling (4.28), we infer

esssupc o (100 en + 10,201 + 27O ) < (4.29)
with a deterministic constant ¢ = c¢(m, R, T,Q, 0), whenever
0<0<0p, llgolizv<0 P-ass. (4.30)

for some deterministic constants g, p.

4.1.2.2 Bounds on the approximate velocities

As a first step we are going to derive estimates for the velocity which are uniform
in h. We will systematically use the fact that all norms are equivalent on the finite-
dimensional space H,,. It follows from (4.23) and the equivalence of norms on H,, that,
uniformly in A,

T
J ou(r) - @dx < luglly, + J sup ully, dt+T
i 0 Osss<t

o | aletty[Fote.w], aw
0

Hy,

for any ¢@ € H,,, @Iy < 1, whenever 0 < 7 < T. Here we take into account (4.29)
and the definition of y as well as the cut-off [-]z. Consequently, taking the supremum
over ¢, we obtain

I leulll,,

T
<ol + | sup Iuly, de+T +
<s<

|| alert, [Fete.w], ] dw
0 Hm
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and
1Tl (@),

<

T
luglly, + J sup ully dt+1+
0 Oss<t

J; Tinletta B0 w), ) aw

r
Hm ]
uniformly in h for all 0 <7 < T and for any r > 1 with a constant ¢ = c¢(m,R,T,0,0,1).

Finally, we pass to expectations and apply Burkholder—Davis—Gundy’s inequality and
(4.16) to control the last integral, obtaining

T
E[ sup [, leul 0]}, | <Elluolf, ] +J E[ sup Jully, |de+1
o<t<t m 0

O<s<t

o] [ S lom (e 115 ]

0 k=1

T T oo r/2
<E[luglf, ] + L E[ sup Julfy, |de+1+ IE“ le®l; Y fie dt]
k=1

O<s<t 0
T
S E[llugly ]+ J ]E[ sup ||ll||§1m] dt+1 (4.31)
0 Osss<t

uniformly in h. Here, we have used the uniform bounds for the density obtained in
(4.29) and boundedness of the approximated noise coefficients (4.10). Moreover, see-
ing that

u=2"[p][IT,[eu]],
we use again the bounds (4.29) and (4.30) to conclude

where the constants in < depend only on g, p; cf. (4.24). Consequently, a direct appli-
cation of Gronwall’s lemma gives rise to the following estimate:

E| sup 1L, [ou](@)|., |+E| sup [u@)]’
[ sup Inleul@Iy, | +E[ sup juely, |
sc(m,R,T,0,0,1)(1+ E[luglm]), r =1, (4.32)

uniformly in h.
4.1.2.3 Hoélder continuity of approximate velocities
In addition to the uniform bound (4.32) we will need compactness of the approximate

velocities in the space C([0, T]; H,,). Moreover, we have to control the difference u-[u]},
uniformly in time. To this end, estimates on the modulus of continuity of u are needed.
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Evoking (4.23), we obtain
|, loutrs.)-outr )] -pax

-7 (ere ) voaxar

T

" L LrsX(”[“]h"Hm ~R)ps(o)divepdxdt

1
T

+ JTZ LF eolu], - Apdxdt - J

T T

J S(V[ul,) : Vgpdxdt
']I*E

T
+ J J ol [Fe(o,w)], - dxdW,
T, JT3
for any ¢ € H,,,, 0 < 1; < 7,. With the bound (4.32) at hand, we repeat the arguments
leading to (4.31) to obtain

E[|0,[eu(ry) - eu(my)]lly 1< -1ol?(1+ Eluolly, ), =1,

uniformly in hwhenever 0 <7, <7, < T, |1, -7,| < 1withaconstantc = c(m,R,T, 0,0, 7).
Thus, for r > 2, we apply the Kolmogorov continuity criterion, Theorem 2.3.11, to con-
clude that (up to a modification) IT,,, [pu] has P-a.s. 8-Holder continuous trajectories
forall S € (0, % - %). In addition, we have

E[|T,loulllsy, |<ctr. T)(A+Eluglly, ), r>2,
uniformly in h. Recalling the relation
u=M"[oll,[oul,
the boundedness of g from (4.29) and (4.24), we infer

Bl ] <(1+Eluoly,) (433)

uniformly in h, whenever r > 2and § € (0, - 1) with a constant ¢ = c(m,R, T, 0,2,7).

4.1.2.4 Solvability of the first level approximate problem
Let [gy,, uy, W] be the unique approximate solution issuing from the iteration scheme
(4.21)-(4.23), with the initial data satisfying (4.20). With the estimates (4.29) and (4.33)
at hand, we are ready to perform the limit h — 0 in (4.21)—(4.23). This is based on the
stochastic compactness method introduced in Section 2.6. The corresponding path
space for the basic state variables [g;,, u, W] is defined as

X =20, x Xy x Xy = C([0, T C3(T?)) x C¥([0, T1; Hyy) x C([0, TT; 2Up),
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where 1 € (0,v), k € (0,8), and v and S are the Holder exponents in (4.29) and (4.33),
respectively. Let £[p,, u,, W] denote the joint law of [g;,, u,, W] on XX, whereas £[gy],
Lluy], and £L[W] denote the corresponding marginals on X o’ Xy, and X'y, respec-
tively.

In view of the bounds (4.29) and (4.33), we obtain tightness of the family of joint
laws associated to the triple [g;,, uy, W], which is the key assumption for Prokhorov’s
and Skorokhod’s theorems needed in the sequel (cf. Theorem 2.6.1 and Theorem 2.6.2).

Proposition 4.1.5. The set { L[y, uy, W]; h € (0,1)} is tight on Y.

Proof. First of all, we observe that it follows directly from (4.29) that the set { L[y ]; h €
(0,1)} is tight on .’,L’g. Indeed, for any L > 0, the set

By ={0 € C"([0, T}; C**(T°)) n W ([0, T]; C*(T)); llellc,czee + lolyioocy < L}
is, due to the compact embedding,
C*(10, T1; C2*(T3)) n W ([0, T}; C¥(T3)) < ([0, T}; C2(T3))
relatively compact in X', In view of (4.29) we obtain

£lo)(B5) = P(lgnllc,cz + lenllypocy > L) =0,

provided L is sufficiently large, i.e., bigger than the constant c(m, T, R, 9, p) on the right
hand side of (4.29). B

Similarly, we obtain tightness of the set { £[u,]; h € (0,1)} on XX',. More precisely,
for x € (0, B) we consider the set

B, ={ueCP([0,T);H,); Iull 5, <L},

CtHy,
which is relatively compact in ', due to Arzela-Ascoli’s theorem. Due to Chebyshev’s
inequality and (4.33), we have

1 C
,C[uh](sz) = ]P("uh”ClﬁHm > L) < F]E”uh”rngm < 17
Choosing L sufficiently large yields the claim.
Finally, £[W] is tight on X'}y since it is a Radon measure on a Polish space.
To conclude, let 8 € (0,1) be given. Then there exist compact sets K, c X o Ku €
Xy Ky € X'y such that

0 0 0
LlonKp)z1- 2, Ll 21-2, LWIKy)21- 2.
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Because of Tychonoff’s Theorem K, x K, x Ky is compact in X' and using de Morgan’s
law A N B = (A€ U B)¢, we get

Llop, Uy, WI(K, x Ky x Kyy) = P(oy € K,y € Ky, W € Ky)
=1-P([oy ¢ K,] U [u, ¢ K] U[W ¢ Ky )
>1-P(oy ¢ Kp) ~ P(w, ¢ Ky) - P(W ¢ Kyy) =1,

which completes the proof. O

Accordingly, we may apply Prokhorov’s and Skorokhod’s theorems (Theorem 2.6.1
and Theorem 2.6.2). To be more precise, since X is a Polish space, due to Theorem 2.6.1,
there exists a subsequence, still denoted by £[g;,u,, W], which converges weakly,
in the sense of probability measures on XX, to a probability measure .£. Using Theo-
rem 2.6.2, we infer the following result.

Proposition 4.1.6. There exists a complete probability space (Q, F, P) with X -valued
Borel measurable random variables (9, @y, W}), h € (0,1), and (,@, W) such that (up
to a subsequence):

(1) the law of (y,, 1, W) on X is given by L[op, uy, W], h € (0,1);

(2) thelaw of (9,0, W) on XX is a Radon measure;

(3) (1, W) converges P-almost surely to (9,1, W) in the topology of X, i.e.,

8,— 0 inC([0,T];C*(T?)) P-as.,
w, »a inC*([0,T);H,,) P-as., (4.34)
W, —>W inC([0,T];U,) P-as.

Note that at this stage of our construction, § and @ are stochastic processes in
the classical sense; cf. Definition 2.1.11. Since their trajectories are P-a.s. continuous,
progressive measurability with respect to their respective canonical filtrations follows
from Proposition 2.1.18. Consequently, they are progressively measurable with respect
to the canonical filtration generated by [, @, W], namely,

[oe)
S, = 0<0t [Bluo @l ul o, [Wy] ) te[o,T).

k=1
In view of Lemma 2.1.35, the process W is a cylindrical Wiener processes with respect
to its canonical filtration. In order to show that W is a cylindrical Wiener process with
respect to (%t)tzo, we intend to apply Corollary 2.1.36. Hence we need to show that the
filtration is non-anticipative with respect to W. To this end, we first recall Theorem 2.9.1
and deduce that, for every h € (0,1), W), = Y22, e, Wy, is a cylindrical Wiener process
with respect to

0<0t [éh] u Gt[ﬁh] u U O-t[Wh,k]>’ te[0,T].
k=1
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In other words, this filtration is non-anticipative with respect to Wh. Lemma 2.9.3, to-
gether with Proposition 4.1.6, then yields the claim.
First, we show that [p, @] solves the approximate continuity equation.

Lemma 4.1.7. The process [§,1] satisfies (4.11) a.e. in (0, T) x T3, P-a.s.

Proof. As a consequence of the equality of laws from Proposition 4.1.6 and Theo-
rem 2.9.1, we see that the approximate continuity equation (4.22) is satisfied on the
new probability space by [§,,, @i, ]. Moreover, the uniform bounds (4.29) and (4.33) hold
true also for [9,,,]. Hence by Proposition 4.1.6 and Vitali’s convergence theorem we
pass to the limit in (4.22) and deduce that [9, @] is a weak solution to the approximate
continuity equation (4.11). Furthermore, the bounds (4.29) and (4.33) are also valid for
the limit process [, @1]. Consequently, (4.11) is satisfied a.e. in (0, T) x T3, P-a.s. O

As the next step, we are now going to show that the triple [, @, W] solves the ap-
proximate momentum equation (4.12).

Proposition 4.1.8. The process [, @, W] satisfies (4.15) for all ¢ € C*([0,T)), ¢ € H,,,
and t € [0,T], P-a.s.

Proof. Slightly modifying the proof, the result of Theorem 2.9.1 remains valid in the
current setting. Hence as a consequence of the equality of laws from Proposition 4.1.6,
the approximate momentum equation (4.23) is satisfied on the new probability space
by [0, 0, W 1. 1t suffices to pass to the limit with respect to h.

We observe

1081 (6) = 8 Ol < PP IRy
and similarly
11810 ~ Dh(t)||C§+v S Nopllcrca-

Now, with the convergences (4.34), the bounds (4.29), (4.33), and the assumption
(4.10) at hand, we may pass to the limit in the approximate momentum equation
(4.23). The only term that needs explanation is the stochastic integral. By the uniform
convergence of g, and i, (recall Proposition 4.1.6), the continuity of the coefficients
Fy ., and the continuity of IT,, on L4(T?) for any 1 < g < oo from (4.6), it is easy to see
that P-a.s.

1,23 [Froe (81> [8414)]] = T[0T [Fy e (@, ®)]] i L9((0,T) x T%),  (4.35)

for all k € N and all g < co. On the other hand, we have

~ T -
E [ 1ot Fe (2 0N
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XN AT SUSCARCARI T
<3 B [, MenmtalFec,hn I,

(o]

T
<12l 3. | 1 Fe (1230 18]I a

© 1
<2l Y E | 1B @), ot
k=1

(o]
< lgylies,, kaz,g <c
=1

using (4.6), (4.10), and (4.29). Hence, for any x > 0,
(o)

t 2
E ) J (J OnTL [Fr e ([07] 15 [Ty 15)] "de> ds<xk
k=N+170 *'T3
uniformly in h, provided N > Ny (k). Consequently, we strengthen (4.35) to

Ty (23T [Fe (123 ) [811)]] = Ty [011, [Fe (2, ®)]] - in L2(0, T; L, (U L2(T7))), (4.36)

IP-a.s. Combining this with the convergence of W}, from Proposition 4.1.6 we may apply
Lemma 2.6.6 to pass to the limit in the stochastic integral and hence complete the
proof. O

The proof of Theorem 4.1.3 is hereby complete.

4.1.3 Pathwise uniqueness

In this section, we show that solutions of the approximate problem (4.11)-(4.12), de-
fined on the same probability space with the same Wiener process W, are uniquely
determined by the initial data. Such a result is called pathwise uniqueness.

Proposition 4.1.9. Let [p',u!, W], [0?,u?, W] be two martingale solutions of problem
(4.11)-(4.12) in the sense of Definition 4.1.1 satisfying (4.18) and (4.19). Suppose they are
defined on the same probability space (Q, §, P) such that

[0}, u!](0) = [¢% u?](0) in C*(T>) x H,, P-a.s.
Then
[ehul] = [0?w?] inC([0,T];C*(T3) x H,,) P-a.s.

Proof. As all non-linearities appearing in the system (4.11)—(4.12) are locally Lipschitz
continuous in the phase space C**(T?) x H,,, it is convenient to introduce the stop-
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ping times
i, = inf{t € [0, T] | ||Q"(t)||C3W + ||(Qi)_1(t)||cg +a Oy > M}, i=1,2,

with the convention inf @ = T, as well as 1, = Tj; AT%;. Note that the stopping times are
well-defined due to the continuity (in time) of the involved quantities and the bounds
in (4.18) and (4.19). Moreover, we have 7,; < 7; whenever M < L and as a consequence
of the a priori estimates (4.18) and (4.19), 7;; — T holds a.s. Indeed,

]P(sup Ty = T) = 1—IP(sup Ty < T)

MeN MeN
21- Y P( sup (o' Ol + 1) Oll o + (O] o] > M, )
i “telo.T] X X
C
>1-——>1 asM - oo
M

As the next step, we recall
dI1,, (ou) =11, (dgu) + I1,,, (o du) = I1,,,(0,;u) dt + I1,, (o du);
whence (4.12) can be rewritten in the form

du + M [p]11,, [dou]
+ Mo, [div (o[ulg @) + x(lully, - R)Vpa(g)] dt
= M o], [eA(ou) + div $(Vu)] dt + I1,,, [F, (o, u)| dW. (4.37)

Taking the difference of equations (4.11) and (4.37), we obtain

0,(0" - 0°) —eA(0" - 0%) = —div (o' [u' ], - 0*[v’]) (4.38)
and
d(ul—“2)=( o] - M o' Ny [00Mu' ] dt + M [@? )1, [9,0°u* - 90w | dt
Mo Ty, [div (o' [u'] @u') + x(Ju'll, -R)Vps(e")]dt
+ M7 [@? 1, [div (@*[w’] @ u?) +x([u’], - R)Vps(e?)]dt
+ (M o] - M [@*] )y [eA(e'u') + divS(Vu')] de
+ M), [eA(o'ul - p*u?) + div§(Vu! - Vu?)]dt
+ 1y [Fe (0! u') — Fe (0% u?)] dW. (4.39)

Furthermore, 1t6’s product rule applied to (4.39) yields

Sdlut - w = (o] - o' - )T, o' d
+M™ [ ] m[atQ atglul]'(ul_uz)dt
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- M @' T, [div (o' [u']p ®u') +x(Ju'll, ~R)Vps(e")]- (u' -u?)dt

+ M7 [@? 1y, [div (@*[w’] @ w?) + x([u?], —R)Vps(e?)] - (u' —u?)dt

+ (Mo - M )10, [eA(o'ul) + divS(Vul)] - (u! - u?)dt

+ M|, [eA(o'u! - p*u?) + div§(Vu! —u?)] - (u! - u?)dt

3 0 [ - B ) e

+ I [Fe (o', u') - Fe (0%, u?)] - (u' —u?) dW. (4.40)

Now, we integrate over T>, take the supremum in time, and apply expectations. Mak-
ing use of the definition of 1, (4.25), and the Lipschitz continuity of the noise coeffi-
cients (recall (4.10)), we infer, for any x > 0,

[ses[up (ut - w2)(s ATy

TATy
< Bl1(u" w0 ] + D] [ o' - Pl - |

TATy
+c]EJ’ u -2, + 0! - 02 ds]+lE sup |IM
[ (10t -+l -8 ) ] sup. 190, |

<xE[ sup (@' -2 ATy R | + E[l(u! - w2)O) ]
se[0,T] X

+cM K)]E“TATM (||u1 w2 + ot -2 )ds] + IE[ sup |9 I] (4.41)
’ 0 H L seor el
where 9 is the stochastic integral
m= [ [, [F(el ) - Eo(eh )] (u! - w)ded .
0 Jms

By Burkholder-Davis—Gundy’s inequality and (4.10), we estimate 9t similarly by

Taty 2 12
sup |ms/\r |] <cE J Z<J [Fk,s(gl’ul) _Fk,e(92>u2)] : (ul _u2) dX) dt]
sG[O T] 0 PR

1/2

ATy 2 1 20\l _ 442 2
<cE |g o7 +|u! —u?|)ju! —u?|dx) dt

<kE supj (@' -0) ATy |(u1—u2)(5/\TM)|2)dx]
Lse[0,T] T3

+c(1<)IE“T J|u —u?f dxdt]

0

where k > 0 is arbitrary. Using this in (4.41) implies

Lg;gp (u! - w2)(s ATy 70

<KIE[SS[%P I(e" - 0*)(s ATyp) ||C2+v] +E[|(u' -u )(O)"H’"]
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AT 1 2912 1, 212
+ (M, )E J (Jul w2, +]o* +2I,)ds |, o)
0 m 'X

for any k > 0. On the other hand, the standard parabolic regularity theory from Theo-
rem A.2.3 applied to (4.38) provides the estimate

Osig(ll(e1 =)z + 0:(0" - 0*) )l )
< sup |ldiv (@'[u'] - 2*[W’]R) ) + (@' = 2*) (O] o
<S<T X X

such that, using the definition of [u],
sup ([(e' - *) )z + 0:(e" -0l )
s€[0,1] x x
< sup [I(@' - *)(S)l g + sup [I(u' —w)(s)]
s€[0,1] x s€(0,1] m
+llie" - 2*) Ol - (4.43)
It is easy to show (for instance by contradiction) that, for every x > 0, there is some

c(x) such that

T 2
sup Vg <x( sup [Vl + sup ||atv||cv)+c(x)<J0 Ivig, dt) ,

s€[0,1] se

for all v € W (0,; C¥(T3)) n L*(0,7; C>*V(T?)). Using this in (4.43) and choosing «
samll enough yields

sup (@' - 0%z + 0. (0" ~2*) ) )
s€[0,7] x x

1
T 3
< <J lo* - 0|12 dt) + sup [|(u!' - u?)()|,
0 x se[0,7] m
+ "(Ql _Qz)(o)nc)z(w- (4.44)

Next, we combine (4.42) and (4.44) with T = T A T); and choose x small enough to get

E[ sup (I(u' - w)s ATl + (e - 02) ATl

<E[]|(u' - w)(©O) 7 + (" - 2)O)lIGz0.]

TATy ) )
| [ -+l - s

with a constant depending on M. Finally, a direct application of Gronwall’s lemma
yields

E[ sup (I - w)s ATl + (e - 02)6 ATl
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<E[|(u' - w)O)[5 + (@' - )z,

with a constant depending on M. Now, as the initial data coincide, the desired con-
clusion follows by sending M — co. O

It can be seen from the proof of Proposition 4.1.9 that we have the following Corol-
lary.

Corollary 4.1.10. Under the assumption of Proposition 4.1.9, we have the estimate

E[ sup (|(u' - w)s ATyl + 10" - 2 AT ) ]
s€[0,T] X

<E[[|(u' - w)(0) 7 + (@' - *)(O)l1Ez..]
with a constant depending of M, where T, = T3, A T%; with

7y =inf{t € [0, T] | 'Ol + 1(0) " Oll o + W' Ol > M}, 1=1,2.

4.1.4 Strong solutions

Thanks to the pathwise uniqueness established in Proposition 4.1.9, we are able to
show existence of a unique pathwise solution to (4.11)—(4.12). To be more precise, we
solve (4.11)—(4.12) in the context of the following definition.

Definition 4.1.11. Let (Q, &, (F+)i0,P) be a given stochastic basis with a complete

right-continuous filtration, let W be a cylindrical ({,;)-Wiener process, and let (g,, u,)

be an §,-measurable random variable taking values in C*v(T3) x H,,. Then (g,u) is

called a pathwise solution to (4.11)-(4.12) with the initial condition (g,,u,), provided:

(1) the density g is (&,)-adapted, belongs to C([0, T]; C>*(T?)), and satisfies g > 0
P-a.s.;

(2) the velocity field u is (¥,)-adapted and belongs to C([0, T]; H,,) P-a.s.;

(3) (0(0),u(0)) = (g9, uy) P-a.s.;

(4) the approximate equation of continuity

00 + div (p[u]g) = eAp (4.45)

holds in (0, T) x T3 P-a.s.;
(5) the approximate momentum equation

T
-[ag[ ou-parde-40) [ euo-pax
0 4 3

T
= L ¢ LrB [o[u]p ®u: Ve +x([[ullg= — R)ps(p)div ] dx dt
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T
- J ¢J [S(Vu) : Vep — gu - Agp] dx dt
o Jm
T
+ L ¢ .Lr3 oI, [F.(o,u)] - @dxdW (4.46)
holds for all ¢ € C°([0,T)) and all ¢ € H,, P-a.s.

The main result of this section reads as follows.

Theorem 4.1.12. Let g, € C>*(T3), u, € H,, be an F,-measurable random variables
satisfying

]P{O < Q < Qo> "Q()"C’%w < @} =1, E[Iluoll?{m] <u, (4.47)

for some deterministic constants g, @, U, r > 2. Then the approximate problem (4.11)—(4.12)
admits a unique pathwise solution [p,u] in the sense of Definition 4.1.11. The solution
satisfies in addition

esssupte[O’T](||Q(t)||C;+V + ||atg(t)||cx + "E’_l(t)llcg) <c P-as, (4.48)
E[ sup Jumlly | <c(1+E[luglim]), (4.49)
€[0,T] m
with a constant ¢ = (m, R, T,0,0).
Proof. Consider a family of approximate solutions
{log, uel; € € N} := {[op, up, I € € N},

constructed on the original probability space (Q, &, (J¢)>0, P) by means of the itera-
tion procedure (4.21)-(4.23). Similarly to Section 4.1.2, we apply the Skorokhod repre-
sentation theorem to the joint law generated by the random variables

{100, Wy > Oy Uy, W5 k € N}
in the space
[C([0,T); C3*(T3)) x C*([0, T); H,p)]* x C([0, T ),
for suitable (, x € (0,1). Consequently, we obtain a subsequence
({85, 0y U Wi L€ N}

defined on a new probability space (Q, &, P) converging PP-a.s. to some random vari-
able [p',al, %, @?, W]. Applying the arguments used in the proof of Proposition 4.1.3,
we conclude

(8, Uy, W] — [0, 0, W] P-as., [8,,08,, W] - [0> 0 W] P-as.,
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where [§!, @}, W], i =1,2, are solutions of problem (4.11)—(4.12) on the same probability
space and with the initial data

[6(0),@'(0)] = [2%(0),4(0)] P-a.s.

As a consequence of Proposition 4.1.9, the two solutions [§', @!] coincide P-a.s. There-
fore, the family {[g,,u,]; £ € N} satisfies the hypothesis of Gyongy—Krylov’s result,
Lemma 2.10.1. Passing to a subsequence if necessary, we conclude that [g,,u,] con-
verges IP-a.s. and therefore gives rise to a solution [p, u] defined on the original proba-
bility space (Q, &, P). Note that the corresponding passage to the limit is significantly
easier than the one performed in Proposition 4.1.8; the approximate equations are sat-
isfied for the same Wiener process. O

4.1.5 General initial data

Our ultimate goal in this section is to relax the restriction (4.47). This step leans essen-
tially on the uniqueness property established in Proposition 4.1.9. We will show the
following.

Corollary 4.1.13. Let (Q, &, (F)i=0, P) be a stochastic basis endowed with a complete
right-continuous filtration ()¢ and let W be a cylindrical (,)-Wiener process. Let
[0g> U] be a given §y-measurable initial datum satisfying

0o €C*(T3), 0<p<py<D, uycH, P-as, (4.50)

for some deterministic constants g, p. Then the approximate problem (4.11)-(4.12) ad-
mits a unique pathwise solution [p,u] in the sense of Definition 4.1.11.

Proof. We consider the general initial data [g,, u,] satisfying (4.50). For a given M > 0,
we consider the set

IM = {(Q,V) | ||Q||C§+V <M, "V"Hm SM} C C2+V(T3) XHm.
Next, we modify the initial data introducing

[0g>up] if [09, up] € Iy,

[Qou> o ] =
oM 0o=M+1,u,=0 otherwise.

In accordance with Theorem 4.1.12, problem (4.11)—(4.12) admits a unique pathwise so-
lution [g,, uy,] starting from the initial condition [gg 5, U 3], for any M > 0. Moreover,
in accordance with the uniqueness result stated in Proposition 4.1.9,

Lo g1 [ON>UN T = 11, w111 (@0 Uy ] Whenever M > N.
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Seeing that

(i 1)

N=1M>N

we define [p, u] — the unique solution of the approximate problem (4.11)-(4.12) — as

[o,u] = [oy,uy] whenever [gg,u,] € Iy. O

4.1.6 Energy balance

As the next step, we show that any solution of the approximate problem (4.11)—(4.12)
in the sense of Definition 4.1.11 satisfies a variant of the energy balance.

Proposition 4.1.14. Let [p,u] be a pathwise solution to (4.11)—(4.12) in the sense of Def-
inition 4.1.11. Then the energy balance

T 1 )
-| o | [GemP+pote)] axat
+ JOT ¢ Lr [S(Vu) : Vu + eg|Vul? + P} (0)|Vpl?] dx dt
T
—_—— 2 .
_ zj J ol [Fie 0] dxdt+JO (l)LrBQHm[IFE(Q,u)] udxdw,

+¢(0) LFB [590|u0|2 4 pé(go)] dx (4.51)

holds for all ¢ € C°([0, T)) P-a.s. with the approximate pressure potential

Ps(0) = QI pi(Z) dz.

Proof. To this end, we formally test (4.12) by u and integrate the resulting expression
by parts. More precisely, we apply It6’s formula to system (4.11)—(4.12) and the func-

tional
fAT)xH,~ R (0.0~ jw q- M [olqdx
We observe that
of (0.@) = M '[olq e Hy,, 35f(0,@) = M (0] € L(Hp,H,y,)
and

agf(g,q):——<q, ol M (1M [olq) € L(LX(T?), R).
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Therefore
1 2
flo,ou) = 5[ olul”dx,
T3
o4f(0,0u) =1, gf(0,0u) = M[o],
1
0,f (0.0w) = —Elulz.
Hence we deduce
1 .
d Lp ielul2 dx = - Lr} [div (e[ulg ®u) + x(lully - R)Vps(e)] - udxdt
. j [eAou) + div S(Vu)] - udxdt - — J 2 do dx
J 2 Jps
| elmn[Fro@wlP dxdr s | o, [F(ow]- udxaw.
(4.52)
Furthermore, equation (4.11) tells us that
1 j P dodx = J eluProdxdt - 1 J div (o[ulp)uP dxd,
2 Jps 2 Jys 2 Jp3
while

J div(g[u]R®u)-udx:—%J olulg - VIuPdx = j div (o[u]g)lul?dx
yIg g g

N =

and

€ J Alou) -udx = —¢ J olVul?dx + 1 j elul?Apdx.
']r3 T3 2 ']I*B
Consequently, relation (4.52) reduces to
1
d J —plu>dx + J S(Vu) : Vudxdt + £ j o|Vul? dx dt
T3 2 ']IG T3

| x(iuly, - Rps(oivuca

2l

ol [Fe (o] dxdt + Lr oI, [F(o.w)] -udxdW.  (4.53)
k:l 3 3

Finally, we multiply equation (4.11) by b’ (@) to obtain its renormalized formulation
as follows:

db(p) + div (b(p)[ulg) dt + (b’ ()0 - b(p))div [u]g dt = eb’ (@) Ap dt. (4.54)
Seeing that

x(lully, ~ R)ps(e)diva = ps(o)div [ulg,
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we rewrite the energy balance (4.53) in its final form

a| [GemP+Pse)]ax

+J S(Vu):VuddeeJ Qqulzdxdt+eJ Pl (0)IVol* dx dt
3 I
1 z J, olrnlFeao ) axar [ o, o] udxaw. @5

Consistently with the weak formulation of the field equations in Definition 4.1.1, we
finally rewrite (4.55) in the form of a variational equality (4.51) with a deterministic
test function ¢ € C°([0, T)). O

Remark 4.1.15. In (4.55), the stochastic integral ranges in R. More precisely, the ex-
pression

er oI, [F.(o,w)] -udx = (er oL [Fre(0w)] - udX)de

must be interpreted as an object in L,(2[; R).

Remark 4.1.16. Solutions satisfying, in addition, some form of the global energy bal-
ance will be called dissipative solutions.

4.2 Solvability of the Galerkin approximation

Our next goal is to let R — oo in the approximate system (4.11)—(4.12). Accordingly, our
target problem reads

do + div (ou) dt = eApdt, (4.56)
d1i,, [pu] + I1,, [div (ou ® w)] dt + I1,,[Vps(0)] dt
=11, [eA(pu) + div S(Vu)] dt + IT,, [oI1,,,[F. (0, w)] | dW. (4.57)

It will be solved in the context of strong pathwise solutions given by the following
Definition.

Definition 4.2.1. Let (Q, §,(F¢)i=0,P) be a given stochastic basis with a complete
right-continuous filtration and let W be a cylindrical ({;)-Wiener process. Let g, and
u, be §,-measurable random variables with values in C**(T?) and H,,, respectively.
Then (p,u) is called a strong pathwise solution to (4.56)—(4.57) with initial datum
(09> Ug), provided the following hold:

(1) the density p is (&;)-progressively measurable and satisfies

€ C([0,T];C**(T3)), >0, 0,0€C([0,T;;C"(T?)), P-as;
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(2) the velocity u is (&,)-progressively measurable and satisfies
ueC([0,T;H,,) P-as;
(3) we have P-a.s.
((0),u(0)) = (9, up)s
(4) the approximate continuity equation
0,0 +div (ou) = eAp (4.58)

holds in (0, T) x T P-a.s.;
(5) the approximate momentum equation

T
[ ag[ eu-gaxdt-40) [ equo-pax
0 e s

T
:J ¢J [ou®u: Ve + ps(p)divep] dx dt
o Jr

—JT¢j [S(Vu) : Vep - gpu - Agp] dx dt

0 g
T

+J ¢J o1, [F.(o,w)] - @ dx dW (4.59)
0 yIgd

holds for all ¢ € C°([0, T)) and all ¢ € H,,, P-a.s.;
(6) the energy equality

- [a | 3o+ Ps@)] axde-4) | [ Seoluo? + Pate)] ax

T
+ J gbj [S(Vu) : Vu + ep|Vul? + P (0)|Vol?] dx dt (4.60)
o I
1 O T ) T
=3 | ¢] emFeewiPaxdes | [ ery[Foe.w]- udxdw
k=1-0 i 0 e
holds for all ¢ € C°([0, T)) P-a.s.

Theorem 4.2.2. Let (Q,F,P) be a complete probability space, endowed with a cylin-
drical Wiener process W relative to a complete right-continuous filtration (§;);o. Let
[0o>uy] be a given initial datum which is §,-measurable such that

0o €C**(T%), 0<p<py<@, uy€H, P-as, (4.61)
for some deterministic constants g, 0, and
1 2 r
]E“ 3[Egolu0| +P5(QO)]dx] <00, (4.62)
T

forsomer > 2. Then there exists a unique strong pathwise solution [p,u] to (4.56)—(4.57)
in the sense of Definition 4.2.1.
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In order to prove Theorem 4.2.2 we adopt the following strategy:

(1) Using the energy balance from Proposition 4.1.14 we derive uniform bounds inde-
pendent of the parameter R.

(2) We perform the limit R — co. This is an easy task as the velocity field remains
bounded in H,,,; whence in any desired topology. The proof is based on a suitable
stopping time argument.

4.2.1 Uniform energy bounds

Let us begin with the uniform energy bound. In fact, this estimate holds true uniformly
in both parameters R, m.

Proposition 4.2.3. Let [p,u] be a solution to (4.11)-(4.12) in the sense of Defini-
tion 4.1.11. Then we have, uniformly in R and m,

f| ]

T
J J [S(Vu) : Vu + gp|Vul? + eP§ ()|Vol?] dx dt
0o J1s

1
sup j [-Q|u|2+P5(0)]dX
re[o,1] J131 2

]

+ 1] whenever r > 2, (4.63)

1
<cE[|[ [0 + Poteo)| x|
12
with a constant ¢ = c(r, T,¢).

Proof. The energy balance from Proposition 4.1.14, written in its integral form, reads

1 1
|, [Setmi+ Ps@]max | [Sooluol + Paleo)] ax
j [S(Vu) : Vu + eg|Vul® + €PJ (0)|Vol|*] dx dt
e

T
g

0
1 (00
23 Y j j Ol [Fro (0, w)] P dx dt + j J oL, [Fow] -udxdW,  (464)
forany 0 < 7 < T PP-a.s. Keeping ¢, 6 € (0,1) fixed we are able to derive bounds indepen-

dent of the parameters R, m € N. As the projections II,, are bounded in L? uniformly
in m (cf. (4.6)), (4.10) yields

(o] o0
> L} oI, [Fy (0 w)] > dx < Z ol [P0 wl7s
k=1
< Z lelzs [Fre (0wl < llols (4.65)
k=1
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uniformly in R and m, where q is chosen such that % +2 = 1. Note that the above bound
depends on ¢ as a consequence of (4.10). Next, by means of the Burkholder—Davis—
Gundy inequality,

t r
E| sup J J oIL, [F.(o,u)] - udxdw ]
o<t<r|Jo JT13
r/2
SIE“ H oll,, [Fkg(g,u) udx| dt] , r>1, (4.66)
0 k=1

uniformly in R and m. Furthermore, using once more (4.6) and (4.10), we deduce

2
||, etnlFecow] - uax| < il Ivouli 11, oo, )]l

< lIvelz Iveuls [Fi. o wl,.
< fRelIvelz I vaul |, (4.67)

uniformly in R and m, Where 5 t5 1 + =1. Finally, we estimate

2 2
1@l IvBul < (| etuPax) + (] e"ax)’
3 3

uniformly in R and m. Consequently, passing to expectations in (4.64), we apply Gron-
wall’s inequality to deduce (4.63). O

Remark 4.2.4. A refined analysis would give (4.63) also for 1 < r < 2. However, we
content ourselves with r > 2 requiring more integrability of the initial data.

Finally, we apply Korn’s inequality on T> (see Theorem A.1.8) to deduce, from

(4.63),
[ ] ot axae] [<e{|[ [Soumof « e ax

uniformly in R and m. From this we obtain, using the equivalence of all norms on H,,,

i

for any k > 1, r > 2 uniformly in R.

r

+1]

" 1], (4.68)

1
J IVl d ‘]sc(m,k,r,T)lEHLp[Egoluolz+P6(QO)]dx

4.2.2 Passage to the limit

Finally, everything is in hand to pass to the limit as R — co. This is based on a simple
application of a stopping time argument.
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Proof of Theorem 4.2.2. Let [py,u,] be the initial condition from the statement of the
theorem, that is, satisfying (4.61) and (4.62). Let us denote by (gg, ug) the unique path-
wise solution to (4.11)-(4.12) starting from [p,,u,], which was constructed in Corol-
lary 4.1.13. Let us consider

Tg =inf{t € [0, T] | ||uR(t)||Hm >R},

with the convention inf @ = T. Note that, since ug has continuous trajectories in H,,,,
T defines an (§,)-stopping time. Besides, due to uniqueness, if R’ > R, then 15 > 1
and (g, ug) = (gg,ug) on [0, 7). In addition, (gg,ug) is a solution to (4.56)—(4.57)
on [0, 7). Therefore, we define (p,u) by (o,u) := (g, ug) on [0, 7). In order to make
sure that (g, u) solves (4.56)—(4.57) on the whole time interval [0, T], i.e., the blow-up
cannot occur in a finite time, we are going to show that

]P(}SQEHI\)I TR = T) =1 (4.69)

This relies on the uniform bounds from the last section; cf. Proposition 4.2.3. As
(og>uy) is a smooth solution of the deterministic equation (4.11), the standard maxi-
mum principle from Theorem A.2.5, together with the assumption on the initial datum
(4.61), yields

T T
gexp(— L | div [“R]R”L;o dt) <pEr(T,X) < @exp(J0 | div [uR]R||L;X, dt>;
whence, due to (4.68) and (4.62),
T _ T
Qexp(— L IVuglle dt) <pp(T,x) < Qexp< L IVugllze dt), (4.70)
for all 7 € [0, T], x € T°. Note carefully that the proportional constants in both (4.68)

and (4.70) are independent of R. Since all norms on H,, are equivalent, the above left
hand side can be further estimated from below by

T
Qexp<—T -C J [Vugl?, ds> <pg(1T,X).
e N 2
Plugging this into (4.63), we infer

<C. (4.71)

T
]E[exp(—cJ ||VuR||%z ds) sup ||uR||fz
0 x 0<t<t x

Next, let us fix two increasing sequences (ag) and (bg) such that ap, by — co and
ag e’ = R for each R € N. As in [FM12], we introduce the following events:

T
A= [exp(—cj IVugli2, dt) sup |lugl? saR],
0 x 0<t<T x
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T
B [cj ||VuR||§zdtsbR],
0 X

C= [ sup |lugll?, <ag ebR].
O<t<t x

Then A n B ¢ C because about A N B we know

sup [lugll?, = ePze P sup ugl?,
o<t<Tt x O<t<Tt X

T
< ebr exp(—c J [VuglZ, dt) sup [[ugl?; < e’rag.
0 X ‘X

o<t<t
Furthermore, according to (4.68), (4.71), and Chebyshev’s inequality,

PA)>1-<, PB)>1--—.
ag by

Due to the general inequality for probabilities IP(C) > P(A) + P(B) — 1 we deduce

P(C)zl—i—bi—A, R — co.

ar R

This in turn implies (4.69).

Summarizing the previous discussion, (p,u) satisfies (4.58) and (4.59) together
with the corresponding energy balance (4.60). Finally, uniqueness follows from the
uniqueness of (4.11)-(4.12) (cf. Theorem 4.1.12) and (4.69). Thus we have proved The-
orem 4.2.2. O

4.3 The limit in the Galerkin approximation scheme

Our next goal is to let m — co in the approximate system (4.56)—(4.57). Accordingly,
our target problem is given, formally, by

do + div (ou) dt = eAp dt, (4.72)
d(pu) + div (ou ® u) dt + Vpg(p) dt = eA(pu) dt + div $(Vu) dt (4.73)
+pF (o, u)dW.

A rigorous formulation reads as follows.

Definition 4.3.1. Let A be a Borel probability measure on C>*V(T3) x L}(T3). Then
(. (B)e=0-P),0,u, W) is called a dissipative martingale solution to (4.72)-(4.73)
with the initial law A, provided:

(1) (T, (B0, P) is a stochastic basis with a complete right-continuous filtration;
(2) W isa cylindrical (&,)-Wiener process;
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(3) the density p is (&,)-adapted and satisfies p > 0 and t — {(o(t), ) € C([0, T]) for
any i € C*(T°) P-a.s.;

(4) the velocity field u is a random distribution adapted to (,);»o and u € L%(0, T,
WY(T3)) P-a.s.;

(5) there exists an &,-measurable random variable [, uy] such that A = £[gy,0,u];

(6) the approximate equation of continuity

00 + div (ou) = eAp (4.74)

holds in (0, T) x T3 P-a.s. and g(0) = g, P-a.s.;
(7) the approximate momentum equation

T
[ ae| eu-paxdt-90 | epuo-@ax
0 3 3
T
:J qu [oueu: Ve + ps(p)div ] dx dt
0 3
T
—J d)J [S(Vu) : Vep — pu - Agp] dx dt
o Jm
T
+J ¢>J oF,(o,u) - @dxdW (4.75)
o Jm

holds for all ¢ € C°([0,T)) and all @ € C®(T3) P-a.s.;
(8) the energy inequality

[ o[ 3ot Ps@)] axde-4) | [ Zeoluol + Pateo)] ax

T
+J ¢>J [S(Vu) : Vu + eg|Vul® + P} (0)|Vpl?] dx dt
o Jm

1 O T T
S-ZI ¢j g|Fk,g(g,u)|2dxdt+J ¢J oF,(o,u)-udxdW  (4.76)
2500 s o Jm

holds for all ¢ € C°([0, T)), ¢ >0, P-a.s.

Note that at this point the velocity field u may not have continuous trajectories.
Consequently, it is not a stochastic process in the classical sense and the role of a given
initial state is transferred from [p(0),u(0)] to [(0),pu(0)].

Theorem 4.3.2. Let A be a Borel probability measure on C>*(T3) x L}(T3), satisfying
AO<p<p<p}=1, 4.77)

for some deterministic constants g and p. Also, assume that

ch+v X L)l( (

2]

1|q? r
Lrg [_ lal” | P,;(Q)] dx| + ||g||g§w) dA(e,q) <1, (4.78)

20

printed on 2/10/2023 3:38 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

4.3 The limit in the Galerkin approximation scheme =— 133

for some r > 2. Then problem (4.72)—(4.73) admits a dissipative martingale solution in
the sense of Definition 4.3.1.

Remark 4.3.3. As a matter of fact, the solution constructed in this section belongs to
the following class:

r
]E[ sup H [lglul2 +P5(g)} dx } <1,
tefo,r)1 I3 L 2
T r (4.79)
IE[ J J [S(Vu) : Vu + eg|Vul? + €P} (0)|Vol|*] dx dt ] <1,
o Ji3
with the same r > 2 as in (4.78). In particular, we have
]E[ sup ||Q(t)||£f] <oo forsomep € (1,00), (4.80)
t€[0.T] x
T p
]E(J [ullZ, dt) <oco forsomep € (1,00), (4.81)
0 X
Zp
IE[ sup |eu®)| ™k ] <oo forsomep € (1,00). (4.82)
te[0,T] L

In order to prove Theorem 4.3.2 we adopt a strategy similar to the preceding sec-
tion:

(1) Using the energy balance we derive uniform bounds independent of the parame-
ter m.

(2) We let m — oo with the help of the stochastic compactness method based on the
Jakubowski—Skorokhod representation theorem, Theorem 2.7.1. In contrast with
Section 4.1, however, we get only martingale solutions as uniqueness is lost al-
ready at this stage of the approximation procedure.

Compared to the procedure performed in Section 4.1.2, the limit m — co is more del-
icate as (i) the system (4.57) of stochastic ODEs becomes a system of stochastic PDEs
(4.73) and (ii) the lower bound on the density will be lost in the asymptotic limit. The
latter phenomenon is obviously related to the (hypothetical) presence of vacuum zones
pertaining to compressible fluid models.

4.3.1 Uniform bounds

In this section, the approximation parameters €, 6 € (0,1) are kept fixed. Accordingly,
we call uniform the estimates that are independent of m but may depend on ¢, § as
well as T > 0. Denote by [p,u] the solution of problem (4.56)—(4.57) starting from ini-
tial condition [gy,u,], the existence of which is guaranteed by Theorem 4.2.2. Recall
that the energy bound (4.63) holds true uniformly in m. It gives rise to the following
estimates which are independent of m:
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r 1 r
E[| sup llolf| |+ Elle™: Vel ] + Ello= Vel ] < c), (4.83)
te[0,T] x tLx tL3
r 2oLy
E[| sup [lolu?(,,| +| sup lowl™ || < e, (4.84)
te[0,T] X te[0,T] L
E[IVullf;.] < c(r), (4.85)

where

] re2 (4.86)

1
cr)=~1+ IE[” [—(goluol2 +P5(QO)] dx
L2
Moreover, as a direct consequence of (4.58) and the non-negativity of g, we have

||Q(T)||L; =leolly, <c(@), te€l[0,T]. (4.87)

Apparently, none of these bounds directly controls the amplitude of u,,. The fol-
lowing holds by Sobolev’s embedding and Poincaré’s inequality, because y > %:

leoliy @il =| [ ep dx| <[ olwp -uldx+ | oluax
ygd g 3

< llelly (W -l +1Ivel: I veulr,

< el IVullzz + lleliy + et ;-
Consequently,
2 (7 2 2 (7 2
lool?, | I de < sup Tl | 1vulZ, de
x Jo te[0,7] *Jo X
+7 sup (lloll?, + ||g|u|2||i1). (4.88)
te[0,1] x x

In view of the bounds established in (4.83)-(4.86) and the assumptions on the initial
law in (4.77), we obtain the desired estimate

E[lullfy] < ¢2(1), (4.89)
with

2r
], r>2.

() ~1+ ]E[”TB [%90|u0|2 +P5(go)] dx

Next, we recall the standard parabolic maximal regularity estimates (cf. Theo-
rem A.2.1 and Theorem A.2.2), applied to (4.58):

19celz e + ol py2a < lldiv (@) pyg + ol carvs

ol pygza < lowlyzsg + lgo oo (4.90)

for1<p,q < co.
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Remark 4.3.4. In (4.90), the regularity of the initial data can be considerably weak-
ened. However, such generality is not needed here.

Now observe that (4.83), together with T > 6, (4.85), and the standard Sobolev em-
bedding W"(T3) — L®(T?3), gives rise to
]

T
sup el | -l de
te[0,T] 0

r T r
] + IE[ U Il dt’ ]
0 X

T
E[lloul ;1] < IE[ ‘ L el lule de

r

<E

SE| ‘tS[‘éE] lol?;
< 6y(r).
Interpolating this with (4.84) yields
E[|lloullpry|'] < c;(r)  foracertainp >2, (4.91)
which, plugged in the right hand side of (4.90), implies
IE[|||Q||L€WX1,p "] <&(r) foracertainp >2. (4.92)
Finally, the estimates (4.89) and (4.92) can be used again in (4.90) to conclude
E[[l0ollprp + ||Q||waxz,p|r] < Cy(n), (4.93)

for some p > 1, where

2r
+lolcz| |, =2 (4.94)

&) ~1+ IE[ ‘ Lrs [%gomoﬁ +P6(go)] dx

4.3.2 Asymptotic limit

With the uniform bounds established in the preceding part at hand, we are ready to
perform the limit m — oo in a similar way as in Section 4.1.2. Note that the available
estimates are considerably weaker than those obtained in Section 4.1.2, making the
choice of the appropriate path space more delicate. In particular, the role of “lead-
ing” phase variables is here and hereafter transferred from [p,u] to [p,ou] as it is the
latter that enjoys a certain path continuity in time. Another new aspect is the neces-
sity to work with weak topologies that are in general not Polish. Accordingly, we use
the Jakubowski modification of the classical Skorokhod representation theorem (The-
orem 2.7.1).
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Let A be a probability measure on C?*(T?) x L1(T3) satisfying (4.77) and (4.78).
Let (Q, &, (Ft)i=0, P) be a stochastic basis with a complete right-continuous filtration
and let W be a cylindrical Wiener process relative to (&;)o. Finally, let (g4,q,) be
&, -measurable random variables with values in C?*(T2) x L}(T3) and law A. The ex-
istence of (g, q) is guaranteed by Corollary 2.6.4. Since g, > ¢ > 0, we can setu,, = g—g.
Note that, due to assumption (4.78), we have u, € L*(T>) P-a.s. We define the initial
velocities uy ,, = IT,,uy and observe that the assumptions on the initial condition in
Theorem 4.2.2 are satisfied by (0y, U ). In addition, setting A, =P o (gg, Uy ,,) ", the
corresponding version of (4.78) holds true for A,, and uniformly in m. To be more pre-

cise, we have
JC’%W X Li (

for some r > 2 with a constant independent of m. Finally, note that we obtain
Jc;wXL; <

— JC%*VXL;(HW [%% +P5(Q)] dx

as m — oco. Relation (4.96) follows immediately, if we rewrite the quantities as expec-
tations and use the definition of u, and u, ,,. To be precise, we have

2r
+lollzn ) dAn@ V) <c, (4.95)

| [3eivi+ Pa@] ax

2r
+lollzn ) Ay (0,¥)

|, [3etvP +Pste)] ax

2r
+lolly ) dA@.@,  (4.96)

2r

1
E[|[[Seolom + Paten)| @]+ leollz |
L2 *

2r

1
_,E[H [—Qo|uo|2+P5(Qo)}dX +||g0||22w]’
12 2

using majorized convergences (recall that g, < p and ||IL,,,u, |l < lug |l L;).

Finally, let (g,,,u,,) be the solution of problem (4.56)—(4.57) obtained in Theo-
rem 4.2.2 and starting from (py,u, ,,). As a consequence of (4.95), all the estimates
in Section 4.3.1 hold true for (p,,, u,,) uniformly in m.

In accordance with the uniform bounds derived in the preceding part of this sec-
tion, we choose the path space

X =Xpy X Xygy X Xg X Xgy X Xy X Xy
where
Xy, =C(T3),
Xy, =LX(T3),
X, =IP(0, T;W'P(T3)) n (W4(0, T; L9(T3)) n L9(0, T; W>4(T°)), w)
nC, ([0, T LT(T3)),
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X pu = C([0, T W (T3)) 1 C,, ([0, T); LT (T2)),
Xy = (L2(0, T;WH(T?)), w),
Xy = C([0, T} 2Uy),

for certain p > 2, ¢ > 1 and k € IN. Note that the initial condition was included in the
path space in order to be able to pass to the limit in the energy inequality.

Now we claim that the parameters p, g, k can be adjusted in such a way that the
family of joint laws

{£[00: 0 > 0> T (@ W), U, W]; m e N} is tight on 2.

To see this, we proceed in several steps. First of all, we observe that the law £[p,] is
tight, being a Radon measure on the Polish space C(T?). Next, we show tightness of
the initial conditions u ,.

Proposition 4.3.5. The set {£[u, , ]; m € N} is tight on X' u,
Proof. By definition, u, ,, = IT,,,u,. Hence, due to continuity of the projections IT,,,, we

obtain u, ,, — U, a.s. Consequently, the convergence in law follows and Prokhorov’s
theorem, Theorem 2.6.1, implies tightness of the corresponding laws. O

As the next step, we prove tightness of the marginals corresponding to u,,.
Proposition 4.3.6. The set {£[u,,]; m € N} is tight on 2X,.
Proof. The proof follows directly from (4.89). Indeed, for any L > 0, the set
By = {u e L*(0, T; W™ (T°)); l[ull 22 < L}
is relatively compact in X', and
Ly, 1(Bg) = P(llu, )|z > L) < %IEMumIIL;WXLz < %

which yields the claim by choosing L sufficiently large. The same argument was al-
ready employed in Proposition 4.1.5. O

As the next step, we establish tightness of the marginals corresponding to g,,.
Proposition 4.3.7. The set {£[gp,]; m € N} is tight on X,.

Proof. Using (4.84) we obtain

2 r
E[| sup [divienu,)| ™, x| ] <), (4.97)
te[0,T] w, T
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Similarly, due to (4.83), we have

]EH sup ||€AQm||W ar ]SC(I‘).

te(0,T

As a consequence of the continuity equation (4.56),

Ellgp | <C.

o, ’2 o

Now, the required tightness in C,,([0, T]; LT (T)) follows by a similar reasoning as in
Proposition 4.3.6 due to the following compact embedding (see Theorem 1.8.5):

L(0, T; LT (T3)) n COY([0, T}; W21 (T3)) < C,, ([0, T]; LT (T3)).

Tightness in (W4(0, T; L4(T?)) n L4(0, T; W>4(T?)),w) is a direct consequence of
(4.93) due to the fact that balls are relatively compact with respect to the weak topol-
ogy.

In order to show tightness in I? (0, T; WP (T?)) for some p > 2, we observe that, in
view of compactness of the embedding

W4(0, T;L(T?)) n L9(0, T; W24(T3)) S L7(0, T; W (T3)),

which holds true for a certain r(g) > 1 by Aubin-Lions’ theorem, we obtain tightness
in L' (0, T; W™ (T3)) for r > 1. In order to increase integrability, we use an interpolation
argument. Namely, we observe that, if g > 1and r' > 2, the set

B, = {0 € W"(0,T;L9(T3)) n L(0, T; W34(T3)) n L" (0, T; W' (T3));
lollyrarg + el ay2a + el yar <L} (4.98)

is relatively compact in LP (0, T; WP (T3)) for some p > 2. Hence the desired tightness
can be deduced from (4.92) and (4.93). O

Proposition 4.3.8. The set {[I1,,(0,,U,,)]; m € N} is tight on X,

Proof. First of all, we prove time regularity of I1,,(g,,,u1,,,), Which holds true uniformly
in m. Let us start with the deterministic part of (4.57), namely,

Y, (t) = T, (0,1, )(0) — Jt I1,,[div(p,u,, ®u,,)] ds + Jt I1,,[divS(Vu,,)] ds
0 0
t t
- J I—[m [Vpﬁ(gm)] ds+e J HmA(Qmum) ds.
0 0

We will show that there exist x € (0,1) and [ € N such that

]E”Ym"CK([O,T];W;I’Z) < C. (4-99)
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To this end, we observe that, according to (4.84) and (4.89), we have
Ol ® U, € L' (Q; L2(0, T; Lt (T3))) (4.100)
for a suitable r > 1 uniformly in m. Thus
{I1,, div(o,u,, ®u,,)} is bounded in L"(Q; L2(0, T; W75 (T3))), (4.101)
by continuity of I1,,,; cf. (4.6). Similarly,
{11, divS$(Vu,,)} isbounded in L' (Q;L*(0, T; W%(T3))). (4.102)

The correct space for ps(p,,,) is L°(0, T; LY(T3)), so choosing l > % Sobolev’s embedding
yields

{Vps(o,)} isbounded in L' (Q; LP(0, T; W42(T3))), (4.103)
for all p € (1, 00). Finally, as a consequence of (4.91), we obtain
{I,,A(0n0,,)}  is bounded in L"(Q; LP(0, T; WP (T?))), (4.104)
for some p > 2. Plugging all together yields boundedness of Y, in
L'(Q; Wh2(0, T; WH(T3))),

provided [ is large enough. Now, (4.99) follows if k < %

Similarly to Section 4.1.2 and in view of the bound established in (4.99), it suf-
fices to check the time regularity of the stochastic integral. Applying the Burkholder—
Davis—Gundy inequality, we obtain

y
2 ]

t|
0 r/2
sup Y oIl [Fk,g@m,um)]uiz] foranyr>1.
o<t<T k=1 X

T
| enltn[Feton v W

T

<ty - 1,|"PE

Next, by Holder’s inequality, (4.6), (4.10), and T > 4,

"anm [Fk,a (Qm’ um)] ”]& < "Qm ”L‘,} ”Hm [Fk,e (Qm’ um)] ”Lf:

< "Qm ”LE "Fk,g (erp um) "L;X) < fk,g ”gm "L)l; . (4-105)
Next, we use the bounds (4.83) and apply Theorem 2.3.11 to obtain (lowering x if nec-
essary)
. r
]E[ ” J Oy [Fe (@ 0] AW ] <sc(r) foranyr>2. (4.106)
0 L
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In combination with (4.99), this implies

]E"Hm(gmum)llqw;l,z <Cy(r) (4.107)

uniformly for m — oo, as soon as the initial data satisfy (4.94) for some r > 2.
Accordingly, due to (4.107), tightness in C([0, T]; W%2(T?)) follows from the com-
pact embedding

C([0, T; W2(T3)) S ([0, T]; W*2(T3)),

which is valid, provided k > I. In addition, tightness in C,, ([0, T];erTrl (T3)) is obtained
from (4.84) and (4.107) with the help of the following compact embedding (see Theo-
rem 1.8.5):

(0, T; L1 (T3)) n C*([0, T); W2(T3)) S C,, ([0, T L7 (T3)). O

The singleton £[W] on C([0, T]; 1), being a Radon measure on a Polish space, is
tight. Consequently, as in Proposition 4.1.5, we obtain the following.

Corollary 4.3.9. The set {£[0g,Ug y> Q> Ty (@ W) W, W13 m € N} is tight on X

Since weak topologies are generally not metrizable, the path space U is not a Pol-
ish space. Nevertheless, it can be seen that X' belongs to the class of sub-Polish spaces,
introduced in Definition 2.1.3. Accordingly, our compactness argument is based on the
Jakubowski—-Skorokhod representation theorem instead of the classical Skorokhod
representation theorem; see Theorem 2.7.1. To be more precise, we infer the following
result.

Proposition 4.3.10. There exists a complete probability space (Q, §, P) with X -valued

Borel measurable random variables [, ,,» Qo > B> A Ups Wip], m € N, and [8, 8, 0,

@, 0, W] such that (up to a subsequence):

(1) for allm e N, the laws of [,y o > D> Ayys B> W] and [0, Wy Oy T (@)
u,,, W] coincide on X';

(2) thelaw of [9,,1y,0,4, 0, W] on X is a Radon measure;

B) (B> Wom> 8> Uy Ui W] converges in the topology of X P-a.s. to [9,, 1,0, 4,
u, Wi, ie.,

Bom = 0o I C(T%),
Uy, >0y in[*(T3),
0, — 0 inILP(0,T; WP (T?)),
8, —0 inW(0,T;L9(T3))nL1(0,T; W>(T?)),
0, 0 inC,([0,TLY(T?)), (4.108)
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in C([0, T]; W2(T3)),

in C,, ([0, T); L1 (T3)),

in L?(0, T; W2(T3)),
in C([0, T]; Uy),

=N =]
3 3
ol
K]

=
3
|
= e

W, —
P-a.s. for certainp >2,q > 1, and k € N.

We observe that at this stage of the proof it becomes convenient to work with
random distributions as introduced in Section 2.2. Indeed, it is seen from the above
compactness result that the limit velocity @ is not a stochastic process in the classi-
cal sense; cf. Definition 2.1.11. As discussed in Section 2.3, the stochastic integration
theory relies on the associated “arrow of time”, which is represented by the progres-
sive measurability of the corresponding integrands. Recall that, for random distribu-
tions that are adapted in the sense of Definition 2.2.13 and satisfy a suitable integrabil-
ity assumption, Lemma 2.2.18 guarantees the existence of a progressively measurable
stochastic process belonging to the same class of equivalence.

As a consequence, it was discussed in Remark 2.3.7 that the minimal assump-
tion on integrands, under which the stochastic integral is well-defined, is the non-
anticipativity of the corresponding joint canonical filtration with respect to the driving
Wiener process. In particular, we define

(o]
Sp o= 0("1 [6]u o [aju U at[Wk]): te[0,T],
k=1
and need to check that &, is independent of o(W(s) - W(t)) for all s > ¢. This can be
done by following the same arguments as in the discussion after Proposition 4.1.6.
More precisely, we first recall Theorem 2.9.1 and deduce that, for every m € N,
W = Y52, e W, is a cylindrical Wiener process with respect to

a(at[@m] vo,li,lul at[Wm’k]>, te[0,T).
k=1

In other words, this filtration is non-anticipative with respect to W,,. Lemma 2.9.3,
together with Proposition 4.3.10, then allows one to pass to the limit as m — oo and the
non-anticipativity of ({?t)tzo with respect to W follows. Finally, due to Lemma 2.1.35
and Corollary 2.1.36, the process W is a cylindrical Wiener processes with respect to

(gt)tZO'
We are immediately able to identify q,,, m € N, and q.

Lemma 4.3.11. We have
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Proof. The first statement follows from the equality of joint laws of
(Om> U [T (@) @D (B, Uy, Ay)-
In order to identify the limit ¢, note that
0,0, —pu inL'(0,T;L'(T%)) P-as.

as a consequence of the convergence of ¢, and w,, in X', and X', respectively. Clearly,
this also identifies the limit of IT,,,(,,1,,) with pa. O

Next, we observe that due to equality of laws and weak lower semi-continuity of
the involved norms, the uniform bounds from Section 4.3.1 hold true also for [3,,,1,,].
Consequently, based on Proposition 4.3.10, we obtain the following.

Corollary 4.3.12. The following convergence holds true P-a.s.:
0,0, ®U, —puend inL(0,T;LY(T?)). (4.109)
Proof. From Proposition 4.3.10 and Lemma 4.3.11, we gain
I\l = LT er L, (0, iy -y, ot
- LT Lﬁ pu-@dudt = |\galZ,, Pas. (4.110)
Here we used the compact embedding
LT (T3) S w2(13),
which implies, together with Proposition 4.3.10 and Lemma 4.3.11,
I1,,(0,,0,) — 00 inL*(0,T; W (T3)) P-a.s.

In accordance with (4.110), we infer that, for almost every w, the sequence ( \/Emﬁm (w))
isbounded in L?(0, T; L?(T3)). Hence the combination of weak and strong convergence
from Proposition 4.3.10 implies

V@l — VBE  inL2(0,T;1(T%)) P-aus. (4.111)
So (4.109) follows by combining (4.110) and (4.111). O

Similarly to Lemma 4.1.7, the continuity equation (4.72) is satisfied by [g, @1] on the
new probability space. Note that, by virtue of (4.108), the limit g, @ is regular enough
for the equation to be satisfied a.e. in (0, T) x T3.

Lemma 4.3.13. The random distribution [p, @] satisfies (4.74) a.e. in (0, T) x T3, P-a.s.
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Next, we perform the limit m — oo in the momentum equation (4.57).

Proposition 4.3.14. The random distribution [p,0a, W] satisfies (4.75) for all ¢ ¢
CX([0,T)) and ¢ € C*(T3) P-a.s.

Proof. Similarly to Proposition 4.1.8, we apply Theorem 2.9.1 to show that the ap-
proximate momentum equation (4.57) is satisfied on the new probability space by
(8, Qs W ,,]. In order to let m — co in (4.57), we use Proposition 4.3.10. The limit
passage in the deterministic terms follows immediately. Let us now discuss in detail
the convergence of the terms coming from the stochastic integral. Here, the bulk of
the proof is to show

Fi . (0,,0,,) - F.(0,1) inL?(Qx(0,T)xT3) (4.112)
as m — oo for any k € N. This implies
M, [Fie (B 0)] = Fro(0,0)  in L2(Q x (0,T) x T3) (4.113)

by properties of the projection I1,,; cf. (4.6). Combining (4.113) with (4.108), we finally
gain

0L [Free @y U)] — 0F o (0,0)  inL'(Q x (0,T) x T?). (4.114)

The proof of (4.112) requires strong convergence of p,, and 1,,. The strong con-

vergence of p,, follows directly from (4.108). However, as we will see below, strong

convergence of @, can only be shown outside the vacuum set {p = 0}. Fortunately, by

the definition of F, in (4.10), the vacuum set is not seen for fixed . Note that, as a
consequence of (4.110) and (4.111), we have (up to a subsequence)

\/Q—mﬁm — /ot a.e.in (0,T) x T? P-a.s.
Let us fix some arbitrary 0 < k < g By Egorov’s theorem and (4.108) there exists a
measurable set 9, c Q x (0, T) x T> such that P ® £*([Q x (0, T) x T3]\ O,) < k and
\/aﬁm — \pw, p,, — @ uniformly in O,. (4.115)
Finally, we consider the sets

Ol ={(w,t,x) €O, : p<xk},
Q2 ={(w,t,x) €Oy : D=k}

Using (4.115), we choose m large enough such that

K
~ . 1 ~ . 2
0n <2k inQy, 0,2- in0.

N
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We remark that Fy . (9,,, i) = Fy (8, @) = 0 in O5. With these preparations at hand, we
gain

T
B[ [ P - Fro@w) axar

jg Iy o (B, ) — Fyo (0 W) drdt dP

0,0 =502 }
e ) o v

=Dk + D3

Due to the boundedness of F; , from (4.10), the first integral is bounded by k. On the
other hand, by (4.115) and continuity of F; . (and the lower bounds for § and §,, in
(92) the last integral vanishes as m — co. Since x was arbitrary, we obtain (4.112) and
(4.114) follows.

In order to apply Lemma 2.6.6 we have to deal with the infinite sum as well as the
additional square. Due to (4.6), (4.10), and (4.83), we obtain, for all g € (1,T],

ot _ 2 (T 2
]EJ (J QmHm[Fk,g(@m,um)]-(pdx> ds ssz,g]EJ (J Q%dx) ds ssz,g.
0 yE 0 T3

Hence, for any k > 0O,

Xt 5
E Z j (I Qnm[Fk’S(@m’ﬁm)] : (de) ds <k,
k=N+170 /T3
provided N > N, (x). In addition, using (4.6), (4.10), and (4.83) again, we strengthen
(4.114) to

for somer >2,all p € [1,00), and all g € [1,T). Consequently, we have
0, 1 [Fe (0,5 0,)] — 0F,(8,@)  in L?(0, T; L, (U; LA(T3))) (4.117)

P-a.s. Combining this with the convergence of W,, from Proposition 4.3.10, we may
apply Lemma 2.6.6 to pass to the limit in the stochastic integral and hence complete
the proof. O

As the next step, we pass to the limit in the stochastic integral appearing in the
energy inequality.

Proposition 4.3.15. We have
T - T ~
j j O Hm[lpg(@m)ﬁm)] A, dxdW,, — J j OF. (p,0) -udxdW in LI%(0,T)
0 J13 o J13

in probability.
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Proof. First, we observe that (4.113) can be strengthened to
I, [Fi e (@, 8,)] = Fpo(0,@)  inL9((0,T) x T?) (4.118)

IP-a.s., for all g € [1,00) and all k € N. This can be combined with the convergence of
I1,,(9,,,0,,,) from Proposition 4.3.10 such that

Lrs 0y i [Fre e By Uy)] - T dx — Lp 0F, (0, w)-udx inL*0,T) (4.119)
P-a.s., for all k € N. On the other hand we obtain, from (4.6), (4.10), and (4.84),
T
I
(T _ 2
=E J Z <«Ll"3 @mHm [Fk,s(@m’ﬁm)] Uy dx) ds
(o) ~ T 2 [ee]
<Y B[ (| lontnltax) < Y 2.
(U k=1

forallqg € (1, %]. Thus, (4.119) implies

2

o

dt
L,(R)

JTS @mHm []Fk,e(@m)ﬁm)] ! lTlm dx

Lrg 0, T [Fp (B, )] - By dX — Lrg OF.(p,0)-adx inI*(0,T;L,QALR)) (4.120)

P-a.s. Combining this with the convergence of W,, from Proposition 4.3.10, we apply
Lemma 2.6.6 and the claim follows. O

Lemma 4.3.16. The energy inequality (4.76) is satisfied by [, &, W] for all test functions
¢ € CX([0,7)), 920, P-as.

Proof. Our goal is to perform the asymptotic limit in the total energy balance (4.60).
Note that (4.60) is also satisfied by [9,,,, i,y W,,] on the new probability space with the
initial condition

1. . ~
LrB [590,m|“o,m|2 +P5(Qo,m)] dx.

This follows from the equality of laws from Proposition 4.3.10 and Theorem 2.9.1. Using
Proposition 4.3.10, we pass to the limit in the initial condition to obtain

1. )
J [—golu0|2+P5(Qo)}dx.
3 l2

Using Proposition 4.3.15, we pass to the limit in the stochastic integral. Using (4.6),
(4.10), (4.83), and (4.118), as well as the convergence of 3, from (4.108), we may pass
to the limit in the It6 correction term. Note that the integral

T
L LTB [S(V@) : Vit + el Val? + €P} (8)|Val?] dxde
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is only lower semi-continuous with respect to the topologies in (4.108). As a result,
only energy inequality (4.76) is recovered in the limit m — oo. O

The proof of Theorem 4.3.2 is hereby complete.

4.4 Vanishing viscosity limit

Our next goal is to let € — 0 in the approximate system (4.72)-(4.73). Accordingly, our
target problem is given formally by

do + div(pu)dt =0, (4.121)
d(ou) + div (ou ® u) dt + Vpg(p) dt = div$(Vu) dt + G(p, ou) dW. (4.122)

A rigorous formulation reads as follows.

Definition 4.4.1. Let A be a Borel probability measure on L}(T3) x L(T3). Then

(G, (B0, P),0,u, W) is called a dissipative martingale solution to (4.121)—-(4.122)

with the initial law A, provided:

(1) (3, (F:)0-P) is a stochastic basis with a complete right-continuous filtration;

(2) W is a cylindrical (&,)-Wiener process;

(3) the density p and the velocity u are random distributions adapted to (F;)»o, 0 = 0
P-a.s.;

(4) thereexists an &,-measurable random variable [p,, u,] such that A = £[gg, 00Uy ];

(5) the equation of continuity

~[as | evaxac=90) [ opax+[ o[ owvparar @)

holds for all ¢ € C°([0,T)) and all ¢ € C®(T3) P-a.s.;
(6) the approximate momentum equation

T
—J 6@[ Qu-tpdxdt—qb(O)J QoUy - pdx
0 3 JIES

T
= J ¢J [ou®u: Ve + ps(p)dive] dxdt
0 il

_ JOT(;[) er S(Vu) : Vepdx dt + JOT(;b er G(o,0u) - @dxdW (4.124)

holds for all ¢ € C*°(T?) and all ¢ € C°([0, T)) P-a.s.;
(7) the energy inequality

[ o | 3ot P axde- 40 [ [ ool + Pateo)] ax
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+

LTqu $(Vu) : Vudxdt
K

k=1-0

T T
J 071G (0, 0w)[* dx dt + L ¢ Lrﬂ G(p,ou) -udxdW  (4.125)

holds for all ¢ € C°([0, T)), ¢ >0, P-a.s.

The main result of this section is the following.

Theorem 4.4.2. Let T > 6. Let A be a Borel probability measure defined on the space
LY(T3) x L(T3) such that

Ap>0}=1, A{O<gsj gdxs§<oo}:1, (4.126)
€= )

where o 0 are two deterministic constants. Assume that

fyulle 35 o] o]

for some r > 4. Then problem (4.121)—(4.122) admits a dissipative martingale solution in
the sense of Definition 4.4.1.

(4.127)

Remark 4.4.3. Asin Remark 4.3.3, we have

r
B sup || [Gelu? +Ps@)] x| ] <1
tefo, 1)1 J3 1 2
T r (4.128)
]E[ J J [S(Vu) : Vu] dxdt ] <1,
o Jr3
such that again
IE[ sup ||g(t)||£?] <oo forsomep e (1,00), (4.129)
te[0,T] x
T p
]E<J ||u||$,vxl,2 dt) <co forsomep e (1,00), (4.130)
IE[ sup ||gu(t)|| ““U] <oo forsomep € (1,00). (4.131)

The proof of Theorem 4.4.2 requires the full strength of the method developed in
the context of the deterministic Navier—Stokes system. Possible oscillations of the den-
sity are ruled out thanks to the weak compactness of a quantity called effective viscous

flux,

(n +wdivu - p(o),
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where n = %‘ +Aand p >0 and A > O are the viscosity coefficients, namely, we recall
that

S(Vu) = y(Vu +Viu- %divull) + Adivul

Remark 4.4.4. It follows from the DiPerna-Lions theory (cf. Theorem A.3.1) that the
martingale solution constructed in Theorem 4.4.2 satisfies IP-a.s. the renormalized
equation of continuity
T T
[ o[ bewdrde=¢0) | beowdrs [ ¢ bewm-vpard
0 g iE o Jm
T
- j ¢J (b' (@0 - b)) divudxdt, (4.132)
o Jm

forall ¢ € C°([0,T)), all P € C*(T3), and any b € C'([0,00)) with b’ (g) = 0 for o>1
Moreover, it can be shown that

p€C([0, T;LY(T?)) P-as; (4.133)

see Lemma A.3.3.

We start with uniform bounds, independent of the parameter &, that can be de-
rived directly from the energy inequality (4.74); see Section 4.4.1. In addition, the ab-
sence of the regularization effect of the diffusion term in the asymptotic limit of the
continuity equation must be compensated by a new type of estimates of the pressure
term, obtained in Section 4.4.2. Finally, the asymptotic limit for € — 0 is performed in
Section 4.4.3 by means of an adaptation of deterministic techniques to the stochastic
setting.

4.4.1 Uniform energy bounds

In this section, the parameter 6 € (0,1) is kept fixed and we derive bounds that are
uniform in € and may depend on § as well as T > 0. Denote by [g,u] the solution of
problem (4.72)-(4.73) with the initial law A, the existence of which is guaranteed by
Theorem 4.3.2. The integral form of the energy inequality (4.76) reads

| [Setu + pste)] myax

T
+ J J [S(Vu) : Vu + eg|Vul? + €PJ (0)|Vol|*] dx dt
0 Js

<J [1 lug|? + Ps( )}dx+1§
=) 290 0 ) 2

T
J, [ olFcowp axar
k=1

T
+J J oF.(o,u) -udxdW P-as. (4.134)
o Jr3
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This can easily be seen by approximating the characteristic function of the time inter-
val [0, 7] by a family of smooth test functions ¢ € C*°([0, T)). Such a procedure yields
(4.134) for a.e. 7. However, the weak lower semi-continuity of the energy yields (4.134)
forany 7 € [0, T] IP-a.s. Note that the instantaneous values g(1), pu(t) are well-defined
as these processes are at least weakly continuous in time.

Now the energy estimates can be obtained in the same way as in Section 4.2.1.
Using (4.7), the integrals on the right hand side of (4.134) can be controlled by the
energy as

Lrs olFi(wl* dr < ff Lrs (o +olul?)dx

and, by the Burkholder-Davis—Gundy inequality,

t r
E[Sup I J 0F(o,u) -udxdw
ost<t|Jo J13
T 2 r/2 r . )2
ol 'S, i wo <[ 1] esouraf ]
0 j=1 3 o s

Note that, unlike their counterparts in Section 4.2.1, the present estimates are inde-
pendent of €.
Exactly as in Section 4.2.2, we obtain the uniform bounds:

"Q(T)"L)l( = "QO"L}( < E: Te€ [0> T])
’] +E[IVEVelZ] < ¢ (), (4.135)

E[| sup llolly
te[0,T] x

r 2 gy

E|| sup |elul?|., +| sup |loul|™ <¢ (), (4.136)
“tew,%"g [ ‘tqo,% oul™, |sa
E[||Vu||f§L§] <c,(r), (4.137)
where

2 r

cl(r):1+]E[|J [1M+Pﬁ(g(0))]dx ], r>2. (4.138)
L2 0(0)

It remains to deduce a bound for |u|;.. We argue similarly to (4.89). By the stan-
dard Poincaré inequality,

o — @)l < IVull;.
On the other hand, by virtue of (4.135), we have, similarly to (4.88),
2 [T 2 2 ° 2
eI, | lawp[de< sup ol | 1vul?; de
*Jo te[0,7] *Jo x

+7 sup (ol +[elu?|?,).
t€[0,7] x x
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In view of the bounds established in (4.135)-(4.138), we obtain the desired estimate
E[lullfy] < ¢2(1), (4.139)

with

o) ~1+ IE[HTS [1 lu(O)P +P5(Q(O))} dx zr}, r>2, (4.140)

2 p(0)

taking into account (4.126). The above estimates are not strong enough to control
the pressure term proportional to o' that is now bounded only in the non-reflexive
space L. The adequate bounds will be derived in the next section.

4.4.2 Pressure estimates

Throughout this section, we again denote by [p,u] the solution of problem (4.72)—
(4.73) with the initial law A, the existence of which is guaranteed by Theorem 4.3.2.
In view of Section 4.4.1, we derive refined estimates for the pressure. We stress that all
the estimates in this section hold true uniformly in ¢.

The idea is to use the quantity

VAo - (0)ps] = AV,

with A™! defined on T? for functions of zero mean, as a test function in the momentum
balance (4.75). Note that this is not straightforward as the legal test functions allowed
in (4.75) have the form ¢(t)¢g(x), where both ¢ and ¢ are smooth and deterministic.
Nevertheless, such a procedure can be rigorously justified by the application of a suit-
able version of the generalized It6 formula, Theorem A.4.1, to the functional

0.9 J q-A'Vodx.
']I*S
We rewrite (4.75) in the following differential form:
dj ou-@dx - J [oueu: Ve + ps(p)div ] dx dt
i i
=- J [S(Vu) : Vep — gpu - A dxdt + J oF.(o,u) - @dxdW.
i i
Seeing that, in accordance with (4.74),

d(VA o - (0)13]) = -VAldiv (ou) dt + eVpdt,

Theorem A.4.1 implies

| ps@lo- (@ axar

=dj gu-A—l[Vg]dx—J pueu: VAlvpdxdt
3 e
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+ J S(Vu) : VA 'Vpdxdt - J oF.(o,u) - A'VodxdW
e 3
iy J o*divudxdt + J ou - VA ldiv (ou) dx dt. (4.141)
T3 e

Relation (4.141) integrated in time gives rise to the desired pressure bounds. In-
deed, we obtain

L Lrg ps@lo - (@)y2] dxdt

t=1 T
:U gu~A’1[Vg]dx] —I J oueu: VA 'Vpdxdt
3 t=0 o J3
T T
+J J S(Vu):VA‘IVdedt+j
I

J ou- VA ldiv (ou) dx dt
) e

6
T T
+£J J deivudxdt—J J OF(o,u)- A'VpdxdW = ) I, (4.142)
0 J 0 Jm i=1

We will show in the following that all integrals on the right hand side are controlled
by the energy bounds derived in the preceding section. Moreover, as I > 3, we may use
the standard elliptic estimates to deduce

a7 Vel < llell:-

Performing a bit tedious but straightforward manipulation, we obtain the follow-
ing estimates:
(1) By Holder’s inequality we have

|| < sup
te[0,T]

< sup |vel2 sup llveullz sup A7 Vel
te[0,1] te[0,1] te(0,1] x

j ou- A7 Vo] dx|
']1*3

1/2 1/2
<(sup llellyy )" sup flolul?[}{> sup liel;.
te[0,7] te[0,7] * telo,1]

Consequently, in view of the energy bounds (4.135) and (4.136) as well as (4.126),
E[IL]"] < ¢,(), (4.143)

with ¢, (r) given by (4.138).
(2) By virtue of the standard properties of A1,

T
Ll < sup [VA™[Voll j ol dt
te[0,1] x Jo x
T
< sup VA~ [Velll sup lolys | Tul,de
te[0,T] * te[0,T] 0

T
< sup fol}: | Iulf, dt,
te[0,1] 0
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where

Thus if T > 4, we take g < 4, and thanks to (4.135) and (4.139) combined with the
embedding W"? < L* we conclude

E[IL["] < cy(n), (4.144)

where ¢,(r) is as in (4.140).
(3) As

[vA1Vell,, < llolz,

we get

T
|5 sj J [Val?dxdt +7 sup lol?.
o Jm telor) X

€[0T

In view of (4.135) and (4.137), we find
E[|LI] < ¢,(r), (4.145)

where ¢, (r) is given by (4.142).
(4) Similarly to the previous step,

T
I, sj lou)2,

T
de< sup folf, | Il de
0 x te[0,7] “Jo x

2
T
< sup el +<j [ul2, dt> .
te[0,1] X 0 X

If T > 4, the first term is controlled by the energy (cf. (4.135)) while the second
one can be estimated by virtue of (4.139) together with the standard embedding
W'? < L*. Thus we obtain

E[II,I"] < ¢y (n). (4.146)
(5) The term I; can easily be bounded by
T T
L] < j j 0" dxdt + j J (Vu dxdt.
0 Jr? o Jr
Consequently, we have
E[|I5]"] < ¢1(r)

using (4.135) and (4.137) together with ' > 4.
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(6) Finally, the stochastic integral can be handled as follows using the Burkholder—
Davis—Gundy inequality:
]

[ T
B[ =E||| | eFlew)-atvodrdw
L1Jo J13

- ¢ r
<E| sup J J oF,(g,u) - A'VodxdW ]

Lte[o,7]]Jo J13

r TOO 2 Y/Z
<E J ZH QFkE(Q,u)-A_lVQdX| dt] ,

LJo iz

where, due to (4.7) and the properties of A1,

HP oF; . (0,u) - A'Vp dX| < fill A7'Vollpe Lr} (0 +olul)dx
<filleli; | (e +olul)x
<fitotty o4 [ (e +emmax)’

Hence we conclude

E[l]"] < ¢y (1), (4.147)

with ¢,(r) given by (4.140).

Summing up the estimates (4.142)—(4.147), we obtain the desired bound for the pres-
sure. We have
d

Note that the term JOT ITS ps(0)(@)1s dx dt can be handled using (4.135) and (4.126).

] <c,(n). (4.148)

JOT Lp (p(0) + 60" o dx dt

4.4.3 Limite -0

The uniform bounds derived in the previous section are optimal in view of the energy
method. We are ready to perform the limit € — 0. We proceed in two steps. First, we
use Jakubowski’s extension of the Skorokhod representation theorem and change the
probability space to obtain compactness in probability. Then we adapt the method
known for the deterministic case to show compactness of the densities, which is the
main issue here.

Assume that A is the initial law given by Theorem 4.4.2, that is, (4.126) and (4.127)
are satisfied. We need to approximate A by Borel probability measures A, which ful-
fill the assumptions of Theorem 4.3.2, namely, (4.77) and (4.78), such that (4.126) and
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(4.127) hold true uniformly in €. To this end, consider a random variable [g,,q,] with
law A which exists due to Corollary 2.6.4. Then one can find random variables g, . with
values in C?**(T3), for some k > 0, such that P-a.s.

0<ssgogsl, gsj 00, dx < 2p,
> < 2 ™ >

as well as
Oos — 09 InIP(LY(T?)) Vpe[LrT]. (4.149)

Next, setting

o - qo %’ ifpg >0,
* " o, if o, = 0,

it follows from the assumptions on A that

a2
Mo IP(LN(T3)) Vpe(Lr]
Qo,s
uniformly in £. Moreover, by mollification we can find random variables h, with values

in C*(T3) such that

qO,s
\/Qo,s

Let qq. = h.+/@o.- Then

-h, —0 inIP(Q;L%(T3)) Vpell,2r].

|qO,£|2 1 3
—£— e [P(; LY(T°)) Vpe(Lr]

QO,£
uniformly in € and
Qoe —qo InIP(LY(T?) Vpellr] (4.150)
Yo, do 2(3
- —2 inIP(Q;LY(T?)) VpelL2r]. (4.151)
\/QO,E \/Q_O

Note that (4.150) also uses (4.149). Finally, we define A, =P o (QO)S,qO)S)‘l. Note that
(4.149) and (4.150) imply in particular A, ~. A'in the sense of measures on LY(T3) x
LY(13).

As a consequence of the above, Theorem 4.3.2 yields existence of [g,,u,], which is
a dissipative martingale solution to (4.72)—(4.73) with the initial law A,. To be precise,
Theorem 4.3.2 yields for every € € (0,1) a multiplet

(95,85 (7). P%). 0e e, W),
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4.4 Vanishing viscosity limit = 155

which is a weak martingale solution to (4.72)—(4.73). In view of Remark 4.0.4 we may
assume without loss of generality that

(QF, %, P%) = ([0,1],8([0,1]),8) £¢€(0,1)

and that

[o0)
& = 0<at[Q£] uouJul at[wg]>, te[o,T].
k=1
Moreover, we assume without loss of generality that there exists one common Wiener
process W for all €. Indeed, this can be achieved by performing the compactness argu-
ment in Section 4.3 for the parameters from any chosen subsequence (€,,) ¢ at once.
Since (4.126) and (4.127) are satisfied by A, uniformly in &, we obtain the uniform
bounds for the quantities c,(r) and c,(r) appearing in Section 4.4.1 and Section 4.4.2.
This in turn implies the corresponding uniform bounds for [g,, u,].

4.4.3.1 Stochastic compactness method

Due to the lack of smoothness, the principal fields p,, u, will be treated in the frame-
work of weak topologies. It is convenient to use the extension of Jakubowski’s theorem
stated in Theorem 2.7.1, where the family [g,, u,, Vu,] is considered along with the as-
sociated Young measure, which allows one to pass to the limit in compositions with
non-linear functions; see Section 2.8. In our context, it will be used to pass to the limit
in the pressure as well as in the stochastic integral. Similarly to Section 4.3.2, we first
fix the path space the solutions live in. As the present uniform bounds are consider-
ably weaker than those in Section 4.3.1, everything must be done more carefully. It is
convenient to include the energy

1
ES :=E(Q£,ll€) = EQe|us|2 +P6(Q£)~

Aswehave shown in Section 4.4.1, the energy E, isbounded in expectation in the space
L>®(0, T;L(T3)). This embeds into L*®(0, T; M ,(T>)), considered as the dual to the
separable Banach space L'(0, T; C(T?)). Here M ,,(T>) denotes the space of bounded
Borel measures on T>. Consequently, L* (0, T; M b(’JF3)) is a sub-Polish space and the
Jakubowski—Skorokhod theorem, Theorem 2.7.1, is applicable.

Finally, we also include the Young measure corresponding to [g,,u,,Vu,]. The
reader is referred to Section 2.8 for an introduction. Let v, be the canonical Young
measure associated to [g,, u,, Vu,]. To be more precise, v, is the weakly-* measurable
mapping

v, : [0, T] x T3 - P(R x R x R*3) = P(RP),
given by

Ve,tx () = 6o, u,,vu, 160 ()-
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156 —— 4 Global existence

Note that there is an additional dependence on the randomness variable w. In view of
the discussion in Section 2.8, v, can be regarded as a random variable taking values
in the space of Young measures which we denoted by

(L2 ((0, T) x T P(RP)), w*).

We recall that the weak-* topology on this space is determined by functionals
T
L2(0,T)xT;P(RE) - R, v J J !I)(t,x)J $(&) vy, (§) dxdt,
0 3 RrRB

where 1 € L((0,T) x T3) and ¢ € C,(R?). It was discussed in Section 2.8 that this
topology is finer than the weak-* topology on LS (0, T) x T>; M ,(R')), which is the
topological dual of L'((0, T) x T?; C,(R'®)). Consequently, the space of Young measures
(L ((0, T) x T3; P(R13)),w*) belongs to the class of sub-Polish spaces.

As the next step, we define the corresponding path space. We have

szgoquoxx% XX g X Xy X Xy x Xy x Xpx X,

where

Xy, =LN(T?), Xg =LY(T°), x% =L*(T3),

X, = (L0, T) x T%),w) n C, ([0, T L*(T?)),
X u=Cy ([0, T};L% (T3)) n C([0, T); W*2(T3)), k> g

Xy =(L2(0, T; WH(T°)), w),

Xw =C([0,T];2y),

X =(L=(0, T; M,(T%)), w”),

X, = (L2 ((0, T) x T3; P(RB)), w*).

To proceed, it is necessary to establish tightness of the set

9o,
{’CI:QO’E’ qo"c;) .\/QLT&:S’QS’QS“S’ ug: W)E(S(Q‘gﬂug):vg}; g€ (O) 1)}

on X. To this end, we observe that tightness of the initial laws

ﬁ]. }

{fC[QO,pqO,g’ \/LE ;€€ (0’ 1)

follows from (4.149)-(4.151) and Prokhorov’s theorem (Theorem 2.6.1). Tightness of
{£[u,]; € € (0,1)} can be shown as in Proposition 4.3.6 using (4.139), while tightness of
{£lp.]; € € (0,1)} is as in Proposition 4.3.7 using (4.135), (4.136), and (4.148). Tightness
of uy, is immediate and was discussed just before Corollary 4.3.9. To show tightness
for {£[p,u,]; € € (0,1)}, we observe that the proof of Proposition 4.3.8 requires some
modifications.

EBSCChost - printed on 2/10/2023 3:38 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



4.4 Vanishing viscosity limit = 157

Proposition 4.4.5. The set {£[g.u,]; € € (0,1)} is tight on X py,.

Proof. We proceed similarly to Proposition 4.3.8 and decompose g, u, into two parts,
namely, o, u.(t) = Y*(¢t) + Z%(t), where

t t
YE(t) = (p,u,)(0) - J div(p,u, ®u,)ds - J div$(Vu,)ds
0 0
t t
+ L Vps(o.)ds —¢ L Apgu,)ds,
t
ZE(t) = L G,(0.,0.u,)dW.

By a similar approach as in Proposition 4.3.8, we obtain Hoélder continuity of Y¥,
namely, there exist k¥ > 0 and [ > 5/2 such that

E|[ Y] gy < C.

W;l,z

This is a consequence of the a priori estimates (4.135)—(4.139). Concerning the stochas-
tic integral Z¢, we obtain due to (3.13) as well as (4.135) and (4.136) (similarly to (3.15))

E

t
J G (0> 0.u,) dW
S

r t © 5 r/2
< E(J Z "Gk,s(gs’ qus)Hw;Lz dT)
W;I,Z

S k=1

t o ) r/2 ¢ /2
<5 [ Y t6neteeoolar) <[ [ (@ outuraxer)
S k=1 x s J13
Slt-s/2(1+E sup |vB,ul}: ) < Clt - 5|2
0<t<T

and the Kolmogorov continuity criterion applies. We can now complete the proof as
in Proposition 4.3.8. O

Proposition 4.4.6. The set {L[E,]; € € (0,1)} is tight on X .

Proof. The claim follows immediately from the bounds in Section 4.4.1, namely,
(4.134)-(4.136), and the fact that bounded sets in L®(0, T; M ,(T>)) are relatively
compact with respect to the weak-* topology. O

Proposition 4.4.7. The set {£L[v,]; € € (0,1)} is tight on X ,.

Proof. The aim is to apply the compactness criterion in (L3 ((0, T) x T3 P(RB)), w*)
established in Corollary 2.8.6. To this end, define the set

Bg:= {v € L2 ((0,T) x T P(RP));
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158 — 4 Global existence

T 13
j J j <|gl|f+1+Z|§|2>dvt,x(5)dxdtgle},
0 ']I'B ]RB i=2

which is relatively compact in (LS ((0, T) x T3; P(R")), w*). From (4.137), (4.139), and
(4.148) we deduce

T 13
L[vg](Blg):]p(J J J (|.51|f+1+z|§|2>dvm(§)dxdt>R>
0 T3 ]RB i
T
:IP(J J |gslr+1+|u€|2+|Vu8|2dxdt>R>
o J13
< LE(lg ittt w2, + v 2, 1< &
- R € L{;l € L?,x € L?,x - R
The proof is complete. O

The desired conclusion follows.

Corollary 4.4.8. The set

%,
1[o0e-g0. o0t e W.E(@, ).V, |s e € (01}

is tight on X.

Consequently, we are allowed to apply the Jakubowski—-Skorokhod representation
theorem (Theorem 2.7.1).

Proposition 4.4.9. There exists a complete probability space (), F, P) with X -valued

Borel measurable random variables [0 ,, 8¢ ;Ko 0, 8> U W, E, V], € € (0,1), as

well as [y, @, Ko, 0, 6,0, W, E, V] such that (up to a subsequence):

(1) for all € € (0,1), we know that £[§,, .My Ko er0p G B, W, Ee, V] and Llgg
Ao %,gg,ggug,ug, W,E,,v,.] coincide on X. In particular,

qO,a @gﬁe(o)

@O,s =0,(0), qo,s =0,0,(0), RO,E = \/? = >
QO,e \/QS(O)

. =0.0,, E =EQ@.0,), V=6 ava

P-a.s., as well as

r] <61, (4.152)

gl

with c,(r) given by (4.140);
(2) thelaw of [9,, 4, Ko, 0,8, 0, W,E, 7] on X is a Radon measure;

1., 5 ] ]
Su -0 u | +P dx
te[og] Lrs[zgsl el”+P5(0,)
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4.4 Vanishing viscosity limit = 159

(3) Qo g)q05>k0 S’Qs’gs &

o> Ues i, W,,E,,v,] converges in the topology of X P-a.s. to
(0¢G> Ko, 0.6, 0, W,E, 7], ie.,

0o — 0 in L'(T°%),
Qo — Gy inLY(T),
ko, ko inL*(T%),

o, —0 inC,([0,TLLI(T?)),
o, —0 inL™((0,T)xT3),
8.0, — gt inC, ([0, T};LE(T?)), (4153
w, —a inL?0,T; W(T?)),

W,—W inC([0,T];,),
E@,0,) —E inL®(0,T; M, (T3)),
8o a,va,) — ¥ INLO((0,T) x T P(RD)),

ase— 0 P-as.;
(4) for any Carathéodory function H = H(t,x, 0,v, V) where (t,x) € (0, T) x T3, (o,V, V) €
R, satisfying for some q;,q,,q5 > O the growth condition

[H(t,x,0,v, V)| <1+ [o|! + V]9 + |V|%,
uniformly in (t,x), denote H(p, 0, Va)(t,x) = (V; ., H). Then we have

H(,,u,,Va,) — H(@,a,va) in L'((0,T) x”JF3)
r+1 2

forall 1<r<—— 7 A q_ (4.154)
1 2

ase— 0 P-a.s.

Proof. The parts (1)-(3) follow from Theorem 2.7.1. The remaining point was obtained
a consequence of Corollary 2.8.3. O

For the same reasons as in Section 4.3.2, we work in the context of random dis-
tributions introduced in Section 2.2 and follow the same arguments as in the discus-
sion after Proposition 4.3.10. To be more precise, in view of Remark 2.3.7 and Corol-
lary 2.1.36, it is necessary to show that joint canonical filtration given by

3, = 0<0t[@] uoajul J ot[Wk]>, te[0,T]

k=1

is non-anticipative with respect to the limit Wiener process W.
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This is obtained as follows. According to Theorem 2.9.1, for every € € (0,1), W‘g =

Y roq ex W, is a cylindrical Wiener process with respect to

o0
0<0t[@g] valaJul ot[W&k]>, te[0,T].
k=1

In other words, this filtration is non-anticipative with respect to W,. Lemma 2.9.3 to-
gether with Proposition 4.4.9 then allows one to pass to the limit as € — 0 and the
non-anticipativity of (&), with respect to W follows. Finally, due to Lemma 2.1.35
and Corollary 2.1.36, the process W is a cylindrical Wiener processes with respect to
(8¢)r=0 and is given by the formal expansion W = Y2, e, W, for some sequence of
mutually independent real-valued (%t)-Wiener processes W, k € N.

As in Corollary 4.3.12 we obtain the following as a direct consequence of Proposi-
tion 4.4.9.

Corollary 4.4.10. The following convergence holds true P-a.s.:
0.0, @0, —paeun inL'(0,T;L'(T3)). (4.155)

Similar to Lemma 4.1.7 the continuity equation (4.123) is satisfied by [, @1] on the
new probability space. Note, however, that we only have a weak solution.

Lemma 4.4.11. The random distribution [p, @] satisfies (4.123) for all ¢ € CX°([0,T))
and i € C®(T>) P-a.s.

As a consequence of Theorem 2.9.1 we see that [p,,1,] satisfies the continuity
equation

0;0, +div(0,0,) =€AD, (4.156)

a.e.in (0, T) x T? P-a.s. We may therefore multiply (4.156) by 0, and integrate by parts,
obtaining

d 157 512 _ 1 O YT
dt Lra 2|Q£| dx+£Lr3|stl dX—_2JT3 |8,1°div i, dx.

In accordance with (4.135) and (4.137) (which continue to hold on the new probabil-
ity space due to Proposition 4.4.9), the integral on the right hand side is bounded in
expectation and we obtain

T
eE j VoI, dt < ¢;(r), (4.157)
O X

where ¢, (r) is given in (4.138). In particular, for a suitable subsequence, P-a.s.,

eAp, — 0 inL*(0,T; W (T3)).

printed on 2/10/2023 3:38 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



4.4 Vanishing viscosity limit =—— 161

Next, we perform the limit € — O in the momentum equation (4.73). To this end,
we apply Proposition 4.4.9, part (4), to compositions ps(g,) and 9 F;(d,.1,), k € N.
Specifically, there exist p5(9) and gF, (9, ), k € N, such that

ps@,) —ps@ inL((0,T)xT), (4.158)
0, F (@, 0,) — oF;(6,0) inL9((0,T) x T?), (4.159)

for some g > 1 P-a.s. Let us now define the Hilbert-Schmidt operator gIF(, i) by

OF(0, w)ey :=0F;(0,m) keN.

We obtain the following result.

Proposition 4.4.12. The random distribution [, 0, W] satisfies
T
[ as[ ou-paxde-¢0) | oty pax
0 gE §E

T -
=j ¢j [pu@a : Vep + pa@)dive] dxdt
0 3

T T
—J qu S(Vﬁ):V(pdxdt+J qu 5FG®) - pdxdW, (4.160)
o Jm o Jm
forall ¢ € C°([0,T)) and all @ € C®(T3) P-a.s.

Proof. Similarly to Proposition 4.3.14 we apply Theorem 2.9.1 to show that the random
distributions [g,, @, WE] solve the momentum equation (4.75). Before we proceed we
have to explain how to pass to the limit in the pressure and the stochastic integral.
Note that at the current stage we are only able to show that a certain limit exists but we
are unable to identify it. For the identification, strong convergence of the approximate
densities 9, is necessary, which is the main goal of Section 4.4.3.2. The identification
of the limit will then be completed at the very end of this chapter.

In accordance with (4.158), we pass to the limit in the pressure term. The remain-
ing part of the proof is devoted to the passage to the limit in the stochastic integral. In
particular, we are going to show that, for I > %,

0,Fi:(8,.0;) — pF (8,1) inL?(0,T; W(T%)) (4.161)

P-a.s., forany ¢ € C*®°(T%) and any k € N, where gF, (g, 1) was constructed in (4.159) as
the weak limit of p,_F (d,, 1i.). Hence (4.161) means that §_F, .(3,,1,) converges to the
same limit and the convergence is even strong in L?(0, T; W+2(T?)), which is needed
in order to pass to the limit in the stochastic integral; cf. Lemma 2.6.6. First observe
that, by (4.9) and (4.7),

|, Fic@e ) - Fil@. 6 ax

< J_ @g|Fk(ég’ﬁ£)|dX+ J~ 1 égle(@g’ﬁ£)|dX
0,.<€ [ag>z

€
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<hl) @retunaxe| @ rompa]

li[> 1

<file er 1+ i, | dx + J (0,11 dx|

1
|ug|>g

<of | (1+ 1+ o6, dx.

Hence, due to (4.7) and the uniform a priori estimates (4.136) and (4.139) (which con-
tinue to hold on the new probability space by Proposition 4.4.9), we obtain

0.Fi(0,-0,) - 0,F(0,,0,) > 0 inL*(0,T;LY(T?))
P-a.s., as well as
0.Fic(0,.0,) - 0.F(8,.8;) >0 inL?(0, T;W(T3)) (4.162)
P-a.s. for any k € N. To see (4.161), we first write
| eFiaon) @ax= [ o.(Fua 1) ~Fig,m) @+ | o Fil.m)-pax.
By Holder’s inequality, we have

| ac(Fu@e ) - Fu@ ) - oax <fillplis | o1, - aldx
< fel @l 12, Iz 2, 1, — &7
It follows from Proposition 4.4.9 and Corollary 4.4.10 that P-a.s.
locta -8Rl - [ onPax-2] o, -adx+ | aufdx
-0 inL*0,T). (4.163)
This implies
0. (F (8, 8,) — Fi(@,,@)) — 0 inL2(0,T; W(T?)),
for any ¢ € C*®(T3) P-a.s. Thus, (4.161) follows if we show that
0,Fi(8,,1) — oF, (B, 0) inL(0,T; Wt2(T3)) (4.164)

IP-a.s. Finally, to see (4.164), we need the following renormalized form of the equation
of continuity:

9:b(3,) +div (b(@,)u,) + (b'(8,)8, - b(d,))divi,
=ediv (b’ (6,)Vd,) - b" (8,)IVd,I%, (4.165)
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for any b having at most quadratic growth,
[b"(@)|s1 forallp=>0.

Equation (4.165) follows easily by multiplying (4.156) by b’ (9,). Now, with the help of
(4.154) and (4.157), we deduce from (4.165)

b®,) — b(@) inC,([0,T];L*(T3))ase — 0. (4.166)

Note carefully that we do not have to pass to a subsequence as the limit is uniquely
determined by (4.154).

The function b in (4.166) depends solely on g. To obtain a similar statement for
the Carathéodory composition,

0,.F(0,.t.x) = 0, F; (0,.1(t, X)),
we use an approximation argument. First, we recall the compact embedding
C(10.THL*(T?)) < L2(0, T; W2).

Consequently, we deduce from (4.166) and the fact that @ € L?(0, T; W»2(T3)) P-a.s.
that

b(p,)B() — b(@)B(W) in L?(0, T; W12(T3)),

for any globally Lipschitz b and B. Thus (4.164) follows by a density argument via ap-
proximation of gF; (o, u) by finite sums }; b;(0)B;(u). Note again that the result holds
unconditionally for the original sequence, meaning we do not need to take a subse-
quence in w. We have shown (4.161).

Forl> %, we have, by Sobolev’s embedding (cf. (3.15)),

T
P ~ = = \2
E L "QQ]PS(Qg’u&')”Lz(u;W;LZ) dt

A

~ T x ~
IEJ (@g)T3 J. <z@;lle,E(@g’@gu£)|2>dth
0 T \k=1

A

(T
E L 0.)13 Lp (8, + 0,0, ?) dxdt < ¢y (r), (4.167)
using also (4.9), (4.7), (4.135), and (4.136). Consequently, (4.161) implies

0. F.(0,,1;) - 0F(@m) in L*(0,T;L,(2 W*(T?)))

IP-a.s. Combining this with the convergence of W, from Proposition 4.4.9, we may ap-
ply Lemma 2.6.6 to pass to the limit in the stochastic integral and hence complete the
proof. O
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4.4.3.2 Deterministic compactness method

Our ultimate goal is to show strong (pointwise a.e.) convergence of the approximate
densities. We adapt the method used in the deterministic case based on weak conti-
nuity of the effective viscous flux. Evoking the procedure yielding (4.142), we use the
quantity

VAo - (@) ] =A7"V0

as a test function in (4.160). Repeating step by step the arguments used in Section 4.4.2,
we obtain

H D5@ (2 (@)ps] dxdt

0
t=1 T
j ] —J J piet: VAV dxdt
t=0 Jo J13
+j J S(va) : VA‘1ngxdt+J J pa - VA ldiv (pa) dx dt
0 J13 0 3
T — ~
-j J BE@,@) - Ao dxdW. (4.168)
0 J13

As T > 4, we deduce from Proposition 4.4.9, the standard properties of A1, and
c
the embedding W (T3) < C(T°)

VA D, - 0p)r3] = VAT D - (@) 3], (4.169)

in C([0, T] x T3) P-a.s. Next, it is also convenient to rewrite

T T
J J S(Vﬁg):VA’W@gdxdt:J j (n+pwdiva, o, dxdt
o J13 0 J13

and, similarly,

JT j $(Va) : VA'Vpdxdt = JT j (n+wdivapdxdt.
o Jr3 o Jr3

Using the compactness properties of the family [5,, 4., W.], established in this sec-
tion, it is not difficult to let £ — O in the corresponding version of (4.142) and to com-
pare the limit with (4.168). For the convergence of the stochastic integrals, we note
that, after the change of probability space, the approximate stochastic integrals in
the corresponding version of (4.142) are driven by W, not by a single process. Conse-
quently, in order to pass to the limit, we apply Lemma 2.6.6 together with (4.161) and
(4.169). We obtain

T T
lim“ j p5(@£)éedxdt—J J (n+ wdiva, g, dxdt
0 J13 0 J13

-0
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T T
—J j p5(@)@dxdt+J J (n+wdivapdxdt
0 J13 0 J13

T
= ;inéj J (6.0, - VAT div (p,T1,) - 9,0, ® U, : VATV, | dxdt
—YJo J13

T
—J j [p@- VA ldiv (pn) - pa e : VAIVE]dxdt P-as. (4.170)
o J3

Next, we show that the right hand side of (4.170) actually vanishes. We first rewrite

T
L Lr} (6,0, - VA 'div (§,.@,) - §,0, ® 1, : VATV, ] dxdt

T
=j J u, - [§,VA'div(p,0,) - §,u, - VA"'Vp, | dx dt.
0 J13

Using the convergence result from Proposition 4.4.9 and Lemma A.1.11, we obtain
P-a.s.
0, VA ldiv (p,1,) - §, 0, - VA'Vp,
— pVA\div (§0) — pi - VATIVH
weakly in L' (T3) for any ¢ € [0, T], where
1 1 T+1
—=-+—.
r T 2r

Choosing

2r
r=5 sothatr=—>§,
'+3 5

we get (LT (T3),w) S W2(T3) and, consequently,
0, VA ldiv(p,1,) - g, - VA'Vp,
— pVA\div (§0r) — pia - VATIVH
strongly in L>(0, T; W~%(T?)) P-a.s. This, combined with (4.153), yields the desired

conclusion

T
lim J j (0,8, - VA ldiv (3,8,) - 0,1, ® 1, : VA'Vp,] dxdt
E— 0 T3

T
- L Lrs [p@- VA ldiv (pn) - pa e : VAIVp] dxdt = 0.

Consequently, relation (4.170) gives rise to
T
lim j er [ps(0,)0, — (n+wdivi, o, ] dxdt

e-0 Jg

_ LT Lrs [p5@)6 - (n + wdiviap]dxdt P-as. (4.171)
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166 —— 4 Global existence

To exploit the piece of information hidden in (4.171), we let € — O in the renor-
malized equation (4.165) with b(p,) = ,.10g(d,). Using convexity of b together with
Proposition 4.4.9, part (4), we get

0,0log(p) + div(glog(p)a) + pdiva < 0,

or, more precisely,

| 2Tos@wmax+ | [ gavipdcdes | glo@w(0)dx
3 3 3

T
0

+ r J [610g(0)0,Y +plog(p)a - Vip] dx dt, (4.172)
0 J13

for any i € C2([0,7) x T3), i > 0.

Finally, we apply the DiPerna-Lions theory of renormalized solutions (cf. Theo-
rem A.3.1) to the limit equation from Lemma 4.4.11. Since i € L?(0, T; W(T3)) P-a.s.
and p € L®(0, T; L' (T3)) P-a.s. where I > 2, equation (4.123) is satisfied also in the
renormalized sense. We have

| pe@mwmax+[ [ ' @e-b@)divupaxde= | begwo)dx
g o J13 g
+ j J [b(@)0p + b - Vip] dxdt, 4.173)
0 J13
for any ¢ € C°([0, T] x T3). In particular,
| eros@pmaxs [ | adivapdcde= | o,log@,0)dx
3 0 J13 JIES
4 j J [810g(8)0,y + 6log(®)it- Vip] dxdt. (4.174)
0 J13

Subtracting (4.174) from (4.172) and taking ¥ as a smooth approximation of the indi-
cator function of [0, 7], we obtain

_ T _
j [3108(8) - 8log(8)](r) dx + j J [Fdva - 5diva) dedt <0, (4.175)
g o Jm
for any 7 € [0, T]. As the pressure is a non-decreasing function of the density, we get

T T
tim [ [ pseoe.dxae> [ [ po@oaxa,
-0 o J13 o J13

Thus relation (4.171) yields
T
j j [Gdiva - pdivia] dxds >0
o J3

and (4.175) reduces to

J [01og(p) —olog(@)](t)dx <0 forany Tt € [0, T]. (4.176)
']I‘3
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4.4 Vanishing viscosity limit = 167

As the function g — g1log(p) is strictly convex, relation (4.176) implies the strong con-
vergence of . Specifically,

0, —0 inLi(0,T;L}(T3)) foranyl<g<ooP-as. (4.177)

With the strong convergence (4.177) at hand we are now able to identify the limit
in the stochastic integral. In view of (4.162) and (4.163) we only need the P-a.s. conver-
gence

.LQﬂ@ﬂ%WkHLpHQM4MX&em&D (4178)

for any ¢ € C*°(T>). Obviously (4.178) follows immediately from (4.177) and the Lips-
chitz continuity of F;. Hence we infer

0F,(p,1) = pF,(5,1) a.e.in Qx(0,T)x T°.

We are now going to pass to the limit in the stochastic integral appearing in the
energy inequality.

Proposition 4.4.13. We have

T T
J J @EES(@S,ﬁE)~ﬁgdxdW€—>J j 6F@G,w) - adedW  inI2(0,T)
0o J3 o J3
in probability.

Proof. We proceed similarly as in Proposition 4.3.15 and employ Lemma 2.6.6. It yields
the claimed convergence, provided we can show

J 0. Fe(@,0,) 0, dx j 0F@m)-udx inL*(0,T:L,(R)) (4.179)
T T

P-a.s. First, let us denote the approximate stochastic integral by .# . We observe, by
(4.7) and (4.9),

[ee]
E|.# "LZ(OTLZ(HR))_]E[ZJ (J 0. Frc(0..0,) -1 dX) dt]

[ B, +0,li.|?) dx ) dt] <fé

using (4.135) and (4.136). Due to the summability of f; , the convergence (4.179) follows,
provided we can show

| 2Pt t.dx— | oF@uw-adx oD (4180
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168 —— 4 Global existence

IP-a.s. for all k € N. Because of (4.135) and (4.136), this can be relaxed to
Lr} 8, Fip(8,.8,) - i1, dx — Lﬁ oF(3,0) @dx forae. te(0,T) (4.181)
P-a.s. for all k € N. In order to show (4.181) we observe
|, i@, 8.) - Fi@. )| dx

< j @g|ﬁg||Fk(z:ag,ﬁg>|dx+j|~ |, QeltclIFi (@, w0l dx
0.<€ >z

€

<Al @mdreluP)dce [ @000+ olnP) ]
b.<¢

Sl
|“g|>g

y-1 , yT+1

<he | rinP)rf( (1> )7 ([ loal T ax) 7
T3 & T3
3(1q 1o 1 3 Lo E
(s 1)) (] a0

similarly to (4.161). Due to (4.135), (4.136), and Chebyshev’s inequality, the right hand
side vanishes as € — 0 P-a.s. for a.e. t € (0, T). Consequently, it suffices to prove

Lrs 0, Fi(B,.1,) - 11, dx — Lrg oF () -udx forae.te(0,T) (4.182)

IP-a.s. for all k € N. We proceed similarly to the proof of (4.112). Note that, as a conse-
quence of Corollary 4.4.10, we have (up to a subsequence)

0,0, — i ae.in(0,T)x T° P-as.

Let us fix some arbitrary x > 0. By Egorov’s theorem and (4.177) there exists a measur-
able set 0, ¢ O x (0,T) x T? such that P® £4([Q x (0, T) x T>] \ O,) < x and

0,0, — pu, 9, — p uniformly in O,. (4.183)
Finally, we consider the sets

O ={(w, t,x) €O, : p<x},
@2 ={(w,t,x) €Oy : D=k}

As a consequence of (4.183), we can choose m large enough such that
g.<2« in0L >3 Gk
With these preparations at hand we gain

_ (T o
E L Lri* |6, F (@, 0,) - 6, - §F; (5, 1) - 1| dx d¢
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4.5 Vanishing artificial pressure limit —— 169

= | 1eFi@. 8,)- 8, - 0F (@@ - 8l dxarap

o] 0P8, - 0@l xdrap
+J Qst<Qg>\/\/——£) \LF oo \/—Qu)-%’dxdtd]i’
= (DL + (D2 + D

By Holder’s inequality we have

(I)lsj (@£|ﬁ8|+@s|ﬁ£|2+@|ﬁ|+@|ﬁ|2)dxdtdﬂ55J (1+8, 10, > +glal®) dxdt dP
o 103

4y+3
6y -3

s -3 T A o O -3
<o (0% ([ [ (+(@lu) + (@ap)oh)dede) <,
o Jr3
due to the assumption on the F; from (4.7), (4.135), and (4.136). The second integral
can be bounded by

T T
(I)stIEJ j (1+|ﬁ£|2)dxdt+K]Ej J (1+1a) dxdt < x,
o J13 0

3

using (4.135) and (4.136). On the other hand, by (4.177), (4.115), and the continuity of
F, away from the vacuum (and the lower bounds for p and g, in (92), the last integral
vanishes as € — 0. Since k was arbitrary we obtain (4.181) and, consequently, also
(4.179). Finally, we obtain the claim by Lemma 2.6.6. O

Due to the equality of laws Proposition 4.4.9 and Theorem 2.9.1, the energy in-
equality (4.76) continues to hold on the new probability space. By Proposition 4.4.9,
(4.177), and Proposition 4.4.13 it is a routine matter to perform the limit. Note in par-
ticular the convergence of the initial data (recall (4.153) and (4.149)—(4.151)).

The proof of Theorem 4.4.2 is hereby complete.

4.5 Vanishing artificial pressure limit

Our ultimate goal is to let § — 0 in (4.121)—(4.122) and to gain

do + div (pu)dt =0, (4.184)
d(pu) + div (pu ® u) dt + Vp(p) dt = div S(Vu) dt + G(g,pu) dW. (4.185)

As in the previous two sections, it is the momentum pu rather than the velocity u
that is continuous in time. Therefore, it is more natural to specify the initial values in
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170 —— 4 Global existence

terms of [p(0), ou(0)]. We consider the space L'(T3) x L}(T?) along with a Borel prob-
ability measure A such that

AMp=>0}=1, A{0<gsj deS§<oo}:1, (4.186)
€=

for some deterministic constants p, g, and

JL;xL;”Tz[; |(Z| P(Q)]

(4.187)

for some r > 4, where

P(o) = oj &) 4,

is the pressure potential.

Remark 4.5.1. Note that condition (4.187) requires
q=0 onthevacuum set {p = 0} A-a.s.

We recall the definition of a dissipative martingale solution given in Defini-
tion 3.4.1.

Definition 4.5.2. Let A = A(g,q) be a Borel probability measure on L}(TV) x LI(TV)

such that (4.187) holds. The quantity ((Q, &, (F¢)t=0, P),0,u, W) is called a dissipative

martingale solution to (4.184)—(4.185) with the initial law A if:

(1 (3, (F:)0-P) is a stochastic basis with a complete right-continuous filtration;

(2) W is a cylindrical (§,)-Wiener process;

(3) thedensity p and the velocity u are random distributions adapted to (&), 0= 0
P-a.s.;

(4) there existsan ,-measurable random variable [p,, uy] such that A = £[gy,0,u];

(5) the equation of continuity

- LT 09 | owdrdt=p0) | oopax- JOT ¢ ou-vparaxar  (ise)

holds for all ¢ € C°([0,T)) and all € C®(T3) P-a.s.;
(6) the momentum equation

T
~[as[ ou-paxde-¢) [ euo-pax
0 3 T3
T T
=j ¢I [QU®u:V¢+p(g)diV<p]dxdt—J ¢J S(Vu) : Vepdxdt
0 g 0 3
T
+J ¢J G(o,ou) - @dxdW (4.189)
0 3

holds for all ¢ € C°([0, T)) and all ¢p € C*°(T>) P-a.s.;
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4.5 Vanishing artificial pressure limit = 171

(7) the energy inequality

T

- joT %P Lﬁ [%lez +P(Q)] dxdt + J

¢J $(Vu) : Vudxdt
0 3

T (o)
<40 [Sooluol + Plog)] dx+ 5 |, #] Yo l6uo.oufaxar
k=1

© 7
+ k; L ¢ LrB G, (0,ou) - udxdw,, (4.190)
holds for all ¢ € C°([0,T)), ¢ =0, P-a.s.;
(8) if b € C}(R) such that b'(z) = 0 for all z > M,, then, for all ¢ € C°([0, T)) and all
P € C®(T3), we have P-a.s.
T T
~[ o | bowaxde=¢0) | bowdr+| [ bow vpdxde
0 3 g 0 gt
T
-[ ¢ @e-be)divupaxdt
o Jp

And we obtain the following result.

Theorem 4.5.3. Lety > % Let A be a Borel probability measure defined on the space
LN(T3) x LY(T3) such that (4.186) and (4.187) hold true for some p > o > 0 and r > 4.
Then there exists a dissipative martingale solution to (4.184)—(4.185) in the sense of Def-
inition 4.5.2.

As in the preceding sections, the proof consists of (i) showing uniform bounds
independent of 8, (ii) applying the stochastic compactness method based on Jaku-
bowski’s theorem, and (iii) showing compactness of the density by means of deter-
ministic arguments.

4.5.1 Uniform energy bounds
We start with the energy estimates that basically mimic those obtained in Section 4.4.1.
Let [p,u] be a dissipative martingale solution to (4.121)—(4.122) constructed by means
of Theorem 4.4.2. We intend to derive estimates which hold true uniformly in 6.
The energy inequality (4.125) in its integral form reads
[—g|u| +P5(Q)](T)dx+ S(Vu) : Vudxdt
L2 0 J1

1
< J [—Qo|uo|2 +P5(Qo)] dx
L2

O T T
+EZJ J g|Fk(g,u)|2dxdt+J J oF(o,u) -udxdw. (4.191)
2z )0 Jis o Ji3
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172 — 4 Global existence

In view of hypotheses (4.208)—(4.210), the inequality (4.191) provides uniform
bounds that can be obtained exactly as in Section 4.4.1:

v r |’
E[| sup loll,| ] +E[| sup slolf:| ] <ci(n), (4.192)
te[0,T] X te[0,T] x
r 2—"1 r
E[| sup olull,, |+ sup loul™, ] <), (4193)
te[0,T] x te[0,T] Ly
E[lulf ] < ¢, (4.194)

with

|

i) ~1+E[| [ [Seolof + Psteo)]

. . (4.195)
o ~1+ ]E[U [-go|u0|2 + P5(QO)] dx ]
L2
Finally, it follows from (4.123) that
le@l,; = lleolly <@ T[0T, (4.196)

4.5.2 Pressure estimates

In order to derive refined estimates of the pressure, we apply a method similar to Sec-
tion 4.4.2. We consider

VA [b(e) - (b(@)) 5] = A7 [Vb(0)]
as test function in the momentum equation (4.124). Here b is a smooth function with
moderate growth specified below.
As ps satisfies the renormalized continuity equation (see Theorem A.3.1 and
Lemma A.3.2), we get
dA™![Vb(p)] = -VA~ldiv (b(p)u) dt
+ A V((b(p) - b’ (0)o)divu)] dt. (4.197)

Exactly as in Section 4.4.2, we deduce

J, [ ps@Ibe) - (ble))y:] axat

t=1

_ Hw ou- ' [Vhio)] x| - LT Lrs oueu : VA'Vb(g) dxdt

t=0

T T
+j j S(Vu):VA‘1Vb(g)dxdt+j J ou - VA'div [b(g)u] dx dt
o J3 o J3

+ JT J ou-A'V[(b'(0)o - b(p))divu] dx dt
0 Jm

T 6
- J j oF(0,u) - A"'Vh() dxdW = Y I, (4.198)
0 J13 i=1
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4.5 Vanishing artificial pressure limit =—— 173

Now, consider b(p) = ¥, where 0 < B < % will be chosen below. Although b is not be
differentiable at g = 0, relation (4.198) can easily be justified by a density argument.
As a consequence of (4.196), standard L?-estimates for the inverse Laplacian, and the
embedding relation W4(T3) — L®°(T?) for q > 3,

sup [A'Vb(@)(8)],. <1 P-as., (4.199)
tel0,T] X

where the norm is controlled by a deterministic constant proportional to g.

The integrals on the right hand side of (4.198) are estimated in a similar way as in
Section 4.4.2:
(1) Inaccordance with (4.199), we have

|| < sup
te[0,7]

< sup [lval sup llveuly sup A7 [V
te[0,1] te[0,1] te[0,1] x

J ou-A1[vpf] dx|

T3

<c(@) sup [lelul]}%.
te[0,7] X

Consequently, by virtue of (4.193),
E[IL]"] < ¢1(r)c(@). (4.200)

(2) We use the elliptic estimates for A”! and Hélder’s inequality to obtain
T
Ll < sup [Va™ (V]I sup llelly | i3, de
te[0,7] * te[0,1] 0

T
< sup 1,y sup loll; | i3, de,
te[0,7] X te[0,1] 0 x

where

Because of y > %, W2(T3) < L8(T3), and < %y -1, we gain

E[ILI"] < c(@)c, (1), (4.201)
using (4.192), (4.194), and (4.196).
(3) As
IvAvePl . < el 2.
we get

T
5| SJ J [Vu>dxdt + 7 sup ||Qﬁ||iz
o Jr3 te[0,7] X
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In view of (4.194) and (4.196) together with 8 < 1, we obtain

E[|L]"] < ¢;(n). (4.202)

(4) Asin the previous steps,

)

T
LI < sup llolly j lull o VA div (Pu)] ., dt
te[0,7] 0 X
T
< sup ||g||ng Iuls 0Pl dt
te[0,7] 0 x
T
< sup loly sup ||gﬁ||ij Il i,
te[0,7] te[0,7] *Jo
where

+g=1,
q

<l

We observe that, as y > 3, we can choose g < 6 and r < 6 such that

115 sup loly sup ', jo 2,z d.
Using (4.192), (4.194), and (4.196), we find 8 > O small enough so that
E[I,I"] < c@)c,(n). (4.203)
By Holder’s inequality,
.
Il < sup Tl L Jul |4 V(edivu),, dt, Stotast

Moreover, the elliptic regularity estimates A1V : L'(T3) — W' (T3), for any 1 <
r < 00, and the embedding

WL (T3) - LI(T3), q< 31 ifr<3 (4.204)
-r
give rise to
la7tv(Pdivu)l < llfdivul, <ol IVl

whererisasin (4.204) and s = % Note that we can choose g < 6,p<6andr<2.
This leaves a gap for 8 > O to be chosen small enough, so that

sup [f],. <c@)
te[0,T] x
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4.5 Vanishing artificial pressure limit = 175

cf. (4.196). We obtain
T
lI;| < sup ||Q||L;J lall 2 IVal. dt
te[0.T] 0

T
< sup loly | Il de
te[0,T] 0 x

and, finally,
E[|I5]"] < c@)c, (1) (4.205)

on account of (4.192) and (4.194).
(6) As for the stochastic integral, we have, by the Burkholder—Davis—Gundy inequal-

ity,
]

¢
J J oF(g,u) - A'vof dxdw
0 J3

Bl - E|

T
J J oF(p,u) - A 'vpf dxdw
0 Js

<E| sup
L te[0,7]

]
[ © 2 /2
<E J ZH QFk(Q>u)'A_1VQBdX| dt] ,
LJo j= '/

where, due to (4.7), (4.199), and (4.196),
|| eFuew- 571V x| < flla Vel | (o+elui)ax
<@ [ (o olul)dx.
We conclude
E[l6I"] < c@)cy(r), (4.206)

as a consequence of (4.192) and (4.193).

Summarizing the previous estimates and going back to (4.198), we infer

T r
]E[ ‘ Jo er (p(o) + 6(0 +0"))of dxdt ] <c@)(ci(r) + &5(n), (4.207)

for a certain 8 > 0, with ¢, (r) and c¢,(r) given by (4.195).

4.5.3 Limit 6 — 0 - stochastic compactness method

In order to proceed with passage to the limit, it is necessary to construct approximate
initial laws A4 such that Ag — A in the sense of measures on L}(T?) x L}(T3), in order
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for the assumptions of Theorem 4.5.3 to hold true uniformly in § and, in addition, the
assumptions of Theorem 4.4.2 to be satisfied, namely, (4.126) and (4.127). This can be
done similarly to the construction of the approximate initial laws at the beginning of
Section 4.4.3. More precisely, let [g,,q,] be a random variable having the law A which
exists due to Corollary 2.6.4. It is a routine matter to find a sequence ([@g 5, o,5])s5¢(0,1)
such that

005 €LT(T3), 09s5>0, O< % < J 005 dx <20, P-as.,
T3
0os 0o InLY(T?), qus—q inLY(T’)P-as., (4.208)
2 r
IE[H [1M +P5(905)]dx ]sl (4.209)
L2 Qo '

for some r > 4 uniformly for § — 0. Also,

2 2
J [yqo,sl +P,;(go,5)]dx—>j [1M+p(go)]dx, (4.210)
L2 005 L2 Qo

as 8§ — 0 PP-a.s. Finally, note that (4.210) implies

Q5 , D i 12(13) pas. (4.211)
V@os  Vlo

Under these circumstances, Theorem 4.4.2 provides a solution [g4, ug, W] of prob-
lem (4.121)-(4.122), with the initial law A5 = £[0 5, 9o ]- As discussed in Section 4.4.3,
without any loss of generality we suppose that, for every § € (0,1), there exists

(8. (87) 150 P) 05, U5, W),

which is a solution to (4.121)—(4.122). Finally, since (4.186) and (4.187) are satisfied by
Ag uniformly in §, the bounds established in Section 4.5.1 and Section 4.5.2 give rise to
the necessary uniform estimates on [pg, uz]. In the remaining part of this section we
show that these approximate solutions generate a dissipative martingale solution of
our target problem (4.184)—(4.185).

Finally, we are ready to apply the stochastic compactness method, replacing the
original random variables by their Jakubowski—Skorokhod representation. Similarly
to Section 4.4.3, we consider the path space

X:QCQOXI%XI% XX g X Xy X Xy x Xy x Xpx X,

where
Xy, =LV(T), Xgq =LN(T?), x% =L3(T3),

X, =(L((0,T) x T%),w) n C,, ([0, T, LY (T?)),
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4.5 Vanishing artificial pressure limit =— 177

X gu = Cy (10, TEL (T2)) 1 C([0, T WFA(T3)), k> %

Xy = (L0, T; WH(T?)), w),

Xw =C([0, T];2y),

X = (L0, T; M(T%)),w*),

X, = (L®((0,T) x T3; P(RB)),w*),

where S is taken from (4.207). Here the path space is interpreted exactly as in Sec-
tion 4.4.3, with the only modification that the energy is defined as

1 T
Es(es,u5)(¥) = [ S0slusP +Pales)|(0)+ | [0} + B lef
Let

o5
[90,6’ Qo> ——» 05055 Us, W, E5(05, Us), 61p, u;,vu,] ]

vCo,s

be the family associated to the weak martingale solution [ps, us, W] with the corre-
sponding family of joint laws

o5
{5[00,6)‘10,5, ﬁy@&@&“&“& W, E5(05U5), 61g, u,vu;] ]; be (0’1)}'

Similarly to Section 4.4.3, tightness of this family of joint laws on XX follows from the
estimates obtained in Section 4.5.1 and the construction of the initial data. The ana-
logues of Proposition 4.4.6 and Proposition 4.4.7 are straightforward. The only change
lies in the proof of tightness for { £[gsu;]; 6 € (0,1)}.

Proposition 4.5.4. The set {L[psusl; 6 € (0,1)} is tight on X our

Proof. We proceed similarly as in Proposition 4.4.5 and decompose gsu; into two
parts, namely, psus(t) = Y2(t) + Z%(t), where

t t t
Y9(t) = q(0) - J div(gsus ® ug)ds + J divS(Vug)ds - J Vp(os) ds
0 0 0
t
| Gles0sup) W s),

t
Z5(t) = —6J V(os +05)ds.

0

By the approach of Proposition 4.4.5 (where we employ (4.207) instead of (4.148)), we
obtain Holder continuity of Y8, namely, there exist ¥ > 0 and [ > 5/2 such that

E|Y? C.

leco.rmw-ecey <
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178 =— 4 Global existence

Next, we show that the set of laws {£[Z%]; 6 € (0,1)} is tight on
c([o, T); W= (13))

and the conclusion follows by the lines of Proposition 4.4.5. We have, due to (4.207),
(up to a subsequence)

8(os +05) —>0 inLF((0,T)xT?) P-as.
Hence
8V(0s+05) — 0 inLT (0, T; W (T?)) P-as.
and
7550 inc([0,T); W (T?)) P-as.

This leads to the convergence in law

d .
7550 onC([0, T W (1))

and the claim follows. O

Consequently, we may apply Jakubowski’s theorem (Theorem 2.7.1) as well as
Corollary 2.8.3 to obtain the following.

Proposition 4.5.5. There exists a complete probability space (Q, §, P) with X -valued

Borel measurable random variables [@0,5,qo’s,ﬁo,ﬁ,gs,qﬁ,ﬁ,;, W, Es, V5], 6 € (0,1), as

well as [y, @y, Ko, 0,6, 0, W, E, 7] such that (up to a subsequence):

(1) for all 6 € (0,1), we know that £[p, s @5 Ko 5,85 A5 Us: W5, Es, V5] and £[g 5
do.5> :}%,Q&,Qﬁuﬁ,us, W,E(;(g&,u5),5[gé’u5,Vu51] coincide. In particular, we have

P-a.s.
~ _ _ L. - q 0515(0)
Bos=0500), Go5=05050), Ko5=—2 = 6~—6’
0os 105(0)
qs = 0505, Es= Eg(05.04), Vs= 5[@5,a5,vﬁ&],
as well as

r]

1. .05 i

+]E[ sup ” [—95|u5| +P5(05)]dx
te0, )1 JT31 2

]EHLT Lp [0} + 051 dxdt

] <o), (4.212)

with c,(r) given by (4.195);
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(2) thelaw of [, 4> Kk,,0,6,0, W,E, 7] on XX is a Radon measure;
3) [@0)5,qoﬁ,lio)&,@s,@&ﬁa,ﬁa,W,;,E,g,f/,;] converges in the topology of X P-a.s. to
(00,99, Ko,0.6, 0, W,E, 7], ie.,

05— 0y inL¥(T?),
Gos—qp in (1),
l~(0’5 —ky inL*(T3),
05 >0 inC,([0,T;LY(T?)),
05— 0 InL"*P((0,T)xT3), forsomep >0, (4.213)
Bstis — @ inC,(10.TKLY (T%)),
iy — @ inI*(0,T; WH(T3)),
Ws— W inC([0,T);,),
E5(@s015) — E  in (0, T; M, (T?)),
8o v — ¥ L ((0,1) x T3 P(RD)),
as 6 — 0 P-a.s.;

(4) for any Carathéodory function H = H(t,x,,v, V) where (t,x) € (0,T) x T3, (p,v,V) €
R, satisfying for some q > 0 the growth condition

[H(t,x,0,v, V)| 1+ o] + |v|% + |V|%,
uniformly in (t,x), denote H(p, 0, Va)(t,x) = (V; , H). Then we have

H(pg, 015, Vig) — H(p, @, V@) inL"((0,T) x T3)
y+B, 2
q; 9

forall 1<r< (4.214)

as € — 0 P-a.s.

As remarked in Section 4.3.2, namely, after Proposition 4.3.10, we may deduce that
the filtration

S ::0<ot[@] uo[aju Uat[Wk]): te[0,T],

k=1

is non-anticipating with respect to W = Y32, e, W, which is a cylindrical (,)-Wiener
process.

As in Corollary 4.4.10 we obtain the following as a direct consequence of Proposi-
tion 4.5.5.

Corollary 4.5.6. The following convergence holds true P-a.s.:

0505 ® 105 —paeu inL'(0,T;L(T?)). (4.215)
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Similar to Lemma 4.4.11, the continuity equation (4.188) is satisfied by [g, 1] on
the new probability space.

Lemma 4.5.7. The random distribution [, @] satisfies (4.188) for all¢p € C°([0, T)) and
all € C®(T3) P-a.s.

Next, we perform the limit § — O in the momentum equation (4.124). Similarly to
Section 4.4.3.1, at this stage of the proof, we are not able to identify the limit in the
pressure nor in the stochastic integral. This will be done below in Section 4.5.4, where
we establish strong convergence of the approximate densities.

First, we apply Proposition 4.5.5, part (4), to compositions p(9;) and p4F (8, Us),

k € N. Specifically, there exist p(p) and gF,(, @), k € N, such that

p@;) —p@) inLi((0,T)xT3), (4.216)
05F; (05, 05) — 0F(8,m) inL9((0,T)x T?), (4.217)

for some g > 1 P-a.s. Let us now define the Hilbert-Schmidt operator 9IF(9, @t) by

OF (0, ey := pF; (9, ) keN.
We obtain the following result.

Proposition 4.5.8. The random distribution [, &, W] satisfies
T ~ ~
| ¢ en-paxdr-90 | oyt pax
o Jr3 i
T _
:J qu [pa e : Ve + p(@)dive] dxds
o Jr3
T T _ -
- J ¢J S(Vii) : Vepdxdt + J ¢ J 5FG®) - pdxdW, (4.218)
0 g 0 e

forall ¢ € C=°([0,T)) and all ¢ € C®(T3) P-a.s.

Proof. Similarly to Proposition 4.4.12, we apply Theorem 2.9.1 to show that the ran-
dom distributions [d;, @i, W 4] solve the momentum equation (4.124). In the following
we will explain how to pass to the limit in pressure and stochastic integral. As a con-
sequence of (4.216), the definition of ps, and Proposition 4.5.5,

Ps@s) —p@) inL((0,T)xT?), (4.219)
for some g > 1 P-a.s., where p() was given in (4.216). Thus it remains to show

05F(85.05) — 0F,(8,@) inL*(0,T; W*(T?)) (4.220)
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P-a.s. for any k € N, where [ > % Due to Proposition 4.5.5 and Corollary 4.5.6, the con-
vergence (4.220) follows from

05F (85, 0) — BF(8,1) inL?(0,T; W2(T3)) (4.221)

IP-a.s. For details we refer to the proof of (4.161). As a byproduct we also obtain again,
similar to (4.166),

b(5) — b(@) inC,([0,T;L*(T?))as 6 — 0, (4.222)

for any b € C1([0,00)), b’ (p) = O for p — co. Finally, (4.221) follows from the renormal-
ized form of the equation of continuity as in (4.165)—(4.166). As in (4.167) we obtain

B[ 10,E 00 81 g,
<k @ [ (@ e P axasa0,
using (4.192) and (4.193). Consequently, (4.220) implies
0:F: (2, 8;) - BF(@ W) in L2(0, T;L,(W; W3(T?)))

P-a.s. Combining this with the convergence of W from Proposition 4.5.5, we may ap-
ply Lemma 2.6.6 to pass to the limit in the stochastic integral and hence complete the
proof. O

4.5.4 Limit & — 0 - deterministic compactness method

We consider a family [§;, 5, W] of dissipative martingale solutions of problem
(4.121)-(4.122) enjoying the compactness properties stated in (4.213) and (4.214). Our
ultimate goal is to show that the limit [, @, W] is a dissipative martingale solution of
our target problem (4.184)—(4.185).

4.5.4.1 Compactness of the density

As in Section 4.4.3, our ultimate task is to show strong convergence of the densities §;.
Following the deterministic variant of the proof, we introduce the oscillation defect
measure. We set

T
o0sc,[p; — 01((0,T) x )= sup<limsup]EJ J [Ty (05) - T (@)|" dxdt>,
k1 \ 6-0 o Jr3

where a > 1 and T}, is a family of cut-off functions defined for k € N as

. r forO<r<i,
T, (1) :kT(E)’ TeC*®([0,00)), T(r)=4T"(r)<0 forre(1,3),
2 forr>3.
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In the following we will show that
0sc,,;[05 — 0]((0,7) xT?) <1 forany7>0. (4.223)

This is crucial for the proof of compactness of the density.

Relation (4.223) will be used to show that the limit [, @] satisfies the renormalized
continuity equation P-a.s. Note that the theory of DiPerna-Lions (see Theorem A.3.1)
does not apply to the limit as the integrability of the density g is only LY. We proceed
as follows:

— we establish a variant of the effective viscous flux identity (4.171);

- weshow that osc,[05 — 0]((0,T) x T3) < co for a = y + 1. In particular, this implies
that the limit [p, @] satisfies the renormalized equation of continuity;

— we use the compactness argument analogous to Section 4.4.3 to complete the
proof of strong convergence of (95)s¢(0,1)-

We let § — 0 in the renormalized equation of continuity (4.132), obtaining

j Tg)q)(r)dﬁrj (b’(@)@—b(@))divﬁq)dxdt:j b(0,)9(0) dx
i 0 J13 T3
+[ | [5@0p+B@a- Vol drdt, (5.220)
0 J13

for any ¢ € C°([0,T] x T%) and any b € C'([0,00)), b’ (g) = O for g — co. Here, b(p)
and (b'(§)d - b(p))divaa denote the weak L}(Q x Q)-limits of b(ps) and (b’(@5)95 -
b(d))div @15, respectively, obtained by means of Proposition 4.5.5, part (4). Note that
we may use (4.222) to get

b(g) = b(@)u.
With (4.224) at hand, we use
VAT [b(@) - (b(©@)) 5] = A7 [VD(@)]

as a test function in (4.218) (see Section 4.5.1 for details), deducing

LT Lp p@[b@) - (b(@))5] dxdt
- “p ) dx]io _ LT Lﬂ bl : VA 'VB(E) dx dt
+ JOT «Lﬂ $(Vii) : VA'Vb(p) dx dt + JOT Lri g - VA 'div [b(@)a] dx dt

+

-,

pu- A [V(b'(8)2 - b(@))diva] dx dt

o
— 5

OF (3, 0) - A'Vh(p) dx dW. (4.225)

3
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Similarly, letting § — 0 in (4.198), denoting by p(3)b() the weak L' () x Q)-limit
of p(95)b(d;) (recall Proposition 4.5.5, part (4)), and using (4.221), we get

LT Lﬁ [P@b@ ~P@)(b@)y] dxdt = “T; g~ A7 [VH()] dX]:;

- lim[

T
J I 0505 ® U5 : VA'VD(§,) dx dt
6—0 T3

0

T
—J j S(Vig) : VA'Vb(pg) dx dt
0 J13

T
—j j @5ﬁ6-m-ldiv[b(g&)ﬁa]dxdt]
0 J13

+ JT j ou- A V(b (§)d - b(p))divaa] dxdt
o J3

-['[ Few o vh@axaw. 4.226)
0 J13

Now, the crucial step is again to apply Lemma A.1.11. Consequently, we deduce

T - T -
J J @ﬁ-VA‘ldiv[b(@)ﬁ]dxdt—J J G e : VAVB(E) dedt
0 J13 0 J13

T
= lim[

T
J J @61"15-VA‘ldiv[b(@ls)ﬁ(;]dxdt—J
6—0 T3

J B5ll; ® 11 : VAIVB(3,) dx |-
0 o J13

In addition, we recall thatn =A + %‘ and easily see
J S(Vii) : VA'VB(@) dx = (1 + 1) J B@)dividx
& ™
lim H S(Vils) : VA'VB(5,) dx] —(+p) J bE)diva dx.
5—0 4 ]

Thus, comparing (4.225) and (4.226) we obtain the following form of the effective vis-
cous flux identity:

IT Lrs [p@Db(@) - b(@)diva] dxdt

0
T — —
- L JT3 [p@ b@) - b@)div] dxdt; (4.227)
cf. (4.171).
Now we use (4.227) to control the oscillation defect measure. The choice b = T},
yields

[[ pon@-ron@
0 J13

Jdx = r j [T.@)dv E - To@)div ] dxdt.
0 J13
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Using (4.213), the integral on the right hand side can be estimated as
T - —_
]Ej J T (@)diva - T @)divadxde
o Jr
T
~lim & J j (T (@5) - T(0))diviis dxdt
6—0 0 T3
T

+lim I”Ej J (T (@) - Ty (B))divadxdt
6—0 0 J1s3
< 111’;1 S(];lp”Tk(@(S) - Tk(g)"Lz(()x(O,‘r)x”P)’ (4228)
where the constant in the last inequality is independent of k. Now, since p is convex,

non-negative and non-decreasing, we have p(a) — p(b) > p(a - b) whenever 0 < a < b.
In addition, T; concave, so we have

['[ [pOT@ - 7@ T@) axat

0 J13

2 L er [P@) T @) -p®@) T @ + @) - p@))(Te @) - T,,(2))] dxdt

= Jo LIS [P@T, @) - p@T: @) - @ T, (0) + P@)T;(0)] dxdt
= lim L LTB (p(@s) —P@)(Ti(@s) — T (2)) dxdt

T
zlimsupj J T (@5) - T (@) dxdt. (4.229)
6—0 o J13

Thus relations (4.227)—(4.229) put together yield the desired conclusion:
T
limsup E J J Ty (05) - T,(@)|" ' dxdt <c. (4.230)
6—0 o Jr

As the estimate is independent of k, we get (4.223).
Based on (4.223) we are going to pass to the limit in the following equation:

0,b(T; (@) + div (b(T, (0))@) + (b' (T, (0)) Ty @) - b(T;(2)))divaa
-b' (T (@)(T}(0)é - Ty (2))diva, (4.231)

which holds in the sense of distributions thanks to (4.224). On account of (4.223) we
have, forallp € (1,y),

E| T (@) - @"Izp(ng) < li?lglf]E”Tk(@(s) - @5"?{3;

<o liminffEJ 1651 dxdt
6-0 [1852K]

T
< Pjry liminffEJ j 185" dxdt — 0, k — oo,
6—0 0 J13
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so we have
T,(@) —» 0 inIP(Qx(0,T)xT>). (4.232)

In order to pass to the limit in (4.231) we have to show

b' (T (@)(TL(@)0 - Ty (8))diva —» 0 in L'(Q x (0,T) x T°). (4.233)
Recall that b has to satisfy b’ (z) = 0 for all z > M for some M = M(b). We define
Qi = {(w, t,x) € Ax [0, T] x T?; Ty (3) < M}

and gain

Ekw%n@mn@w—n@mwmwm

~ T . ~
<sup|b'(z)|E J J Xa,, (T @)@ - Ty ())divu| dx dt
z<M o Jp"k
~ T . ~
<C ligninfEJ J Xau, | (Tk(@5)85 — Tic(85))diving| dx dt
-0 o Jm= 7
<C S%P Idiv sl 260, myxr?) Hgliglf”Tli (05)05 - Tk(@zs)"Lz(Qk )
It follows from interpolation that

IT4@5)25 ~ T @5l 12q,

< ITE@5)85 ~ T @o)ls gy I Tk @5)85 — T @5 rvicgy o (4.234)
where a = 7 Moreover, we show similarly to the proof of (4.232) that

T
IT4(@5)85 ~ Tk @)l 3 o,y < CK Y Sl;p]E L Lr3 051" dx dt

—0, k- oo, (4.235)
so it suffices to prove
SUP I T (@5)05 — Ti(@5) D@ S <C, (4.236)
independently of k. As T,: (2)z < Ty (2), we have, by the definition of Q; y,

ITk(@5)85 = Tc@5)ly1(q, )
<2(|| T () - Tk(@)"Lwl(QxQ) +|l Tk(@)”LV*l(Qk,M))

< 2(”Tk(@6) - Tk(@)"LY‘rl(QxQ) + " Tk(@) - Tk(@)"Lwl(()xQ) + ”Tk(@)“Lwl(Qk’M))-
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< 2(" Tk(@6) - Tk(@)“LyH(QXQ) + " Tk(@) - Tk(D)"LyH(QXQ)) +CM.

Now (4.223), (4.222) with b = T}, and the weak lower semicontinuity of the L*!-norm,
imply (4.236). On the other hand (4.234)—(4.236) imply (4.233). So we pass to the limit

in (4.231) and gain
3:b(@) + div (b(@)) + (b' (2)2 - b(@))divii =0,
in the sense of distributions. In particular, we have
T
j BL(0)(r) dx + j J T, (0)div i dx dt = J 8, Li(By) dx,
i o J3 S
where

_ |log(e) ifo<k,
Loy = {log(k) ifo>k.

Similarly, it follows from (4.224) that

[ T —————
J L) (1) dx + J j To(@)diva dxde = J 8oLy (0) dx.
yIE o J13 yE
Moreover, as p is non-decreasing, we deduce from (4.227)

T T
j j Tk(@)divﬁdxdtzj J To(@)divadxdt.
0 J13 0 J13

Summing up (4.238)-(4.240), we get

| oL@ - @l max < j | @@ -r@)aivadra
3 0 J13

The final observation is that

T
J J (T, @) - T, (8))divindxdt — 0 as k — co,
o J3

because of (4.230). Letting k — co in (4.241), we finally obtain

Lr3 [0log(p) —olog(@)](t)dx =0 foranyt € [0,T].

(4.237)

(4.238)

(4.239)

(4.240)

(4.241)

As the function g — plog(p) is strictly convex, this yields the desired conclusion:

05(1) —> (1) inLY(T?) forany 7 € [0, T].

(4.242)

Finally, we can pass to the limit in the stochastic integral from the energy inequal-

ity as in Proposition 4.4.13.

So, we can pass to the limit in the energy inequality (4.125) using (4.210) exactly
as in Section 4.4.3. We have proved the main result of this Chapter, Theorem 4.0.2.
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5 Local well-posedness

In view of the existence result for dissipative martingale solutions from Chapter 4, it
is natural to ask whether or not one can construct solutions that are strong in the PDE
sense, at least locally in time. In the present chapter, we answer this question affirma-
tively and show the existence of a unique local-in-time strong solution, which exists
up to a positive stopping time. Recall that the notion of a stopping time associated to a
filtration was introduced in Definition 2.1.26. Roughly speaking, it is a random time up
to which the solution is constructed. More specifically, every trajectory of the solution
has a different life span, i.e., depends on the randomness variable w € Q.
The system of equations reads

do + div (pu)dt = 0, (5.1)
d(pu) + [div (pu ® u) + aVp¥] dt = div$(Vu) dt + G(p, ou) dW. (5.2)

The initial conditions are the following random variables:
0(0,-) =0p, u(0,-) =uy, (53)

with sufficient space regularity specified below. As before, the driving process W =
Yoy €x Wy is a cylindrical (&;)-Wiener process in 2, defined on some complete prob-
ability space (Q, &, P), and the coefficient G is generally non-linear and satisfies suit-
able growth assumptions. More precisely, let G(g,q) : 1 — L*(T>) be defined by

G(o, Qe = Gy (-0(),q()),

where p € L(T3), p > 0, q € L>(T>). In contrast to Chapter 4, where solutions are only
weak in the PDE sense, we have to strengthen the assumptions on the coefficients Gy.
We suppose that the coefficients G, : T> x [0,00) x R? — R> are C-functions that sat-
isfy uniformly in x € T3

G,(-,0,0)=0, (5.4)

[ee]
V! 0.qGr (60, @) < z a<oo foralllefl,...,s}, (5.5)
k=1

with s € N specified below. A typical example we have in mind is

G (x,0,q) = a;(x)o + Ay (x)q, (5.6)

where a; : T3 — R? and A, : T> — R>*3 are smooth functions. However, our analysis
applies to general non-linear coefficients G .

As discussed in Section 3.3, the system (5.1)—(5.3) is studied in the context of so-
lutions that are strong in both the PDE and the probabilistic sense. The main result of
this chapter is the existence of a unique maximal strong pathwise solution to system
(5.1)-(5.3). Let us first recall the definition of a local strong pathwise solution.

https://doi.org/10.1515/9783110492552-005
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Definition 5.0.1 (Local strong pathwise solution). Let (Q, , ()0, P) be a stochas-
tic basis with a complete right-continuous filtration and let W be an (&,)-cylindrical
Wiener process. Let (gy,u,) be an §y-measurable random variable in the space
WS2(T%) x WS(T?) for some s > Z. A triplet (¢, u,1) is called a local strong pathwise
solution to system (5.1)—(5.3), provided:

(1) tisaP-a.s. strictly positive ({;)-stopping time;

(2) the density p is a WS?(TV)-valued (§,)-progressively measurable stochastic pro-

cess such that

o(-At)>0, p(-At)eC([0,T);WS*(T3)) P-a.s.;

(3) the velocity u is a WS?(T3)-valued (%;)-progressively measurable stochastic pro-
cess such that

u(- A t) e C([0, T); WS2(T3)) N L?(0, T; WS*L2(T3))  P-a.s.;

(4) the equation of continuity

tAt
o(tNt)=0g - j div (ou)ds
0

holds forall t € [0, T] P-a.s.;
(5) the momentum equation

tAt
(ou)(t At) =poug — j div(pu®u)ds
0
tnt

tAt tAt
+ J divS(Vu)ds - J Vp(p)ds + J G(p,pu)dW
0 0 0

holds for all t € [0, T] P-a.s.

Maximal strong pathwise solutions are then defined as follows.

Definition 5.0.2 (Maximal strong pathwise solution). Fix a stochastic basis with a
cylindrical Wiener process and an initial condition exactly as in Definition 5.0.1.
A quadruplet

(0., (tg)rens t)

is called a maximal strong pathwise solution to system (5.1)-(5.3), provided:

(1) tisaP-a.s. strictly positive (g;)-stopping time;

(2) (tg)gen is an increasing sequence of (§;)-stopping times such that t < t on the
set [t < T], limg_,, tg =t a.s., and

sup ||u(t)||W2,DO >R in[t<TJ; (5.7)
te[0.tg] X
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(3) each triplet (p,u,ty), R € N, is a local strong pathwise solution in the sense of
Definition 5.0.1.

The stopping times tp announce the stopping time t, which is therefore pre-
dictable. It denotes the maximal life span of the solution, which is determined by the
time of explosion of the W?*-norm of the velocity field. Indeed, it can be seen from
(5.7) that

sup [[u(t)]|yze =00 in[t<T].
te[0,t) x

Note that the announcing sequence (tz) is not unique. Therefore, uniqueness for max-
imal strong solutions is understood in the sense that only the solution (g, u) and its
blow-up time t are unique.

We then obtain the following existence and uniqueness result.

Theorem 5.0.3. Let s € N satisfy s > % and let y > 1. Let the coefficients Gy, satisfy
hypotheses (5.4) and (5.5) and let (0o, u,) be an F,-measurable, W(T3) x WS2(T3)-
valued random variable such that g, > O P-a.s. Then there exists a unique maximal
strong pathwise solution (p,u, (tg)gen-t) to problem (5.1)-(5.3) in the sense of Defini-
tion 5.0.2 with the initial condition (pg,uy).

Remark 5.0.4. Large parts of the proof of Theorem 5.0.3 also apply to more general
pressure laws. In particular, the assumption y > 1is not needed. This restriction arises
as we rewrite (5.1)—(5.3) to a symmetric hyperbolic system, meaning we formally divide
the momentum equation (5.2) by g; see Section 5.1.1.

Let us point out that, later on, we will choose s in order to have the embedding
W52 < W?®, ie., at least s > % Observe that even though one might expect that the
W52-norm blows up earlier than the W>*-norm, this is not true. Indeed, according to
Definition 5.0.1 and Definition 5.0.2, a maximal strong pathwise solution satisfies

u(- A tg) € C([0, T WSA(T?))  P-as.

and hence the velocity is continuous in W*(T3) on [0,1). Consequently, the blow-
up of the W?-norm coincides with the blow-up of the W?*-norm at time t. This fact
reflects the nature of our a priori estimates (see Section 5.2.2): roughly speaking, a
control of the W>*-norm implies a control of the W*?-norm and leads to continuity
of trajectories in W*?2.

Note that the results of this chapter also apply to the situation in general dimen-
sions N. The corresponding bounds s > % and s > % have to be replaced by s > %’ +3
and s > % + 2, respectively. The required regularity s > %V + 3 is higher than s > %V +2,
needed in the deterministic situation; see Matsumura—Nishida [MN79, MN83] and
Valli-Zajaczkowski [VZ86]. This is due to the loss of regularity with respect to the
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time variable pertinent to the stochastic problems. Possibly optimal results could be
achieved by working in the framework of LP-spaces as Cho et al. [CCK04] and to adapt
this approach to the stochastic setting in the spirit of Glatt-Holtz and Vicol [GHV14].
Moreover, the method used in this chapter can easily be adapted to handle the
same problem on the whole space R?, with relevant far field conditions for 0, u, say

p—0, u—-0 asl|x|— oo

On the other hand, the case when the fluid interacts with a physical boundary, for in-
stance (9, abounded domain with the no-slip boundary condition for u, would require
a more elaborate treatment.

In addition, most of our analysis applies to the stochastic compressible Euler sys-
tem as well. Indeed, the only point where we rely on the positive viscosity u is the
proof of continuity of trajectories of a solution in W*?; see Section 5.2.4. It is based on
the variational approach within a Gelfand triplet, which gives a very elegant proof,
especially in comparison to the Euler setting where one would need to find another
reasoning; cf. Glatt-Holtz and Vicol [GHV14].

Our approach can be summarized as follows. Similarly to Kim [Kim11] (see also
Glatt-Holtz and Vicol [GHV14]), we use suitable cut-off operators to render all non-
linearities in the equations globally Lipschitz continuous. The resulting stochastic sys-
tem may admit global-in-time solutions. Still, the approach proposed by Kim [Kim11]
and later revised by Glatt-Holtz and Vicol [GHV14] cannot be applied in a direct fash-
ion for the following reasons:

(1) The energy method is only applicable to symmetric hyperbolic systems and their
viscous perturbations.

(2) In order to symmetrize (5.1)-(5.2), the density must be strictly positive, in other
words, the system must be vacuum-free.

(3) For the density to remain positive at least on a short time interval, the max-
imum principle must be applied to the transport equation (5.1). Accordingly,
equation (5.1) must be solved exactly and not by means of a finite-dimensional
approximation.

(4) To avoid technical problems with non-local operators in the transport equation,
the cut-off must be applied only to the velocity field.

In view of these difficulties and anticipating strict positivity of the density, we trans-
form the problem to a symmetric hyperbolic system perturbed by partial viscosity and
the stochastic driving term; see Section 5.1.1. Then cut-off operators in the spirit of
Kim [Kim11] are applied to the velocity field and this system is then studied in detail
in Section 5.2. We use this technique to cut the non-linear parts as well as to guaran-
tee the non-degeneracy of the density, which leads to global-in-time strong martin-
gale solutions to this approximate system. The main ideas of the proof are as follows.
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First, we adapt a hybrid method similar to the one presented in Chapter 4: the equa-
tion of continuity is solved directly, while the momentum equation is approximated
by a finite-dimensional Galerkin scheme. On this level, we are able to gain higher or-
der uniform energy estimates by differentiating in space. Then, using the stochastic
compactness method, we prove the existence of a strong martingale solution. In Sec-
tion 5.2.5 we establish pathwise uniqueness and then the method of Gyéngy-Krylov
(see Section 2.10) is applied to recover the convergence of the approximate solutions
on the original probability space; see Section 5.2.6. The existence of a unique strong
pathwise solution therefore follows.

Finally, in Section 5.3 we employ the results of the previous sections to conclude
the proof of Theorem 5.0.3. This last step is in the spirit of the recent treatment of the
incompressible Euler system by Glatt-Holtz and Vicol [GHV14]. However, the analy-
sis is more involved due to the complicated structure of (5.1)—(5.3). We rely on a deli-
cate combination of stopping time arguments that allows one to use the equivalence
of (5.1)-(5.3) with the system studied in Section 5.2. As a consequence, also the cor-
responding existence and uniqueness result may be applied. One of the difficulties
originates in the fact that we no longer assume the initial condition to be integrable
in w. Thus the a priori estimates from Section 5.2 are no longer valid. We present the
details of the proof of uniqueness in Section 5.3.1 and the existence of a local strong
pathwise solution in Section 5.3.2 and Section 5.3.3. We conclude with the existence of
a maximal strong pathwise solution in Section 5.3.4.

5.1 Preliminary considerations

To begin with, let us introduce a new variable r, related to g through the following
formula:

1

o=on=(L2)"r,
2ay

together with the following associated family of diffusion coefficients:

1
Fk(':r’u) = %Gk("g(r)’g(r)u)’

similarly to Chapter 4. Note that, for the model case (5.6), this implies
F, (x,r,u) =a;(x) + A (x)u.

As we are interested in strong solutions for which both g and u are bounded and g is
bounded below away from zero, the hypothesis (5.5) implies the same property for F;,
restricted to this range. In addition, we have

Y [Ferw)| < c(1+ ul). (5.8)
k=1
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Also note that it suffices to assume that (5.5) holds only locally, meaning on each com-
pact subset of T> x (0, c0) x R>.

Recall that, if , q are (§,)-progressively measurable L?(T>)-valued stochastic pro-
cesses such that

0 e L2(Qx [0, TL*(T?)), qeL?(Qx [0, T;L*(T3))

and G satisfies (5.4) and (5.5), the stochastic integral
t Ot
L Glo.ow)dWw =)’ JO Gy (-,0,0u) AW
=1

is a well-defined (,)-martingale ranging in L?(T>). We refer to Section 2.3 for more
details. In addition, combining Lemma 2.3.9, the hypotheses (5.4) and (5.5), the esti-
mate (5.11), and the embedding

W%ﬂedﬁ)s%,
we obtain the following estimate for the stochastic integral appearing in (5.2).

Lemma 5.1.1. Let G; = G (p, q) satisfy (5.4) and (5.5) for a non-negative integer s. Let
p=2,a€l0, %). Suppose that

0, q € LPP(Qx (0, T); WS*(T3)), B =max{s,1}.

Then the following holds:
(1) Ifs=0, then

t
ts J Go,q)dW € IP(Q; W (0, T; LX(T?)))
0

and

t p
ENJGQMMW
0

T
] < c(a,p)lE“O lle. alll; dt ]

WoPL2

) Ifs> %, then
t
t J Glo,q) AW € LP(Q; WP (0, T; WS2(T?)))
0

and

p

i

t
LG@AMW

T
] < C(a,p)lEUO e allls- dt].

WP W32
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The following estimates are standard in the Moser type calculus and can be found,
e.g., in Majda [Maj12, Proposition 2.1]. They will be very useful when dealing with
higher order derivatives.

Proposition 5.1.2. (1) Foru,v e W32 nL®(TV) and a ¢ NY, |a| < s, we have
lox )iz < cs(Mulygs [Vl 2 + IVIgo [ Vil 2)- (59)
(2) Forue Ws(TV), V,u e L®(TV), v e W2 nL®(TV) and a € NY, |a| < s, we have
o (uv) - udgvl 1, < cs(IV,ullge ||V,s[1v||L§ + Wl Vil ). (5.10)

(3) Letu e WS*nC(T?) andlet F be an s-times continuously differentiable function in an
open neighborhood of the compact set G = range[u]. Then we have, for all a € NY,
laf <s,

[0Sl ; < S50, Fllcs-1(gy Il 108l L (5.11)

5.1.1 Rewriting the equations as a symmetric hyperbolic-parabolic problem

It is well known in the context of compressible fluids that existence of strong solutions
is intimately related to the strict positivity of the density, i.e., the non-appearance of
vacuum states. Anticipating this property in the framework of strong solutions we may
rewrite (5.1)—(5.2) as a hyperbolic-parabolic system for the unknowns r, u, where r is a
function of p. To be more precise, as the time derivative of g satisfies the deterministic
equation (5.1), we have

d(ou) =dpu +pdu,
where, in accordance with (5.1),
do = —div (ou) dt.
Consequently, the momentum equation (5.2) reads
pdu+ [pu- Vu + aVp¥]dt = divS$(Vu) dt + G(p, ou) dW,
or, anticipating strict positivity of the mass density,

du+|u-vVu+ aéng dt = édivS(Vu) dt + gG(g,Qu)dW.

Next, we rewrite
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and evoke the renormalized variant of (5.1). See for instance Remark 4.4.4 and recall
that we assume that p is a strong solution. This leads to

o7 +u-vo'7 dt + Y= 1o" divude =o.

2
Thus, for a new variable
_|2ay vy
r= _y — 19 7,
system (5.1)—(5.2) takes the form
y-1_..
dr+u-vrdt+ Trdlvudt =0, (5.12)
du + [u- Vu + rVr] dt = D(r)div S(Vu) dt + F(r,u) dW, (5.13)

where
b=~ =(L2) T, Eew = é%G(g(rw(r)u)-

Observe that the left hand side of (5.13) corresponds to a symmetric hyperbolic system;
cf. Majda [Maj12]. For such systems, higher order energy estimates can be obtained
by differentiating (5.12) and (5.13) in x up to order s; cf. Gallagher [Gal00] and Majda
[Maj12]. Unlike the more elaborated treatment proposed by Cho et al. [CCK04], giving
rise to the optimal regularity space for the deterministic Navier—Stokes system, the en-
ergy approach avoids differentiating the equations in the time variable — a procedure
that may be delicate in the stochastic setting.

5.1.2 Outline of the proof of Theorem 5.0.3

In the deterministic setting, system (5.12)—(5.13) can be solved via an approximation
procedure. The so-obtained local-in-time strong solution exists on a maximal time in-
terval, the length of which can be estimated in terms of the size of the initial data. How-
ever, in the stochastic setting it is more convenient to work with approximate solutions
defined on the whole time interval [0, T]. To this end, we introduce suitable cut-off op-
erators applied to the W>*-norm of the velocity field; cf. Kim [Kim11]. Specifically, we
consider the approximate system in the form

dr+(pR(||u||W3,m) u-vr+ yT_lrdivu dt=0, (5.14)

du + (pR(IIuIIWXz,m)[u -Vu+rvr]dt= (pR(IIuIIWXz,m)D(r)diV S(Vu) dt
+ @p(lallyze ) E(r, u) dW, (5.15)
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r(0)=ry, u(0)=ug, (5.16)

where @p : [0,00) — [0,1] are smooth cut-off functions satisfying

) 1, O<y<R,
y:
¥r 0, R+1<y.

Our aim is to solve (5.14)—(5.16) via the stochastic compactness method presented
in Section 2.6. Therefore, we first construct solutions to certain approximate problems,
we then establish tightness of their laws in suitable topologies, and finally we deduce
the existence of a strong martingale solution to (5.14)-(5.16). That is, a solution which
is strong in the PDE sense but weak in the probabilistic sense. The necessary uniform
bounds are obtained through a purely hyperbolic approach by differentiating with re-
spect to the space variable and testing the resulting expression with suitable space
derivative of the unknown functions (more precisely, by applying It6’s formula, Theo-
rem 2.4.1).

For the above mentioned reasons, the approximate densities must be positive on
time intervals of positive length. Therefore, the approximation scheme must be chosen
to preserve the maximum principle for (5.14). To this end, the approximate solutions
to (5.14)—(5.16) will be constructed by means of a hybrid method based on:

(1) solving the deterministic equation of continuity (5.14) for a given u, obtaining
r=rlul;
(2) plugging r = r[u] in (5.15) and using a fixed point argument to get local-in-time

solutions of a Galerkin approximation of (5.15);

(3) extending the Galerkin solution to [0, T] by means of a priori bounds.

Note that the transport equation (5.14) can be solved exactly in terms of a given velocity
field u as the cut-off operators apply to u only.

5.2 The approximate system

In this section we focus on the approximate system (5.14)—(5.16). More precisely, our
aim is twofold. First, we establish existence of a strong martingale solution for initial
data in IP (; W(T3)) for all 1 < p < co and some s > % Second, we prove pathwise
uniqueness provided s > %. This in turn implies existence of a unique strong pathwise
solution using the method of Gyongy—Krylov from Section 2.10.

To this end, let us introduce these two concepts of strong solution for the approx-
imate system (5.14)—(5.16). A strong martingale solution is strong in the PDE sense but
only weak in the probabilistic sense. In other words, neither the stochastic basis nor a
cylindrical Wiener process can be given in advance and become a part of the solution.
Accordingly, the initial condition is stated in the form of an initial law. On the other
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hand, a strong pathwise solution is strong in both the PDE and the probabilistic sense,
that is, the stochastic elements are given in advance.

Definition 5.2.1 (Strong martingale solution). Let A be a Borel probability measure
on W5*(T3) x WS2(T?) and let s € N. A multiplet

(28 (F)iz0- P 1w, W)

is called a strong martingale solution to the approximate system (5.14)—(5.16) with the
initial law A, provided:

(1) (2B, (B0, P) is a stochastic basis with a complete right-continuous filtration;
(2) W isan (F,)-cylindrical Wiener process;

(3) risa WS(T3)-valued (%;)-progressively measurable stochastic process satisfying

re L(Q;C([0, T; WS2(T3))), r>0P-as.;

(4) the velocity u is a WS?(T?)-valued (§,)-progressively measurable stochastic pro-
cess satisfying

u e L2(0; C([0, T} W%(T?))) n LA(Q; L2(0, T; W**H(T?)));

(5) there exists an §-measurable random variable [g,, u,] such that A = £[py, u,];
(6) the equations

t _
r(t)=ry - L goR(||u||sz,oo)[u -Vr+ yTl rdivu] ds,

t
u(t) =uy - J (pR(||u||WXz,oo)[u -Vu+rVr]ds
0
t t
+ L Pr(Iullyze)D(r)div S(Vu) ds + L Pr(lullyzeo )E(r, w) dW
hold, for all t € [0, T] IP-a.s.

Definition 5.2.2 (Strong pathwise solution). Let (Q, §, (F)=0, P) be a given stochas-
tic basis with a complete right-continuous filtration, let W be a given (&,)-cylindrical
Wiener process, and let s € N. Then (r,u) is called a strong pathwise solution to the
approximate system (5.14)-(5.16) with the initial condition (r,, u,), provided:

(1) risa WS*(T>)-valued (§,)-progressively measurable stochastic process satisfying

re L2(Q;C([0, T; WS2(T?))), r>0P-as.;

(2) the velocity u is a WS?(T3)-valued (%;)-progressively measurable stochastic pro-
cess satisfying

u e L2(Q; C([0, T]; W(T3))) n L2(Q; L2(0, T; WS*2(T3)));
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(3) the equations

t y—l

rt)=ry - j (pR(Ilullwxz,oo)[u -Vr+ > rdivu] ds,

0
t
ut)=u, - JO q)R(lluIIWXz,m)[u -Vu +rVr]ds
t ¢
+ L <pR(||u||WXz,oo)D(r)divS(Vu) ds + L (pR(IIuIIWXz,w)]P(r, u)dw

hold, for all t € [0, T] IP-a.s.

The main result of this section reads as follows.
Theorem 5.2.3. Let the coefficients G, satisfy hypotheses (5.4) and (5.5) and let
(o> o) € LP(Q, T, P; WS2(T3) x WS2(T3)),

forall1<p < ooandsomes €N, such that s > % In addition, suppose that

1
||r0||WX1,oo <R, r1y> 7 P-a.s.

for some deterministic constant R > 0. Then:

(1) There exists a strong martingale solution to problem (5.14)—(5.16) in the sense of Def-
inition5.2.1 with the initial law A = £[(ry,u,)]. Moreover, there exists a deterministic
constant rp > 0 such that

rt,)=rp>0 P-as. foralltel0,T]

and
2 T b
E sup. ||(r(t),u(t))llws,z+J 2y dt] < (R, 1,1y, p) < 00, (5.17)
telo, x 0 x

forall1<p<oo.

Q) Ifs> %, then pathwise uniqueness holds true. Specifically, if (r',ul), (r?,u?) are two
strong solutions to (5.14)—(5.16) defined on the same stochastic basis with the same
Wiener process W and

then
P(ri(t) = r(t), ul(t) =u’(¢), forall t € [0, T]) = 1.

Consequently, there exists a unique strong pathwise solution to (5.14)—(5.15) in the
sense of Definition 5.2.2.
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The rest of this section is dedicated to the proof of Theorem 5.2.3, which is di-
vided into several parts. First, in Section 5.2.1 we construct the approximate solutions
to (5.14)—(5.16) by employing the hybrid method delineated in Section 5.1.2. Second,
in Section 5.2.2 we derive higher order energy estimates which hold true uniformly
in the approximation parameter m. Third, in Section 5.2.3 we perform the stochastic
compactness method, as we establish tightness of the laws of the approximate solu-
tions and apply the classical Skorokhod representation theorem, Theorem 2.6.2. This
yields existence of a new complete probability space with a sequence of converging
random variables. Then, in Section 5.2.4 we identify the limit with a strong martin-
gale solution to (5.14)—(5.16). Finally, in Section 5.2.5 we provide the proof of pathwise
uniqueness under the additional assumption that s > %. In Section 5.2.6 we employ
the Gyongy—-Krylov argument to deduce the existence of a strong pathwise solution.

5.2.1 The Galerkin approximation

To begin with, observe that, for any u € C([0, T]; W>®(T?)), the transport equa-
tion (5.14) admits a classical solution r = r[u], uniquely determined by the initial
datum r,; cf. Theorem A.2.5. In addition, for a certain universal constant c, we have
the estimates

1
— exp(—cRt) < exp(—cRt)infr, <r(t,-) < exp(cRt)supr, < Rexp(cRt)
R i T (5.18)

|Vr(t,-)| < exp(cRt)|Vr,| < Rexp(cRt), te[0,T].

Asin Chapter 4, we consider H,,, the space of trigonometric polynomials of order m, to-
gether with an orthonormal basis (,,),,cy and the projections IT,,, : LX(T3) — H,,; cf.
(4.6). We look for approximate solutions u,, of (5.15) belonging to L?(Q; C([0, T]; H,,)),
satisfying
d<um’ lp1> + (pR(”um”Wf"x‘)(um : Vum + r[um]vr[um]’ ¢1> dt
= (pR(”um | W ) <D(r[um ] )le S(Vum)> ‘Ih) dt
+ Qg (g w2 )(B(r[wy, ) uy, ), ) dW,  i=1,...,m.

(5.19)

As all norms on the finite-dimensional space H,, are equivalent, solutions of (5.14) and
(5.19) can be obtained in a standard way by means of the Banach fixed point argument.
Specifically, setting B = L*(Q; C([0, T*]; H,,)), we have to show that the mapping

u—Ju:B- 3B,

(W) Eh) = (@O0 ~ | gl (- Vo + vl ) e
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T
+ L @r(Illyzee) (D(rlul)div S(va), ;) dt
T
; L r(lulys) (ECul w), ) dW, i=1..,m,  (520)
is a contraction for T* sufficiently small. The three components of & appearing on the
right hand side of (5.20) will be denoted by L, 72, and F,, respectively.
For r; =r[vy], r, =1[V,], we get
y-1,.
d(ry —ry))+vy-V(rp —rp)dt + levvl(r1 —-ry)dt
=-Vry-(v; —v,)dt - yT_lrzdiv (v —vy)dt, (5.21)
where we have set
V= ‘PR(||“||W}°°)“> V= (pR("V”W}'”O V.

We multiply (5.21) by r, - r, and obtain, after integrating over T3,

2 2 _
dj de:J dive, =12l gqr - Y 1J divvylr, - 1,2 dxdt
T3 2 T3 2 2 '11*3
- VTZ : (Vl - VZ) ()’1 - rz) dXdl'
3

_y-t J rydiv (vy —v,) (r; — ) dx dt.
2 3

Consequently, we easily deduce

sup |r[u] - r[v]||i2 <T*C(m,R,T) sup |u- V||%1m, (5.22)
0<t<T* X 0<t<T*
noting that r, r, coincide at ¢ = 0 and that r;, Vr; are bounded by a deterministic con-
stant depending on R; recall (5.18).
As a consequence of (5.18), (5.22), and the equivalence of norms on H,,, we can
show that the mapping Jge = Tkt + iy Satisfies the estimate

| Zqett = TaeeVll% < T*C(m, R, T)[u - v||%;. (5.23)
Setting Jp (W) = pp AIWlyze)w, we have, by Burkholder—Davis—Gundy’s inequality,

2
[ =7stou - %tovnﬂ
2

=E sup
0<t<T*

t
L (pr(lallyze0 JE(r[u], w) - (V200 JE(r[v], v)) dW
H,

T
<E L Y lor(ullyze Ei (rul, Jp (W) = @p(IVliyzes JEi (r(V] Jg (V))||12L,m dt
=1
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T* s
<E [ lon(lulze) - @x(vlge) Y. IF(rlul )], dt
k=1

T* %)
CE [ (1)’ Y, IF(rul.Jo) - Fy(rv] Jp)I,
k=1

with a constant C = C(m, R). Using the growth conditions for F; (see (5.8)), we gain
17501 = o V%
, T* 5 T* 5
<Ellu- Ve +IEJ r[w] - r[v]]; ds+IEJ [7g (@) = Jr(V)|;, ds
X 0 X 0 X

< llu-vl%, (5.24)

with a constant ¢ = T*C(m,R, T*). Note that the last step was a consequence of (5.22)
and the equivalence of norms. Combining (5.23) and (5.24) shows that .7 is a contrac-
tion for a deterministic small time T* > 0. A solution to (5.14)—(5.16) on the whole in-
terval [0, T] can be obtained by decomposing [0, T] into small subintervals and gluing
the corresponding solutions together.

5.2.2 Uniform estimates

In this subsection, we derive estimates that hold uniformly for m — oo, yielding a basis
for our compactness argument presented in Section 5.2.3. At this stage, the approxi-
mate velocity field u,, is smooth in the x-variable; whence the corresponding solution
I, = r[u,,] of the transport equation (5.14) enjoys the same smoothness as the initial
datum r,.

Let a be a multi-index such that |a| < s. Differentiating (5.14) in the x-variable, we
obtain

-1
do%r,, + op(lu,, ||sz,m)[um VOny + Lo divotu,, | de

(pR("um"W}‘x’)[um 'a)‘?vrm - a)‘?(um ’ vrm)] dt

-1 . .
yT<pR(||um||WXz,oo)[rmaf(‘dlvum - 0%(rpdivu,,)] dt
Tt + T dt. (5.25)

+

Similarly, we may use the fact that the spaces H,, are invariant with respect to the
spatial derivatives. In particular, we deduce

d<a§um’lpi> + (pR("um"W}‘X’)qum : Va)a((um + rmvagrm]’lpi> dt
= @RIy lwze ) (D(ry ) div S(VOw,,), ;) dt
= (pR(”um ”W,%‘X’)([um : agvum - ag(um ’ Vum)]’ lp1> dt
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+ (pR(IlumIIW%oo)([rmaj‘(‘Vrm - 0% (ry, Vry)], ;) dt
- (pR(llumllwxz,m)([D(rm)a,‘idiv S(Vu,,) - 0%(D(r,,)div $(Vu,,))], l[)l> dt
+ QR (I 2o ) (X (s W), ;) AW
=: T3 dt + T;" dt + T3 dt + @g(llty, lwze ) (O E (T, ), ;) AW, (5.26)

fori=1,...,m. Using (5.10), we estimate the “error” terms as follows:
"Tlm "L)Z( < (pR("um "W}W)[Hvum "L;’" "Vsrm "L)Z( + "Vrm”L;>o "vsum"L)Z(]’
172" 2 < PR Nwzeo )V o Vot [ 2 + 10V W e [571 ] ]
"Tg" "L,Z( s gDR("um "W,%w)llvumHLf’ "vsum "]&’

(s PR A T

(5.27)

while
1721, < Pr(lt bz IV DO IS
+ (pR(”um I Wpe ) "diV S(vum)”LEO ”VSD(rm) "L,Z( : (5.28)

Multiplying (5.25) by 9%r,, and integrating over T°, we observe
d LFB % dx + Lp DIl )5 1 liv i, i,
- Lrs (It gz Yty - VOLT,, 387, dxdl
+ Lﬁ(Tlm + T 0%r,, dx dt.
Now, using (5.27) as well as
LF} u,, - Vo%ralr, dx = -% er divu,|o2r,, [2dx,
we obtain
35T @l + - 1) LT Pr(Itylwze) JTS T diV U 1y dx dit

T
e X P (e N ey ey P M
0
+ 3ol (5.29)

provided |a| < s.

To apply the same treatment to (5.26), we use It6’s formula for the function
f(cm = Lr} |0%u,,|? dx. Here C™ = (c[",...,cM) are the coefficients in the expansion
u, =" c"p,. We have

T
08w, (D)2, +2 L (It o) Lp [, - V0%, +1,,VO%r,, ] - 3%, dx dt
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T
-2 J Ot o) J D(r,,)divS(Volu,,) - 0%u,, dx d¢
0 X 3
T
= oI |2, + 2J J (T2 + T2+ T2] - 9%, dxde
X o J13
T
2 J (It llyzee) er EE(r,, ) - 0u,, AW

N ZJ O ||um||W2m)J |02, (r,,, u,.)[2 dx dit. (530)
b
Integrating by parts yields

J [u,, - Vodu,, +r,,Vosr,] - o%u,, dx
3

1 . .

=-Z= J |0%u,,|*divu,, dx - J 1, divofu,, o%r,, dx - J Vi, - 05,051,
2 I3 e 3

as well as

- LP [D(r,)div$(Va®u,,)] - 0%u,, dx
= LrB vD(r,) - $(Votu,,) - 0%u,, dx + er D(r,,)S(Vofu,,) : VoSu,, dx.

Summing up (5.29)—(5.30) and using (5.27)-(5.28), we observe that the term con-
taining r,,051,,divosu,, on the left hand side of (5.29) cancels out and we infer

[CACORTMNCS)]

+ 3 || or(iunluze)D0)S(738u,,) - 7o, dxde

lal<s

< ||(r0>u0)||$/vs,2 +J (pR("um”W)%OO)"um"W)})OO(”rm” SZ + ||um||WSZ) t
x 0

T

+ L PRI 2o T o (171 2 + IIunllwsz) t
T

+ I (pR(”um”W}”O)”diV$(Vum)”Loo ”D(rm)”Ws,Z”um”W,f’2 dt
O X X
T

[ on(tmlze VDl Wbl ST ]y

+ z J Qg ||u,,,||1,vzc>o)J1r3 O%TF(r,y, Uyy) - 02w, Ax AW

laf<s 70

+ 3 3 [ ot [ I0ER P xc
|lal<s k=1

=o) + ) + -+ + (). (5.31)

Remark 5.2.4. Note that the above estimate depends on R only through the cut-off
function @g. Moreover, in accordance with (5.18),

(pR(”um”W,}O")"um”W,}’OO + (pR("um "W}‘X’)"diVS(vum)"Lgo <CR, (5.32)
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")’;11 "L;?" + "rm "W,}v"" + "D(rm)_lnL;o + "D(rm)”vv}oo

< c(R) exp(cRT) (I lypeo + 75" yy300) < €(R) exp(cRT). (5.33)
Also, in view of (5.11) and (5.18),
”D(rm)”WfZ < C(R) T)”rm "W)f2 (5.34)

In contrast to the preceding part, the following inequalities depend on R. In the
following we repeatedly use the embedding W?(T3) — W2 (T3), which follows from
the assumption s > % Using (5.32)-(5.33), we easily get

() + (L) + (I) <c(R,T) LT ||(rm,um)||§vg,z dt.
As far as (I), is concerned we have, by (5.33) and Young’s inequality,
)= c® ) [ @allt e e [9°S V),
<cRT) LT PRIt lw2eo )Wy, sl D(rm)VSS(Vum)IILg dt
<K LT Pr(Iplyzes ) [\ D) V°S(Vuty,)|I7; de
+CO0RT) | uIplgzes ol

for all k > 0. Choosing k small enough will enable us to absorb the corresponding term
in the left hand side of (5.31). By (5.5) and (5.11) we have

(g j or(Iualyze) S IFy 12 2o ) 25 [ ) [

k=1
SCR,T) L [ s

Here the C5~1-norm of F, is taken over the bounded set range|(r,,,u,,)]. The stochastic
integral can be treated in the same fashion. After applying expectations, we gain

:

sup
te[0,T]

t
J, or(ttmlize) [ o8B, ) -0, dxaw

T
<E
0

p
2 2
J Pr(y 2o )Z(LP O (I U,y) - O, d.x) dxdt]

E

2

- P

T ) ) 2

<[ [ pallunlige) (ank( il il |
[ T
|

Ot Pl ) 22 [ ) [ ]
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p
2

T
SCRTIE| s s || Nl |
te[0,T] *Jo x

T p
< KIE[ sup ||(rm,um)||f/€syz] +c(K, R, T)IE“ ||(rm,um)||f,vs,2 dt] .
te[0,T] * 0 x

Here, we also took into account Burkholder-Davis—Gundy’s and weighted Young’s
inequality. In order to obtain the final estimate, we take the supremum in time and
the pth power and we apply expectations. Summarizing the previous discussion and
choosing k small enough, we obtain

T p
B s 10l + [ oullmlie) [ DIy ot
te[0,T] x 0 i

T p
<c(R, T,s>1E[||(ro,uo>||§V;,z + jo s W) 2 A+ 1] :

Finally, we apply Gronwall’s lemma and use (5.33) to conclude

T b
B s 10l + [ oullumlie) | DI, ot
te[0,T] x 0 i
<c(R, T,s)lE[||(rO,u0)||§5§,z +1], (5.35)

whenever s > %

5.2.3 Compactness

Now everything is in hand to set up our compactness argument leading to the exis-
tence part of Theorem 5.2.3. Let us define the path space X' = X', x X', x X'y;. We have

Xy =C([0, T, WB2(T3)), X, =C([0, T); WB(T3)), Xy =C([0, T} Uy),

where f8 < s (not necessarily integer) can be chosen arbitrarily close to s such that 8 > %
Hence we have the embedding W?(T3) — W2 (T3), which is needed to pass to the
limit in the cut-off operators.

We denote by £[r,,,] and £[u,,] the law of r,,, and u,,, respectively, on the corre-
sponding path space. By £[W] we denote the law of W on X'}, and their joint law on
X is denoted by £[r,,,u,,, W]. To proceed, it is necessary to establish their tightness.

Proposition 5.2.5. The set {£[u,,]; m € N} is tight on X,

Proof. We start with a compact embedding relation. We have
C([0, T]; WS2(T3)) n €¥ ([0, TELA(T3)) S C([0, T WA(T3)), y>0, B<s,

which follows directly from the abstract Arzela—Ascoli theorem, Theorem 1.1.1.
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Due to (5.35), u,, satisfies

T
u,, (1) =I,uy - L PRI e )Ty (W, - VU, + 1 Vg 1 dE
T
+ L PRI 200 )Ly [D(ry)div S(Vu,, )| dt

T
+ L PRIt 200 )T E(ry, wy) AW

Now we decompose u,, into two parts, namely, u,, =Y,, + Z,,, where

T
Y, (1) =1I,u, - L PRIyl 200 )T [0y - VA, +7,, VT, ] dE
; L (1t 2o YTy [D(r)dliv (V)] dt,

T
Z,(1)= L or(la,, IIWXz,m)Hm]F(rm,um) dw.

By (5.35) and the continuity of IT,, on L*(T?) from (4.6), we know, for any € (0,1), that
E[lY, "C;‘Lﬁ] <c(R).

On the other hand (5.35), combined with Lemma 5.1.1 (for s = 0) and (2.19), yields the
same conclusion for Z,,,, with 0 < x <1/2. O

Proposition 5.2.6. The set {£[r,,]; n € N} is tight on X, .

Proof. The proofis completely analogous to Proposition 5.2.5 using the equation (5.14)
for r,, and the uniform estimate (5.35). O

Since also the law £[W] is tight, being a Radon measure on the Polish space XXy,
we finally deduce the desired tightness of the joint laws £[r,,, u,,, W].

Corollary 5.2.7. The set {£[r,,u,,, W]; m € N} is tight on X.

Since the path space XU is a Polish space, we may use the classical Skorokhod
representation theorem (Theorem 2.6.2). That is, passing to a weakly convergent sub-
sequence due to Prokhorov’s theorem (Theorem 2.6.1) we infer the following result.

Proposition 5.2.8. There exists a complete probability space (Q, §, P) with X -valued
Borel measurable random variables (¥, 0, Wm), m e N, and (%, 9, W) such that (up to
a subsequence):

(1) thelaw of (F,, @,,, W,,) is given by £[r,,0,,, W], m € N;

(2) the law of (+,1, W) is a Radon measure;
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(3) (Fp U,y W,,) converges P-a.s. to (7,1, W) in the topology of X, i.e.,

fq— 7 inC([0,T]; WP2(T?)),
i, —w, inC([0,T];WA?(T?)),
W, — W inC([0,T];,),

as m— oo P-a.s.

5.2.4 ldentification of the limit

As the next step, we will identify the limit obtained in Proposition 5.2.8 with a strong
martingale solution to (5.14)-(5.16), completing the proof of Theorem 5.2.3. We will
proceed similarly to Chapter 4 (see, in particular, Section 4.1.2.4).

Since 7 and 1@ are stochastic processes with continuous trajectories (cf. Defini-
tion 2.1.11), progressive measurability with respect to their respective canonical filtra-
tions follows from Proposition 2.1.18. Consequently, they are progressively measurable
with respect to the canonical filtration generated by [7, @, 148 namely,

S, = 0(0[[?] voa]u | o, [Wy] > te[o,T].
k=1

In view of Lemma 2.1.35, the process W is a cylindrical Wiener processes with respect
to its canonical filtration. In order to show that W is a cylindrical Wiener process with
respect to (§,)s0, We intend to apply Corollary 2.1.36. Hence we need to show that the
filtration is non-anticipative with respect to W. To this end, we first recall Theorem 2.9.1
and deduce that, for every m € N, W, = Y22, ¢, W, is a cylindrical Wiener process
with respect to

U(Ut[?m] voli,lul at[v"vm‘k]>, telo,T].
k=1

In other words, this filtration is non-anticipative with respect to Wm. Lemma 2.9.3,
together with Proposition 5.2.8, then yields the claim.

We claim that [, @, W] is a strong martingale solution to (5.14)—(5.16). Indeed, in
order to identify (5.14), we observe that, due to Theorem 2.9.1, the stochastic process
[7 > U] SOLVeS (5.14) on the new probability space. With Proposition 5.2.8 and (5.35) at
hand, we may pass to the limit and deduce that [7, @] solves (5.14).

Similarly, we may identify (5.15). In accordance with Theorem 2.9.1, the approx-
imate problem (5.19) is solved by [F,,, @1,,, W,,] on the new probability space. Finally,
due to Proposition 5.2.8 and the uniform moment estimates from (5.35), we may pass to
the limit using Lemma 2.6.6 and (5.15) follows, which completes the existence part of
the proof of Theorem 5.2.3. Note that the strong continuity of # and @in W>2(T3) P-a.s.
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can be deduced directly from the equations. Indeed, using the variational approach,
the momentum equation (5.15) is solved in the Gelfand triplet

WS+1’2(T3) PN WS’Z(T3) PN Ws—l,Z(r]IG)

The stochastic integral has continuous trajectories in W5*(T3) due to the uniform es-
timates, Lemma 5.1.1 (part (ii)) and (2.19), while the coefficients of the deterministic
part in the momentum equation belong to the space L?(0, T; Ws2(T3)) a.s. Hence
Theorem 2.4.3 applies and yields the desired continuity of the velocity field . The
continuity of 7 then follows from the equation of continuity.

5.2.5 Pathwise uniqueness

To show pathwise uniqueness, we mimic the approach of Section 5.2.2. The difference
of two solutions [, W], j = 1,2, satisfies

dos(rt -r?) = —(pR(||u1||W2,oo)aj‘}(u1 vrl+ yT_lrldivu1> dt
+ Pr([0?] 2o )a§<u2 -Vt + yT_lrzdivu2> dt (5.36)

and

dof(u; —u,) = —(pR(||u1||],‘,Xz,fx,)af}(u1 -Vu, +rVry = D(r;)div $(Vu,)) dt
+ (pR(IIuZIIWXZ,m)af(‘(u2 -Vu, + 1, Vr, — D(r,)div $(Vu,)) dt
+ [@r (I 2o )OFE(ry, wp) = @R(l10; [l 200 JORE(ry, wp) | AW

for |a| < s’ (later we choose s’ € N such thats’ <s—1).
Multiplying (5.36) by 9%(r! - r?), we get

%d|af(‘(r1 )= _(pR("ul||W2’00)a;‘(‘<u1 vl + yT_lrldivul)afj(rl —-r?)dt
+ ¢R(||u2||wz,oo)af}<u2 v+ yT_erdivuz)aj‘{(rl -r)dt. (537
Similarly, using It6’s product rule, Proposition 2.4.2, we obtain
1 (1 2Y)2
Sdjos(ut - w)|
= -] y2e )05 (0! - VU' +7r'Vr! - D(r!)divS(Vu')) - of (u' —u?)dt

+ Pr([02]| 200 )05 (U2 - VU2 + r2Vr? - D(r?)div §(Vu?)) - 0% (u! — u?) dt
+ [pr(lutly2e JAEC 0h) = @ (0] o0 JOTE(?, u)] - 05 (u' — u?) dW
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3 2 1oR18 V)~ B W A (539

NIH

Now observe that, by virtue of the standard embedding relation, we have

lor(lu'ly2e) = ORI ] 200 )] < 1 (R0 - 0]

<Rl -y
as soon as s’ > % We sum (5.37) and (5.38), integrate over the physical space, and
perform the same estimates as in Section 5.2.2. Note that the highest order terms in
(5.37) read
or(lulyye) | (0t vogr! —u - vour)a(r - ) dx
+ %lgoR(Hul”WXz‘m) Lﬁ (r'divotu! - r’divotu?)od(r! - r?) dx
~a(l ) [ (- oo 1) dx
e pnulye) [ Sdiverlos(r - )P dx
S gn(lu ) [ (- r)div oo - %) dx
o gn(lu ) [ ridivag(ul - u)ag(r - ) dx
Here, the last integral
Pr(l'lyz) | v (@6 (ut - w2))ag(r ) ax
cancels, after integration by parts, with its counterpart in (5.38), namely,
Or(lulyze) [ '@t - ) vog(r - ) dx
~-gullullyze) |97 @0t - )8 () ax

—or([u'fly20) J r'div (0% (u' - u?))o%(r! - r?) dx.
X T3
Ifs’ > , we deduce, exactly as in Subsection 5.2.2,

d(r = 7o + 0! = 0[0)
<GO(Ir - Pya + It - w220 dt

+ 2 [or(lutll e )REC, 0) - @ (0] 200 )OFE(, u?)] - 05 (0! — u?) AW,

la<s’
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where we set

2
60~ 1+ 3 (POl W O) )

j=1

We observe that, if s > s’ +1, the a priori estimates from Section 5.2.2 imply in particular
that G € L'(0, T) a.s. Applying It6’s formula to the product, Proposition 2.4.2, we obtain

t
dle” b SO (It~ P2, + Jul - w2 ,)]
t
= —G(t)e” b C@OX (22 s ful — w22, ) de
X X
t
+e hOOCG(r - 2P, + fut - [ )

< Y e hTOU g (ful],,. )8, u) - 33! - w?)dW

lal<s’

- Y e b OOV (2] . )R EG? w?) -3 (u! - ) dW.

la<s’

Integrating over [0, ] and taking expectation we observe that the stochastic integral
vanishes due to the assumptions on r, u in Definition 5.2.1. Consequently, we infer

E[e” ls G@do (1 (t) - rz(t)||§vf,,2 + ul(t) - u2(t)||$”§,,2)] =0,
whenever
Bl - 31y + ub — w3 [.] = .
Since
e 6@ Lo pas.

and the trajectories of ri, ui, i = 1,2, are continuous in Ws"2(T3) a.s., the pathwise
uniqueness from Theorem 5.2.3 follows.

5.2.6 Existence of a strong pathwise approximate solution

In order to complete the proof of Theorem 5.2.3, we make use of the Gyongy—Krylov
characterization of convergence in probability; see Lemma 2.10.1. It applies to situa-
tions when pathwise uniqueness and existence of a martingale solution are valid and
allows one to establish existence of a pathwise solution.

We start with regular initial data corresponding to s > % required for pathwise
uniqueness of strong solutions to the approximate problem (5.14)—(5.16). Going back
to the construction of approximate solutions, we consider the joint law

L[l Uy, T W, W] on the space X7 =2, x X'y x X, x Ly x Xy,
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where r,,, u,,, 1,, u, are the Galerkin solutions. The following result follows easily
from the arguments of Section 5.2.3.

Proposition 5.2.9. The set {1y, Uy, Ty Uy, W]; m,n € N} is tight on X7

Let us take any subsequence [ry, , Uy, , Iy, » Wy, , Wlien- By the Skorokhod represen-
tation theorem (Theorem 2.6.2), we infer (for a further subsequence but without loss
of generality we keep the same notation) the existence of a complete probability space
(€, §, P) with a sequence of random variables

[P Uy > Py Ui » W,l, keN,
and a random variable [, 0, 7,4, W] such that
(P s Py Ui s Wi ] — [F 07,6, W] in X7 (5.39)
P-a.s. and
L, .1 ?mk,limk,Wk] = LTy Uy s T s Uy, W]

Ky K e

on X’. Observe that, in particular, £ [rmk,umk,rnk,unk, W] converges weakly to the
measure

Llr,a,r,a, WJ.

As the next step, we recall the technique established in Section 5.2.4. Analogously, it
can be applied to both

and
[fmk)limk, Wk]) [?’ﬁ> W]

in order to show that [7,1, W] and [7,u, W] are strong martingale solutions to the ap-
proximate system (5.14)—(5.15). Finally, since Ty, (0) =1y, (0) =1, it follows that

P(#(0) =7(0)) =1.
Since u,, (0) =11, uy, u,, (0) =II,, u,, we obtain, for every ¢ < m Amy,
P(I1, 0, (0) = Ity (0)) = P(IT,u, (0) =1Tu, (0))=1.
This leads to

P(a(0)=u(0)) =1,
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using (4.6) and (5.39). Hence, in accordance with the pathwise uniqueness established
in Theorem 5.2.3, we get the desired conclusion

6[?,&, i’,ﬁ]([l’l,ul, rz,uz]; [I’l,ul] = [rz,uz]) = P([?,ﬁ] = [?,ﬁ]) = 1.

Thus, everything is in hand to apply Lemma 2.10.1, which implies that the origi-
nal sequence [r,,,u,,], defined on the initial probability space (Q, §,P), converges in
probability in the topology of X', x X', to arandom variable [r, u]. Without loss of gen-
erality, we assume that the convergence is almost sure (recall (5.39)) and, again by the
method from Section 5.2.4, we finally deduce that the limit is the unique strong path-
wise solution to the approximate problem (5.14)—(5.16). Let us denote this solution by

[rg, Ug].

5.3 Proof of Theorem 5.0.3

Throughout the remainder of the chapter, we go back to the original problem (5.1)-(5.3)
and prove Theorem 5.0.3. Our approach relies on the equivalence between (5.1)—(5.2)
and (5.12)-(5.13), which is valid, provided the density remains strictly positive; cf.
Section 5.1.1. In addition, introducing suitable stopping times allows us to work with
(5.14)—(5.15) instead of (5.12)—(5.13) and therefore we may apply the results of the previ-
ous section, namely, Theorem 5.2.3. Nevertheless, there is an additional difficulty that
originates in the fact that the initial condition is not assumed to be integrable in w and
the initial density is not bounded from below by a positive constant. Consequently, the
a priori estimates from Section 5.2.2 are no longer valid and the initial condition has to
be truncated for Theorem 5.2.3 to be applicable. For this reason, the proof of unique-
ness as well as existence of a local strong pathwise solution is divided into two steps.
First, we consider an additional assumption on the initial data so that Theorem 5.2.3
applies. Second, we remove this hypothesis.

5.3.1 Uniqueness

Let us first take the following additional assumption:

00 € L2 (o, P, WS2(T3)), g, >0>0P-as., (540)
- 5.4
g € L%( o, P, W(T7)),

for some deterministic constant g > 0. In this case, the pathwise uniqueness of
(5.1)-(5.3) is a simple consequence of the pathwise uniqueness for (5.14)—(5.15), proved
in Theorem 5.2.3. To be more precise, let [o',w/, (t}), t'], i = 1,2, be two maximal strong
pathwise solutions to (5.1)-(5.3), starting from [g,, u,], satisfying (5.40). Then

[Tl = 2Ly1(gl)yz )ul:|a i:la2>
Y-
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both solve (5.14)-(5.15) up to the stopping time t; At% and their initial conditions coin-
cide. Besides, the a priori estimates from Section 5.2.2 as well as the pathwise unique-
ness from Section 5.2.5 applies up to the stopping time tk A t4 and we deduce

P([oh, ul](t Ath AtR) = [0% u?](t Ath AtR), forallt € [0,T]) = 1.
Sending R — co implies by dominated convergence
P([eh ul](t At At?) = [e% w?](tAtt At?), forallt € [0,T]) = 1.

As a consequence, the two solutions coincide up to the stopping time t! A t? and due
to maximality of t! as well as t?, it necessarily follows that t! = t? a.s. This completes
the proof of uniqueness under the additional assumption (5.40).

Now, assume that [g,,u,] only satisfies the hypotheses of Theorem 5.0.3. We de-
fine for K > 0 the set

. 1
Q= {w cQ | ||u0(a))||W;,2 <K, ||r0(a))||W§,2 <K, 111r13fr0(a)) > I_<}

and observe that Q = i . Q. Therefore, since Q is §,-measurable, the a priori es-
timates from Section 5.2.2 can be employed on Q. In fact we replace E[-] in (5.35) by
E[l,, -] and obtain

) ) TAth p
]E[IQK< sup ||(r’(t),u1(t))||§VS,2 + J ||ul(t)||f/vm,Z dt) ] <c(R,T,s,K). (5.41)
te[0.TAL,] *Jo x

Accordingly, the method of pathwise uniqueness from Section 5.2.5 can be applied
to Qg, which yields

P(1,, [o" u'](t Atk A tR) =1q, [0%W?](t Atk AtR), forallt € [0,T]) =1

and since 15, — 1, th — t',i=1,2, a.s., we may send R,K — co and apply the domi-
nated convergence theorem to deduce

P([eh ul](t At At?) = [e% w?](tAtt At?), forallt € [0,T]) = 1.

The uniqueness part of Theorem 5.0.3 is thus complete.

5.3.2 Existence of a local strong solution for bounded initial data
Finally, we are ready to go back to our original problem (5.1)-(5.3) and establish the

existence of a local strong pathwise solution up to an a.s. strictly positive stopping
time. Let us first take the additional assumption (5.40) which will be removed later.
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Having constructed strong solutions for the approximate problem (5.14)—(5.16) in Sec-
tion 5.2.6, which we denote by [rg,ug], we define

Tg = inf{t € [0, T] | ”uR(t)”WXZm >R},

with the convention inf@ = T. Since uy has continuous trajectories in WS2(T3),
which is embedded into W>*(T3), 1 is a well-defined stopping time. Moreover, due
to (5.40), the stopping time 75 is a.s. positive, provided R is chosen large enough.
Next, we recall, as stated in Theorem 5.2.3,

rp=rp>0 forae. (w,t,x),
for some deterministic constant r,. Consequently, the density given by
y-1yit 2
B IN=
= ry—l 542
Or ( 2ay ) R (642

remains uniformly positive as well. Therefore, the unique solution [rg,ug] of the ap-
proximate system (5.14)—(5.15) with the initial condition

_|2ay )
("0 = —y_100 2,u

generates the local strong pathwise solution

1
y-1\r1 &
(on:= (G )" wema)

to the original problem (5.1)-(5.3) with the initial condition [g,,u,].

5.3.3 Existence of a local strong solution for general initial data

In order to relax the additional assumption upon the initial datum (5.40), consider
again a solution [rg,uy] of the approximate problem (5.14)-(5.15). Now we consider
the following stopping time:

T =Tk NTR AT,
th =inf{t € [0,T] | Jug()] s = K},
t} =inf{t € (0,71 | [rg(®ly2 =K,

1
3 . .
T :1nf{te o, T |1nfr t s—},
% [0.T}| infre(t) <
with K = K(R) — co as R — oo, and

K(R)<Rmin{1,L,i},

Lo €200
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where ¢, ., ¢, , are the constants in the embedding inequalities
[rlwreo < C1oollrllwses  allyze < 50 l@llysa-

Recall that s > % The stopping time 1 is chosen in such a way that, on [0, 7g),

1
sup |[up(t - <R, sup |[rp(t - <R, inf infrp(t) > =,
€ ,PK] e )||sz, te[O,EK] I )||le’ te[0,7¢] T3 r(O) R

P-a.s. Next we observe that Theorem 5.2.3 can be used to construct solutions with the
stopping time 7y for general initial data as in Theorem 5.0.3. Indeed, let [r,,u,] be an
&,-measurable random variable taking values in W?(T?) x W*2(T?) such that ry > 0
P-a.s. and define the set

1
Uk = {[r,u] € WS2(T3) x W2(T3) Irllys2 <K, llalys: <K, 7> I_(}

Theorem 5.2.3 then provides a unique solution [ry,, u,,] to (5.14)—(5.15) with R = M and
with the initial condition [ro> o]y je Uean\UY5 U It also solves the original sys-
tem (5.12)-(5.13) up to the stopping time 7y ,,. Next, we find that

(o)

[r,u] = Mz_l[rM, [LIVAE P Uk \ U Vi) (5.43)

solves the same problem with the initial data [ry,u,] up to the a.s. strictly positive
stopping time
(e}

T= Z TK(M)I[rO,uO]e{UK(M)\U}”:;‘ Uy}

Note in particular that [r,u] has a.s. continuous trajectories in W?(T3) x WS*(T?)
and the velocity also belongs to L%(0, T; Ws*12(T?)) P-a.s. Indeed, there exists a dis-
joint collection of sets Q) ¢ Q, M € N, satisfying (J;; Qy = Q such that [r,u](w) =
[ry uy](w) for a.e. w € Q. Due to Theorem 5.2.3, the trajectories of [ry;, u,,] are a.s.
continuous in W52(T3) x W>2(T3). On the other hand, we lose the integrability in w
as the initial condition is only assumed to be in WS2(T3) x WS2(T3) a.s. and no inte-
grability in w is assumed. In particular, the estimate (5.17) is no longer valid for the
solution (5.43).

To conclude, after the straightforward transformation to the original variables
[0, u] (recall (5.42)), we obtain the existence of a local strong pathwise solution to prob-
lem (5.1)—(5.3) with a strictly positive stopping time 7.

5.3.4 Existence of a maximal strong solution
In order to extend the solution [p,u] to a maximal time of existence t, let 7 denote

the set of all possible a.s. strictly positive stopping times corresponding to the solu-
tion starting from the initial datum [gy, uy]. According to the above proof, this set is
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5.3 Proof of Theorem 5.0.3 = 215

non-empty. Moreover, it is closed with respect to finite minimum and finite maximum
operations. More precisely,

0,0,€T = 0, V0,e€T
and
01,0,€T = 0.N0, €T

for any stopping times oy, 0,. Let t = ess sup,.0. Then we may choose an increasing
sequence (o) ¢ T such that limy,;_,, o) =t a.s. Let [gy,, uy,] be the corresponding
sequence of solutions on [0, 0;,]. Due to uniqueness, this sequence defines a solution
[o,u] on [Jy,[0,0y] by setting [o,u] := [g), uy] on [0,0,]. For each R € N, we now
define

Tr =t Ainf{t € [0,T] | [u(®)] . = RY.

Then (p,u) is a solution on [0, 0, A 7] and sending M — oo we obtain (g, u) is a so-
lution on [0, 7R]. Note that 75 is not a.s. strictly positive unless IIuOIII,VXz,oo < R. Never-
theless, since u, ¢ WS2(T3) a.s. we may deduce that, for almost every w, there exists
R = R(w) such that tr(w) (@) > 0. To guarantee the strict positivity, we combine the two
sequences of stopping times (0y) and (tz) and define t; = 0y V ;. Then each triplet
(0,u,tR), R € N, is a local strong pathwise solution with an a.s. strictly positive stop-
ping time.

Next, we observe that, by repeating the construction of a local strong pathwise
solution, a solution on [0, ;] can be extended to a solution on [0, t; + o] for a P-a.s.
strictly positive stopping time o. Indeed, with the method from Section 5.3.3 we can
construct a new solution starting from [p(tg), u(tg)] as the initial condition as follows.
Define a stochastic basis

(0.3 F )0 P) = (0.F, (%tRH)tZo:]P) (5.44)
together with a cylindrical (§,)-Wiener process
W=Wpkens Wilt) := Wi(tg +t) - Wi(tg), keN. (5.45)

Due to the proof in Section 5.3.3, the datum [p(ty),u(ty)] satisfies the assumptions
on the initial condition. Hence we obtain (9,1, o), which is a local strong pathwise
solution to (5.1)—(5.3) relative to the cylindrical Wiener process (5.45) on the stochastic
basis (5.44). We stress that the stopping time o is IP-a.s. strictly positive. Since solutions
are unique (cf. Section 5.3.1), setting

(ou)(t) ift<tp,

p,a)(t) :=
@ {@mm iftp<tstp+o
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yields a local strong pathwise solution to (5.1)-(5.3), defined up to the stopping time
tg +0 > tp.

Thus, in order to show that t <t on [t < T], assume for a contradiction that P(tg =
t < T) > 0. Then we have ty + 0 € T and hence P(t < t; + 0) > 0, which contradicts
the maximality of t. Consequently, (tz) is an increasing sequence of stopping times
converging to t. Moreover, on the set [t < T] we have

sup u(®)],2e =R
te[O,tg] x

Thus, the existence part of Theorem 5.0.3 is complete.
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6 Relative energy inequality and weak-strong
uniqueness

The concept of weak solution was introduced in mathematical fluid mechanics to
handle the unsurmountable difficulties related to the hypothetical or effective possi-
bility of singularities experienced by solutions of the corresponding systems of PDEs.
However, as shown in the seminal work of DeLellis—Székelyhidi [DLS10], the so far
well-accepted criteria, derived from the underlying physical principles as the second
law of thermodynamics, are not sufficient to guarantee the expected well-posedness of
the associated initial and/or boundary value problems in the class of weak solutions.
The approach based on relative entropy/energy, introduced by Dafermos [Daf79], has
become an important and rather versatile tool whenever a weak solution is expected
to be, or at least to approach, a smooth one; see Leger-Vasseur [LV11], Mellet—Vasseur
[MV08], Masmoudi [Mas01], and Saint-Raymond [SR09] for various applications. In
particular, the problem of weak-strong uniqueness for the compressible Navier—
Stokes and the Navier—Stokes—Fourier system were addressed by Germain [Ger11] and
finally solved in [FN12, FNS11]. Our main goal is to derive a relative energy inequality
for the system

dp + div (pu)dt = 0, (6.1)
d(pu) +div(pu®u)dt + Vp(p) dt = div$(Vu) dt + G(p,ou) dW, (6.2)

with p(p) = ag?, a > 0, analogous to that obtained in the deterministic case in [FNS11].
For the sake of simplicity, we restrict ourselves to the physically relevant case N = 3,
seeing that our arguments can be easily adapted for N =1,2.

We proceed in several steps. First, let us recall that under suitable assumptions
on the initial law, existence of global solutions to (6.1)-(6.2) was established in Chap-
ter 4, namely in Theorem 4.0.2. The corresponding notion of solution was the so-called
dissipative martingale solution, defined as follows.

Definition 6.0.1 (Dissipative martingale solution). Let A = A(p,q) be a Borel proba-
bility measure on L}(T?) x L(T?) such that

r
dA(p, q) < co,

AMo>0}=1, Lw ”w[% +P(Q)] dx

where the pressure potential is given by
o
P(0) =ap J 2V2dz
1

and r > 1. The quantity ((Q, &, (F¢)i=0, P),0,u, W) is called a dissipative martingale so-
lution to (6.1)—(6.2) with the initial law A if:

https://doi.org/10.1515/9783110492552-006
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(1) (B, (B0, P) is a stochastic basis with a complete right-continuous filtration;

(2) W is a cylindrical (&,)-Wiener process;

(3) the density p and the velocity u are random distributions adapted to (F;)»o, 0 > 0
P-a.s.;

(4) there exists an §,-measurable random variable [, uy] such that A = £[gy,0,u];

(5) the equation of continuity

_LTat¢Lr39‘l’dth=¢(o) JT3QO¢dX+ JT(PJTBQu.Vzpdxdt

0

holds for all ¢ € C°([0, T)) and all i € C*®°(T>) P-a.s.;
(6) the momentum equation

T
[ ae| eupaxd-¢0 | eouo-pax
0 I 3

=JT¢J [Qu®u:V(p+p(g)div<p]dxdt—rqbJ S(Vu) : Vepdx dt
o Jm o Jm

X T
+ZJ ¢J G, (0.0u) - @ dx AW,
k=170 I

holds for all ¢ € C°([0, T)) and all ¢p € C*°(T>) P-a.s.;
(7) the energy inequality

_ LT 3, Lﬁ [Sotui + @) dxat + JOT ¢ Lrs S(Vu) : Vudxd

<90 | [eoluol +Plog)] dx+3 > LTqb Lrs 07 |Gy (o, 0w dxdt

L k=1
T
N ZJ ¢J Gy (0, 0u) - udxdw, 63)
k=170 T

holds for all ¢ € C°([0, T)), ¢ >0, P-a.s.;
(8) if b € CY(R) such that b’ (z) = O for all z > M,, then, for all ¢ € C°([0, T)) and all
P € C®(T?), we have P-a.s.

- LT %9 | benpaxdt=(0) | oo+ LT ¢ bowm-vpdcds

T
—j ¢j (b' ()0 - b(@)) divup dxd.
0 3

We will see below that the key towards the relative energy inequality is the en-
ergy inequality (6.3). Recall that the latter one is not automatically satisfied by weak
solutions, so it has to be included in the definition. In order to measure the distance
between a dissipative martingale solution [g, u] of system (6.1)—(6.2) and a pair of ar-
bitrary (smooth) processes [r, U], we introduce the relative energy functional

E@uin)= [ [Jolu-UP+P@)~P' (-1 -P()] dx. (6.4)
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Note that £ > 0 since P is a convex function. In view of future applications, it is conve-
nient if the behavior of the test functions [r, U] mimics that of [g,u]. Accordingly, we
require r and U to be stochastic processes adapted to () such that

dr=ddrdt + dsrdw, dU=d%Uds+dSUdW. (6.5)

We assume that dr,dU are functions of (w,t,x), sufficiently integrable and regular
with respect to the space variable, and d*r,d°U belong to L,(2; L2(T?)) a.e. in (w,t),
and have appropriate integrability and space regularity. Under these circumstances,
the relative energy inequality reads

_ LT 3,6 E(o.ulr, U)dt + LT ¢ Lﬁ (S(Vu) - S(VU)) : V(u - U) dxdt
T T
< $(0)E(p, ulr, U)(0) + L PR (o, ulr, U)dt + L ¢ dMgg, 6.6)

for all ¢ € C°([0,T)), ¢ =0, P-a.s. Here, Mgy is a real-valued square integrable mar-
tingale given by

t t
Mg (6) = JO Lra (u—-U) - Go,ou) dxdW — JO Lra o(u—-U).dUdxdw
t
+J J (p'(r)—pP"(r))d°rdxdW. 6.7)
0 J13

The remainder term reads

R(o,ulr,U) = J S(VU) : (VU - Var) dx + Lp 0(d9U +u- VU)(U - u)dx

j ((r=@P"(ndr + VP (n(rU - ow)) dx - Lrs divU(p(e) - p(r)) dx
19 Gk(Q ow S NI

*3 k; J -d U(ek)| dx 22 Lﬁ oP" (r)|d°r(e;)|” dx
% Y J p" ()]d*r(e,)|* dx. (6.8)

We will show that the relative energy inequality holds true for dissipative martin-
gale solutions to (6.1)-(6.2). Recall that existence of such solutions defined on some
probability space was given in Chapter 4. The proof of (6.6) is presented in Section 6.1.
The main ingredients are the energy inequality (6.3) and a careful application of It6’s
stochastic calculus.

As a corollary of the relative energy inequality we obtain a weak—strong unique-
ness property (pathwise and in law) for the stochastic Navier—Stokes system (6.1)—(6.2),
established in Section 6.2. In particular, we prove a Yamada—Watanabe type result that
says, roughly speaking, that pathwise weak-strong uniqueness implies weak—-strong
uniqueness in law; see Theorem 6.2.3.
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220 —— 6 Relative energy inequality and weak-strong uniqueness

Remark 6.0.2. A dissipative martingale solution satisfying the energy inequality in
the differential form (6.3) may be seen as an analogue of the a.s. super-martingale so-
lution, introduced by Flandoli-Romito [FR08] and further developed by Debussche-
Romito [DR14] in the context of the incompressible Navier—Stokes system.

It follows from (6.3) that the limits

ess lim LP BQIuI2 +P(g)](‘r) dx, essrli_)ntl_ Lra BQMZ +P(Q)](T)dx

TS+

exist P-a.s. foranyO<s<t<T,

70+

tim [ [Seuk+P@]@ac= [ [Soiuk+P@)]odx

and

”W [%QNIZ + P(Q)](T) dx]Hti + Jt

TS+ S

J $(Vu) : Vadxdt
T3

tp @ t
slj J ZQ_1|Gk(Q)QU)|2dth+J 'IJJ Glo.ow) - udxdw  (69)
2 Js T k=1 s T3

P-a.s. Finally, in view of the weak lower semi-continuity of convex functionals,

ess lim er [%g|u|2 + P(Q)](T) dx > J [%glulz +P(Q)](t) dx,

T—t— 3

foranyt € [0, T) P-a.s. Similar observations hold for the relative energy inequality (6.6)
that can be rewritten as

t
E(g,u|r,U)(t) +J

s

J (S(V,u) - $(VU)) : (Vu - VU) dx dr
T3
< E(p,u|r,U)(s*) + Mgg(t) - Mgg(s) + Jt R(p,u|r,U)dr, (6.10)

forany 0 <s<t< T P-a.s., with

&(eulr, U)(0%) = &g, ulr, U)(0).

6.1 Relative energy inequality

The main result of this chapter is the following theorem. It states that any dissipative
martingale solution, the existence of which is guaranteed by Theorem 4.0.2, satisfies
the relative energy inequality.

Theorem 6.1.1. Let

(28 (F)ez0-P)0,u, W)
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be a dissipative martingale solution of problem (6.1)—(6.2) in the sense of Definition 6.0.1.
Suppose that functions r, U are stochastic processes adapted to (F)s0»

reC([0, T W(T3)), UecC([0,T; W (T3?)) P-as.foralll<q< oo,

q q
E| sup |[7)2.q| +E| sup U2, | <c(q), (6.11)
[te[oF}] W}‘I] Ldog] Wx“’] q

O<r<r(t,x)<r P-as.
Moreover, r, U satisfy (6.5), where

ddr,d%U e LI(Q; L9(0, T; W4(T3))),
dr,d%U € L2(Q; L%(0, T; L,(U; L2(T3)))),

1

(Z |d5r<ek>l")q € L 19(0, T5LA(T?))),
k=1

(Z IdSU<ek>lq>q € L L9(0, T:L9(T°)))
k=1

for all 1 < g < co. Then the relative energy inequality (6.6) holds for all ¢ € C°([0,T)),
¢ > 0, P-a.s., where the martingale My, is given in (6.7) and the remainder term is given
in (6.8). In particular, the relative energy inequality (6.10) holds.

Remark 6.1.2. Hypothesis (6.11) seems rather restrictive and even unrealistic in view
of the expected properties of random processes. On the other hand, it is necessary
to handle the compositions of the non-linearities, in particular the pressure p = p(r).
Note that (6.11) can always be achieved replacing r by 7, where
F)=r(t AT, 5),
where 7,7 is the stopping time given by
T,7= inf{t €[0,T] : infr(t,-) <ror supr(t,-) > F}.
- e 3

Remark 6.1.3. For the sake of simplicity, we prove Theorem 6.1.1 in the natural three-
dimensional setting. However, the same result holds in the one-dimensional and two-

dimensional settings.

Proof of Theorem 6.1.1. We start by writing

6<g,u|r,U)=j [1g|u|2+P(g)]dx—j pu- Udx
3 2 3

1 2 _ ! ! _
+ Lﬁ 2QIUI dx Lﬁ oP'(r)dx + J‘Ts [P'(r)r — P(r)] dx.
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As the time evolution of the first integral is governed by the energy inequality (6.3),
it remains to compute the time differentials of the remaining terms with the help of
Theorem A.4.1.

Step 1: To compute d jT3 ou - Udx, we recall that s = pu satisfies hypotheses
(A.10)—(A.12) with m = 1 and some 1 < g < co. Applying Theorem A.4.1 we obtain

d(‘[1r3 Qu-de> = (LB o(u-dU+u- VU~u)dx> dt
N (Lﬁ divUp(o) - S(Vu) : VUdx ) dt

+y J dU(e,) - Gy (0, ou) dx de + dM,, 6.12)
=T

where
t t
Ml(t)zj j U~(G(g,gu)dxdW+J J ou-dSUdxdw
0 J13 0 J13

is a square integrable martingale.
Step 2: Similarly, we compute
d(J 1g|U|201x) - J ou-VU-Udxdt+ j oU-d9Udxdt
']I‘S 2 ']r3 T3
1 (oe)
+ 3 Z J ; Q|dsU(ek)|2 dxdt + dM,, (6.13)
T

k=1

t
M2=J oU-d*Udxdw,

([ [er-rolax) - [ podiraca

Lp P re)Pdxde + M, (614)

and, finally,
d(J gP’(r)dx) = J oVP'(r) -udxdt + J oP" (r)d%rdxdt
i e
1
") Z J P (1)|dr(e,) P dxdt + dM,, (6.15)

M, (t) = JJ oP" (r)d°rdxdwW.
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From the equations (6.3), (6.12)—(6.15) we obtain the following formula for the martin-
gale My appearing in (6.6):

t

Mgg(t) = J

J (u-U)-G(g,gu)dxdW—H o(u-U)- dUdxdW
0 J13 0 J13

+ r j (p'(r) —pP"(r)) d°r dxdW.
o J13

Step 3: Now, we can derive a differential form of (6.12)-(6.15) similar to (6.3) by ap-
plying Theorem A.4.1 to the product with a test function 1. Summing up the result-
ing expressions and adding the sum to (6.3), we obtain (6.6). We have proved Theo-
rem 6.1.1. O

6.2 Weak-strong uniqueness

As the first application of Theorem 6.1.1, we present a weak-strong uniqueness result.
Here, weak solutions have to be understood in the sense of Definition 6.0.1, whereas
strong solutions solve (6.1)-(6.2) in the sense of Definition 5.0.1, which we recall in the
following for the convenience of the reader.

Definition 6.2.1 (Local strong pathwise solution). Let (Q, &, ()0, P) be a stochas-
tic basis with a complete right-continuous filtration and let W be an (&;)-cylindrical
Wiener process. Let (gy,u,) be an §,-measurable random variable in the space
WS2(T3) x WS(T?) for some s > Z. A triplet (¢, u,1) is called a local strong pathwise
solution to system (6.1)—(6.2), provided:

(1) tisaP-a.s. strictly positive (§,)-stopping time;

(2) the density g is a W*?(T>)-valued (,)-progressively measurable stochastic pro-

cess such that

o(-At)>0, p(-At)eC([0,T;WS(T3)) P-a.s.;

(3) the velocity u is a W>2(T>)-valued (§,)-progressively measurable stochastic pro-
cess such that

u(-At) € C([0, T; WS2(T3)) n L?(0, T; WS*2(T3))  P-a.s;
(4) the equation of continuity
At
o(tAt)=p¢ — J div (ou)ds
0

holds forall t € [0, T] P-a.s.;
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(5) the momentum equation
tat
(ou)(tAt)=pqug - j div(pu®u)ds
0

tAt tAt At
+ J divS(Vu)ds - J Vp(p)ds + J G(p,pu)dW
0 0 0

holds for all t € [0, T] P-a.s.

6.2.1 Pathwise weak-strong uniqueness

We claim the following pathwise variant of the weak—strong uniqueness principle.

Theorem 6.2.2. The pathwise weak-strong uniqueness holds true for the system
(6.1)-(6.2) in the following sense. Let [(Q, F, (F;), P), 0, u, W] be a dissipative martingale
solution to system (6.1)—(6.2) in the sense of Definition 6.0.1 and let (9,1,t) be a local
strong pathwise solution to (6.1)—(6.2) in the sense of Definition 6.2.1 with s > 4, defined
on the same stochastic basis with the same Wiener process and with the initial data

@(O) ) = Q(O’ )) @(0> )ﬁ(o’ ) = (Qu)(os ) ]P‘a.s-)

6.16
0(0,)20>0 P-as. (6.16)

Thenp(-At) =p(- At) and pu(- A t) =pua(-At) a.s.

Proof of Theorem 6.2.2. Step 1: We start by introducing a stopping time
7, =inf{t € (0, T) | |a(s, ')"sz > L}.

As (9, 1) is a strong solution,

P| lim TL:t]:l,

L—oo
whence it suffices to show the result for a fixed L.
Step 2: Given L > 0, we obtain, as a direct consequence of the embedding relation

W22(T3) - C(T3),

sup [|V2a(t, )|l < c(L). (6.17)
tel0r] X

Moreover, since p satisfies the equation of continuity on the time interval [0,t] and
hypothesis (6.16) holds,

0<QLs@(t/\t)s§L fort e [0,1;], (6.18)
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for some deterministic constants [ 0;, cf. Remark A.2.6. Next, it is easy to check that,
for any 6 > 0 small enough,

P(o) - P'(r)(g - 1) ~ P(r) = c(6) “Q;Qrvlz E isirr’i(ai,lé ¢ 6/2,26). (619)
This motivates the following definition. For
®; € C3°(0,00), 0<P;p <1, Py(r)=1 forallre [QL/Z, 20, 1,
we introduce
[Mess = PL(@h, [hles =h— @ (@)h foranyheL}(Qx(0,T)x T3).
It follows from (6.19) that
E(@.ulg, ) > c(D)[ [~ Bless |7, + 10— Bless 7] (6.20)
and, similarly,
E(.ul0, 1) > c(L) [ VBT - Wes 7, + 1[1+ 0] 1] (6.21)

whenever t € [0, ].

Step 3: Our goal now is to apply the relative energy inequality (6.6) tor =9, U=1 on
the time interval [0, 7; A t]. To this end, we compute

dii = d(ﬂ) L) - %@y,
6/ o F

Hence we deduce from (6.6)
AT AL
S ulB,B)EAT AL + j j (S(Vu) - S(V@D) : (Vu - Vit dxds
0 g
tAT AL
< Mgg(t ATy A L) — Mgg(0) + J R(o,ulp, ) ds, (6.22)
0
with
R(o,ulp, t) = j $(Via) : (Via — Vu) dx
']I*B
_ J 2 (3,51 + div (i ® W) - (i — u) dx
™ 0
+ j ou- Vii(ii - u) dx + j g(divs(Vﬁ) —Vp(©)) - (i - w)dx
3 g

¢ (@-0P" @2+ VP @)@~ ow)dx- | diva(pe)-p@)dx
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2 2oy 2
Gk(Q ou) Gk(éggu) dx

IR

This can be rewritten

R(o,ulp,0) j L0 -o)divs(va) - (@ - w)dx

o) Vi (@-wax— | 29p(@)-(@-w)dx

—~~

+J
+ | (@-0P" @22+ VP @)@ ow)dx- | diva(p)-p@)dx
o1 j QGk@)@u)_Gk(g,@u)’ e

2 3 Q N

(o-0)divs(Va) - (@ -u)dx + J p(u—u)-vVi- (@ —u)dx
']F3

e =

- Lp

_ J divi(p(o) - p' (8)(e - ) - p(@)) dx
o1 z j

:31+92+<73+94. (6.23)

| -

Gk(Q ow) Gy, QU)| dx

The goal is to estimate the terms .7, ..., .7, and to absorb them in the left hand side
of (6.22) via Gronwall’s lemma. The first three terms can be estimated similarly to the
deterministic case; see [FNS11, Section 4.1]. Using (6.17) and (6.18) we estimate

Zi<g)! sup [Vl [ le-ella-uldx
te[0,1;] R
<cl) [ oulo-alli-uldr+ | (1-04@7)lo-olla-uldx
=: c(L). 7! + c(L) F2.
Using (6.17), (6.18), (6.19), and (6.20), we obtain

' <) (Jop @ -}, + |0 @)©-d)7)

= (L) (1w - Wess[7 + 12 - Bless])
<c(L)E(p,ulp, @)

and similarly, by (6.19),

F<c(l) j (1- ®,(0))%0l - ul dx

I(1-@,(@)vem-w); + (1~ .©)vel;;)

L)(
(11~ @L(@) Ve - B + (1 - @.@)(1+ "))

<c(L)
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=c(L) (” velu - ﬁ]res”i}( + " [1 + Qy]res "L}()
<c(L)E(o,ulp, ).

By (6.17) we easily find

72 sup [Vl j olu - P dx < c(D)E (g, ulo, ).

te[o,

Finally, we have
i< sup [Vt | (P@)-P'@)e-2)-P@)dx
te[0,1;] X JTs
<c(L)E(p,ulp, ).
We conclude
T+ T+ T <c(L)E(o,ulp, ). (6.24)

Now we estimate the part arising from the correction term and decompose

7 —1 5 i GI<(Q>Qu)_Gk(@,@ﬁ)|2
Z} - 2 ,;1.[]1‘3)(95%@ Q — dX
IS Gi(o.0u) Gy (p, 1)
+§ZJ )(Q<Q<ZQQ‘ x\0,0 kQQ |dx
k=1
13 G, ( u) G, (5
33| toge] S22 SRV
2k:l 0
=T+ TP+ T

Using (5.4), (5.5), (6.18), and (6.19), we obtain
T <) | Xpuy (1+ olul + pliP) dx
T =2
sc(L)J gdx+c(L)1Ej olu— P dx
T 2 3

<) [ Xyey (PO -P' @0 -0)-P@)dx+c(l) | olu-afdx

<c(L) &E(p,ulp, ).

Similarly, we obtain by (6.18) and (6.19) and the mean-value theorem

1 G (o,0u) Gy(p,ou) |?
2 - . k _ Yk
Ti < > kZ::lLTaX%SQQQ | 0 ~ ’ dx
19 G (0,0u) G (g,00) |?
+§ I;JT3X%sgs2@Q| o] - , | dx
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<c(l) J X2cpep(l0 — 0P (1+ loul?) + lou - purl?) dx
™ 27
<c(l) J X2 perp(l0 =8P (1+[017) + lo(u — w)?) dx
T 2757
_ _ A2 _fl12
<c(L) Lr X%SQQ@'Q ol dx+erg|u al-dx

<cl) [ (P@)-P'@)0-0) - P@) dx +&(lp.ul(2,)

<c(L) &E(p,uld, ).

Finally, (6.19) yields

Xo=2p(0 +olul® +ol@?) dx
Xos2(0 +olu— 1l + pl?) dx
Xos25(@" (1+ 1@]%) + plu —@[?) dx
<c(L) | (P(@)-P'(@)(e~r)-P(r)dx+E(o,ulp, i)

<c(L)

™

(o,ulp, ).

Plugging everything together, we deduce

At
E(0, 1, @)(t ATy A t) < Mpg(t AT, At) — Mpg(0) + c(L) J " &(o,ulp, w)dt.

tAT
0

Taking expectation and applying Gronwall’s lemma, the claim follows.

6.2.2 Weak-strong uniqueness in law

Strictly speaking, the strong solution and the dissipative martingale solutions of prob-
lem (6.1)-(6.2) may not be defined on the same probability space and with the same
Wiener process W. However, as a consequence of Theorem 6.2.2, we also obtain weak-

strong uniqueness in law.

Theorem 6.2.3. The weak—-strong uniqueness in law holds true for the system (6.1)—(6.2)

in the following sense. If

is a dissipative martingale solution to system (6.1)—(6.2) in the sense of Definition 6.0.1

and
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is a local strong pathwise solution to (6.1)—(6.2) in the sense of Definition 6.2.1 defined
on a stochastic basis (Q?, §, (F?) =0, P?) with Wiener process W2 such that

A= £[0'(0),0'u’(0)] = £[0%(0),0°u?(0)],
then
L[ At), Ml (- At)] = L[%(- At), 0" (- At)]. (6.25)

Proof. The proof is based on ideas of the classical result of Yamada-Watanabe for
SDEs as presented for instance by Karatzas—Shreve [KS91, Proposition 3.20]. However,
we need to face several substantial difficulties that originate in the complicated struc-
ture of system (6.1)—(6.2).

Let R' := ' - 0'(0), R := ¢° - 0°(0), Q" :=¢'u' - (¢'u')(0), Q* := o°* - (2’w?)(0).
Let M be the real-valued martingale from the energy inequality (6.3) of the dissipative
solution (p!,u') and let M? = 0. Set

© := LY(T3) x L1 (T%) x C([0, T}; ) x C([0, T1)
x C, ([0, T]; LY(T3)) x C,, ([0, T);Li (T3)) x L2(0, T; W*2(T3)).

We denote by 0 = (ry,qq,w,m,7,q,V) a generic element of ®. Let B;(0) denote the
o-field on @, given by

B,(0) := B(L'(T?)) ® B(L (T*)) ® B(C([0, T}; Uy)) @ B(C([0,T1))
& B7(C, ([0, T:LY(T%)) @ B7(C,, ([0, TEL™ (T2))) © B(L2(0, T; WH(T?))),

where for a separable Banach space X we denote by B(X) its Borel o-field and by
Br(C, (10, T]; X)) the o-field generated by the mappings

C,([0,T;X) > X, heh(s), se[0,Tl.
The discussion by BrzezZniak et al. [BOS16, Section 3] shows that
(€, ([0, T):X), B1(C,, ([0, T} X))

is a Radon space, i.e., every probability measure on (C,, ([0, T]; X),8+(C, ([0, T]; X)))
is Radon. Since the same is true for any Polish space equipped with the Borel o-field
and since the topological product of a countable collection of Radon spaces is a
Radon space, we deduce that (®,B(0)) is a Radon space. As discussed by Ledo et al.
[LJFR99, Theorem 3.2], every Radon space enjoys the regular conditional probability
property. Namely, if P is a probability measure on (0, 8;(®)), (E,E) is a measurable
space, and

2 :(0,B:(0),P) > (E,&E)
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is a measurable mapping, then there exists a regular conditional probability with re-
spect to &, that is, there exists a function K : E x 8B;(0) — [0,1], called a transition
probability, such that:

(i) K(x,-)is a probability measure on B;(®), for all x € E;

(i) K(-,A)is a measurable function on (E, &), for all A € B(0);

(iii) for all A € B;(®) and all B € &, we have

P(AnT}(B))= J K(x,A)(Z,P)(dx),
B
where Z, P denotes the pushforward measure on (E, £).

Letj € {1,2}, let # denote the joint law of
(@(0), (@W)(0), W, M,R,Q, W)

on O, and let P¥ be the Wiener measure on C([0, T]; U,) which also coincides with
the projection to w of 3¢/ The law of (r,, q,) is A and the law of (r,, qo, W) is the product
measure A®P" since (¢/(0), (¢/w/)(0)) is &/, -measurable and W/ is independent of &},.
Furthermore,

W[(r(0),q(0)) = 0] = 1.

Now, everything is in hand to bring the two solutions (¢!,u!, W') and (¢?, u?, W?)
to the same probability space while preserving their joint laws. To this end, we re-
call that on (©, %T(G)),yf) there exists a regular conditional probability with respect
to (ro,qo, W), denoted by K’. Besides, since © is a product space and (r,, q,, w) is the
projection to the first three coordinates, we regard K’ as a function on

[LY(T3) x L (T3) x C([0, T}; )]
x [B(C[0, T1) ® B (C, ([0, T LY (T7)))
®B7(C, (10, TELI (T%))) ® B(L2(0, T; W'(T%)))].
Property (iii) above rewrites as follows. Let
A, € B(LY(T)) o B(L# (T3)) ® B(C([0, T): Up))
and
A, € B(C([0, T1)) ® B1(C, ([0, TI; LY (T°)))
®B.(C,, ([0, TI; L (T))) ® B(L2(0, T; WH(T3))).

Then

WA, xA,] = L K (rg, o, w, Ay) A(d(rg, qo) )PV (dw). (6.26)

1
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Finally, we define
Q:=0@xC([0,T]) x C, ([0, T;LY(T3)) x C,, ([0, T);Li (T3)) x L?(0, T; W2(T3))
and denote by § the o-field on Q given as the completion of
B.(0) ® B(C[0, T]) ® By (C,, ([0, T; LY (T3)))
®B1(C, ([0, THL (%))  B(L2(0, T; WH(T?))),
with respect to the probability measure

P(dw) := K'(ry, qg, W, d(my, 11,9, V7))
x K*(rg, Qo> W, d(my, 7, @y, V) )A(d(rp, 4)) PY (dw). (6.27)

Here we have denoted by w = (ry, qq, w,my, 11, dy, V1, My, 75,5, V) @ canonical element
of Q. In order to endow (Q, &, P) with a filtration that satisfies the usual conditions,
we take

®; := 0((ro, Ao> W(8), My (8),71(5), 1 (5), V1 (), M, (8), 15(S), G (), V5 (8)); O < s < ),
& :=0(8, U{N; P(N)=0}), &= [| G tel0T).
€€(0,T-t)

Then, from (6.27) and (6.26), it follows that

Plw € O (1y, g, W» m;,1;,d;,Vj) € A x A,]

= J‘A Ki(r0> q()) W: d(m)) rj> q]> V]))A(d(ro, qO))IPW(dW)

1XA

_ L K (g, G W, Ay)A(d(ro, 4))P" (dw)

:i‘j[Al x Ay]
=P[(2/(0), (@W)(0), W, MR, QW) € A, x 4,].

Hence the law of (ry, q,,w,m;, 7;,q;, ;) under P coincides with the law of

(¢/(0), ('W)(0), W/, M, R, @/, )

under P/, As a consequence, the law of (ro +1,do *+4;, V;,w, m;) under P coincides with
the law of (¢/,@'W,w, W/, M) under . In particular, w is an ({;)-cylindrical Wiener
process.

To summarize, we have defined a stochastic basis (Q,, (F)0,P) with ran-
dom variables (r, +1;,qq + q;,V;, w) that have the same law as the original solutions
@, W, W, W), j=1,2. As a consequence,

P[q + q; =+ rj)vj] =1
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and (ry + 15,9 + q;,Vj,w) solves (6.1)-(6.2) in the weak sense. This can be verified
by Theorem 2.9.1; see also the proof of Propositions 4.3.14 and 4.4.12. Besides, since
the law of (g2, u?) is actually supported on a space of functions with higher regularity
(see Definition 5.0.1) and 92 > 0, we deduce that (r, + r,,V,,w) is a strong solution to
(6.1)-(6.2).

By the same reasoning as in Remark 6.0.2, we obtain the following version of the
energy inequality (6.3), which holds true forall 0 <s <t < T, P'-a.s.:

Lr} [50'u' + P(h)] 6 dx + j: Lp S(V,u') : V,u' dxdr

(R RICH] PRy 1 f( v G, (@',0'uh)? )
SLFB[ ity P ))]dx+zL erzl S d ) ar

+M(t) - MY(s).
Hence the equality of joint laws of (r, + 11,9, + q;,V;,m;) and (@', o'u!, u', M!) implies
the corresponding inequality satisfied by (r, + 1, qq + ¢, V3, my). Since, in view of Re-

mark 6.0.2, this is exactly the version of (6.3) that is used in the proof of pathwise
weak-strong uniqueness, Theorem 6.2.2 applies and yields

Plro+r=rp+15 o +d; =qo + 4] =1
or, equivalently,
Plw = (ro, Qo> W, My, T4, Gy, Vi, My, T3, G, V) € Q51 =19, @y = @] = 1.
Hence, for all A € B,(C,,([0, T]; LY (T3))) ® B1(C,, ([0, T];L% (T3))),

Pl[(Ql’Qlul) €Al =Plwe; (ry+1,,qo +qy) €A]
=PlweQ; (ry+1,,qg +q,) €A]
=P?[(°,0°u?) € A]

and (6.25) follows. O
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7 Stationary solutions
The main goal of this chapter is to show the existence of stationary solutions to

do + div (pu)dt = 0, (7.1)
d(pu) + div(pu ® u) df + Vp(p) dt = div S(Vu) dt + G(g, ou) dW, (7.2)

where p(g) = ag”, a > 0, in the framework of dissipative martingale solutions con-
structed in Chapter 4. To this end, we use a direct method based on a multi-layer ap-
proximation scheme similar to Chapter 4. Nevertheless, the uniform estimates neces-
sary for the existence theory are in general not suitable to study the long-time behavior
of the system. They are based on the application of Gronwall’s lemma and therefore
grow exponentially with the final time T. Hence, the major challenge is to derive new
estimates which are uniform with respect to all the approximation parameters as well
asin T. This is the heart of the construction. Let us point out that the standard methods
used for the incompressible system, as for instance by Flandoli-Gatarek [FG95] and
Flandoli-Romito [FRO8], are not applicable in the compressible case. Indeed, system
(71)-(7.2) is of mixed hyperbolic-parabolic type and the dissipation term does not con-
tain the density. Consequently, the forcing terms on the right hand side of the energy
balance cannot be absorbed in the dissipative term appearing on the left hand side in
an obvious and straightforward manner.

Furthermore, it does not seem to be possible to find universal estimates that would
be uniform in all the parameters R, m, €, § as well as in T. Instead, during each approx-
imation step we develop new estimates which are then used for the particular passage
to the limit at hand. More precisely, at the starting level, that is for fixed parameters
R,me N, &,6 > 0, we show existence, uniqueness, and continuous dependence on
the initial condition. Thus, the resulting system is Markovian and the transition semi-
group is Feller. Consequently, the existence of invariant measures can be shown with
the help of the standard Krylov—-Bogoliubov method in the infinite-dimensional set-
ting (see Section 2.12). This generates a family of approximate stationary solutions.
Note that we lose uniqueness already after the first passage to the limit (in R). Hence,
the usual Krylov-Bogoliubov approach cannot be employed anymore and even the
concept of invariant measure becomes ambiguous. To overcome this problem, we con-
struct stationary solutions on the next level as limits of the corresponding approximate
stationary solutions from the previous level.

At each approximation step, there are essentially three necessary estimates: for
the energy, the velocity, and the pressure. At the deepest level, we are able to obtain the
first two estimates uniformly in R, m, but the third one depends on all the parameters
R, m, g, § and is therefore not suitable for any limit procedure. The key observation is
that these estimates may be significantly improved if we take stationarity into account.
Therefore, working directly with stationary solutions given by the Krylov—Bogoliubov

https://doi.org/10.1515/9783110492552-007
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method, we derive an estimate for the energy as well as the velocity, which is uniform
in all the approximation parameters. The estimate for the pressure is more delicate
and has to be reproved at each level by applying a suitable test function to (7.1)—(7.2).
The proof is then concluded by performing the limit for vanishing approximation pa-
rameters based on a combination of deterministic and probabilistic tools, similarly to
Chapter 4.

It is remarkable that our result holds for the same range of the adiabatic exponent
y > 3/2as in the nowadays available existence theory. Note that the relevant determin-
istic problem, namely the existence of bounded absorbing sets and attractors, requires
arather inconvenient technical restriction y > 5/3; see [Fei00, FPO1]. Indeed, consider
the iconic example of the driving force of(x)dW in (7.2). If we replace it by the de-
terministic forcing pf(x) dt, then, to the best of our knowledge, it is not known if the
global-in-time weak solutions remain uniformly bounded for ¢t — co for y in the phys-
ically relevant range 1 <y < 5/3. On the other hand, the stochastic forcing pf(x) dW
gives rise to stationary solutions for any y > 3/2, as shown in Theorem 7.0.3. The reason
is the cancellation of certain terms in the energy balance due to stochastic averaging.
We therefore observe a kind of regularizing effect due to the presence of noise. Note,
however, that the growth conditions imposed on the diffusion coefficients G(p, gu)
(see (7.9) below) appearing in the driving term are more restrictive than in Chapter 4.

In comparison to the result of Chapter 4, the existence of stationary solutions re-
quires somewhat stronger assumptions on the model. As above, we consider the peri-
odic boundary conditions, where the physical domain may be identified with the flat
torus

T = (-1, 111y

However, our method leans essentially on the dissipative effect of the viscosity, repre-
sented by the viscous stress $ in (3.2). In particular, it is convenient to keep a kind of
Korn—Poincaré inequality in force. Following the idea of Ebin [Ebi83], we consider the
physically relevant complete-slip conditions

u-njpo =0, [S(Vu) : n] XM|y9 =0, (7.3)
imposed on the boundary of the cube
O =10,1°.

The crucial observation is that the constraint (7.3) is automatically satisfied by periodic
functions p, u defined on torus T> and belonging to the symmetry class

o(t,—x) =p(t,x) xeT>,
w'(t, 5 =Xj') = —ui(t, “Xp,*) i=123, (7.4)
Uit —x5,) =ul(t,x5,)  1#), 1j=1,23;
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cf. [Ebi83]. In such a way, we may eliminate the problems connected to the presence of
a physical boundary by considering periodic functions defined on T and belonging,
in addition, to the symmetry class (7.4). Note that, for u in the class (7.4), we have the
Korn—Poincaré inequality

[, 57w vudez el (75)

see Remark A.1.9.
In order to complement the above, we prescribe the total mass

J ot,x)dx=M,, te[0,00), (7.6)
T3

where M, > 0 is a deterministic constant. The assumption that M, is deterministic is
taken for simplicity, in order to avoid unnecessary technicalities. A more general case
of random M, satisfying

m<M,<m P-as. (7.7)

for some deterministic constants m,m € (0, 00) can also be considered. In that case,
one would prescribe the law of M, so that (7.7) holds.
As before, the stochastic integral in (3.2) is understood in the following sense:

G(o,ow)dW =) Gy(x,0,0u) dW;.
k=1

In agreement with (7.4), we suppose that the coefficients G, (x, o, q) satisfy

Gi(, %5 =4') = =Gk (- Xp4'), 121,23, 78)

Gi(» =X ~¢,) = G (x5, ,-),  1#]),1,j=1,23.
The reason for (7.8) is to keep the spatially periodic solutions in the symmetry class (7.4)
as long as the initial data belong to (7.4) P-a.s. More specifically, under the hypothesis
(7.8) all non-linearities in (7.1) and (7.2) map the class of functions satisfying (7.4) into
itself. Accordingly, a direct inspection of the existence proof reveals that the solutions
0, u constructed in the proof of Theorem 4.0.2 will remain in (7.4) for any time as long
as the initial data g, u, belong to (7.4).

As discussed in Section 3.5, our approach to the construction of stationary solu-
tions relies on the concept of dissipative martingale solution introduced in Section 3.4.
However, the problem of finding stationary solutions to (7.1)—(7.2) is very different from
the evolutionary Cauchy problem. Indeed, the initial law becomes irrelevant and the
global-in-time bounds cannot be controlled by the initial condition. Hence, we give a
definition of a dissipative martingale solution which is adapted to our purposes.
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Definition 7.0.1 (Dissipative martingale solution). The quantity

((Q’ B> (B0 ]P),Q, u, W)

is called a dissipative martingale solution to (7.1)—(7.2) if:

(1) (B, (B0, P) is a stochastic basis with a complete right-continuous filtration;

(2) W is a cylindrical (&,)-Wiener process;

(3) the density p and the velocity u are random distributions adapted to (F;)»o, 0 = 0
P-a.s.;

(4) the equation of continuity

-|"ow | ovaxdr=| [ ou-vparar

holds for all ¢p € C°((0,00)) and all P € C®(T3) P-a.s.;
(5) the momentum equation

- LOO 0P Lﬁ ou-@dxdt
= rO¢J 3[gu@u : Vep + p(p)div ] dx dt - roqb J ; $(Vu) : Vepdx dt
0 T 0 T

+Zj ¢J Gy (0.ow) - p dxdW,
k=170 I

holds for all ¢ € C°((0,00)) and all ¢ € C*(TV) P-a.s.;
(6) the energy inequality

. LOO R LFB B@lup +P(@)]dxdt+ Looquw S(Vu) : Vudxdt
< % gj:o ¢ Lra 07'[G (0, 0w)* dxdt + Ii LOO ¢ Lr} G, (0,0u) - udxdw,

holds for all ¢p € C°((0, 00)), ¢ = 0, P-a.s., with the pressure potential given by

o
Po-o| B dz

(7) if b € CY(R) such that b'(z) = 0 for all z > M), then, for all ¢ € C2°((0,c0)) and all
P € C®(T?), we have P-a.s.

_ JOOO o9 Lra b(e)y dxdt = JOOO ¢ LFB b(o)u - Vipdxdt

—j°°¢>j (b' (@) - b(@)) divuydxdt.
0 I

Note that, as opposed to Definition 3.4.1, the initial state does not play any role
and we consider test functions in time that are compactly supported in (0, co).
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In accordance with the available a priori bounds provided by the energy estimates,
a suitable state space for [g, pu] is

pel(T3), pue Lin (T3),

where y is the adiabatic exponent in the state equation (7.2). Accordingly, we consider
initial laws A defined on the Borel o-algebra of the product space LY (T3) x L% (T3).
In addition, we say that a dissipative martingale solution [g, u] satisfies the complete-
slip boundary conditions (7.3), if [o(t,-), ou(t,-)] belong to the symmetry class (7.4) for
any t € [0, T] P-a.s.

Finally, everything is in hand to define the notion of a stationary solution to
71-(7.2).

Definition 7.0.2. A dissipative martingale solution [g,u, W] to (7.1)-(7.2) in the sense
of Definition 7.0.1is called stationary, provided the joint law of the time shift [S.0, S, u,
S W—-W(r)] on

L%oc (O’ oo; LY (TB)) X L%oc (0’ 00; Wu(TB)) % Cioc ( [0, OO); Uy)
is independent of T > 0.
Our result then reads as follows.

Theorem 7.0.3. Let M, € (0,00) be given and let y > % Suppose that the diffusion co-
efficients Gy belong to the symmetry class (7.8) and there exist functions F; € C}(T> x
(0,00) x R?) and constants f;, > 0, k € N, such that

G, (x,0,q) = oF(x,0,w),

& (79)
[VoFx(0.0)| + [Fr(x,0,w)| <fy, Y fE=F<oco.
k=1

Then problem (7.1)-(7.2), (7.3), and (7.6) admits a stationary martingale solution [g,u, W]
in the sense of Definition 7.0.2, satisfying the complete-slip boundary conditions (7.3).

Note that, if for instance Gy (x,p,0) = 0 for all x € T>, p € [0,00), k € N, (7.1)-(7.2)
admits a trivial stationary solution, namely, u = 0 and p = const. Nevertheless, Theo-
rem 7.0.3 applies to more general diffusion coefficients G, where such trivial solutions
do not exist.

We point out that the moments in (3.27)-(3.29) for stationary solutions can only
be estimated up to a certain order p > 1. This is in contrast to the existence theory from
Chapter 4, where arbitrarily large moments are finite, provided the initial data posses
sufficient integrability.
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The rest of this chapter is devoted to the proof of Theorem 7.0.3. In Section 7.1, we
introduce the basic finite-dimensional approximation and construct a family of ap-
proximate solutions adapting the standard Krylov—Bogoliubov method. In Section 7.2,
we develop global-in-time estimates for stationary solutions and pass to the limit R —
0o and m — oo. Section 7.3 is devoted to the vanishing viscosity limit, i.e., € — 0. Fi-
nally, in Section 7.4, we perform the limit for vanishing artificial pressure, i.e., § — 0,
obtaining the desired stationary solution to (7.1)-(7.2).

7.1 Basic finite-dimensional approximation

In this section, we introduce the zero-level approximate system to (7.1)-(7.2) and study
its long-time behavior for suitable initial data belonging to the symmetry class (7.4).
More precisely, based on an energy estimate, Proposition 7.1.1, and bounds for the den-
sity, Lemma 7.1.2, we apply the Krylov—Bogoliubov method to deduce the existence of
an invariant measure.

We stress that, in accordance with hypothesis (7.8), the solutions can be con-
structed to be spatially periodic solutions, i.e., they belong to the symmetry class (7.4),
as long as the initial data belong to the same class (7.4). We always tacitly assume this
fact without specifying it explicitly in the future.

Let

3
H, = {v = Z [ap, cos(mm - x) + by, sin(rm - x)] | apy> by € ]R}
m,max;_; 5 |m;|<m

be the space of trigonometric polynomials of order m, endowed with the Hilbert struc-
ture of the Lebesgue space L2(T3) and let | - | H, denote the corresponding norm. Let

I, : L*(T3) — H,,
be the associated L*-orthogonal projection. Recall that the following holds:
IVl < cplivie Vv e LP(T3) (7.10)
and
v —v inIP(T%),

for any p € (1, 00); cf. Grafakos [Gra08, Chapter 3].
7.1.1 Approximate field equations

FiXReN,meN,e>0,6>0andletT > max{g,y}. The approximate solutions g =
Om> U =1, u,(t) € H, for any t are constructed to satisfy the following system of
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equations:
do +div (p[u]g) dt = eApdt — 2ep dt 4—)((i J QdX) dt,
MO 4l

dJ Qu'(de—J g[u]R®u:V(pdxdt—J ag”x(llually - R)divedxdt

'11*3 ']1‘3 ']I‘B m

oo (7.12)

- -I S(Vw) : Vpdxde + Y j oTL, F,(ou) - @ dxdW,
1‘3 k=1 ']I‘S

ve| ou-spdrdt-e| ou-paxde+s| o¥(luly, -R)divedrde,
e e e "
for any test function ¢ € H,,, where

[ulg =x(luly, - R)u,
with

1 on (-00,0],
X €C®(R), x=1adecreasing function on (0,1),
0 on|[1,00).

Similar to before, we use the following notation for the corresponding energy:

2
Lou? , a o+ 6 o'
2 p y-1 r-1

Es(o,0u) :=

Note that the basic approximate system (7.11) is not the same as the one from Chap-
ter 4, namely, (4.14)—(4.15). To be more precise, in order to obtain global-in-time esti-
mates we are forced to include two more “stabilizing” terms in the continuity equation
and to modify the momentum equation accordingly. Nevertheless, similarly to Sec-
tion 4.1, it can be shown that problem (7.11) admits a unique strong pathwise solution

for any $%,-measurable initial data [g,, (ou),] satisfying, for some v > 0,
00 €C**(T?), 0<p <0y <@ (ow)o € C*(T?) P-as.,
n (712)
]E[(J Es(00, (ou)g) dx) ] <c(n) foralll<n<oo,
']1*3

where p, p are deterministic constants and where the associated initial value of u is
uniquely determined by

u, €H,, JT390u0'¢dXIJT3(Qu)0'¢dX for all ¢ € H,.

7.1.2 Basic energy estimates

The energy estimates obtained from the corresponding energy balance similar to (4.55)
are not well-suited for the construction of stationary solutions. Indeed, the application
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of Gronwall’s lemma leads to an in time exponentially growing right hand side. In this
Section we derive improved energy estimates which overcome this problem and hold
true uniformly in t. However, it is important to note that, at this stage of the proof,
we are not able to obtain estimates independent of all the approximation parameters,
namely, the following bounds blow up as € — 0. The necessary uniform estimates for
the passage to the limit in € will be derived directly for stationary solutions in Sec-
tion 7.3.

Proposition 7.1.1. Let (g, u) be a solution to (7.11) starting from
00=1 (ou)y=uy,=0. (713)

Then the following bounds hold true:

n
]E[(J Eé(g,gu)(r,x)dx> ] <c(n,e,F), neN, (7.14)
1 26
T]E“ (||u||le + £||vgy/2||i§ + T":anmllii)dt] <c(eF). (715)

Proof. As in Proposition 4.1.14, we apply Itd’s chain rule to (7.11) to deduce the basic
energy balance. We have

1 ay or
Es(o, 2 Zolul? + —p¥ ]
dLr3 5(0,0u) dx + EJT3[29|U| +y_1g +r 1 dxdt

+ J S(Vu) : Vudx dt + SJ olVul?dxdt +¢ J (ayo”~? + 60 2)|Vpl|? dx dt
T3 e T

+8Lr3 5)(( oj de)lulzd.xdt

(o)

o) ) .
= Z JT3QHka(Qau) udXde + E Z JTS 5|QHka(Q,ll)|2dxdt
k=1 pax|

+X<A;O er de) L}(%@/—l : %Qr_l)dxdt. (716)

In view of hypothesis (7.9) and the continuity of I1,,, (710), we have

o0
Zj Lort, Fyowfdx < clolly 3. IFelo.wlEy:
k= k

<c||g||LyZ||Fk(g, W <c®lely, (717)
k=1

where 1 vty = = 1. Remark that the function g = j o dx satisfies the deterministic ODE

%g =-2¢p +)(< Qo ) (7.18)
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In particular, the function g is bounded by a constant that depends solely on the initial
mass M. Taking expectation in (7.16) leads to

4 Loz @ gy ir] |
dt]E“TsEE(Q’Qu)dX]+28]E[.[T3[29|u| +y—1Q +F—1Q dx

+ ]EH S(Vu) : Vu dx] + e]E“ (ayp”~? + 6T0"2)|Vo|? dx]
T T

< c(F)Eligly + IE[)((A%O |, edx) LFB(%QH cLg)a] @)

Now, we observe that both terms on the right hand side can be estimated by the
weighted Young inequality. Indeed, for any x > 0, we have

& a
c(FElloly < 5115”@ y—_”lgyax] ()

as well as

(5, o oox) | Glae+ e ) o]

SEE[JW[%Q or 712 ]dX]+C(8),

using y < 1. So, both k-terms can be absorbed in the left hand side of (7.19).

This readily implies (7.14) for n = 1 with an e-dependent constant on the right hand
side that blows up as € — 0. In addition, keeping (7.13) in mind and applying the Korn—
Poincaré inequality (7.5), we deduce the estimate for the ergodic averages (7.15).

As the next step, we apply the It6 formula to (7.16) to obtain, for n € IN,

d(JT3E5(0,9u>dX>n+28n<j [ olul* + .- lgy r&r

oo
+n<JT3E5(g,Qu)dx>n 1“ S(Vu) : Vudxdt+£Lrsg|Vu|2dxdt

+ej (aygy’z+6gr’2)|Vg|2dxdt+sj —)((M J gdx)lulzdxdt]
0

n 1
J Es(o, Qu)dx LTSQHka(Q,u)udxde

[ee]

3
e[ Bxte.qw ax 1[1 > é|QHka(Q,U)|2dxdt
(
n(n

2 k=1

[ oax) (2o 2o axae|

n-2 2
Z(j QHka(Q,u)-udx> dt=:%. (720)
=1 T

-1

(], Este.owax)
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By virtue of (79) and the continuity of I1,, (7.10), we have
o 2 ©o
> (| emaFilow udx) < ¥ |veTL,Felewl 1 veulf;
k=1 k=1

(o)
<c ) llely ImnFele. w7 IVoul?;
k=1

(o]
<c ) lelylIFie w7 I voul,
k=1

<c(B)llelylveoulz

<c(Blely LTB Es(p,ou)dx. (7.21)
Therefore, passing to expectations, the right hand side of (7.20) may be estimated by
n-1
EX < n]E[(J E5(Q,Qll)dx) j (ﬂgy’l + 6—rgr’1) dx] dt
§e m\y-1 r-1
n-1
+emPE[( [ Eseowax) loly |, (122
using also (7.17). Now, after a repeated application of the weighted Young inequality,
we obtain
n-1
EX < KIE[(J Es(0,0u) dx) J (ﬂgy + ﬂQr) dx] dt
3 m\Yy — 1 I'-1

+ KlE[(JT3 Es(0,0u) dx)n_1 LTS %QY dx] dt

. C(K)IE[(J;FB E.(o.o0 dx)nil] < BKEKLP Es(0,0u) dx)n] +c(x),

for all x > 0. Choosing x small enough (depending on ¢), both terms in (7.22) can be
absorbed in the second term on the left hand side of (7.20), yielding a constant that
blows up as € — 0. Hence we may infer (7.14) for any solution of (7.11) starting from
regular initial data (7.12). O

7.1.3 Regularity of the density

Making use of the additional damping terms in the first equation in (7.11), we are able
to show strong statements about the regularity of the solution depending on the pa-
rameters.

Lemma 7.1.2. Let u € C([0,00);H,,). Let p be a classical solution to
0.0 +div(p[u]g) = €Ap — 2¢p +X(LJ de), (7.23)
My J13

with p(0) € C**V(T3) such that p(0) > 0 and J1r3 0(0)dx < m. Then:
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(a) We have
le(@ My < cmk,p,mRe) Vr=1, (7.24)

forallk e N and p € (1,0).
(b) There exists a deterministic constant 0= Q(ﬁ, m,R,€) > 0 such that

o(t,)zp V=1l (7.25)
In particular, the constants are independent of u.

Proof. We start with equation (7.18) for the density averages that is independent of u.
Since (7.18) is a first order deterministic ODE, an easy observation shows

o(t) > M, ast— oo, (7.26)

where M, > 0 is the unique solution to the equation 2eM, = X(AMT;)' The convergence
above is uniform in the sense that, for every x > 0, there is T = T(m, &, k) deterministic
such that |p(t) - M| <k forallt > T.

The next step is to show that g is uniformly bounded from below as claimed in (b).
Returning to the equation of continuity, we have

. 1 .
0,0 — €A +Vp - [u]g = —(2e + div[u]y)o +)(<ATQ>.
0
Seeing that
|diV [u]R| <D(R,m)

for some constant D(R, m), we use the comparison principle (see Protter—-Weinberger

[PW67]) to deduce
o(t,) 2 o(t),
where p solves the equation
do 1. :
F_t = —0(2¢ + D(R,m)) +)((ATOQ), 0<p(0)< ljrrng(O)- (7.27)

In accordance with (7.26), we have
1 . M
X(ATOg(t)> —>X<ATZ> =2eM,>0 ast— oo.

Since any solution to (7.27) is asymptotically stabilized towards this equilibrium, we
conclude that g(t) > 0 for any ¢ > O,

M,
XGE)

Q(t) - 2e + D(R,m)

ast — oo,

and finally (7.25) follows.
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Now we are going to prove part (a). First, note that (7.26) implies
&) =, < cm). (7.28)

We apply maximal regularity theory (see Theorem A.2.2) to equation (7.23) to obtain

||at0||L2(T)T+1;W;2,q) + "AQ"LZ(T,T+1;WX_2’(I)

< ¢ (oD ly;1a + 11¥ (@8R 7 30:20

1
L dx)
bl e

where q is chosen such that 1 < g < 3/2. Since L(T3) — W~24(T3), using (7.28) we have

L2(T, T+L Wy >7) )

”atQ”LZ(TJJrl;Wx_Z’q) +llellzar,raag)
=cC (”Q(T)”W;I‘i + ”Q”IAZ(T’TJA;W;UI) + 1)
<C (”Q(T)”L)l( + ”Q"LZ(T,T-H;L}() + 1)

< c(llello(rriaay +1) <6

where ¢ depends on R and ¢ but is independent of T. Consequently, thereis 7 = 7(T) €
[T, T +1] such that p(t) is bounded in L¢(T3) independently of T. A similar argument
as above shows

||atQ“LZ(T,T+1;WX_1’q) + ||Q||LZ(T,T+1;W)}’4)

=c (”Q(T)"LZ + ”Q”LZ(T,TH;L?() + 1) <cC.
So we have
0 € LX(T, T+, WH(T3)),

with a bound independent of T. Now, we can bootstrap the argument to obtain the
claim. O

7.1.4 Approximate invariant measures

With estimates (7.14), (7.15), and (7.24) at hand, we are ready to apply the method
of Krylov—Bogoliubov (see Section 2.12) to construct an invariant measure for sys-
tem (7.11) with fixed parameters R, m, &, and 6. For r > 0, we define the set

R =R, ={(r,v) e C*(T?) x Hys ' <r<r, |Vrlpe <1},

which will be the state space for solutions to (7.11). By C,,(:R) we denote the space of
bounded continuous functions on .
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First of all, we recall that the approximate system (7.11) can be solved using the
same method as in Section 4.1. In what follows, for an &-measurable R-valued ran-
dom variable 1, we denote by U/, = (¢!, u!,) the solution of (7.11) at time ¢ starting
at time s from the initial condition 7. If s = 0, then we write simply U}. We obtain the
following result.

Theorem 7.1.3. There is r large enough such that the following holds. Let 0 <s < t be
given. Let n be an §y-measurable R-valued initial condition. Then there exists Ul =
(o, ud) € L>(€; C([s, t]; R)), which is the unique strong pathwise solution to (7.11) start-
ing fromn at time s. In addition, if n,, n, are two such initial conditions, thereis € (0,2)
such that

E|U% - UB % < C(t - s,R,m,&,8) Elny — 5. (7.29)

Proof. The existence of the unique strong pathwise solution follows by the argu-
ments of Section 4.1. In addition, by means of Lemma 7.1.2, the solution belongs to
L2(Q; C([s, t]; R)) if we choose r large enough. Following the ideas of Proposition 4.1.9
(see, in particular, Corollary 4.1.10), we obtain

< C(t-s,R,m,& &) Eln, - nyl%.

Bful) - ufl7, < sup [ull - ull,

Moreover, Lemma A.2.7 implies

sup [lo%s - 0% 12 < C(t - s,R,m,€,8) sup [uly - ul,
s<ost x

s<o<t

Hy,
P-a.s. and hence
Ellodt - 0,0 < C(t -5, R m.&, 6) Elny ~ 1yl
foranyf > 0. In order to obtain the final estimate, we choose [ € N such that Wh(T3) -
C%V(T3) and interpolate W2(T>) between W'*2(T3) and W"2(T?). Using Lemma 7.1.2,

this implies, for some S € (0, 2),

2 2
Elles} — €5t lzn < cEllos - 8t iy
2—
< cE[lo% - 0% .o — o 5t

< C(t-5,R,m,&8) Eln, — nylfe. O
Let us now define the operators P; by

(Pep)) :=E[p(UF)] ¢ € Cy(R).
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Corollary 7.1.4. Equation (7.11) defines a Feller-Markov process, that is, P; : C,,(:R) —
Cy(R) and

E[p(ULJ)|S,] = Psp)(U}) Ve € Cy(R), Vn € H, Vt,s > 0. (7.30)
Besides, the semi-group property P, = P; o P; holds true.

Proof. The Feller property P; : C,(:R) — C,(R) is an immediate consequence of (7.29)
and the dominated convergence theorem.
In order to establish the Markov property (7.30), we shall prove

E[o(U,5)Z] = E[(Pap)(U7)Z],
for all §,-measurable random variables Z € L'(Q). By uniqueness,
Ul = Uf?ﬂ P-a.s.
It is therefore sufficient to show that
E[¢(U1.s)Z] = E[(Psp)(V)Z]

holds true for every {,;-measurable random variable V. By approximation (we use
dominated convergence and the fact that V, — V in R implies P;¢(V,,) — P;p(V) in
R), it suffices to prove it for random variables V = Zl’.‘:l Vil 4i» Where Vi € R are deter-
ministic and (A') ¢ &, is a collection of disjoint sets such that U; Al = Q. Consequently,
it suffices to prove it for every deterministic V € E. Now, the random variable UXt +s de-
pends only on the increments of the Brownian motion between ¢ and ¢ + s and hence
it is independent of &,. Therefore

E[(P(UXHS)Z] = IE[(p(UXHs)]IE[Z]'
Since UXt ,s has the same law as UY by uniqueness, we have
E[@(U}145)Z] = E[@(UY) | E[Z] = Psp(V)E[Z] = E[Pyp(V)Z]

and the proof of (7.30) is complete.
Taking expectation in (7.30), we get on the one hand

E[E[¢(UL.5)IS]] = E[(U},s)] = (Prys)(0)

and on the other hand

E[(PSQD)(U?)] = (Pt(Ps¢))(n)~

Thus the semi-group property follows. O
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For an §,-measurable random variable n € %, let y; , denote the law of U If the
law of 1 is y, then it follows from the definition of the operator P; that y;, = P{ u. For
the application of the Krylov—Bogoliubov method (cf. Corollary 2.12.4), we shall prove
the following result.

Proposition 7.1.5. Let the initial condition be given by (7.13), that is, n = (1,0) € R. Then
the set of laws

Proof. Recall that yg , are laws on the space k. In particular, the second component is
finite-dimensional whereas the first one is not. Let yg,n and yg, denote the marginals
of s, corresponding, respectively, to the first and second component of the solution.
That is, ug, is the law of o¢ on C**(T?) and p,, is the law of u§ on H,,,. Then it suffices
to establish tightness of both following sets separately:

1 (T 1 (T,
TL Hsnds; T>O0¢, Tjo Msyds; T>O0¢. (731)

T
J s p ds; T>0}
0

~ -

is tight on R.

As a consequence of (7.15) and the equivalence of norms on H,,, we have

1

T
2
TIE“O 2, dt] <c(m,e,F),

Consequently, for compact sets
By :={veHy,; ||v||Hm <L}cH,,
by means of Chebyshev’s inequality, we obtain

(M Byds= L [ (), >1)ds< LLiE
Tops,r[L _TO sHm ST

T oo
J; i, e .

which in turn implies tightness of the first set in (7.31). In order to establish tightness
in the second component, we define

By :={r e WRP(T3); |Irl e < L.
For p € (1,00) and k € N sufficiently large, this is a compact set in C**V(T?). Hence,
making use of (7.24), we have

1

T 1 (T 1
e _ n yi
T L Msn(BL)ds = L P(les g >L)ds < 7 Stg(I)JIE"Qt e

and the desired tightness follows. O
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Finally, the Krylov—Bogoliubov theorem applies and yields the following.

Corollary 7.1.6. Fix R, m€ N, &, 6 > 0. Then there exists an invariant measure Lo for
the dynamics, given by (7.11). In addition,

Loulrzol=1, £Q,u“1r3 rax=M,|=1

Proof. The existence part follows from Corollary 2.12.4. The second part of the state-
ment is then a consequence of Lemma 7.1.2, namely, (7.25) and (7.26). O

7.2 First limit procedures: R — co, m — co

The existence of an invariant measure for the zero-level approximate problem (7.11)
implies the existence of a stationary solution [gg,ug]. Our ultimate goal is to perform
successively the limits for R — co, m — oo, € — 0, and finally § — 0. Even though
this may look like a straightforward modification of the arguments in Chapter 4, there
are several new aspects that must be handled. First of all, the uniform bounds used
in Chapter 4 are controlled by the initial data. This is not the case for the stationary
solution for which the “initial value” is not a priori known and the necessary esti-
mates must be deduced from the energy balance (7.20) using the fact that the solution
possesses the same law at any time. Moreover, the estimates derived in the previous
section, that is, Proposition 7.1.1 and Lemma 7.1.2, do not hold independently of the
approximation parameters R, m, €, 6 and are therefore not suitable for the limit pro-
cedure. In addition, since the point values of the density are not compact, the proof of
the strong convergence of the approximate densities based on continuity of the effec-
tive viscous flux must be modified.

Let [gg,ug] be a solution of the approximate problem (7.11), whose law at every
time t is given by the invariant measure £ Oplig? constructed in Corollary 7.1.6. As the
first step, we show a new uniform bound for [gg,ug] that can be deduced from the
energy balance (7.20). Note that at this stage, the estimate still blows up as € — 0.

Proposition 7.2.1. Let [gg, ug] be a stationary solution to (7.11) given by the invariant
measure from Corollary 7.1.6. Then we have, for alln € N and a.e. t € (0, 00),
o s o)
E[(L;[zgRluRl * y— 19R T 1k dx) | <c(nF.e),
E[”“R"%V)}z] <c(F,e).

(732)

Proof. After taking expectations in (7.20), we observe, due to stationarity of [gg, ug],
that the first term is constant in time, thus its time derivative vanishes. This is a con-
sequence of Corollary 2.11.9. By the same reasoning we may ultimately omit the time
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7.2 First limit procedures: R — co,m — oo = 251

integrals in all the remaining expressions. Then we apply (7.17) and (7.21) to estimate
the terms coming from the stochastic integral and obtain

1 ay 6T n
SE(JT3[59R|UR|2 " y—1Q’y? i r—19£] dx)

+ ]E[(LF E&(QR’QRuR)dX)n_l LTB $(Vug) : Vug dx]

n-1 ay 41 6T
<cnE|([ Fenewodx) | (rok! ek )]

v PE[([ Eonomgax) lesly

The application of the weighted Young inequality (similar to the estimates after (7.22))
allows one to absorb both terms on the right hand side into the first term on the left
hand side and (7.32) follows. The estimate of the velocity is then obtained from the
Korn—Poincaré inequality (7.5) by taking n=1. O

Proposition 7.2.2. Let [pg,uy] be a stationary solution to (7.11) whose law is given by
the invariant measure from Corollary 7.1.6. Then we have, for alln € N, a.e. T € (0, c0),
and T >0,

n
IE( sup j Ea(QR,QRuR)dX)
te[T,T+1] JT3

T+t 1 ay 6T :

1 2 y r

+2€]E(L qus[ZQR'uR' + —y_ 1QR + 1 1QR] dxdt)
n

T+t T+1 2 n
+]E<J lugll,. dt) +eIE<j J 3(ayg}'e +69£‘2)|VQR|2dxdt>
T X T T

<c(n,F,e, 1), (7.33)
where the constant on the right hand side does not depend on T.

Proof. Taking the nth power and expectation in the energy balance (7.16), we estimate
the corresponding stochastic integral using Burkholder-Davis—Gundy’s inequality
and (7.21) as follows:

00 ¢ n
]E< sup ZJ J or 11, Fy (g, ug) - ug dxdWj )
te[T,T+1]|j—7 JO JT°
T+t & 2 2
SC(N)E<J Z(J QRHka(QR’uR)'uRdX) dt)
T k=1 g

T+1 5 %
sc(n,F)lE<J ”QR”L{J Orlugl dxdt) :
T il
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The second term on the right hand side of (7.16) is estimated using (7.17) and the dissi-
pative term uses the Korn—-Poincaré inequality (7.5). Therefore, we deduce

n
IE( sup J E&(QRaQRuR)dX)
te[T,T+1] JT3

T+t 1 ay oT "
2 2, @ y . O r
+2€]E(JT JT3[ZQR|uR| +y_1QR+ r_19R]dxdt>

T+t n T+t ) n
+]E<J gz dt) +S]E<j J (ayok +691F{2)|VQR|2dxdt>
T x T 3

n
< e E( | Eslor0rup)(T) dx)
TB
T+t g T+T n
+C(n,F)IE<L ||QR||L£JT39R|UR|2dth> +c(n,F)lE<L IIQRIIL;dt)

T+t ay 1 oT
E et PN 4 Yt -1
+c(n) <L Lr3[y—lgR * T 1% }dxdt)

n
. (7.34)
Due to (7.32), the first term on the right hand side can be estimated by a constant

c(n,F,€). The third term on the right hand side can be estimated by Young’s inequality
as follows:

T+1 n
E(j loglzy dt)
T
£ E(
2

Subsequently it can be absorbed into the second term on the left hand side of (7.34).
A similar approach applies to the last term on the right hand side of (7.34). For the
remaining term we write

T+1 h %
E(j Il j oxlugl dxdt)
T 3

1 5 T+t
g]E( sup J —oglug| dXJ ||QR||L§dt>
™ 2 T

T+t 1 ay oT "
L «LrB [§0R|“R|2 + ),Tlgly? + mgﬁ] dxdt) +c(n,&,1). (7.35)

n
2

te[T,T+7]
1 ) n T+t n
<xB( sup [ onlugP ) +co<)1E<j ||QR||L§dt>,
te[T,T+1) J13 2 T

where the last term can be again estimated as in (7.35). Choosing k sufficiently small
yields the claim. O

In view of the uniform bounds provided by Proposition 7.2.2, for fixed €,6 > O,
the asymptotic limits for R — co and m — oo can be carried over exactly as for the
initial value problem in Section 4.2. In the limit, we obtain the following approximate
system:
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Regularized equation of continuity. We have

- LOO ) LP oW dxdt = Loo ¢ er ou-Vipdxdt - ¢ LOO ¢ Lﬁ [Vo- Vi + 200] dxdt
12 LOO ¢ er Mpdxdt, (736)

for all ¢ € C°((0,00)) and all i € C*°(T°>) P-a.s.
Regularized momentum equation. We have

(o)
—J at¢j ou-@dxdt
0 e
(oe) (o)
= j ¢J pueu: Vedxdt+ J ¢JJ (ag” + 80" )div e dxdt
0 3 0 3
(o) (o)
- J ¢j S(Vu) : V(pdxdt+ej ¢J ou- A@dxdt
0 g 0 3
(o) (o)
—sj ¢j Qu-(pdxdt+J ¢j G(o,0u)- @dxdW, (737)
0 e 0 e
for all ¢ € C°((0,00)) and all ¢ € C®(T°) P-a.s.
To summarize, we deduce the following.

Proposition 7.2.3. Let €,6 > 0 be given. Then there exists a stationary weak martingale

solution [p,,u,] to (736)—(7.37). In addition, for n € N and every ¢ € C°((0,00)), ¢ >0,

the following generalized energy inequality holds true:

B L"" at¢<Lr3 E5(0>0.1,) dX>n dt

0 n
+ZenJ (,b(J [195|u5|2+ﬂ9y or Qg]dx> dt
0 bl 2 y—l
n-1
J J E5(0s:0,1,) dx Lp $(Vu,) : Vu, dxdt
0o n-1
z J J EG(Qe’Qaus) dX) JTB Oc Fk(Qe’ue) ‘U, dXde
;1 n-1 1 0y
EJ J E(S(Qg»que)dX) kzlng_lgeFk(Qs’ue)l dxdt
1M, [
J ([, Foteoemaran) a(Gge ) [ [ ek et awer

200

79| Esenouax)

J 0. Fi(o.u.) -1 dx) dt. (7.38)

Proof. The proof follows the lines of Sections 4.2 and 4.3. The first passage to the
limit as R — oo relies on a stopping time argument from Section 4.2.2, whereas the
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limit m — co employs the stochastic compactness method based on the Jakubowski—
Skorokhod representation theorem (Theorem 2.7.1) as in Section 4.3.2. We point out
that all the necessary estimates in Section 4.2 and 4.3 come from the energy balance,
which is controlled by the initial condition. In the present construction, the bound for
the initial energy is replaced by the estimate (7.32), which holds true due to stationar-
ity. Apart from that, the only difference from Section 4.3 is that we have to deal with
path spaces containing an unbounded time interval, that is,

L?oc ( [0, OO);X)’ (Lq

loc

([0,00);X),w), Cioc([0,00); (X, W),

where g € (1,00) and X is a reflexive separable Banach space. Recall that L?OC([O, 00);X)
is a separable metric space given by

f.8)— z 27M()If ~ 8llLaomx) A1)
MeN

and a set X c LY

loc

([0, 00); X) is compact, provided the set
KM = {fl[O,M];f € K} C Lq(O,M,X)

is compact for every M € N. On the other hand, the remaining two spaces are generally
non-metrizable locally convex topological vector spaces, generated by the semi-norms
=1

M
fl—)J (f(),8(1)) dt, MelN,geLq'(O,oo;X*), %
0

Q=
+

and
fr sup (f(t).g)y, MeN, geX",
te[O,M]

respectively. As above, a set X is compact, provided its restriction to each interval
[0, M] is compact in (L9(0,M;X),w) and C([0, M]; (X, w)), respectively. Furthermore, it
can be seen that these topological spaces belong to the class of sub-Polish spaces (see
Definition 2.1.3), where the Jakubowski—Skorokhod theorem applies. Indeed, in these
spaces there exists a countable family of continuous functions that separate points.
The proof of tightness of the corresponding laws in the current setting is therefore re-
duced to exactly the same method as in Section 4.3.2. Note that the key was the uniform
energy bound from (4.63), which is replaced by (7.33). Consequently, the passage to
the limit follows the lines of Section 4.3.2. In addition, Lemma 2.11.4 and Lemma 2.11.5
show that this limit procedure preserves stationarity and hence the limit solution is
stationary. Finally, we obtain (7.38) by passing to the limit in (7.20), which holds on
the new probability space according to Theorem 2.9.1. The passage to the limit in the
stochastic integral can be justified as in Proposition 4.3.15. The situation here is even
easier since the assumptions on the noise are more restrictive. O
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Remark 7.2.4. Note that, for n = 1, the generalized energy inequality (7.38) corre-
sponds to the usual energy inequality (4.134). The higher order version for n € N is
new and employed in order to obtain an analogue of Proposition 7.2.2, suitable for the
subsequent limit procedures € — 0 and § — 0 in Section 7.3 and Section 7.4.

7.3 Vanishing viscosity limit

Our goal in this section is to perform the passage to the limit as € — 0. This represents
the most critical and delicate part of our construction. Remark that, after complet-
ing this limit procedure, we have already proved existence of stationary solutions to
the stochastic Navier—Stokes system for compressible fluids — under an additional as-
sumption upon the adiabatic exponent y. The last passage to the limit presented in
Section 7.4 is then devoted to the weakening of this additional assumption.

We point out that the key results needed for the previous limit procedure in Sec-
tion 7.2, namely, Proposition 7.2.1 and consequently Proposition 7.2.2, depend on &.
Furthermore, it turns out that the global-in-time energy estimates uniform in € and
6 are very delicate. On the contrary, in the existence proof in Chapter 4, the basic en-
ergy estimate (4.63) established on the first approximation level held true uniformly in
all the approximation parameters. Consequently, no further manipulations with the
energy inequality were needed. This brought significant technical simplifications in
comparison to the present construction of stationary solutions. To be more precise,
this is due to the fact that, already after the passage to the limit N — oo, the energy
balance is violated and has to be replaced by an inequality. In other words, one cannot
justify the application of It&’s formula anymore and it is necessary to establish a more
general version of the energy inequality; cf. (7.38).

Recall from Section 4.4 that, in addition to the usual energy estimate (4.134),
a higher integrability of the density (4.148) was necessary in order to justify the com-
pactness argument. Nevertheless, as in the deterministic setting, it was not possible
to obtain strong convergence of the approximate densities directly. Consequently, the
identification of the limit proceeded in two steps. First, the passage to the limit in the
approximate system was done but the expressions with non-linear dependence on the
density could not be identified. Second, a stochastic analogue of the effective viscous
flux method originally due to Lions [Lio98] allowed one to prove strong convergence
of the densities and hence to complete the proof.

Let us begin with an estimate for the velocity.

Proposition 7.3.1. Let [p,,u,] be the stationary solution to (7.36)-(7.37) constructed in
Proposition 7.2.3. Then, for a.e. t € (0,00),

IEUT}E5(QE,Q€u£)dx||u£||%VX1,z]sC(F,MO)IEUWE(;(QQ,QSuE)dX fcMy).  (740)
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256 —— 7 Stationary solutions

Proof. Taking expectation in the energy inequality (7.38) we observe that, due to sta-
tionarity of [g,, u,], the first term is constant in time, thus its time derivative vanishes.
We recall that M, < c(M,) and, using (7.9), we estimate

- 1
D j —|o.Fy (0, u,)|* dx < c(F) j 0, dx < c(F, M) (7.41)
k=171 e i
and
00 2 ©0
2 2
Z < JT3 0:Fi(o.ou,) - u, dX) < Z " Ve:Fy (e ue)"L)Z( I qus"L§
k=1 k=1
1
< c(F,My) LFB 2 0elu 2 de < o(F, M) Lrs E5(00,0,u,) dx, (742)

which leads to
1 a 6T n
ZSE[<JT;[EQS|"€|2+),_)/1Q¥+r-19£]dx> ]
n-1
+]E[(J Eg(gg,ggug)dx) J S(Vug):Vugdx]
"JI*B "JI*B
n-1
gC(n,F,MO)]E[(JTSEE(QS,QSuS)dX> ]

* "EMTs Eﬁ(gf’gfuf)d")n_)l(<z%> L;(%Qg_l + %QE‘I)M]. (743)

Moreover, it follows from Corollary 7.1.6 that
M, )
—=£ ) =2eM..
x( i .

Hence, setting n = 1 and applying the Korn—-Poincaré inequality (7.5) yields

1 a )
Zs]EH1r3 [iggluglz + y_ylgg + —r_lgg] dx] +15[||u€||$4/211]

ay y-1 6T H)dx]
<y—198 g% '

< ¢(F, M) +sc(M0)]E“

"]1"3
Since the second term on the right hand side in (7.43) can be absorbed in the first term
on the left hand side (cf. the estimates after (7.19)), the bound (7.39) follows.

Setting n = 2 in (7.43), we obtain

1 a 6T 2
2£E|:<Lr3 [nglu*f'z ’ y—y19‘g ’ r—19£] dx) ]

vE[ [ Esloeom) dxlin iy |

< c(F,My) E[Lﬁ E5(0,,0:u,) dx]

a - or
veco) B[ (| Estenoimax) [ (Moot s 2ol )]
T3 m\y—-1 r-1

=: Il + 12

EBSCChost - printed on 2/10/2023 3:38 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



7.3 Vanishing viscosity limit = 257

Here we argue again with the weighted Young inequality. More precisely, we estimate
the second term on the right hand side as
. 2
et o) |
r-1% }

€ 1 ay or
I s—E[(J [Seelue + 2ol
2 2 - 296'“8' +y_1Q€+
ay 41 60 2
+£C(MO)]E[<Lr3[_y—ylgg 1+—r_1Q£ 1]dx> ]

1 a 6T 2
corl (], [Boam o 2t 2o ey,

Thus (7.40) follows. O

We point out that the corresponding bound for the energy which can be obtained
from (7.43), i.e.,
6T

1 ay
SIEHW [§Q£|u3|2 + = 19"9/ + mgg] dx] < c(F,M,),

still depends on € and is therefore not suitable for the passage to the limit £ — 0. As the
next step, we derive an improved estimate for the energy as well as for the pressure.

Proposition 7.3.2. Let [g,,u,] be the stationary solution to (7.36)—(7.37) constructed in
Proposition 7.2.3. Then the following uniform bound holds true for a.e. t € (0,00):

]EH [agg“ + 600 + %ggmgﬁ] dx] < ¢(8,F, My). (744)
T3

In addition, if s € (1, ?—f} A %], then, fora.e. T >0and T >0,

s T+t S
]E[( sup j Eg(ge,gsug)dx) ]+IE[<J ||u€||§vl,2dt> ]SC(T,S,MO,F,S), (745)
te[T,T+1) J13 T x

where the constant is independent of T.

Proof. Similarly to Section 4.4.2, our goal is to use VA [0, — (0. )y3] as a test function in
the momentum equation. Here A is the periodic Laplacian and the mean value satisfies
(0.)13 = |T3|7!M,. We apply It&’s formula to the functional

fow=[ a-valle-@p]dr= | a-avedx

This step can be made rigorous by mollifying the equation. We obtain formally,
from (7.37),

j (agl™ + 8pl+1) dx dt
T3

=d j 0.1, - A [Vg,]dx - J 0.u, ®u, : VA'Vp, dxdt
e 3
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+ LP $(Vu,) : VA'Vp, dxdt - ¢ Lﬁ o.U, - Vo, dxdt
+e Lﬁ .U, - A'Vp, dxdt - Lﬂ 0.F(g,,u,) - A"'Vp, dxdW
- Lp o.u, - VA (2,0,) dxdt.
After a rather tedious but straightforward manipulation, we deduce, from (7.36),

T+1 y+l i T+1 1 ) )
J JTB(agg + 6p; )dxdt+L J —gg|u£| dxdt

T
]\/IS JT+IJ y 1 M JT+IJ )
= £ I} u. |- dxdt
|']T3| r T}(aQe+ Qg) 3|T3| T3Qg| g|
T+1
+J j (u+mndivu, g, dxdt
T J
T+1 T+1
+2£J J gsus-VA’l[gs = ]dxdt+sj J o2divu, dxdt
T Jr3 [T T J3

T+1 1
- J J (ggus eu, - —g€|u£|211) : VA Vg, dxdt
T J3 3

vA—l Mg dx t=T+1
+ I:Jip o, - [Qs - T3] ] ]I:T

T+1
+ J J .U, - VATl [div (o,u,)] dx dt
T e

T+1

where we denote again n = + %/\. Note that in the above the second term on the left
hand side, the second term on the right hand side, and the second summand on the
fifth line were added artificially and they cancel out. Passing to expectations in (7.46)
and keeping in mind that the processes are stationary, we deduce

]EH [ag?g'” + 605t + lleuglz] dx]
3 3
1 _
< c(MO)IEU1r3 Es(o.»0.1,) dx] - IE[.[w(qug eu, - §Q€|u£|2ll> : VA 1VQ£ dx]

T+1
IEU (u+n)divu, ggdxdt] +1E“ J g£u€~VA‘1div(gsug)dx]
T T I

+2£IEU1r3 o:u, - VA [gs - |]¥§| ] dx] +€]E”1r3 g2divu, dx}
=)+ D+ +IV)+ (V) + (VI).

Now, we estimate each term separately. By Young’s inequality we obtain, for every
x>0,

1
< K]E“T}(ggglugl2 +aplt + 6@”1) ] + C(K,MO)E[JT3(|US|2 +1)dx
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< KIE“ (%Qﬁlusl2 +aolt + 6Q£+1> dx] +c(k, F,M,),
3

using the uniform bound (7.39). In order to control the remaining integrals on the right
hand side, we first use Holder’s and Sobolev’s inequalities to obtain

(1) < CE[Ivasue Iz Il g var VA Vel ]
< (B[l vesuel g 5] + B[ Vs VA Vel ))-

Furthermore, since I > 9/2, we have

- 2 - 2
Elllo:"*VA™Vecl;] < Ellecl 5 1VA™ Vel s ]

< CIE[IIQSIIz%  dt < cE[llo, I7;] < x8E(lloe I ] + c(x, 8).

Note that we also used the continuity of VA~'V and Young’s inequality for arbitrary
x > 0. Similarly, we estimate

(IV) < E[lu g e Iz [VA div (@.up)] 1] < c B[ I gl iz o v iz

< CIE[Ilugllf,Vxl,z IIQEIIé] <cE[|u, II%,VXl,z IIQgIIE;] +c(F,My),
using (7.39). We also have

(ID) < kS E[llog 17, ] + c(x, ) E[IVug |7, ]
<kb ]E[IIQgH{g] +c(x,6,F, M)

as well as
VD < K6IE||Q€||££ +c(k,6,F, M).

Finally, continuity of VA~! and (7.39) implies

4
(V) < K8<]E||gg||2,, + ]E”VA’l [gs _ M ]H ) + ¢, 8)ug %
* T3] s x

< ck8EllggIL: + c(x,8,F, My).

Summing up the inequalities above, choosing x small enough, and using stationarity,
we obtain

]EH [ag},;'“ +600 + lleuEIZ} dx]
i 3

SEHP E5(02: 0,18 dx It iy | + c(5,F. My).
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Thus, due to (740) and Young’s inequality, we conclude that the stationary solution
[0, u,] admits the uniform bound (7.44) as well as

]E[(l " j Eg(gs,ggug)dx)||ug||§vl,z] < ¢(8,F, My). (747)
3 x

Finally, let us show (7.45). To this end, we may go back to the energy inequal-

ity (7.38) for n =1, obtaining
T+t S
(j g2, dt) ]
T X

]

S

lE[( sup J Eé(gg,ggug)dx> ]+IE
te[T,T+1] JT3

O ot

sc(s)]E[ sup ZJJ 0, F(0,u,) -u, dxdW,
te[T,T+1]|} 51 JT JT3

00 ¢ 1 S
+C(S)1E[ sup ZJJ — loFi(0e 1) dxdr ]
te[T,T+1] | oy I1 13 0%

S

¢
j J ol !+ ol dxdr
T

+c(s) ]E[ sup
te[T,T+T1]

The first term on the right hand side is estimated using the Burkholder-Davis—Gundy
inequality and (7.42); the second term using (7.41). We deduce

S
]E[( sup J Eﬁ(gg,ggug)dx) ]sc(s,r,Mo,F)
te[T,T+1] JT13

(ot ([ o) | o] 1)

Now, by Holder’s and Sobolev’s inequalities, stationarity, (7.44) and (7.47), for s € (1,2),

T+1 1
J j of "+l tdxadr
T I

1
2

T+t ) > T+t s
1E<j [N dxdr) sc(ns)lE(JT Iyt Iz g ) |wg—£||i;dt>

T

2

T+t 2
<c(r,) E( [ I o g + v dt)
< (1, ) (LI vaeu, I I Iy + Bl 157
<c(T,s, 6,F,M0)<1 + 1E(J'1r3 ot dx)(yTs‘“’ )
<c(1,8,6,F ,Mo)<1 +E er ol dx) <c(1,5,6,F,My), (748)

. 2(y+]) ..
provided s < 2 Similarly,

S
(J gg_1+g£‘ldx) sc(1+J (Q¥+l+g£+1)dx),
i i

T'+1

provided s < 5. Consequently, (7.45) follows due to (7.44). O
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7.3 Vanishing viscosity limit = 261

With Proposition 7.3.1 and Proposition 7.3.2 at hand, we are able to follow the com-
pactness argument of Section 4.4. To be more precise, as € — 0 we aim at constructing
stationary solutions to the following system:

- Equation of continuity. We have

. L‘” o, er o dxdt = LOO ¢ LFB ou. Vipdxdt, (749)

for all ¢ € C°((0,00)) and all i € C*°(T°>) P-a.s.
— Regularized momentum equation. We have

- Jmatqyj ou- @dxdt
0 ™

= Joogbj pueu: Vedxdt+ Jm(;bj (ag” + 80" )divepdxdt
o e o I

- Jm(;bj S(Vu) : Vepdx dt + JOO¢J G(p,pu) - @dxdW, (7.50)
o o )
for all ¢ € C°((0,00)) and all ¢ € C®(T°) P-a.s.

Note that, unlike the energy estimate in Chapter 4, the bound (7.45) only gives limited
moment estimates, i.e., s cannot be arbitrarily large. Nevertheless, (7.45) is sufficient
to perform the passage to the limit. We also point out that the assumption (7.9) on the
noise coefficients is actually stronger than the one in Chapter 4 and consequently the
convergence of the stochastic integral is more straightforward.

We deduce the following.

Proposition 7.3.3. Let § > O be given. Then there exists a stationary solution [gg, us] to
(7.49)—(7.50). Moreover, we have the estimates

E[|[us(6)[yy2] < c(F. Mo) (751)
and
IEH Ea(Qs)Qaus)dXJ ||u5IIf,V1,zdx] < C(F,MO)IEH Es(0s,05u5) dx
3 3 X 3
+c(Mp), (7.52)

for a.e. t € (0,00). In addition, the equation of continuity (749) holds true in the renor-
malized sense and for all ¢ € CZ°((0,00)), ¢ > 0, the following energy inequality holds
true:

—J at¢<J Ea(Qs,Qall,s)dX>dt+J q,')j S(Vug) : Vug dx dt
0 3 0 3
< Z J ¢J 05 Fi(05,u5) - us dx dWy
k=170 I

exla :
+ - —|os Fi (05, ug)|” dx dt. (7.53)
20¢I(Z=:1T306|6k66|
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Proof. First, we proceed as in Section 4.4.3 and establish the necessary tightness of
the joint law of [g,, 0. u,,u,, W] as well as the other necessary quantities. The only dif-
ference is that the corresponding path spaces are replaced by their local-in-time ana-
logues, as discussed in the proof of Proposition 7.2.3. Consequently, the Jakubowski-
Skorokhod theorem applies and we obtain a new family of martingale solutions, still
denoted by [g,,0.u,,u,, W], obeying the same laws and converging alsmot surely
with respect to a new basis, still denoted by (Q, &, (F¢)¢>0, P). In addition, the limit
satisfies

—j atqu Ql,bdxdtzj qu ou- v dxdt, j odx=M,  (754)
0 3 0 3 3
for all ¢ € C°((0,00)) and all i € C*(T>) P-a.s., and

—J at¢j ou- @dxdt
0 gt

= Jood)j oueu: Vedxdt+ Jooqu (ag + 60T )div e dx dt
o Jm o I

-0 sow:vpaxa 9| Coow -paxaw,  as9)

forall ¢ € C2°((0,00)) and all ¢ € C®(T3) P-a.s. Here, the bars denote the correspond-
ing weak limits with respect to ¢, x. In addition, p satisfies the renormalized equation
of continuity, that is,

0:b(0) +div (b(e)u) + (b’ (0)e - b(e))divu =0, (7.56)
in the sense of distribution on (0, co0) x T2 for every b € C1([0, o)), with b’ (z) = O for

z > M,, for some constant M, > 0. However, as discussed in [FNP0O1, Remark 1.1], the
assumption on b’ can be weakened to

b (z)z| < c(zf +z7) forallz >0 and some 6 € <O, %)
This in particular includes the function b(z) = zlog z employed below.

In order to complete the proof, it suffices to show strong convergence of the den-
sities as in Section 4.4.3. More specifically, we prove that

limsup E[llo; — ol ] < limsup ]E“ (o' - oTp) dx] <0 (7.57)
£-0 X e—0 gE

holds true for any ¢t > 0. Note that the first inequality follows from the algebraic in-
equality

(A-B)™*'=(A-B)"(A-B)< (A" -B")(A-B) whenever 4,B>0.
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7.3 Vanishing viscosity limit = 263

In order to see the rightmost inequality in (7.57), we use the method of Lions [Lio98]
based on regularity of the effective viscous flux. More specifically, mimicking the tech-
nique from the proof of Proposition 7.3.2, we derive from (7.36)-(7.37) the following
identity:

T+1
|7 (aet + ot dxde = e
T g

T+1 v r
|”JT3| J Lr3 (apf + 60 ) dx dt

T+1
+ j J (o.u, - VA ldiv (oeu,) — Q.U ®U, : VA_IVQS) dxdt
T Jr3

T+1
+ J J (u+n)divu, g, dxdt
T Js

T+1 1
+2£J J o.u, - VA~ [g
T Tt Tl

1 Mg t=T+1
+H ou-VA~ [g - ]dx]
b& ¢T3 =T

O T+l
- ZJ j Gy (0,,0.u,) - VA [gg £ | axawg. (758)
i=1°T g |T |

T+1
]dxdt+sJ j odivu, dxdt
']1*3

In addition, since p, satisfies the equation of continuity in the strong sense, we have
Vo, I®

£

d(g.logg,) = —div (g, logo, u,) - o, divu, + £A(g. logo,) - e——

—2¢(o,logo, +0,) +2eM,(logp, +1)
< —div (g, logp, u,) — o, divu, + eA(p, logp,) + 2ec(M,)(o, + 1).

In the above we applied the estimate
-2¢(0.logo, +0,) + 2eM(logo, +1) < ec(M)(e, + 1),

which follows since —g,logp, is bounded from above by a constant and logp, is
bounded by p,. Inserting this into (7.58) implies

T+1
J J (apt™ + 8ol ) dx dt < M, J J (agl + 60%) dxdt
T e

T+1

+ J J (0.u, - VA'div (p,u,) - g,u, ®u, : VA, !Vp,) dxdt
T JE

t=T+1

T+1
~gem]| ecoso.ax] +ec<Mo)jT | tec+ Daxar
3 t= 3

T+1
+2¢ I J oeu, - VA [Qs
T I

T+1
]dxdt+ej

j o2divu, dxdt
T 3

T3]

A—l ME dx t=T+1
+[Lf3@su£'v X [Qs_ |T3|] ]t:T

T+1
- Z L LP oF,(0,,0,1,) - VAT [QS & } dx dWg. (7.59)
k=1

EBSCChost - printed on 2/10/2023 3:38 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



264 =— 7 Stationary solutions

Similarly, as the limit density p also satisfies the renormalized equation of continu-
ity (7.56), cf. Theorem A.3.1, we choose b(z) = zlogz and deduce that

d(plogp) = —div (plogpu)df — pdivudt

holds true in the sense of distributions. Therefore, we obtain from the limit equa-
tions (7.54) and (7.55)

T+1 . M T+1 R —
J J (ag” + 80" Jodx dt = —2- J j (ap” + 6p%) dx dt
T 3 T3] Jr Js

T+1
+ j J (ou-VAldiv(ou) - pu®u : VA lVp) dxdt
T3

T
t=T+1
—(u+n)“ glodeX]
Je t=T
M t=T+1
+ u~VA‘1[ ——O]dx}
ng SRTETH Rl

X T+l o M,
k=17T b T

Thus passing to expectations and using the fact that the processes are stationary, we
get

T+1
J J (ag{+5g£)dxdt]
T3

T

T+1 “ M
IE“ J (ap? +6@£)Q£dxdt] < — ]E[
T Jps T

T+1
+E U J (0cu, - VAldiv (g, u,) - o,u, ®u, : VA1Vp, ) dx dt]
r I

+ ZeIEH1r3 o:u, - VA [Qs - IAT/F%I ] dx] + eIE[Lr3 g2divu, dx] +ecMy).  (7.60)

Note that the inequality uses JT3 o, dx = M, < c(M,) for all £ > 0. Similarly, we obtain

T+1 _ — T+1 _ I
IE“ J (ag¥ + SQT)dedt] =M, E J J (ap¥ + SQr)dxdt]
T Jr T
T+1
+ ]E“ J (ou-VAldiv(ou) -pueu: VA‘WQ)dth]. (7.61)
T

Note that the e-terms in (7.60) vanish due to Proposition 7.3.2 and we have M, — M, as
£ — 0. Consequently, the desired conclusion (7.57) follows as soon as we observe

T+1
lim E “ j (0.1, - VA ldiv (g,u,) - p,u, ®u, : VAVp,)dx dt]
- T

T+1
= IEU J (ou-vAldiv(ou) - gueu: VA‘IVg)dxdt]. (762)
I
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In fact, (7.62) in combination with (7.60) and (7.61) implies

T+1

JT3 (ag? + 6pF ) dxdt |,

T+1
lim sup IE“ J (ag};'+6g£)ggdxdt] s]E“
£—0 T 3 T

which shows strong convergence of g, by monotonicity arguments. Relation (7.62) can
be established by compensated compactness arguments (Lemma A.1.11 applied P-a.s.)
if we show that the expressions under expectations are P-equi-integrable. Consider-
ing the two summands separately and using continuity of VA™'V and Sobolev’s em-
bedding, we have

|j 5 o:u, VATldiv (e:u,) dx| <cl Qeus"LZ( l \/Q_snL,Z}' "VA?IVqus”L%
T X
< cllvEau iz 12l locuel g,

< cllv2e U Iz I VBe Iz 1 s e s
< cllvagu, 2 I VEs a1 sz o s

asT > %. Similarly, we have

|Lr3 0:u, ®u, : VAVp, dx| < cllvoru iz e | vzl r e s
Here, in accordance with (7.47),
E[| qugllf§ IluII%,VXl,z] <c(8,F, M),

while, by virtue of (7.44),

2 2r
IVeelrzlleel: = lleellzy € L9(Q), g = 3 2.

We have shown the claimed P-equi-integrable equation (7.57), whence strong
convergence of g,. Consequently, as in Section 4.4.3, we may identify the non-linear
terms in (7.55) and hence [p,u] is a weak martingale solution to (7.49)-(7.50). Station-
arity then follows by Lemma 2.11.4 and Lemma 2.11.5. The estimates (7.51) and (7.52)
are obtained by weak lower semi-continuity from (7.39) and (7.40), respectively, since
the constants were uniform in €. The same arguments give the energy inequality
and hence (7.53). Note that the passage to the limit in the stochastic integral can be
justified, for instance with the help of Lemma 2.6.6. O

Remark 7.3.4. It is important to note that there is an essential difference between
the strong convergence of the density in the existence theory in Chapter 4 and the
above proof. More specifically, the existence theory requires compactness of the initial
data which is not available in the present setting. Instead, the fact that the solution is
stationary must be used.
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7.4 Vanishing artificial pressure limit

As the final step of the proof of our main result, Theorem 7.0.3, it remains to perform
the last limit procedure, that is § — 0. Recall that, according to Proposition 7.3.3, the
stationary solutions constructed in the previous section already satisfy the uniform
bounds (7.51) and (7.52). Nevertheless, the pressure estimate as well as the estimate for
the energy and velocity from Proposition 7.3.2 all blow up as § vanishes. Therefore, in
order to apply the compactness argument from Section 4.5, it is necessary to improve
these estimates. The rest of the construction then proceeds exactly as in Section 4.5.

Proposition 7.4.1. Let [ps, us] be the stationary solution to (749)—(7.50), constructed in
Proposition 7.3.3. Then the following uniform bound holds true for some a > 0 and a.e.
t € (0,00):

]E” [agl™ + 605" + 05 [us)?] dx] < c(F,My). (7.63)
']1*3

In addition, for some s >1and fora.e.T >0and Tt > 0,

s T+1 s
IE[( sup J E5(Q§,Q5u5)d)(> ] +]E[(J ||u5||%,V1,2 dt> ] <c(t,My,F,s), (7.64)
te[T,T+1] J13 T x

where the constant is independent of T.
Proof. As far as the pressure estimates are concerned, we use the test function
VA 0" - (")), @>0.

We obtain after a rather tedious but straightforward manipulation the following ana-
logue of (7.46):

T+1 a T+1 1
J J (agk +6@£+"‘)dxdt+J J ~05%|ul? dxdt
T I T Jp3

1

T+1 T+1
_ L <qu3(an + 5Qg)dX(Q§)T3) dt+ < JT (er gﬁ|u6|2dxdx(gg)r3) dt

T+1
+ J J (U +n)divug g5 dx dt
T I

T+1 1
— j J <95U5 dUg — —95|u5|21[> : VA71V[Qg] dxdt
T Jr3 3
]t:T+1

+[ [ ostts - V870§ - (o) dx
e t=T

T+1 1
[ st vad@) dx
T e

© ~T+1
- L LP Gy (05:05U5) - VA [0§ — (05 ) s ] dx AW (7.65)
k=1
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7.4 Vanishing artificial pressure limit =—— 267

Next, we evoke the renormalized equation of continuity (7.56)
dg§ + div(pfus) dt + (a — 1)p§divus dt =0,

deducing from (7.65)
T+ yt+a T+a T+ 1+a 2
JT Lr (aps " + 6p5**) dxdt + L J —95 lug|* dx dt

T+1 1 (TH
= [ ([ (aoh+doNyax @)y e+ [ ([ esluslax (ef), ) e
T N 3lr M

T+1
+J J (u +ndivug o§ dx dt

T+1
J OsUs ®Ug — —Q|U5|2 ) : VATV [p%] dx dt
]t:T+l

t=T

-,
” 0sus - VA [0F — (05) 5] dx
J

J osUs - VAT [div (o%ug) + (a - 1pldivug] dxdt
T+1 1
S Gutessn) v - @) axaw, (766)
pa=}

Before proceeding, we make the assumption that O < a < 1/3, which implies in
particular

|05) a1 < cMo), VAT [f = (05) sl o < (M),

using Holder’s inequality, Sobolev’s embedding, and continuity of VA~!V. Passing to
expectations in (7.66) and keeping in mind that the processes are stationary, we deduce

IE[Lr [aok™ + 605" + 05 us)?] dx]
< C(Mo)<EHT3 Es(0s,0515) dX} + 1) + I’EHTB (u +n)divug o8 ]
+ ]E“T} (Q&“s @us — %Qshllslzll) : VAV [04%] dx]
+ IEH1r3 0sUs - VAT [div (p%us) + (a - 1)gidivug] dx]. (7.67)
Moreover, using the uniform bound (7.51) we further reduce (7.67) to
H [ag)’m +6Qr+a +Q(1$+a|“5|2] dx]
< ]EHT3<95‘16 dUs — §95|u5|21[> : VATV [04%] dx]

+ IEU 05U - VAT [div (o%ug) + (a — 1)pldivug] dx] + c(F, My).
3
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268 —— 7 Stationary solutions

Note that we have applied Young’s inequality to the first and second term on the right
hand side of (7.67) in order to absorb the arising terms eventually. To control the re-
maining integrals on the right hand side, we first use Holder’s inequality to obtain

1
<. (esus o - Seiusfe) v vl ]
< CE[lIv25u5lzz sl vas VA VIe§]l ]
< c(E[Ivaus I, i3] + B[] vas A V[eg]l7,])-

Furthermore, we have

- 2 - 2
Ives VA V{5 ]l < Iveslix VA~ VIes ]I,
1 1 1 3

—+—-==, y><.

2yq3y2

Now, we choose a > 0 so small that ag < 1, to conclude

V@5 div VAT V[e§]7; < cMo)lesl -
Similarly, we estimate
|||, ests vatdiv ogus] x| < IvBousliz 1B V57V [e§us i .
T

where

1+ — + 1 =1, inparticularg<6ify> §,

2 q 2
and where

-1 a a a 1 1 1
VATV [e5u]ll e < lo§usll e < lusllzelof ||L§: e 7

Taking as < 1 we get, similarly to the above,

|JT3 OsUs - VA_ldiV [quﬂ dX| < C(MO)(" \/Q_gub*"iz( "l.l&"%/V}z + ”Q&”L)}:)

Finally, we have

||| ostts- v odivus] dx| < I3l Ivsvslis 1945 [esdlivug]lg

1 _ .
< 5 (loslzy + Ivesulf; VA5 [efdivus] 7).
where
i+1+1=1, q<6ify>§.
2y 2 ¢ 2
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7.4 Vanishing artificial pressure limit =—— 269

As the VA‘l—operator gains one derivative, we get, by means of the standard Sobolev
embedding,

[va [diiV%]"Lg < ”diiVll&"L;, r<2.

Thus, similarly to the previous steps, we conclude

|_|:|1-3 OsUs - VA_l [diivuﬁ] dX| < C(MO)(” \/Q_guls ||iz( ||ll5"%,v)}2 + "Q(i"L};)

Summing up the above estimates, we obtain

IE“ [ag?“ + 605 + 1Q}{“"‘Iualz] dx] < IEH E;(0s,05U5) de’ luglZ. dx]
3 3 3 3 X
+c(F,M,),

where we have absorbed the term [|g;| pin the left hand side. We close the estimates by
evoking (7.52) and absorbing the E5(ps, 05u5)-term in the left hand side. Thus we may
conclude that any global-in-time stationary solutions admit the uniform bound (7.63)
as well as

B[(1+ Lrs E(05,0515) A ) 5 iy | < (P, My). (768)

Finally, we claim that

E[(L Ea(?s»@a%)dxf] <c

for a certain s = s(a) > 1. Indeed the ps-dependent terms can be estimated directly
by (7.63) while, by Holder’s inequality and Sobolev’s embedding,

S
(j 0slusPax) < (Ivo5usliz sl ) IVEsl5;
r]Iv X

(23>
< c[Iv@ausli sty + (| ehax)™ |

Note that we also took into account y > 2. This can be estimated by (7.68), provided
s <2 — =. The term with 95 and 6p} is estlmated by Jensen’s inequality. Now we go
back to the energy inequality (7.53). Using (7.41), we obtain, after taking the power s
and the supremum in time and expectation,

s T+t S
IE[( sup J E5(95,Q5u5)dx> ]+]E[<J ||u5||%/vl,2 dt) ]
te[T,T+1] JT3 T x

Y J j , Gi(05055) - us dx dW;
i

1

<c(F,My) + ]E[ sup
te[T,T+T1]
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270 — 7 Stationary solutions

Note that all terms are well-defined by (7.68). Here, the second term on the right hand
side is controlled by (7.42) and the Burkholder-Davis—-Gundy inequality, similarly
to (7.48), as follows:

]

00t

> L LTB Gy (05,05u5) - us dx dW;
pa}

]E[ sup
te[T,T+T1]

T+T 1 X s
<c(s,My) E J (J ~pslugl dx) de |,
T T 2

which can be again estimated by (7.63). We therefore conclude that (7.64) holds true
for a.e. T > 0, where the constant depends on 7 but is independent of T. O

Finally, everything is in hand to complete the proof of Theorem 7.0.3.

Proof of Theorem 7.0.3. We follow the lines of Section 4.5. In view of Proposition 7.4.1,
we are able to apply the Jakubowski—Skorokhod representation theorem and obtain
convergence of [, us] (in fact, we obtain a new family of martingale solutions defined
on a new probability space but keep the original notation for simplicity) to a stationary
weak martingale solution of

—J atd’J Q¢dth=J ¢J pu-Vipdxdt, J odx=M,,
0 3 0 3 T3
for all ¢ € C°((0,00)) and all i € C*°(T>) P-a.s., and

- Jma@j ou- @dxdt
0 g

= Joocpj pueu: Vepdxdt + roqu ap¥div g dx dt
0 3 0 3

. Loochr} S(Vu) : Vpdxdt + JOOO¢JT3W-¢dxdW,

forally € C°((0,00)) and all ¢ € C®(T3) P-a.s. Here, the bars denote the correspond-
ing weak limits. In addition, g satisfies the renormalized equation of continuity.

In order to identify the non-linear density-dependent terms, we keep Remark 7.3.4
in mind and apply the effective viscous flux method in the same way as in Section 4.5,
thereby completing the proof. Note that, similarly to Section 7.3, even the limited mo-
ment estimates from Proposition 7.4.1 are sufficient for the passage to the limit. O
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8 Singular limits

The Navier—Stokes system of partial differential equations describes the entire spec-
trum of possible motions, ranging from sound waves and cyclone waves in the atmo-
sphere to models of gaseous stars in astrophysics. Its generality constitutes a serious
defect of the equations from the point of view of applications. Eliminating unwanted
or unimportant modes of motion and building on the essential balances between flow
fields allows one to better focus on a particular class of phenomena and to potentially
achieve a deeper understanding of the problem. Scaling and asymptotic analysis play
an important role in this approach. By scaling the equations, meaning by choosing
appropriately the system of the reference units, the parameters determining the be-
havior of the system become explicit. Asymptotic analysis provides a useful tool in
situations when certain of these parameters, called characteristic numbers, vanish
or become infinite. As a matter of fact, most, if not all, mathematical models used in
fluid mechanics rely on formal asymptotic analysis of more complex systems. The con-
cept of incompressible fluid itself should be viewed as a convenient idealization of a
medium in which the speed of sound dominates the characteristic velocity.

We consider the dimensionless rescaled Navier—Stokes system in the following
form:

[Sr]dp + div (ou) dt = 0O, (8.1)
. 1
[Sr]d(pu) + div (pu®u) dt + [M B ——Vp(p)dt = R ] 2

(8.2)

where

N
p@)=ao", y> > (8.3)
and
2 .

$(Vu) = y(Vu +Viu- §d1vuI[) +Adivul, (8.4)

with viscosity coefficients y > 0 and A > 0. The equations contain dimensionless pa-
rameters — the characteristic numbers: the Strouhal number [Sr], the Mach number
[Ma], the Reynolds number [Re], and the Froude number [Fr]. We refer to [FN0O9, Chap-
ter 4] for the derivation of system (8.1)—(8.2) as well as the physical interpretation of
the characteristic numbers.

Singular limit processes bridge the gap between fluid motions considered in dif-
ferent geometries, time scales, and/or under different constitutive relations as the
case may be. As already pointed out, they describe the situation when one or sev-
eral of the characteristic numbers vanish or become infinite. In their pioneering paper,
Klainerman—Majda [KM81] proposed a general approach to these problems in the con-

https://doi.org/10.1515/9783110492552-008
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text of hyperbolic conservation laws. In particular, they examined the passage from
compressible to incompressible fluid flow motion via the low Mach number limit. As
the problems are typically non-linear, the method applies in general only to short time
intervals on which regular solutions are known to exist. A qualitatively new way, at
least in the framework of viscous fluids, has been opened by the mathematical theory
of weak solutions developed by Lions [Li098]. In a series of papers, Lions—Masmoudi
[LM98, LM99] (see also Desjardins—Grenier [DG99] and Desjardins et al. [DGLM99])
studied various singular limits for the barotropic Navier—Stokes system, among which
ssible low Mach number limit.

Another distinguished singular regime corresponds to the inviscid limit character-
ized by large values of the Reynolds number. There is a vast amount of literature con-
cerning the inviscid limit for the incompressible deterministic Navier—Stokes system;
see, e.g., Kato [Kat84], Temam-Wang [TW97, TW02], Wang et al. [WXZ12], the survey
articles by Weinan [Wei00] and Masmoudi [Mas06], and the references cited therein.
On the other hand, much less seems to be known in the context of compressible flu-
ids, even in the deterministic case. Recently several results in this direction have been
obtained by Sueur [Suel4] for the barotropic Navier—Stokes system and related issues
were discussed by Wang-Williams [WW12].

In this chapter we present a rigorous mathematical approach to the asymptotic
analysis of the Navier—Stokes system (8.1)—(8.4) with stochastic perturbations. No-
tably, we examine the incompressible and the inviscid—incompressible limits. For the
readers’ convenience we restate Definition 3.4.1, giving the concept of dissipative mar-
tingale solution to (8.1)—(8.4), on which our theory is built up.

Definition 8.0.1 (Dissipative martingale solution). Let A = A(g,q) be a Borel proba-
bility measure on L'(TV) x L(TV) such that

Ao=0}=1, pr HTN [M N %P(g)] dx

” Ma] dA(p,q) < oo, (8.5)

where r > 1 will be determined below.
The quantity ((Q, J, (F¢)i=0-P),0,u, W) is called a dissipative martingale solution
to (8.1)-(8.4) with the initial law A if:
(1) (3, (F:)0-P) is a stochastic basis with a complete right-continuous filtration;
(2) W is a cylindrical (§,)-Wiener process;
(3) thedensity p and the velocity u are random distributions adapted to (&), 0= 0
P-a.s.;
(4) there exists an &,-measurable random variable [p,, u,] such that A = £[gg, 00U, ];
(5) the equation of continuity

_ LT 3,6 LFN [Stlow dx dt = $(0) LFN [Stlogy dx + LT ¢ LFN ou-vpdxdt  (8.6)

holds for all ¢ € C°([0, T)) and all i € C*°(TV) P-a.s.;
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(6) the momentum equation

T
-[ a9 Isrlou-@axde-¢o) [ stioous - gx
0 il ™

:jT¢LTN[Qu®u:V(p+

1 .
S M—]zp(g)dlv (p] dxdt

[

—LTqu mS(Vu) Vepdx dt

+ m Zj |, Gule.ow - paxaw, (8

holds for all ¢ € C°([0,T)) and all @ € C®(TV) P-a.s.;
(7) the energy inequality

T 1 2 1 T .
[ 0 | [isn3emi+ oo ]2P<g)] ats g [ s vuarar
<900 | | [151500lu0P + o P@o)|
119 (7 a0 2
FeE 2 2 j ¢LTNQ |Gy (0,0m)|" dxdt
T ZJ JNGk(Q,Qu)'UdXde (8.8)

holds for all ¢ € C°([0, T)), ¢ >0, P-a.s.;
(8) if b € C}(R) such that b’(z) = 0 for all z > M,, then, for all ¢ € C2([0,T)) and all
P e C*(TV), we have P-a.s.

T T
~[ a0 | s1b@updxde=¢0) | Isribleoipx+ [ @[ blow-vpdrde
0 ™ ™ o T~

T
- j ¢ j (b' ()0 - b(0)) divup dxd. (8.9)
0 il

8.1 Incompressible limit

The incompressible regime corresponds to the scaling [Sr] = [Re] = [Fr] = 1, [Ma] =
€ — 0. Accordingly, when € — 0, the speed of the acoustic waves represented by the
gradient component of the velocity field becomes infinite. At the same time the fluid
density approaches a constant and the velocity becomes solenoidal. The limit behav-
ior is described by the standard incompressible Navier—Stokes system. Our first sin-
gular limit result is concerned with the compressible—incompressible scenario in the
context of stochastically driven fluids. Specifically, we consider system (8.1)—(8.4) with
[Sr] = [Re] = [Fr] =1, [Ma] = € and study the asymptotic behavior of solutions in the
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low Mach number regime € — 0. More specifically, for dimension N = 2,3, we study
the limit as € — 0 in the following system:

dp +div (pu)dt = 0, (8.10)
d(ou) +div(oueu)dt + S%Vp(gy) dt = divS(Vu) dt + G(p, ou) dW, (8.11)
where
pl@=0", y> %V (8.12)
and
S(Vu) = y(Vu +Viu- %divuﬂ) +Adivul, (8.13)

with viscosity coefficients y >0 and A > 0.

The parameter ¢ in (8.11) is proportional to the Mach number, i.e., the ratio of the
characteristic flow velocity and the speed of sound. From a physical point of view, the
fluid should asymptotically behave like an incompressible one if the density is close
to a constant, the velocity is small, and we look at large time scales. A suitable scaling
of the Navier—Stokes system results in (8.11) with a small parameter ¢; see Klein et al.
[KBS*01]. In the limit of (8.10)-(8.13) we recover the stochastic Navier-Stokes system
for incompressible fluids, that is,

du + [div(u®u) - yAu + Vr| dt = ©(u) dW, (8.14)
div(u) =0, (8.15)

where 71 denotes the associated pressure and ®(u) = P G(1,u), with Py being the
Helmholtz projection onto the space of solenoidal vector fields; cf. Theorem A.1.4. To
be more precise, we show that, for a given initial law A for (8.14)—(8.15) corresponding
to ill-prepared initial data for the compressible Navier-Stokes system (8.10)—(8.13), the
approximate densities converge to a constant whereas the velocities converge in law to
a weak martingale solution to the incompressible Navier-Stokes system (8.14)—(8.15)
with the initial law A. The precise statement is given in Theorem 8.1.6 below. This result
is then strengthened in dimension two, where we are able to prove the convergence in
probability of the velocities; cf. Theorem 8.1.7.

Remark 8.1.1. In analogy with the deterministic case, the initial data are ill-prepared
if
1laeel? 1 _ I
| [373" + 5Py - P @oe -0 - P@) | dx < o Pas.
m™Ll2 Qo €
In other words, the “distance” between the initial density g and its integral mean g is

controlled in terms of the Mach number. Note that this is a necessary condition for the
solutions of the compressible system to remain bounded uniformly for € — 0.
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The data are well-prepared if

Ug, =(ge/00s — Vg, Wheredivvy =0,

LN ng(P(Qo,g) ~P'(@)(eoe ~0) - P(@))dx — 0,

as € — 0 P-a.s.

Our approach is based on the concept of dissipative martingale solution (in the
sense of Definition 8.0.1) to the compressible Navier-Stokes system (8.10)—(8.13),
whose existence was established in Chapter 4. Similarly to its deterministic counter-
part, the low Mach number limit problem features two essential difficulties:

— finding suitable uniform bounds independent of the scaling parameter ¢;
- analysis of rapidly oscillating acoustic waves, at least in the case of ill-prepared
initial data.

Here, the necessary uniform bounds follow directly from the associated stochastic
analogue of the energy inequality exploiting the basic properties of Itd’s stochastic in-
tegral; see Section 8.1.3.1. The propagation of acoustic waves is described by a stochas-
tic variant of Lighthill’s acoustic analogy: a linear wave equation driven by a stochastic
forcing; see Section 8.1.3.2. The desired estimates are obtained via an analogue of the
deterministic approach, specifically the so-called local method proposed by Lions—
Masmoudi [LM98, LM99], adapted to the stochastic setting.

The proof makes use of the stochastic compactness method presented in Sec-
tion 2.6. Similarly to the previous chapters of this book, we rely on the Jakubowski—
Skorokhod Theorem 2.7.1, which applies to a large class of topological spaces, includ-
ing separable Banach spaces with weak topology. In the case of two space dimen-
sions pathwise uniqueness for the limit system (8.14)—(8.15) holds true and we gain
a stronger convergence result; see Theorem 8.1.7. This is based on the discussion in
Section 2.10, particularly the version of the Gyongy-Krylov characterization of con-
vergence in probability presented in Theorem 2.10.3.

8.1.1 Incompressible Navier-Stokes equations

In this subsection we are concerned with the incompressible stochastic Navier—Stokes
system

du + [div(u®u) - yAu + Vr| dt = O(u)dW, (8.16)
div(u) =0, (8.17)

EBSCChost - printed on 2/10/2023 3:38 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



276 —— 8 Singular limits

where @ : L2(TV) — L,(2; L?(TV)) is such that

[P 2y < CA+IVIE,),

: . (8.18)
”(D(V) - q>(w)||L2(u;L)2() < C”V - w”L)Z()

for all v,w ¢ L?(T"). Several notions of solution to (8.16)-(8.17) are typically con-
sidered depending on the space dimension. From the PDE point of view, we restrict
ourselves to weak solutions (although more can be proved in dimension two), i.e.,
(8.14)—(8.15) is satisfied in the sense of distributions. From the probabilistic point of
view, we consider two concepts, namely, pathwise solutions and martingale solutions.
The reader is referred to Section 2.5 for the introduction of these two concepts. Recall
that existence of a pathwise solution is stronger and implies existence of a martingale
solution. Besides, due to the classical Yamada-Watanabe type argument, existence
of a pathwise solution follows from existence of a martingale solution together with
pathwise uniqueness. In dimension three, existence of a strong solution, which is
closely related to uniqueness, belongs to the celebrated Millennium Prize Problems
and remains unsolved. Therefore, we consider weak martingale solutions with initial
data gven by a probaility measure on

I3,(TV) = {veLz(TN); J

v-Vodx=0Vp e COO(TN)};
™

see for instance Capifiski—Gatarek [CG94] or Flandoli-Gatarek [FG95].

Definition 8.1.2. Let A be a Borel probability measure on L3 (TV). Then

div
(28 (F)ez0-P)u, W)

is called a weak martingale solution to (8.16)—(8.17) with the initial data A, provided:
(1) (8, (B0, P) is a stochastic basis with a complete right-continuous filtration;
(2) W isan (,)-cylindrical Wiener process;

(3) the velocity field u is (&,)-adapted and

u e C, ([0, T L3, (TV)) n L2(0, T; W (TV))  P-a.s.;

(4) there exists an ,-measurable random variable u,, such that A = £[u,];
(5) the momentum equation

T
[as[  upaxde-¢©) | v pax
0 ™ ™
T T
:J ¢J u®u:V(pdxdt—yJ d)J Vu: Vepdxdt
0 ™ 0 ™

+ LT‘erN o) - @dxdw

holds for all ¢ € C°([0, T)) and all ¢ € C$5,(TV) P-a.s.
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Under the condition (8.18), the following existence result holds true and can be
found for instance in Capinski—Gatarek [CG94] or Flandoli—Gatarek [FG95].

Theorem 8.1.3. Let N = 2,3 and assume that @ satisfies (8.18). Let A be a Borel prob-
ability measure on L%, (TN) such that, for somer > 2,

J IVl dAW) < co.

Then there exists a weak martingale solution to (8.16)—(8.17) in the sense of Defini-
tion 8.1.2 with initial law A.

In dimension two, pathwise uniqueness for weak solutions is known under (8.18);
we refer the reader for instance to Capinski—Cutland [CC91] or Capiriski [Cap93]. Con-
sequently, we may work with the definition of a weak pathwise solution.

Definition 8.1.4. Let (Q, &, (F+)i0,P) be a given stochastic basis with a complete
right-continuous filtration and an (g,)-cylindrical Wiener process W. Let u, be
an §,-measurable random variable. Then u is called a weak pathwise solution to
(8.16)—(8.17) with the initial condition u,, provided:

(1) thevelocity field u is (&,)-adapted and

ueC, ([0, T L3, (TV)) N L2(0, T; W32 (T3))  P-as,

(2) the momentum equation

[ | wpaxd-p0) u-pax

T T
:J ¢J u®u:V<pdxdt—yJ qu Vu: Vepdxdt
0 ™ 0 ™

T
+ J ¢J o) - @dxdW
o Jrv
holds for all ¢ € C°([0,T)) and all @ € Cg?v("ll“”) P-a.s.

Theorem 8.1.5. Let N =2 and assume that @ satisfies (8.18). Let (Q0, §, (F¢ )0, P) be a
given stochastic basis with a complete right-continuous filtration and an (;)-cylindrical
Wiener process W. Let u, be an §,-measurable random variable such that u, €
L’(Q;Léiv(”lfz)) for some r > 2. Then there exists a unique weak pathwise solution to
(8.16)—(8.17) in the sense of Definition 8.1.4 with the initial condition u,.
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8.1.2 Main result

Due to the presence of the acoustic waves, the gradient part of the velocity converges
only weakly to zero. This problem already occurs at the deterministic level; cf. Lions—
Masmoudi [LM98]. Consequently, the limit in the stochastic forcing G(p,ou) dW can
be performed only if G is linear with respect to pu. Unfortunately, a non-linear de-
pendence on the velocity u cannot be handled by the present method. However, our
setting already covers the particular case of

G(o,ou)dW =p G, dW! + pu G, dW?

with two independent cylindrical Wiener processes W' and W? and suitable Hilbert—
Schmidt operators G; and G,, which is the main example we have in mind; cf. Sec-
tion 3.2.2. This result can only be strengthened in the case of unbounded domains,
where powerful dispersive estimates are available. We refer to Mensah [Men16], where
a variant of Theorem 8.1.6 is shown on the whole space R>. In this case it is possible
to allow the noise to be non-linear in the momentum pu.

To give the precise definition of the diffusion coefficient G, consider p € LY (TV),
0 >0, and v € L*(T") such that ypv € L*(T"). Denote q = pv and let G(o,q) : U —
LY(TV) be defined as follows:

G0, Qe =G (- 0(),a(") =hi (~0()) + a4 q(), (8.19)

where the coefficients @, € R are constants and h, : TV x [0, c0) — R are C!-functions
that satisfy

Y 0 =0, Y|Vl <C Y lal?<co. (8.20)
k=1 k=1 k=1

Under these assumptions, the existence of a dissipative martingale solution of
(8.10)—(8.13) in the sense of Definition 8.0.1 was proved in Theorem 4.0.2.

Note that, due to our assumptions on the operator G, the stochastic perturbation
that we obtain in the limit system (8.14)—(8.15) is an affine linear function of the veloc-
ity and takes the following form:

@(V)ek de = TH(G(l,V)ek de = (THhk(l) + akv) de

Besides, due to (8.20) we see that (8.18) holds. Hence Theorems 8.1.3 and 8.1.5 apply.
Our main incompressible limit results are the following.

Theorem 8.1.6. Let N = 2,3 and let G satisfy (8.19)—(8.20). Let A be a given Borel prob-
ability measure on L3, (TN). Let A, be a Borel probability measure on L}(TV) x L'(T")
such that, for some constant M > 0 independent of €, we have

1

AE{(Q,q) e L(TY) < L(TY); - <o <M, |QT_1| sM} -1
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and, for somer > 4,

r

dA.(0,q) < C,
L;

fo 15
Lxe 12 g

while the marginal law of A, corresponding to the second component converges to A
weakly in the sense of measures on L% (TN). If (QF, B, (FE) 205 PE), 05> U, W) is a diis-
sipative martingale solution to (8.10)—(8.13) in the sense of Definition 8.0.1 with [Ma] = €
with the initial law A,, € € (0,1), then

0, —1 inlawonL®(0,T;L¥(TV)),
u, —»u inlawon (L2(0, T; W™ (TV)),w),

where u is a weak martingale solution to (8.16)—(8.17) in the sense of Definition 8.1.2 with
the initial law A.

In the two-dimensional case we are able to strengthen the result of Theorem 8.1.6
using the uniqueness of the limit system; cf. Theorem 8.1.5. To be precise, we obtain
convergence in probability instead of convergence in law. In order to obtain a pathwise
solution with given initial datum u,, we assume the latter one to be deterministic.
Consequently, it is possible to start the evolution of the compressible system close
to uy.

Theorem 8.1.7. Let N =2, let G satisfy (8.19)—(8.20), and let u, € L3;,(T?) be a deter-
ministic initial condition. Let A, be a Borel probability measure on L*(T?) x L}(T?) such
that, for some constant M > 0 independent of €, we have

Ag{(g,q) € LY(T2) x L{(T?); Ald <o<M, |Q—_1| <M,
&

ﬂ|<M}=1
= :

If ((QF, F%, (FD =0, PE), 05> U, W,) is a dissipative martingale solution to (8.10)—(8.13) in
the sense of Definition 8.0.1 with [Ma] = € with the initial law A, € € (0,1), then

0, —1 inL®(0,T;LY(T?)) in probability,
u, »u in(L%(0,T; W(T?2)),w) in probability,

where u is the unique weak pathwise solution to (8.16)—(8.17) in the sense of Defini-
tion 8.1.4 with the initial condition u,.

Remark 8.1.8. It turns out that the present problem does not require the full gener-
ality of the energy inequality (8.8), that is, its differential form. It suffices to consider
an integrated version of (8.8), namely,

P e e
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+IE[<ITJ S(Vu):Vudxdt) ]sc(r,T),
o Jm

uniformly in €; cf. Proposition 8.1.9.

8.1.3 Convergence in law - the proof of Theorem 8.1.6

This section is devoted to the study of the limit € — 0 in the system (8.10)—(8.13) and
the proof of Theorem 8.1.6. To this end, we recall that it was proved in Chapter 4 that,
for every € € (0,1), there exists

((Qg> %8’ (%f)tz(ylps)’ QS’uS’ WS)’

which is a dissipative martingale solution to (8.10)—(8.13) in the sense of Defini-
tion 8.0.1. As already mentioned several times in the limit procedure in Chapter 4, it
suffices to consider only one probability space, namely,

(Qf, &5, %) =([0,1],3B([0,1]),8) Vee(0,1),

where & denotes the Lebesgue measure on [0, 1]. Moreover, we assume without loss of
generality that there exists one common Wiener process W for all €.

8.1.3.1 Uniform bounds

We start with an a priori estimate which follows from the energy inequality (8.8). It
is obtained from (8.8) by integrating and estimating the stochastic integral as well as
the correction term by means of the Burkholder-Davis—Gundy inequality, (8.20), and
Gronwall’s lemma, similarly to the energy bounds in Chapter 4. It is important to note
that the constant on the right hand side depends on T and the constants in (8.20) but
is independent of €.

Proposition 8.1.9. Let r > 2. Then the following estimate holds true uniformly in € €

(0,1):
a

] <c(r), (8.21)

IE[ su |J’ [lnguE(t)l2 +lgg(t)—1—y(gg(t)—1)]
tefo,rI v L2 o (t) g2 -1

T
J J S(Vu,) : Vu, dx dt
o Jrv

where c(r) is given by

2 y
[1 |(0cu)(O)I” 1 0:(0) ~1-y(e:(0) ~ 1) ] dx

2 o0 & V-1 [CE

c(r)zl+]E[H

™

and is independent of &.
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Proof. First of all, we observe that the pressure potential P(p,) in (8.8) can be per-
turbed by a linear function. In particular, one can replace P(g,) by

1 L =
Py(o.) = m(@! -2 (e -0) - 2"); (8.23)
for any constant g > 0, and (8.8) remains valid. This is a consequence of the mass
conservation
| ecodx=] e@ax tefom, (8.24)
™ ™

which holds due to (8.10). So, we have
- JTa ¢J [1 w2+ Lp( )]dxdt+ qusj S(Vu,) : Vu, dxdt
o t ™ 2Q€ € 82 EQS o ™ e/ - €
1 1
<90 | [50:0m.0F + SPye.0)]dx
1o -
5 Z J J N Q£1|Gk(gs’gsus)|2dth
[e¢)
+ Z J ¢J Gk(Q£>Qeu£) ‘U dXde>
k=170 JTV
for all € > 0. Now we choose ¢ such that it approximates 1, ; and gain

t
EJ gsluglzdx+JJ S(Vus):Vudeds+lJ P5(p,) dx
2 Jypv 0 Jrv e ) ®

1 leu)OPR , 1
sij e dx+€2j P,(0.(0)) dx

t
+LJ 011Gy (0e- 00, dxdt+ZJ LFN Gy (s> 0:u,) - udxdWy
k=1

L e g 1,
2 LrN oo Pa LFN Po(0e(0)) dx + () + To(0).

Using (8.20) and (8.24) we have

o0

1 t t
Tz(t)SEZJ J lele(Qg,qug)lzdxdtSJ J (0clugl” +of +1)dxdt
k=1-0 JT¥ 0 Jrv

t 1
< L LFN (Qelugl2 + g—zPE(QS) + 1) dxdt. (8.25)

We apply the rth power on both sides and then take the expectation. As a consequence
of the Burkholder—Davis—Gundy inequality, (8.20), and (8.24), we gain
r
sup ]
te[0,T]

t
JJ u, - G(g,,0.u,) dxdW
o Jv

r
E[ sup |T,(0)]] =
te[0,T]
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r t o0 r
=E sup J j ue'Gk(Qs:)Qeug)dXdBk ]

Lte[o,T]| JO j /TN

[ T © 2 %
<E J Z<J us'Gk(Qs’qus)dX) dt]

LJ0 j=m NIV

(7 o 2 -1 2 %
SIE_L I;(JTNQ&;'“S' dX)(LrN@g |Gi(s> 0: )| dX)dt] :

By Young’s inequality and a computation similar to (8.25), we gain, for every § > 0,

r r
E[ sup 10| <6E[ sup | ecluPdx]
te[0,T] te[0,T] JTN
r

+¢(6) E[LT JTN (Q€|u€|2 + gizPE(Qs) + 1) dxdt]

Finally, taking 6 small enough and applying Gronwall’s lemma, we obtain

o]

1 |Q£us(t)|2 l Qg(t) -1- Y(Qs(t) - 1)
E[ tes[lég]LrN[z 0:(t) s -1 ]

+1E[ ]
51+IE[H [1'(98“8)(0”2 +19¥<0)—1—y(08(0)—1)]dx
wl2  0.(0) & -1

T
j J $(Vu,) : Vu, dx dt
o Jrv

|
choosing p = 1 in (8.23). In addition, due to the Taylor theorem and our assumptions
upon A, = £[p.(0),0,u.(0)], we have

0%(0)-1-y(p.(0)-1)<Ce?> P-as.
Hence (8.21) follows independently of €.

We obtain the following corollary.

Corollary 8.1.10. We have the following uniform bounds:

E[IVuglf.] < c(r), (8.26)

,
IEH sup ||Qg|u€|2||L1| ]sc(r), (8.27)

te[0,T] x
where c(r) is given by (8.22).

Proof. The estimates (8.26) and (8.27) follow immediately from Proposition 8.1.9.
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Let us now introduce the following essential and residual components of a func-
tion h:
h=h,,+h
hess =x(0)h,  x € C(0,00), 0 <) <1, x =1o0n an open interval containing 1,
hres = (1 _X(Qs))h-

€ess res>

The decomposition captures the different behavior of the pressure potential P, (p) :=
@" —1-y(p-1) in different subregions of [0, c0). This will be described in the following
lemma.

Lemma 8.1.11. There exist constants C;, C,, C5, C, > O such that:
@) Cilo—1P <Py(e) < Cylo - 11 if o € suppy;

(i) Py(p)>C, ifp ¢ suppy;

(iii) Py (@) = G50 if o ¢ suppy.

Proof. The first statement follows immediately from the Taylor theorem. The second
one is a consequence of the fact that P, is strictly convex and attains its minimum
atp=1.If p ¢ suppy and g € [0,1), then the third statement is a consequence of the
second one. Finally, we observe that the function 10} (" ) is increasing for large p € [1, c0)
and its value at g = 1 is zero. This implies the remaining part of (iii) and the proof is
complete. O

Accordingly, using Lemma 8.1.11 and the energy estimate (8.21), we obtain the fol-
lowing uniform bounds:

[tSSBq"[ ]e$ r]SC(n,
[tes[%%”[ € ]res r]gc(r),

where c(r) is given by (8.22). Therefore, setting ¢, := %(gs — 1), we deduce that uni-
formly in €
mm(y 2)

E[| sup loclfan
te[0,T]

]<d0. (8.28)

As the next step, we want to show

1:0, (8.29)

=0

lim ]E[LS[I(J)I;] log — 11,
€lo,

which in particular leads to

r
E[| sup llo.Iy| | <c. (8.30)
te[0,T] x
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Let us now verify (8.29). For all 6 > 0, there exists Cs > 0 such that
o’ -1-yle-1)=Cslo-1p,

if |o - 1| = 6 and g > 0. By (8.21), we obtain

f| ]-¢] ]

supj lo. — 1Y dx
te[0,T] JTN

supj 1, lo. — 1) dx
tefo.T] JTv {lo.—11=6} e

.
+1E[ supj 1o, -11<syl0c — 1Y dx ]
¢el0,11 JT¥
r
SC,;]E[ supj (of -1-y(o, - 1)) dx ]+5yp
te[0,T] JTN

< Coe® + 6.

Letting first € — 0 and then § — O yields the claimed estimate (8.30).
Combining (8.27) and (8.30), respectively, we deduce the uniform bound

2%y

EH[GS[%E] loeuel,

y+1
2y
ny+1

r] <cr). (8.31)

Moreover, the estimate (8.30) finally allows to show that, for r > 2, we have
E[lulf] < e, (8.32)

with ¢, (r) given by

2 V4 1 _ 2r
cz(r):1+]E[” [1 |(esu.)(0)] N lee(O) 1-y(0.(0) D]dx ] (8.33)
™Ll2  p.(0) € y-1
To show (8.32) we argue as in (4.88) and obtain
2 (* 2 2 [T 2
lecOI}, | o) Pde < sup leck, [ Ivul?, de

x Jo te[0,7] 0 x

+7 sup (el +[loclug[7,). (8.34)
te[0,7] x x

On account of (8.26), (8.27), (8.30), the mass conservation (8.24), and the assumptions
on the initial law, we obtain the desired estimate (8.32).

8.1.3.2 Acoustic equation
In order to proceed we need the Helmholtz projection Py, which projects L?(T") onto
divergence-free vector fields from

vy |
Lgliv(TN) = Cdiv(TN) ”.
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Moreover, we set Q =1d — Py. Recall that both Py and Q are continuous on all
W”q("Jl"N)-spaces, leZ, q € (1,00); cf. Remark A.1.5.

Let us now project (8.11) onto the space of gradient vector fields. Using the fact
that OVf = Vf, system (8.10)—(8.11) rewrites

ede, +divO(g,u,)dt =0, (8.35)
£dQ(p,u,) +yVe, dt = F, dt + eOG(g,,0.u,) dW, (8.36)

where
F, =vAQu, + (A +v)Vdivu, - Q[div(g,u, ®u,)] - S—lzv[glf -1-y(g, - 1]

The system (8.35)-(8.36) may be viewed as a stochastic version of Lighthill’s acous-
tic analogy [Lig52, Lig54] associated to the compressible Navier-Stokes system. Note
that Proposition 8.1.9 (see also Corollary 8.1.10) yields, for [ > % + 1, using Sobolev’s
embedding,

] <c(r), (8.37)

T
IE[ U Il de
O X

with c(r) given by (8.22) uniformly in &.

8.1.3.3 Compactness
Let us define the path space X' = X', x X'y x X py x X'y, where

X, =C,([0, ;LY (TV)),
Xy = (L2(0, T; WH(TY)), w),
X gu = Cy (10, T (TV)) 0 C(10, T W2(TY)), k> g
Xw =C([0, T]; Uy).
To proceed, we have to show tightness of the set

{’C[Qs’us’?H(quS)) W]> Ec (0, 1)}

This will be done by the stochastic compactness method, similarly to Chapter 4 (see,
in particular, Sections 4.4.3.1 and 4.5.3). We start with tightness of the law of u,..

Proposition 8.1.12. The set {£[u,]; € € (0,1)} is tight on X,.
Proof. This is a consequence of (8.32). Indeed, for any R > 0, the set

Bg = {ueL?(0, T; W"(TV)); lull 212 <R}
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is relatively compact in X', and

1 C
My, (BR) = P(luglzw = R) < I_QIE”uE lr2wpe < R’

which yields the claim. O

Proposition 8.1.13. The set {£[g,]; € € (0,1)} is tight on XX,

Proof. Due to (8.31), {div(p,u,)} can be controlled in W_l’%(”ﬂ“N ). In particular, we
have

A
IEH sup [div(gup)|"", 5 ] <c(r).
te[0,T] Wt

X

Therefore the continuity equation (8.11) and (8.30) yield the following uniform bound:
2y
E[lllec """ L [ <c).
Cto,lwx 2y+1
Now, the required tightness follows by a similar reasoning as in Proposition 8.1.12,
together with (8.30) and the compact embedding (see Theorem 1.8.5)
L°(0,T; LY (TV)) n c®'([0, T]; Wb (T™)) AN C, ([0, T]; LY (TN)). O

Proposition 8.1.14. The set {£[Py (o u,)]; € € (0,1)} is tight on XX .

Proof. We decompose Py (p.u,) into two parts, namely, Py (o, u,.)(t) = Y4(t) + Z5(t),
where

t
Yé(t) = Pyq.(0) - L Pyldivig,u, ®u,) — pAu, ] ds,

t
Z5(t) = L P G0, 0,u,) AW(S).

Holder continuity of (Y¢). We show that there exists | € N such that, for all x €
(0,1/2), we have

EJ[Y¥] gz < C. (8.38)

Choose [ such that L'(TV) — W-4%2(TN). The a priori estimates from Corollary 8.1.10
and the continuity of 7} (cf. Remark A.1.5) yield

0

t

E|Ye(t) - Ys(s)||§v,,,2 = ]EH J Pyldiv(e,u, ®u,) + uAu, ] ds
x s

—1,2
Wx

0 0

<CE +CE

t
J Au, ds
W;I,Z

S

t
J div(p,u, ®u,)ds
S

WX—I,Z
6

+CE
L,

0
< Clt -s|%?
L

<CE

t
J Vu, ds

S

t
J o.u.®u.ds
S
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and (8.38) follows by the Kolmogorov continuity criterion, Theorem 2.3.11.
Hélder continuity of (Z¢). Next, we also show

]E”Zg "wa;l,l < C’

where | € N was given by the previous step and x € (0,1/2). From the embedding
LY(TV) - w2(TN), (8.20), the a priori estimates, and the continuity of Py, we get

0
t
]E||Z€(t)—Z£(s)||a,,l,z = ]E” J PyGlo,,o.u,)dW
X S WX—I,Z
t 6 t X g
<CE J G(o,,0.u,)dW < CIE(I Z ||G,<(Qg,qug)||f/v_,,2 dr)
s Wi S k=1 *

t h 5
<ce( [ l6ueoomol, or )

and the Kolmogorov continuity criterion, Theorem 2.3.11, applies.
Conclusion. Collecting the above results, we obtain

]E”TH(QSHE)”C;(W;I,Z <C,

for some I € N and all k € (0,1/2). This implies the desired tightness by making use of
(8.31) and the continuity of P}, together with the following compact embedding (see
Theorem 1.8.5):

L0, T; L7 (TV)) n €<([0, T} W2(TN)) S ¢, ([0, T]; L7 (TV)). O

Tightness of uy, is obvious; cf. Corollary 4.3.9. We conclude with the following
Corollary.

Corollary 8.1.15. The set
{<los>u,, Pylo.u,), W € € (0,1)}
is tight on XX.

The path space XX is not a Polish space, so our compactness argument is based on
the Jakubowski—Skorokhod representation theorem, Theorem 2.7.1. To be more pre-
cise, we infer the following result.
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Proposition 8.1.16. There exists a complete probability space (Q, §, P) with X -valued

Borel measurable random variables [, 0, q,, Wg], £¢€(0,1),aswellas [p, 1, q, W] such

that (up to a subsequence):

(1) foralle €(0,1), £[p,. 10,4, W,]and £lp,,u,, Py (0. u,), W] coincide on X, in par-
ticular,

qg = ?H(@gﬁg))
P-a.s.;

(2) thelaw of [p,11,q

, ,W] on X is a Radon measure;
B3) [0, 1, Py0,0,), W

<] converges in the topology of X P-a.s. to [,0,q, W], i.e.,
6. —0 inC,([0,TLY(TV)),
@ —@q inC, ([0, T}L (TV)),
@, —a inL?0,T; WwH(TV)),
W, —W inC([0,T];Uy,),

(8.39)

ase— 0 P-a.s.

Similarly to Section 4.3.2 and the subsequent sections within the course of the
construction of a dissipative martingale solution in Chapter 4, we observe that it is
convenient to work with random distributions as introduced in Section 2.2. This can
be seen from the above compactness result as the limit velocity 1@ is not a stochastic
process in the classical sense; cf. Definition 2.1.11. In view of Section 2.3, the stochas-
tic integration theory relies on progressive measurability of the corresponding inte-
grands. Recall that, for random distributions that are adapted in the sense of Defini-
tion 2.2.13 and satisfy a suitable integrability assumption, Lemma 2.2.18 guarantees
the existence of a progressively measurable stochastic process belonging to the same
class of equivalence.

As a consequence, it was discussed in Remark 2.3.7 that the minimal assump-
tion on integrands, under which the stochastic integral is well-defined, is the non-
anticipativity of the corresponding joint canonical filtration with respect to the driving
Wiener process. In particular, we define

§ =o(aloluamuJo W) telo),
k=1

and need to check that §, is independent of o(W(s) - W(t)) for all s > t.
To this end, we first recall Theorem 2.9.1 and deduce that, for every € € (0,1), Wg =

Y roq ex W, is a cylindrical Wiener process with respect to

0((&[@8] va,la]ul O-t[Wg,k]>» telo,T).
k=1
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In other words, this filtration is non-anticipative with respect to Wg. Lemma 2.9.3, to-
gether with Proposition 8.1.16, then allows one to pass to the limit as € — 0 and the
non-anticipativity of (§,)., with respect to W follows. Finally, due to Lemma 2.1.35
and Corollary 2.1.36, the process W is a cylindrical Wiener processes with respect to

(%[)QO'

8.1.3.4 Identification of the limit

The aim of this section is to identify the limit processes given by Proposition 8.1.16 with
a weak martingale solution to (8.14)—(8.15). Namely, we prove the following result,
which in turn verifies Theorem 8.1.6.

Theorem 8.1.17. The multiplet

(2,8 (& )iz0- P), 8, W)

is a weak martingale solution to (8.16)—(8.17) in the sense of Definition 8.1.2 with the
initial law A.

The proof proceeds in several steps. First of all, we show that, also on the new
probability space (Q, §, P), the approximations 0,, 0, solve the corresponding com-
pressible Navier—Stokes system (8.10)—(8.13). As a consequence of the equality of laws
from Proposition 8.1.16 as well as Theorem 2.9.1 we obtain the following.

Proposition 8.1.18. Let € € (0,1). The multiplet
((Q’ g’ (gf)[ZO’ ]13)> ég’ ﬁs’ WS)

is a dissipative martingale solution to (8.10)—(8.13) in the sense of Definition 8.0.1 with
[Ma] = € and the initial law A,.

Consequently, we recover the result of Proposition 8.1.9 together with all the uni-
form estimates of the previous subsection. In particular, we find (for a subsequence)

0, —1 inL®(0,T;L(TV)) P-as. (8.40)
Due to Corollary 8.1.10 we have the following bounds on the new probability space.
Corollary 8.1.19. We have the following bounds uniform in g, for all | > %’:

| sup loctaef, '] < e

_min(y,2
IEH sup II(p£||Ianlﬁg,2>)
te[0,T] x

r] <),
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] <c(r),

§

F, =vAQu, + A +v)Vdiva, - O[div(g, i, ® ﬁg)]—g—lzv[gg -1-y(@, - D).

T ~
J Il 1o dt
0

0.1
B and

where ¢, =

A further consequence of Proposition 8.1.16 is that we can show strong conver-
gence of Py1,.

Proposition 8.1.20. We have the following convergence P-a.s.:

Py, —»a inL?(0,T;L4(TV)) vg< (8.41)

N-2

Proof. Since the joint laws of (g,,u,, Py (0.u,)) and (,,1,,q,) coincide, we deduce
that q, = Py(p,0,) P-a.s. and consequently it follows from the proof of Proposi-
tion 8.1.14 that

]Ell?H(geﬁs)”wa;l,z <C, (8.42)

forall x € (0,3) and some I € N.
Besides, it follows from (8.40) and the convergence of 1, to i that

B0, — i inI2(0,T;L¥ (TV)) P-a.s. (8.43)

If we pass to the limit in the continuity equation, we see that diviai = 0, which in turn
identifies @ with @. Indeed, using continuity of Py (cf. Theorem A.1.4), we obtain

2 ~
Pu@,8,) — @ in L0, T;Li (TV)) P-a.s.

2
Thus, with Proposition 8.1.16 and the compact embedding L1 (TV) < w-132(TV),

Py@.0,) -0 inL*(0,T; W (TV)) P-as. (8.44)
Since
divii, — 0 inL*(0,T;L*(TV)) P-a.s., (8.45)
we also have
Py, — @ inL2(0,T; WH(TV)) P-a.s. (8.46)

Note that (8.45) is a consequence of divii = 0 and the P-a.s. convergence @, — 1@ in
L%(0, T; W(TV)); cf. Proposition 8.1.16. Combining (8.44) with (8.46), we conclude
that

Py(,1,) - Py, — @ inL}((0,T) x TV) P-a.s.
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Proposition 8.1.16 yields P-a.s.
| JQ“THﬁng - Py(@.1,) - Pyit,) dxdt| < 18, — U peopy "ﬁs"%ﬂ; -0,

2 N .. . N N
where s = yTyl < 3= This implies | Pyl ;2 — ll@l; and hence

Pyt, — 1 inL%(0,T;L1%(TV)) P-a.s.

Combining this with weak convergence in L?(0, T; W2(TV)) (recall Proposition 8.1.16)
yields the claim. O

In the following we aim to identify the limit in the gradient part of the convective
term. To this end, we adopt the deterministic approach proposed by Lions—Masmoudi
[LM99].

Proposition 8.1.21. Forl> %, we have
div(p, i1, ® @) — div(@e® @) inL'(0,T; W2 (TV)) P-a.s.
Proof. Following Lions and Masmoudi [LM99], we decompose
B0, =0+ Py (.0, - 1) + (3,4, - 0),
i, =0+ Py(a, —0) + O, — ).

The claim follows once we have shown that the following convergences hold true
weakly in L1(0, T; WghA(TV)) P-a.s.:

div(ia® Py (@, — 1)) — 0, (8.47)
div(a® O(@, — 1)) — 0, (8.48)
div(Py (0,0, -0) @) — 0, (8.49)
div(Q(p, 0, - ) ® 1) — 0, (8.50)
div(Py (8,0, — @) ® Py (0, @) — O, (8.51)
div(Py (9,0, - ) ® O(@1, —@)) — O, (8.52)
div(Q(3,1, - 1) ® Py (01, — @) — O, (8.53)
div(Q(p,u, - 1) ® O, —@)) — 0. (8.54)

The first four convergences follow from Proposition 8.1.16, (8.43), and the continuity
of Py and O, respectively; cf. Theorem A.1.4. The convergences (8.51)—(8.53) are con-
sequences of (8.40) and (8.41). In fact, the only critical part is (8.54). First, we need
some improved space regularity. Similarly to Lions and Masmoudi [LM99], we use
mollification by means of spatial convolution with a family of regularizing kernels
with a parameter O < k < 1. As a matter of fact, thanks to the special geometry of the
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flat torus TV, the mollified functions can be taken as projections to a finite number
(which is the smallest natural number greater than %) of modes of the trigonometric
basis (e )mezn » defined in Section 1.7. Note that this is a different regularization than
the mollification from Section 1.7.3. The regularization by projections is more conve-
nient for our purposes here since it commutes with all spatial derivatives as well as
with the projections Py and Q. For § > 0 arbitrary, we take x = k() so small that

Bl gl + I8 -0l s <5 ®55)
t=X Ly

BlA 1 VK — K EaK _

Bl - w5 + Bl -l o + Bl —u||m% 6. (350

uniformly in €. We note that the norm E|a¥ - usll ZN can be made uniformly small

as a consequence of the gradient estimate (8.26). As the mollification commutes with
div and O, it suffices to show that P-a.s.

div(Q(grak - &) ® O(&X — @¥)) — O, (8.57)

for fixed x instead of (8.54). In fact, expectation of the L'(0, T; wb 2(TN))-norm of the

difference of (8.57) and (8.54) can be estimated in terms of § us(ligg (8.55) and (8.56).
To prove (8.57), we write
o(ag - ") = O(gfuy —*) + O((1- 7 )uz).
By (8.40), the continuity of O, and the boundedness of @}, we know
O((1-g)a¥) >0 inL*((0,T)xTV) P-as.

So (8.57) follows from

div(Q(gkuf - @) ® O(pkaf —@)) — 0 in L(0, T; Wz2*(TV)). (8.58)
As div(Qu* @ Ou¥) = %VIQﬁ" |2, the convergence (8.58) is a consequence of

div(Q(p,11,)* ® 0(p,,)*) — 0 in L'(0, T; WX (TV)), (8.59)

thanks to (8.43) and (8.55). In order to show (8.59), we need to introduce the function
¥, = A1 div(,u,), which satisfies V¥, = O(p,1i,). We have the system of equations

d(ep,) = -V, dt, V¥, = —gwpg dt + F, dt + OG(@,,8,1,) dW,,

where the right hand side only belongs to W=2(T"). We apply mollification and gain
5 = A div(g,,)¥ and V¥; = O(p,11,)*. The system of equations for ¢¥ and ¥} reads

d(e@¥) =-A¥;dt, dV¥; = —gwpg dt + F; dt + 0G(,,0,8,)  dW,. (8.60)
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We note that, for the special choice where the mollification is taken as the projection
onto a finite number of Fourier modes, the system (8.60) reduces to a finite number of
equations. Now, we apply It&’s formula to the function

PPV = | | eptvis-gar,
TN
with ¢ € C3,(TV) arbitrary, and gain

LTN ePK()VIL(0) - dx

t t
:-jj Aquvxifg-q;dxds—yjj PVPE - pdxds
o JTN o JIN

t 5 t -
+£Jj ¢§FZ-¢dxds+eJ J(Pglp-QG(@g,Qgﬁg)"dWsdx.
0 JTN ™™ Jo
Note that we have

t
JJ AV VY; - @dxds
0 Jrv

t t
=1JJ V|V\if§|2-<pdxds—JJ VL @ VI : Vepdxds
2 Jo Jpv 0 Juv

t
=—jj VYLVY; : Vepdxds,
0 JTV

t t
[, oevor-@aras=2 [ [ vigsF-pdxds-o,
o Jv 2 Jo Jyv

due to div¢p = 0, so we obtain

t ~ ~
JJ VY @ V¥, : Vpdxds
0 JTV

=—€ J POVIL(H) - pdx
TN

+e€ r J PEF; -@dxds+e J jt P 0G(,.0,0,)" AW, dx.
o Jrv ™ Jo

For fixed x > 0, the right hand side vanishes P-a.s. for ¢ — 0 at least after taking a

subsequence due to Corollary 8.1.19, Proposition 8.1.16, and the properties of the mol-

lification. Finally we conclude with (8.59), which implies the last missing convergence

(8.54) as explained above. O

Now, everything is in hand to complete the proof of Theorem 8.1.17, which implies
the proof of our main result, Theorem 8.1.6.

Proof of Theorem 8.1.17. In order to show that (8.14)—(8.15) is satisfied in the sense of
Definition 8.1.2, let us take a divergence-free test function ¢ € Cg‘ii,(TN ). This way we
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only study the approximate equation (8.11) projected by Py and the pressure term
drops out. By Proposition 8.1.16, we can pass to the limit in the deterministic parts of
the equation. We comment on the passage to the limit in the terms coming from the
stochastic integral in detail. To this end, we write

”(G(ég) Dgﬁg) - (G(lx ﬁ) "LZ(H;W;I’Z)

1

: ]
< (Y Ihe@) - Bl ) + (X Il ~ 63 )
k=1 k>1
= Il + 12

For I,, we use (8.20) together with (8.44) to obtain I, — O for a.e. (w, t). For I}, we apply
the Minkowski integral inequality, the mean value theorem, and (8.20), to obtain

I < C(é Ihy@,) —hk(1)||i}>% < CJTN(’; |y (@) —hk(1)|2>%dx

)4

1 1
vl -1 = 1
< cj (1480 )IB, ~ 1] dx < CU (1+0 ) dx]’ “ 6.~ 170x|",
™ ™ ™
where the conjugate exponents p, q € (1,00) are chosen in such a way that

y_1<y+1 and g<y.

P

Therefore, using (8.30) and (8.40) we deduce

T
0

P-a.s. and we obtain
G(,,0,0,) — G(1,@) inL}(0, T;L,(2; W2(TN))) (8.61)
P-a.s. Besides, since, for some r > 2,
~ t ~ -~ - p
E J "(G(Qg) qug)"Lz(u;W;I,Z) dU
S
~ t ~ r _ . r
< CIEJ ||0£||L2§(1 + ||le|{; + qugllfi)zdﬁ
S
<C(1+E sup [1p.]"5 + E su pa %) <C,
( ogspT I2chy ogfr Iye. suLﬁ)
using (8.27) and (8.30), we obtain

G(,,0,0,) — G(1,@) in L?(0, T;L,(2; W12(TN))).
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Combining this with the convergence of W, from Proposition 8.1.16, we may apply
Lemma 2.6.6 to pass to the limit in the stochastic integral. Hence 1 solves (8.14)—(8.15).
It follows immediately from our construction that P-a.s.

e L2(0, T; Wi (TV)).
Besides, since we have P-a.s. (due to Proposition 8.1.16 and (8.40))
\B.&, — 1 inL(Q;11(Q),
the lower semi-continuity of the functional

]

WH]E[

supj W% dx
te(0,T) I

yields

r] <c(r), (8.62)

]E[ supJ [@]2 dx
te(0,T) IV

on account of Corollary 8.1.19. The usual argument about the fractional time derivative
in the distributional sense implies @ € C,, ([0, T];Lfﬁv(TN )) P-a.s. In fact we can argue
as in the proof of Proposition 8.1.14 and decompose 11 into the sum of

7(6)=1(0) - Lt Py [div(i e @) - pAi] ds,
20 - Lt PuGA, @) AWV (s),
in order to show
L ol

for all k € (0,3) and some I € N. Due to (8.62), this implies @ € C, ([0, T]; L3;,(TV))
P-a.s. The proof is hereby complete. O

8.1.4 Convergence in probability — the proof of Theorem 8.1.7

In order to complete the proof of Theorem 8.1.7, we make use of Theorem 2.10.3, which
is a generalization of the Gyongy—Krylov characterization of convergence in probabil-
ity introduced in [GK96], adapted to the case of sub-Polish spaces. It applies to situa-
tions when pathwise uniqueness and existence of a martingale solution are valid and
allows one to establish existence of a pathwise solution. We recall that, in the case of
N =2, pathwise uniqueness for (8.16)—(8.17) is known; cf. Theorem 8.1.5. We consider
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two null sequences (¢,) and (g,,). Let (g,,u,) = (Qen’usn) and (0, u,,) = (Qem,ugm) be
density and velocity corresponding to a dissipative martingale solution to (8.10)—(8.13)
in the sense of Definition 8.0.1 with a = é and a = %, respectively. As explained at the
beginning of Section 8.1.3, we can assume that both sequences of dissipative martin-
gale solutions are defined on the same probability space and with the same Wiener
process W. We consider the collection of joint laws of (X, X,,, W), where

X, = (Qn’un)?H(Qnun))’
Xm = (Qm’um)?H(Qmum))a
on the extended path space
2 = (X, x%uxxgu)zxxw,
where
X, = Cy([0, THI/(T),
Xy = (L0, T; WH(T?)), w),
2 _ 5
X gu = C, ([0, TL# (T2)) N C([0, T, WR(T?)), k> >
Xy = C([0, T]; Uy).

Similarly to Corollary 8.1.15, the following fact holds true. The proof is nearly identical
and will therefore be left to the reader.

Proposition 8.1.22. The set
{£[X,, X W] n,m e N}
is tight on 7.

Let us take any subsequence (X, , X, , W). By the Jakubowski-Skorokhod theo-
rem, Theorem 2.7.1, we infer (for a further subsequence but without loss of generality
we keep the same notation) the existence of a probability space (Q, g, P) with a se-
quence of random variables (X, ,X,, , Wj) with

X, = (0> 0n,-4,,), kEN,
ka = (émk>ﬁmk’qu)> k € N’

converging almost surely in X7 to a random variable (X, X, W), with
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Moreover,

LXKy Xy s Wi = 1K,y Xy s W]

my>

on X7 for all k € N. Observe that, in particular, £[X,,k,ka, W] converges weakly to
the measure £[X, X, W]. As the next step, we should recall the technique established
in Section 8.1.3.4. Analogously, it can be applied to both

(O Gy W), (@.0,0, W)
and
(émkyﬁmqumky Wk)) (é;ﬁ;(i W)

in order to show that (i1, W) and (4, W) are weak martingale solutions to (8.14)—(8.15)
defined on the same stochastic basis (Q, &, (§,), P), where (&,);s is the P-augmented
canonical filtration of (1, t, W). Besides, we obtain

0=0=1 q=u, qd=u P-as.

In order to verify the assumption of Theorem 2.10.3, we employ the pathwise unique-
ness result for (8.14)-(8.15) in two dimensions; cf. Theorem 8.1.5. Indeed, it follows
from our assumptions on the approximate initial laws A, that 9(0) = 9(0) =1 as well
as 0(0) = i(0) = u, P-a.s. Therefore, according to Theorem 8.1.5, the solutions @ and
u coincide P-a.s. and

LIXX)((X,X,) e X : X, =X,)
=P((0,1,4) = (6,0, 4)) =P(a=1u) =1

Now, everything is in hand to apply Theorem 2.10.3. It implies that the original se-
quence (g, U, Py (o 1,)), defined on the initial probability space (Q, §, P), converges
in probability in the topology of X', x X', x X, to a random variable (o, u,q). There-
fore, by the method from Section 8.1.3.4, we finally deduce that u is a pathwise weak
solution to (8.14)—(8.15). Actually, identification of the limit is more straightforward
here since in this case all the work is done for the initial setting and only one fixed
driving Wiener process W is considered. The proof of Theorem 8.1.7 is complete. [

8.2 Inviscid—incompressible limit

In the inviscid limit, the Reynolds number (essentially the reciprocal of the viscos-
ity) tends to infinity. Accordingly, the viscous friction in the flow can be neglected.
Although inviscid fluids such as superfluids are rare to find in reality, inviscid fluid
models have many applications in physics and engineering. More precisely, there are
many limit regimes in which the fluid motion is “inviscid” although the concrete fluid
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is “viscous”. From the physical point of view, if the Mach number tends to zero and the
Reynolds number becomes infinite, the fluid flow becomes incompressible and invis-
cid. The limit behavior is therefore described by the incompressible Euler system. We
rigorously describe the asymptotic behavior of the system (8.1)-(8.4) in the low Mach
number-low viscosity regime, meaning [Sr] = [Fr] =1, [Ma] = ¢, [Re] = % That is, for
dimension N = 2,3, we study the system

do +div(pu)dt =0 (8.63)
d(ou) + div(pu o u) dt + S%Vp(g) dt =divS,(Vu) dt + G(g, ou) dW, (8.64)
Se(Vu) = ;ug(Vu +Viu- %divul[) + A divul, (8.65)

where

Uy A, >0 ase—0.

Similarly to the previous part, the underlying spatial domain is the flat torus TV.
In particular, we avoid the highly non-trivial and still not fully understood problem
of boundary layer occurring in the case of physically relevant no-slip conditions; see,
e.g., Weinan [Wei00].

The scaling in (8.63)—(8.65) reflects the situation when the Mach number is low
and the Reynolds number is high, meaning the fluid is in a highly turbulent almost
incompressible regime; see, e.g., Klein et al. [KBS*01]. Under these circumstances,
the motion is expected to be governed by the incompressible Euler system

divv=0 (8.66)
dv +v-Vvvdt + VIIdt = G(1,v)dW, (8.67)

where II is the associated pressure. To compare the primitive and limit systems, we

require the following:

— The Navier-Stokes system (8.63)—(8.65) possesses a dissipative martingale solu-
tion ((Q,F, (F¢)i=0-P),0,u, W) and the Euler system (8.68)-(8.69) a strong solu-
tion (v,II), defined on the same probability space (Q, &, (F¢)¢=0, P) and with the
same Wiener process W.

— Both v and the pressure VII are smooth enough in the x-variable, so that r =1,
U = v can be taken as test functions in the relative energy inequality (6.6).

8.2.1 Solutions of the Euler system

In this subsection we are concerned with the incompressible stochastic Euler system

divv=0 (8.68)
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dv+v-Vvvdt + VIIdt = d(v)dW, (8.69)
where @ : WS2(TV) — L, WS2(TV)) such that

IO sz < €L+ IVIGyz2), ©70)
T ) 8.70
D) = W7 sy < CIV = Wiz,

for all v,w € WS2(TV) with s > % + 1. Different from the incompressible case, the only
available framework for three-dimensional flows is the concept of local strong so-
lutions. This is analogous to the deterministic theory. A first stochastic result was
given by Mikulevicius—Valiukevicius [MV00], who studied (8.68)—(8.69) with additive
noise via a semi-deterministic approach using the flow transformation in the spirit of
Bensoussan-Temam [BT73]. A first fully stochastic result was shown by Kim [Kim09],
where the existence of local strong solutions to (8.68)—(8.69) was shown on the whole
space. Finally, the case of bounded domains has been studied by Glatt-Holtz and Vicol
[GHV14]. Inspired by [GHV14], we introduce the notion of local strong solutions of the
Euler system (8.68)-(8.69) similarly to Definition 5.0.1.

Definition 8.2.1 (Local strong solution). Let (Q, . (F+)i>0-P) be a stochastic basis

with a complete right-continuous filtration and let W be a cylindrical (g;)-Wiener

process. Let v, be an §,-measurable random variable in the space Wj’if,(TN ). A tuple

(v, 1) is called a local strong pathwise solution to system (8.68)—(8.69), provided:

(1) tisan a.s. strictly positive (&;)-stopping time;

(2) the velocity vis a WS?(TV)-valued (,)-progressively measurable stochastic pro-
cess such that

v(-At) € C([0, TEW3(TV)) P-as;
(3) the equations

divv =0,

tAt tAt (8.71)
v(tAt)=v(0) - L Pylv-vvldet + L PyOW)]dW

hold P-a.s. forall t € [0, T].

Recall that Py denotes the standard Helmholtz projection onto the space of
solenoidal vector fields; cf. Theorem A.1.4.

The existence of local strong pathwise solutions to the stochastic Euler system
was established by Glatt-Holtz and Vicol [GHV14, Theorem 4.3]. It reads, with minor
modifications, as follows.
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Theorem 8.2.2. Let N =2,3 and let s € N satisfy s > % + 1. Let the coefficients @ satisfy
hypothesis (8.70) and let v, be an &,-measurable Wj;f,("ﬂ"N )-valued random variable.
Then there exists a unique local strong pathwise solution (v, t) to problem (8.68)—(8.69)
in the sense of Definition 8.2.1 with the initial condition v,,.

Remark 8.2.3. The solution constructed by Glatt-Holtz and Vicol [GHV14, Theo-
rem 4.3] is in fact a maximal strong pathwise solution; see also Definition 5.0.2. How-
ever, the concept of Definition 8.2.1 suffices for our purposes.

In the following we assume a very simple form of ®, which is
®O(v)=F+VvH, whereF=(F)en> H=H)ken- (8.72)

Here F,, H; are real numbers such that )12, |F;| < co and Y22, |Hy| < co. The advan-
tage of such a choice is that the pressure IT can be computed explicitly from (8.71) and
does not contain a stochastic component (in the general case an additional stochastic
integral is part of the pressure; see [Brel5, Section 2]). Indeed, seeing that

PyloW)] = d(v),
we obtain
VII=-Q[v-Vv] = -VAldiv(ve V), (8.73)

where O =1d — Py. Accordingly, the second equation in (8.71) reads

tAt tAt tAt

VHM+I o(v)dW. (8.74)
(0]

v(tAt)=v(0) - J

) [v~Vv]dt—J

0

8.2.2 Main result

In accordance with (8.72), we assume a very simple form of the diffusion coefficient G
in (8.63)—(8.65), namely that it is an affine function of density and momentum

G(o,q) =oF +qH, where F = (Fy)gen> H = (Hy)gen- (8.75)

Here F, Hy arerealnumbers such that ) 22, |[F; | < coand )22, |Hy| < co. Now we havea
special case of the assumptions (3.13) and (3.14) supposed in the existence theory from
Chapter 4. The advantage of (8.75) can be found in (8.73) above. Our main inviscid—
incompressible limit result is the following.

Theorem 8.2.4. Let N = 2,3 and let G satisfy (8.75). Let (Q, &, P) be a complete prob-
ability space and W a cylindrical Wiener process on (Q, §, IP). Assume that

((Q> %) (%f)t20> IP)’ Qs’ug> W)
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is a dissipative martingale solution to (8.63)—(8.65) in the sense of Definition 8.0.1, and
(v,t) defined on the same probability space (Q, §, P) is a unique local strong solution of
the Euler system (8.68)—(8.69) driven by the same cylindrical Wiener process W in the
sense of Definition 8.2.1. Assume that the initial data [, ., (ou), ;] and v, satisfy

[0 (@, ] € IV (TV) x LI (TV),  P-as.,
Vo e WS(TV), divv, =0, P-as.,

IE[||v0||‘I]4,X5,z] <oo foralll<g<oo

and
0os>0>0, IQO’SS—_H <8(e), |(ow)ge —Vo| <6(e) P-as.,
where
6(e)—>0 ase—0.
Then

L w—vies L _p - 5
tes;g}]E“TN[zggmg v+ 5 (P(@0) - P'(D(ec - 1) P(l))]dx(t/\t)] 0 (876)

ase— 0.

Remark 8.2.5. It follows from (8.76) that
TAt
lE“ lu, - vI2, dt] —0 ase—0.
0 X

Moreover, we have
p:(-At) =1 stronglyin L:(Q x (0, T) x TV),
where y, =min{2,y}.

Remark 8.2.6. The situation considered in Theorem 8.2.4 corresponds to the so-
called well-prepared data. With some additional technical effort, our approach can
be extended to the case of ill-prepared data; cf. Masmoudi [Mas01] and [FN14] for the
related deterministic results.

Remark 8.2.7. Note that the inviscid limit in the purely incompressible setting was
studied by Glatt-Holtz et al. [GHSV15] in the two-dimensional setting.
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8.2.3 Proof of Theorem 8.2.4

As compactness is lost in the inviscid limit, our main tool is the relative energy in-
equality from Chapter 6 which we recall in the following. Given a dissipative martin-
gale solution [p,,u,] of system (8.63)-(8.65) and a pair of arbitrary smooth processes
[r,U], the relative energy functional is given by

1 1
EoulnU)= [ [Sodu~UP+ 5 (Pe)-P (0@ -n-P0)|dx. (377
Here, r and U are stochastic processes adapted to (&) such that
dr=drdt+d’rdW, dU=d%Udt+dsUdw, (8.78)

where the processes ddr, d5r, d9U, and d°U are sufficiently regular with respect to the
spatial variable. It is shown in Theorem 6.1.1 that under these assumptions the relative
energy inequality

- JTat(;b E(0p>u, |1, U)dt + JTqu (S.(Vu,) - S, (VU)) : V(u, - U) dxdt
0 0 ™

T T
<p(0)E(p,,u,|r,U)(0) + Jo PR, u|r,U)dt + L ¢ dMgg (8.79)

holds for all ¢ € C°([0, T)), ¢ > 0, P-a.s. Here, Mg, is a real-valued square integrable
martingale. The remaining term reads

R(0e>u,|r,U)
=j S(VU):(VU—Vug)dx+j 0(d%U +u, - VU)(U - u,) dx
"ﬂ'* N

J ((r—,)P" (r)d%r + VP' (r)(rU — g,u,)) dx J divU(p(o,) - p(r)) dx
100
SN
L1
"3

ZJ " r)|d5r(ek)| dx. (8.80)

Gy (e 0:1) 3
k(¢ 0c U _dsU(e )‘ dx - = J Qgp”’(r)|d5r(ek)|2dx
25

&

Suppose that v, with a stopping time t, is a local strong solution of the Euler system
(8.68)—(8.69). For each L > 0, let

1, = inf{t € [0, T]; [VV(t)|| 0 > L}

be another stopping time. In view of the existence result Theorem 8.2.2, we assume,
without loss of generality, that 7; <t. Choosing the functions r =1, U(t) = v(t A7) in
(8.79), together with the choice ¢ = x|, yields

LT AT) LTATL LTN (Se(VV) = S.(Vu,)) : (Vv—Vu,)dxdt
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< &(0,,u,|1,Vv)(0) + Mypp(T AT) — MRg(0)

AT, AT
—J J Qg(ug—v)-Vv~(uE—v)dxdt+J J S.(VV) : (Vv -Vu,)dxdt
0 ™ 0 ™

TAT,
—J J . VII- (v—-u,)dxdt
o Jrv

1°Z°:J~TATLJ
+ = 0
250 I

Note that the terms involving ddr, dsr, VP’ (r) vanish since r is constant. We also used
divv = 0. We show that, similarly to the proof of Theorem 6.2.2, the terms on the right
hand side of (8.81) can be absorbed by means of a Gronwall type argument. To see
this, we first observe

1 2
5Gk(Qs>qus) - Gk(l,v)| dxdt. (8.81)

TATL
I j o.(u, —Vv)-Vv- (u, —v)dxdt
0 ™

AT,
<c sup IIVVIIL;X)J‘ E(ge>u (1, v)dt
0

te[0,1;]

AT,
<cL J (g u, |1, v)dt. (8.82)
0

Similarly,

AT,
J J S.(Vv) : (Vv - Vug)dxdt’
0 ™

1 (TATL AT, 2
<l J J (S,(VV) = $,(Vu,)) : (V¥ — Var,) dx e + cJ J IS(vv) 2 dxdt
2 Jo ™ 0 ™

< 1 JTATL J’ (S£(VV) =S, (Vu,)) : (Vv -Vu,)dxdt + (i, +/1£)CTL2, (8.83)
2 0 'I[*N

whence (8.81) reduces to
1 (ML
E(Qu |LV)(TAT) + 3 J J (S:(VV) = S.(Vu,)) : (Vv -Vu,)dxdt
0 ™
TATL,
< &0, u,|1,V)(0) + Mrp(T AT) — MRg(0) + cL L E(gg ugll,v)dt

TAT,
+(y€+}ls)cTL2—J LJ 0.VIT - (v —u,) dxdt
0 el

M8

1 2
16 0,.0.u,) —Gk(l,v)’ dxdt. (8.84)
£

TATL
e
ljo LrN ¢ Y

Next, using divv = 0, the integral containing the pressure can be written

1
+_
2k

TAT
J J o VIL- (Vv—-u,)dxdt
o Jv

TAT TAT,
=J J ggvn-vdxdt—J J 0. VII-u, dxdt
o Jv o Jv

TAT] 0 -1 TATL
=ej J E—VITvdxdt—J J 0. VII-u, dxdt.
0 ™ £ 0 ™
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Finally, we handle the integral

> | ec|o-6uleeom) - 60w ax.
N 0¢

k=1-T

Applying our assumption (8.75), we obtain

[e) 1 )
_Gk(Qs)qug)—Gk(l,V)‘ dx
&

Z «Lr”gs o,

k=1

=Y [ el - Fdr<ceeau v,
k=1"T

using Y%, |H;|? < co (which is a consequence of Y, |H; | < 00). After integrating in
time and applying Gronwall’s lemma, equation (8.84) gives rise to

E[E(0 v 1, V)(T ATy)] < c(L, TH(E[E(Q, U1, v)(0)] + bt +A¢)

TAT —
+le“ LJ QS—1VH~vdxdt] “E
0 ™ €

AT,
J J 0, VII-u,dxdt|.  (8.85)
0 ™

In order to control the last two terms in (8.85), we use again (8.79), this time for r =1,
U =0, obtaining
1 1
]E” [Seelue + 5 (P(@) - P'(1)(es - 1)~ P(1) | ax(r ny) |
12 €
1 1
< EU [Seclu. + 5 (Ples) - P' (e - 1) - P(1) | dx(0)]
™l2 £

Thus, since the right hand side of the above inequality is bounded uniformly for € — 0,
we deduce the following uniform bounds (recall (6.19) and set y, = min{y,2}):

1 2 |Q£ — 1|Y*
IEUTN 2leugl dX(T/\TL)] <c, ]E“TN e dX(T/\TL)] <c. (8.86)

Using also (8.73), the continuity of VA~'div, and regularity of v, we obtain

TAT], _
‘IE“ J Q£—1VH-vdxdtH
0 ™ £

Qs_l

” Oc —
& L)):*

S ‘

IVt o 1Vl 2 < Vevl vl <c

|,
uniformly for € — 0. Additionally, (8.86) implies
2
0,U,(-AT)) > V(-AT;) weaklyin L1 (Qx (0,T)x TV),
0:,(-AT[) —1 stronglyin L'+ (Qx (0,T) x TV).

Passing to the limit in the continuity equation (8.63) shows that divv = 0. In particular,
the last two terms on the right hand side of (8.85) vanish for € — 0. We have proved
Theorem 8.2.4.
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A Appendix

For the convenience of the reader, a number of standard results used in the preceding
text is summarized in this chapter.

A.1 Elliptic equations and related problems

In this section we review important consequences of the theory of elliptic equations.
The standard reference material are the monographs by Gilbarg-Trudinger [GT83],
Ladyzhenskaya—Ural’ceva [LU68], or the nowadays classical paper by Agmon et al.
[ADN59]. As the underlying spatial domain is the flat torus TV, the problem simplifies
considerably since the boundary behavior does not play any role in the analysis.

We start by considering the problem

Au=f inTNV. (A1)

A weak solution to (A.1) can already be defined if f = divf. We call a function u a weak
solution to (A.1) with f = divfif

JTNVle,bdx:JTNf-ledx

for all 1 € C*°(T"). The following is the fundamental statement on the LI-regularity
that may be seen as a direct consequence of the discrete variant of the Hormander—
Mikhlin theorem (Theorem 1.7.1).

Theorem A.1.1. Let 1< g < oo and suppose that f € L1(TN). Then problem (A.1) with
f = divf admits a weak solution u, denoted by A divf, unique in the class

ue wta(TV), J udx =0.
TN
Moreover, there exists a positive constant c = c¢(q) such that

Il 30 < clflg.

In the context of the so-called strong solutions, equation (A.1) is satisfied a.e.
in TV, Iterating the result stated in Theorem A.1.1 we easily obtain the following.

Theorem A.1.2. Let 1< q < oo and suppose that f € LI(T") with ITN fdx =0. Then
problem (A.1) admits a solution u, denoted by A™\f, unique in the class

ue wa(mv), J udx =0.
TN
Moreover, there exists a positive constant ¢ = c(q) such that

llully2a < clfllg-

https://doi.org/10.1515/9783110492552-009
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The above results can be generalized to higher order derivatives by iteration. We
may go even further and consider the elliptic problem (A.1) in the following class of
periodic distributions:

(u» Alp) = <f’ l/)>’ <f>1> =0

for all Y € C*®(TV). The driving force f may be taken in the scale of Hilbert spaces
WS (TN), ¢ € R, introduced in Section 1.7, or even W*4(TV), 1 < g < co. The follow-
ing statement is again a straightforward consequence of Theorem 1.7.1 and contains
Theorem A.1.1 and Theorem A.1.2 as special cases.

Theorem A.1.3. Let 1< g < coand ¢ € R and suppose that f € W4 (TN) with (f,1) = 0.
Then problem (A.1) admits a solution u, denoted by A™'f, unique in the class

ue w24(TV), (u,1)=0.
Moreover, there exists a positive constant c = c(q) such that

ulyesza < Clflyea-

A firstimportant consequence of the elliptic theory is the existence of the Helmholtz
decomposition. It allows to decompose any vector-valued function into a divergence-
free part and a gradient part. Set

L5, (TV) := {v e LP(TV,RY) | divv = 0},
IB(TV) := {v e IP(TV) | v= V¥, ¥ € WP(TV)}.

The Helmholtz decomposition is defined by

v=Pyv+0Ov foranyvel?(TV;RV),

Pyv=v-VAldivy, Ov=vVAldivv.
Basic properties of Helmholtz decomposition follow directly from Theorem A.1.3.

Theorem A.1.4. The Lebesgue space LP(TN; RN) admits a decomposition

IP(TV) = LB (TV) @ LE(TV), 1<p<co.
More precisely,

V=Pyv+0Ov foranyveLi(TV),

with

ov=V¥, YeWY™(TV), W¥=Aldivv.

In the particular case p = 2, the decomposition is orthogonal with respect to the
L(T; RY)-inner product.
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Remark A.1.5. In accordance with the regularity properties of the elliptic opera-
tors reviewed in Theorem A.1.3, both Py and Q are continuous linear operators on
W4 (TV) forany 1 < g < co and any I € Z. In particular, they are continuous on L(TV)
forany1<gqg<oo.

Remark A.1.6. The fact that the functions are space periodic makes all statements
about Helmholtz decomposition and related problems quite easy in view of the
Hoérmander—Mikhlin result stated in Theorem 1.71. In particular, the linear opera-
tors VAdiv are represented by discrete Fourier symbols mimj#, i=1,...,N, that are
LP-multipliers.

It is standard in fluid mechanics to define Helmholtz decomposition on general
even unbounded spatial domains; see e.g. Farwig et al. [FKS05].

Another consequence of Theorem 1.7.1 is a type of Poincaré inequality that con-
cerns norms in the negative Sobolev spaces in the spirit of Necas [Nec67].

Lemma A.1.7. Let1< g < oo andt € R. Then there is c = c(q) such that

1

||f‘m

1) ” < IVl ye-1a,
W *

for all f e Wb4(TN).
Proof. We write f in terms of the corresponding Fourier series

f= Z Am€ms

meZzZN

cf. Section 1.7. Then the desired result follows from Theorem 1.7.1, as the operator

VA2 represented by the symbol %

is an L?-multiplier for any 1 < g < co; cf. Theorem 1.7.1. O

Next we report Korn’s inequality; see also [FNO9, Theorem 10.22].

Theorem A.1.8. Let 1< g < co and N > 2. There exists a positive constant ¢ = c(q,N)
such that

2 ..
IVl <c |Vv +VIv- Zdivvl

Ly

for any v e WH(TN), where I = (5;)1., is the identity matrix.
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Proof. In view of Theorem 1.7.1, it suffices to observe that the kernel of the linear oper-
ator

2 ..
v W+ Viv— Zdivvl
consists of constant functions. Let
T 2 .
Vv+V'iv- NleVI[ =0.

Without loss of generality, we assume that v is smooth. Integrating by parts, we easily
obtain

2. P A
Ozj ’VV+VTV— —divvI| dx=2|vv|?% +2(1— —>||d1vv||f2;
TN N X N X

whence Vv = 0. O

Remark A.1.9. Under the assumptions of Theorem A.1.8 it is not possible to obtain
the inequality

2
IVlya < c"VV +Viv- Ndivv]l (A.2)

Ly

for any v e W4(TV), as the right hand side obviously vanishes on the set of constant
functions. Inequality (A.2) holds, however, if we suppose in addition symmetry con-
ditions

ul(t,,—x;-) = —u(t,~x,") i=1,...,N,
uil(t,—x;, ) =ul(t,x5,7) 1#), bj=1,...,N,

on v; cf. [Ebi83]. Clearly, the symmetry conditions reduce the kernel of the operator
2.
v Vv +Viv- —divvl
N
to zero.

Remark A.1.10. Following the arguments from the proof of Theorem A.1.8, one can
verify the standard Korn inequality

IVVilgg <[V + Vv,
for any v e W4(T") in the same way.

We conclude this section by reporting a variant of the celebrated Div—Curl lemma.
A proof can be found in [FN09, Theorem 10.27].
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Lemma A.1.11. Let

u, —»u weaklyinI?(TV), v, —v weaklyinL(TV),

where
1 + 1 = ! <l
p q r
Then
u, - VA'div[v,] - v, - VATldiv [u,]
S u-VAldiv[v] - v- VA ldiv[u]
weakly in L' (TV).

A.2 Regularity for parabolic equations
We consider the parabolic problem

{atu —edu=f  in(0,T)x TN’} (A3)

u(0,x) =ug(x), xeTV,

where ¢ > 0 is a positive constant. We call a function u a weak solution to (A.3) if
T T
—J at¢j u¢dth:¢(0)J uolpdx—ej <;bj Vu- Vipdx dt
0 N ™ o TN
T
+ j ¢ J Fipdxdt
o Jrv

for all ¢ € C°([0,T)) and all Y € C(T™). The following statement is the maximal
regularity property (see Amann [Ama93, Ama95] and Ladyshenskaya et al. [LSU68]).

Theorem A.2.1. Let 1< p,q < co and suppose that
felP(0,T5L9(TY)), g € Xy g = {LI(TV ) W2A(TV)} s

where {-;-} denotes the real interpolation space.
Then problem (A.3) admits a weak solution u, unique in the class

ueIP(0,T; W24(TV)), o,ueLP(0,T;LI(TV)).
Moreover, there exists a positive constant ¢ = c(p,q,¢€, T) such that

Sup, luly | + Nl pyza +10eullzprg < cCiflzzrg +luolly, , )
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Note that the solution obtained in Theorem A.2.1 is in fact a strong solution, the
first equation in (A.3) is satisfied a.e. in (0, T) x T and the initial condition holds a.e.
inTV.

We refer to Bergh—Lofstrom [BL76] for the definition of the interpolation spaces.
In particular, we have X, ,(TV) = Wz_g’q(”ﬂ"N ).

The periodic structure makes it particularly easy to extend the above result to a
more general class of data. Note that the periodic Laplacian commutes with all frac-
tional derivatives with respect to the space variables. The following statement holds
(cf. also Hieber—Priiss [HP97]).

Theorem A.2.2. Let 1< p,q < 0o, £ € R and suppose that
fel’(0,T;WH(TVN)), ugeXy, ={WH(TV); w>t4(TV)} | oy
Then problem (A.3) admits a weak solution u, unique in the class
ueIP(0, T; W2t4(TVN)), 9,u e P(0, T; W4 (TN)).
Moreover, there exists a positive constant c = c(p,q,¢,€, T) such that

S0 Oy e + 10l g < C(lgge + ol )

Maximal regularity in the classes of smooth functions relies on a classical argu-
ment. A result in this direction reads as follows (see Lunardi [Lun12, Theorem 5.1.2]).

Theorem A.2.3. Letv € (0,1) and suppose
fec([0,T;Co(TN)), ugy e C?V(TVN).
Then problem (A.3) admits a solution u, unique in the class
ueC([0,T};C?(TY)), d,ue C([0,T];CO(TN)).
Moreover, there exists a positive constant ¢ = c¢(p, q, €, T) such that
Iocullc,cov + lullc,car < c(liugllcay + Ifllg,cov)-

Similarly to the above, we may use the periodic structure to generalize Theo-
rem A.2.3.

Theorem A.2.4. Letv € (0,1) k > 0 be a non-negative integer and suppose that

feC([0,T);C*(TN)), ug e C¥*v(TV).
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Then problem (A.3) admits a solution u, unique in the class
u e C([0,T;C2**v(TV)), d,u e C([0, T];CO*+v(TN)).
Moreover, there exists a positive constant ¢ = c(p, q,&,kT) such that
10l i + 1l e < gl + g, cao)-

In the following, we consider a more particular parabolic equation which arises
when regularizing the continuity equation with an artificial viscosity. We consider the
parabolic problem

{atu —eAu=div(uF) in(0,T)x TV } (A4)

u(0,x) =ug(x), xeTV,

where F: TV — RY is given. The following Theorem is concerned with the existence
and regularity of solutions to (A.4) (see Lunardi [Lun12, Theorem 5.1.21] as well as
[FNPO1, Lemma 2.2] and Protter—Weinberger [PW67] for the comparison principle).

Theorem A.2.5. Letv >0 and suppose
Fe C([0,T];C3(TN)), upeC*(TV), us<uy<u,

where u,u > 0.
Then problem (A.4) admits a solution u, unique in C([0, T]; C%V(TN)). Moreover, we
have

t t
gexp<[ ||divF||LXoo ds> <u(t,x) < ﬁexp<J ||divF||L‘XX, ds>,
0 0
forallt € [0,T] and all x e TV.

Remark A.2.6. It is easy to see that the maximum principle from Theorem A.2.5 con-
tinues to hold for solutions to (A.4) with £ = 0 provided F satisfies appropriate regu-
larity assumptions.

Let us finally present a result concerning the stability of solutions to (A.4); cf.
[FNPO1, Lemma 2.2].

Lemma A.2.7. Under the assumptions of Theorem A.2.5 let u; and u, be two solutions
to (A.4) with right hand sides F, and F,, respectively, and the same initial datum u,.
Then we have

Ity ~ ulle, wie < Te(T.KIIF; ~ Fyllc e,
provided F, and F, belong to the set

{FeC([0, T CA(TV)) : [Fllpoyrc0 <K}
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A.3 Renormalized solutions of the continuity equation

In this section we explain the main ideas of the regularization technique developed by
DiPerna-Lions [DL89] and discuss the basic properties of the renormalized solutions
to the equation of continuity. Detailed proofs of the statements for the corresponding
problem on the whole space R can be found in [FN09, Appendix 10.18]. The straight-
forward modifications for the periodic setting are left to the reader.

Theorem A.3.1. Let N > 2, f € [1,00), q € [1,00], % + 1—1? € (0,1]. Suppose that the func-

tions (p,u) € LF((0, T) x TV) x L1(0, T; W4 (TY)), where o > 0 a.e. in (0, T) x TV, satisfy
the transport equation
9,0 +div(ou) =0 in D'((0,T) x TV). (A.5)
Then
9,b(0) + div((b(o)u) + (eb’ (o) - b(p))divu=0 in D'((0,T) x TV) (A.6)
for any
b e C'([0,00)) N W ((0, 00)). (A7)

Once the renormalized continuity equation is established for any b belonging
to (A.7), it is satisfied for any “renormalizing” function b belonging to a larger class.
This is clarified in the following lemma.

Lemma A.3.2. LetN >2,8 ¢ [1,00),q € [1,00], % + % € (0,1]. Suppose that the functions
(o,u) € LF((0,T) x TV) x L9(0, T; W4(TN)), where p > 0 a.e. in (0, T) x TV, satisfy the
renormalized continuity equation (A.6) for any b belonging to the class (A.7). Then we
have:
(i) Equation (A.6) holds for any

b € C([0,00)) N CY((0,00)),

S1i151+(sb’ (s)-b(s)) € R, (A.8)

|b'(s)| < cs* ifs e (1,00) for a certain A < g -1

(ii) The function z — b(z) in statements (i) can be replaced by z — cz + b(z), ¢ € R,
where b satisfies either

beCY([0,00)), |b'(s)|<cs', fors>1, whered< g -1, (A9)

or (A.8) as the case may be.
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(iii) We have
9,(eB(p)) + div,(eB(o)u) + b(p)div,u=0 in D'((0,T) x TV)
for any

be C(10,00)) NL®(0,00), B(o) = B(1) + LQ g d.

Next, we shall investigate the pointwise behavior of renormalized solutions with
respect to time.

Lemma A.3.3. Let N >2, 8,q € (1,00), é + % € (0,1]. Suppose that the functions (p,u) €
L0, T;LA(TV)) x LI(0, T; WH4(TN)), o > 0 a.e. in (0,T) x TV, satisfy the continuity
equation (A.5) and the renormalized continuity equation (A.6) for any b belonging to
class (A.7). Then

0 € C, ([0, TLIA(TY)) n C([0, T], LP(T))

foranyl1<p<§p.

A.4 A generalized It6 formula

We conclude with a generalized version of 1t6’s formula, Theorem 2.4.1.

Theorem A.4.1. Let W be a cylindrical Wiener process in U defined on a stochastic
basis (Q, F, (Ft)i=0, P). Let s be a stochastic process on (Q, &, (F¢ )0, P) such that, for
some A >0,

seC,([0, T WA2(TN)) nL®(0, T; LY(TV)) P-as.,

]E[ sup IISIIfl] < 00, (A.10)
te[0,T] x
ds =ddsdt + dssdw. (A.11)

Here d%s, ds are progressively measurable with

dds e L2(Q; L' (0, T; WA4(TN))),

dss € L2(Q; L2(0, T; L,(2; W—™2(TN)))), (A.12)

(o) T 2
Y j | s(e) |, dt € L (@),
O ‘X

k=1

for some q > 1 and some m € IN.
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Let r be a stochastic process on (Q, &, (F¢ )0, P) satisfying

re C([0, T WM nc(TV)) P-as.,

2
]E[ts[lég] ||r||W£,q,nCX] < 00, (A13)

dr=ddr + dsrdw, (A.14)

where q' = #. Here d%r, d*r are progressively measurable with

ddr e L2(; LY(0, T; W' n ¢(TV))),
dSr € L2(Q; L2(0, T; L, (2, W™2(TN)))),

(A.15)
© T
Z J ||d5r(ek)||f/VA,.,rnC dt e L}(Q).
k=170 o
Let Q be [A + 2]-continuously differentiable function satisfying
E| sup QP24 . | <00 j=0,1,2. A16
38,1970 <o =

Then

1 oo
d( Lri* sQ(r) dX) = LFB [s(Q’(r)ddr + E};Q”(r)|d5r(ek)|2>] dxdt

>

k=1"T

+{Q(r),dds) dt + ( dss(e;) dsr(ey) dx) dt+dM, (A7)

where
Dt
M=) J J [sQ' (r) d°r(ey) + Q(r)ds(ey)] dx dW,. (A18)
k=170 /T

Proof. In accordance with hypothesis (A.13), relation (A.14) holds pointwise in TV.
Consequently, we may apply It0’s formula, Theorem 2.4.1, to obtain

dQ(r) = Q' ()[d%r de + dsrdw] + % Y Q" ()|d*r(e,)| dt (A.19)
k=1

pointwise in TV,

Next, we regularize (A.11) by taking a spatial convolution with a suitable family of
regularizing kernels; cf. Section 1.7.3. Denoting by [v]s = [v], 5 the regularization of v,
we write

d(s]s = [d9s];dt + [d°s] ;AW
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pointwise in TV . Thus, by It&’s product rule, Proposition 2.4.2,
(e}
d([s]sQ(r)) = [s]dQ(r) + Q(r) d[s]s + Z [d®s]5(ex) d°r(ey) dt
k=1

= [SLs(Q'(r) ddr + % > Q"(r)|d5r(ek)|2) dt
k=1
+Q(n)[d%s]dt + [[s]5Q' () d°r + Q(r)[d°s] 5] AW

(o]
+ z [d®s] s(ex) d°r(ey) dt (A.20)
k=1
pointwise in TV . Integrating (A.20), we therefore obtain

dJ [s]5Q(r) dx = J [[s]5<Q’(r)ddr i1 z Q" (r)|dsr(ek)|2>] dxdt
L i 2ia

+ Q(r)[dds]5 dt + J [[s1sQ' (N d°r + Q(n)[d®s] ;] dxdW

TB
+Y J [d55] (ep) dr(ey) dxdt. (A.21)
k=171

Finally, using hypotheses (A.10), (A.12), (A.13), (A.15), and (A.16) we are able to perform
the limit 6§ — 0 in (A.21), completing the proof. O

Remark A.4.2. The result stated in Lemma A.4.1 is not optimal with respect to the
regularity properties of the processes r and s. As a matter of fact, we could regularize
both r and s in the above proof to conclude that (A.17) holds as long as all expressions
in (A.17) and (A.18) are well-defined.
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B Bibliographical remarks

The results collected in Chapter 1 are standard and can be found in the literature. The
precise references are provided directly in the text.

Chapter 2 presents an introduction to the principal concepts from probability the-
ory and stochastic analysis with applications to stochastic PDEs. The standard refer-
ences include for instance the monographs by Karatzas—Shreve [KS91] and Da Prato—
Zabczyk [DPZ92]. The novelty of our presentation is twofold. First, various concepts
are discussed in the context of more general topological spaces, such as locally con-
vex topological vector spaces, rather than Polish spaces. Second, we introduce the
concept of random distribution (see Section 2.2). It is a generalization of the notion of
stochastic process, which allows one to treat random elements as space-time distribu-
tions rather than functions of time taking values in some abstract function space. In
Section 2.2 and the sequel we establish various original results that explain how ran-
dom distributions naturally fit into the stochastic It0 integration theory and provide
simplifications in the analysis of stochastic PDEs.

The main part of this book starts with Chapter 3. Here, we introduce our model
system and the main questions of interest. A particular emphasis is put on various
notions of solutions that are treated later on.

As the first step in our analysis of the compressible Navier—Stokes system driven
by stochastic forces we establish existence of a dissipative martingale solution in
Chapter 4. This result is motivated by [BH16] and [BFH17]. In the former, existence
of the so-called finite energy weak martingale solution was proved. In the latter, we
show that solutions constructed in [BH16] satisfy a more general version of an energy
inequality. In Chapter 4 we put forward a direct and more refined construction based
on a different approximation procedure.

Chapter 5 is devoted to the existence of strong solutions. These solutions are
strong in the PDE and probabilistic sense and can only be showed to exist locally in
time, that is, up to a positive stopping time. The results of this Chapter can be found
in [BFH16a].

In Chapter 6 we continue our discussion of dissipative martingale solutions and
show that they satisfy a relative energy inequality. This is a kind of distance between
a dissipative martingale solution and a pair of arbitrary smooth stochastic processes.
The results of this Chapter are based on [BFH17].

As the next step, we focus on the long time behavior of dissipative martingale
solutions in Chapter 7. Namely, we prove the existence of a stationary dissipative mar-
tingale solution. This result relies on [BFHM17].

Finally, in Chapter 8 we present two singular limit results, an incompressible limit
(Section 8.1) and an inviscid—incompressible limit (Section 8.2). The former result is
motivated by [BFH16b] but the discussion relies on dissipative martingale solutions
rather than finite energy martingale solutions employed in [BFH16b]. The inviscid—

https://doi.org/10.1515/9783110492552-010
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incompressible limit is based on the relative energy inequality and can be found in
[BFH17].

The results in the appendix are again standard and references are provided di-
rectly in the text.
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