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Reverse transcriptase (RT) is a vital enzyme in the process of transcription of HIV-
1. The nucleoside analogues of RT inhibitors (NRTIs) act by substrate competition 
and chain termination as they resemble a nucleotide. To understand the basis of RT 
resistance in HIV-1, in this chapter, one of the clinically essential mutants Q151M 
of RT which exhibits multi-resistance to many NRTIs was modeled and docked 
with NRTIs in comparison to wild type (WT). The results of docking indicate that 
the WT showed high affinity with all inhibitors compared to the mutant (MT). It 
can be suggested that the high affinity in WT could be attributed to the favorable 
interactions with all inhibitors that lacks in MT due to amino acid substitution that 
leads to structural changes in MT protein, which alters the favorable network of 
interaction and eventually imparts resistance to all inhibitors.
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of existing database management systems. The inability of existing DBMS to handle 
big data is due to its large volume, high velocity, pertaining veracity, heterogeneous 
variety, and on-atomic values. Nowadays, healthcare plays a vital role in everyone’s 
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work without affecting human life. When it comes to disease, there are so many 
types found all over the world. But among them, AIDS (acquired immunodeficiency 
syndrome) is a disease that spreads so quickly and can easily turn life to death. There 
are many studies going on to create drugs to cure this deadly disease, but until now, 
there has been no success. In cases such as this, big data is implemented for better 
a result, which will have a good impact on society.
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HIV/AIDS big data analytics evolved as a potential initiative enabling the connection 
between three major scientific disciplines: (1) the HIV biology emergence and 
evolution; (2) the clinical and medical complex problems and practices associated 
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Big data has the potential to transform healthcare systems for the prevention and 
treatment of HIV/AIDS by providing analytic tools that are capable of handling huge 
and different types of data at very fast speeds. Big data’s transformative potential 
is also introverted by privacy and security requirements for HIV/AIDS patients’ 
sensitive data that restrict health information exchange. Electronic health records 
provide the opportunity for HIV/AIDS patients to receive improved coordinated 
care from healthcare providers and easier access to their health information. This 
chapter discusses the various legal frameworks governing health information, 
dispels misconceptions about privacy regulations, and highlights how these legal 
frameworks provide privacy, confidentiality, and security to this sensitive information, 
and shows how EHRs can maximize the utility of big data to improve HIV/AIDS 
prevention and treatment.
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In the community of men who have sex with men (MSM) the prevalence of the HIV-
1 infection is still high. Promiscuity and condom fatigue are making unprotected 
anal intercourse (UAI) more common and sexually transmitted infections (STIs) 
presumably harder to track. Yet, MSM communities are peculiar in the sense that 
men can adopt fixed (insertive or receptive) or versatile (both practices) roles. Some 
old theoretical work predicted that the transmission of HIV-1 would be enhanced 
in MSM populations engaged more in role versatility than in role segregation, in 
which fixed roles are predominantly adopted. These predictions were based on the 
assumption that the probability of acquisition from unprotected insertive anal (UIA) 
sex was neglectable, which is an inappropriate assumption. This chapter shows that 
the increase of the HIV-1 prevalence among MSM due to role versatility holds under 
a stronger assumption of bidirectional virus transmission.
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Protease (PR) is an important enzyme required for the posttranslational processing 
of the viral gene products of type-1 human immunodeficiency virus (HIV-1). 
Protease inhibitors (PI) act as competitive inhibitors that bind to the active site of 
PR. The I84V mutation contributes resistance to multiple PIs, and structurally, this 
mutation affects both sides of the enzyme active site. In order to get insights about 
this major resistance site to PR inhibitors using in silico approaches, in this chapter, 
the wild-type (WT) and mutant (MT) I84V of PR were modeled and docked with all 
PR inhibitors: Atazanavir, Darunavir, Indinavir, Lopinavir, Nelfinavir, Saquinavir, 
and Tipranavir. Docking results revealed that in comparison to the WT, the binding 
score was higher for the MT-I84V. Thus, it can be suggested that the high affinity 
towards inhibitors in the MT could be due to the presence of energetically favorable 
interactions, which may lead to tight binding of inhibitors with the MT protein, 
leading to the development of PR resistance against PIs in HIV-1 eventually.
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HIV-Associated Neurocognitive Disorder: The Interaction Between HIV-1 
and Dopamine Transporter Structure .................................................................171

Ahmed Abd Elkader Elrashedy, National Research Center, Egypt

In the last two decades, several advancement studies have increased the care of HIV-
infected individuals. Specifically, the development for preparation of combination 
antiretroviral therapy has resulted in a dramatic decline in the rate of deaths from 
AIDS. The term “HIV-associated neurocognitive disorder” (HAND) has been used 
to distinguish the spectrum of neurocognitive dysfunction associated with HIV 
infection. HIV can pass to the CNS during the early stages of infection and last in 
the CNS. CNS inflammation and infection lead to the development of HAND. The 
brain can serve as a sanctuary for ongoing HIV replication, even when the systemic 
viral suppression has been achieved. HAND can remain in patients treated with 
combination antiretroviral therapy, and its effect on survival, quality of life, and 
everyday functioning make it a significant unresolved problem. This chapter discusses 
details of the computational modeling studies on mechanisms and structures of 
human dopamine transporter (hDAT) and its interaction with HIV-1 trans activator 
of transcription (Tat).
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Foreword

The increasingly sophisticated technologies granted and contributed to the humanity 
further insights and understanding of our needs and problems. This book takes the 
advantages of technological developments and advancements through investigating 
the use of Big Data Analytics in the intersection area of three dominant sciences 
or disciplines: biology, medical and computing. The mission of constructing this 
book as a new domain for Big Data Analytics was not easy, mainly when applied 
in the area of a disastrous infection and disease, HIV/AIDS. The term “Big Data” 
is novel, despite data is mature. The term “Analytics” is also innovative, despite 
computer processing and analysis is well known since ages. The application of the 
combination of those two terms, i.e., Big Data Analytics, in medical and healthcare 
domains to serve clinicians is also a pioneering task, despite their application in other 
sciences such as security, business, finance, etc. To some, Data may mean easy to 
find, analyze and convert into information; yet, the skills requirements, tools and 
engines necessary to identify, access, collect, organize, manage, secure, manipulate 
and process large data sets remains a real scientific and practical challenge. Data 
sets can be structured, semi-structured or unstructured; data can also be numerical, 
textual, or in multimedia format; data also be public, private or sensitive; and so on. 
Dealing with medical issues with biological background is also another challenge, as 
HIV/ADS infection. Since years, the progress toward understanding and controlling 
HIV virus and AIDS disease is slow, despite scientists have made an acceptable 
management of this tough infectious disease. In response, this book comes in time 
to try uncovering significant aspects of HIV/AIDS with biological perspective. 
The book therefore, constructs a new scientific and research domain in the area of 
infectious diseases with particular focus on HIV/AIDS using a novel tool known 
as Big Data Analytics. The integration between computational, biology, medicine, 
pharmacology and clinical domains created by this book derives the scientific synergy 
and collaborative interests among scientists from those domains to understand and 
tackle HIV/AIDS problem using new approach and tools. The book then initiates a 
new trend of thinking and decision making in a novel, yet critical area of interest, i.e., 
HIV/AIDS and infectious diseases; this may help solving this challenging problem.

xiv
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Preface

With the advent of the new technologies, Big Data science in particular, scientists 
made a significant progress in the study of medical problems from biological 
perspective. This book, HIV/AIDS Big Data Analytics in HIV/AIDS Research, 
evolved as a potential initiative enabling the connection between three major scientific 
disciplines: (1) the HIV biology emergence and evolution; (2) the clinical and medical 
complex problems and practices associated with the infections and diseases; and (3) 
the computational methods for the mining of HIV/AIDS biological, medical and 
clinical Big Data. The aim of this initiative is to underline and respond to the Big Data 
problems at the intersection and multidisciplinary science of these three disciplines. 
The first objective in this work is to highlight the problems associated with HIV/
AIDS Big Data Management from different perspectives including: Management 
Software, Applications and Approaches; Big Data Architect and Warehouses; 
Big Data Governance; HIV/AIDS Big Data Security and Privacy, etc. This will 
address the emergence and evolution of HIV/AIDS Big Data Management Domain 
to understand how such massive data can be collected, stored, managed, secured, 
handled, governed, used, etc. It is believed that these key issues are crucial for the 
development and implementation of Big Data Analytics in the HIV/AIDS industry.

The second objective is to provide the development and implementation of 
different computational techniques and analytics for HIV/AIDS Big Data Analysis 
with focus on the key big biological and complex clinical variables of HIV/AIDS 
to be considered by practitioners and scientists. This will involve the development, 
implementation and testing of Computational HIV/AIDS Big Data Analytics, 
Techniques, Models and Algorithms for the Prediction, Classification, Visualization, 
Clustering, Optimization and Distributed Processing problems. These will extend the 
understanding of HIV/AIDS Big Data for clinical decision making and the design 
of Combination Antiretroviral Therapy (CART), known also as or Highly Active 
Antiretroviral Therapy (HAART) agents.

xv
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Preface

The third objective is to provide Big Data Analytics for knowledge discovery in 
specific domains of the HIV/AIDS infection and disease. This will introduce several 
Big Data Analytics to improve the current knowledge in key domains including 
HIV/AIDS Epidemiology and Pathology, Evolutionary Patterns, Genotypes and 
Phenotypes, Immune System Evolution, Viral Dynamics, Drug Resistance Dynamics, 
Antiretroviral Interactions, Transmission and Adherence. These efforts will generate 
and improve key and new types of knowledge needed for the management of HIV/
AIDS infection and disease.

Due to the lack of a comprehensive and complete reference book that integrates 
biological and clinical understanding of HIV/AIDS with focus on Big Data Analytics, 
it can be seen that this book could be unique in its contribution, value, nature, scope 
and tools. To the best of available knowledge, there is no such book that provides a 
complete coverage and discussion of HIV biological and clinical problems together 
with the Big Data Analytics problems and solutions. Therefore, the main objective 
of this work is expected to supply the description of these problems and solutions 
using Big Data Analytics with the support of real examples and case studies from 
biology, medical and computational sciences. The lack of such publication is clearly 
due to the difficulty of obtaining the complete knowledge from Big Data located 
at the intersection of the three disciplines at the same time. The most important 
challenge here is due to the HIV/AIDS Big Data complexity and variability belongs 
to this multidisciplinary with three big faces that can be attributed by many features. 
The challenge to establish skills for solving such complexity starts at the entry gate 
to this multidisciplinary by understanding its Big Data, and then at the decision 
making to what read, understand and think about. This book attempted to fill all of 
these gaps and serve as an entry gate to the multidisciplinary of biology, clinical 
and computing of a particular infectious disease using a new approach used by other 
disciplines, i.e., Big Data Analytics.

As practitioners, clinicians will be able to obtain clinical view of HIV/AIDS Big 
clinical Data and problems or solutions, and biologists will also be able to obtain 
biological view of HIV/AIDS Big biological data problems and solutions. Moreover, 
computational scientists will be able to obtain technical, computational and analytical 
view of HIV Big Data Analytics with an area of application to model problems and 
solutions. Most scientists feel more comfortable when using one individual source 
at the intersection of several disciplines. For example, PhD students in the area of 
bioinformatics, medical informatics and biomedical informatics struggle largely to 
pick up the right reference to read; mainly for the development and application of 
the new area of Big Data Analytics in the domains of medicine, biomedical and 
healthcare. Clinicians and biologist also struggle to understand and explore the 
contributions made by the ICT integration and Big Data Analytics within their 
industries. Computational scientists also struggle to identify the gaps and challenges 

xvi
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Preface

within the area of big biological and clinical data that they can examine and get 
advantage of it using their ICT tools, techniques, algorithms and Analytics. The 
key value therefore is in providing a reference enabling translating HIV/AIDS Big 
Data sets into meaningful public health interventions.

The HIV/AIDS Big Data Analytics in HIV/AIDS Research book covers key issues 
in the area of HIV/AIDS Big Data. In the introduction, the author introduces the 
advances and new trends in the area of HIV/AIDS Big Data Analytics. The chapter 
discusses the emergence and evolution of Big Data Analytics, with focus on Medical 
and Biomedicine domains, and particularly HIV/AIDS Big Data Computational 
Analysis Techniques including Prediction, Classification, Visualization, Clustering, 
Optimisation and Big Data Distributed Processing Techniques. The chapter also 
discusses the HIV/AIDS Big and Complex Data Management from different 
perspectives and provides an HIV/AIDS Big Data Analytics Taxonomy.

The first chapter investigates the reason of multi resistance mediated by the 
substitution Q151M of RT which exhibits multiple resistances to many NRTIs such 
as ABC, AZT, DDI, D4T, FTC, TDF and 3TC in comparison to wild type (WT). The 
findings of this chapter show the effect of binding affinity of WT and MT- Q151M 
of RT with both thymine (AZT D4T, FTC and 3TC) and guanine (ABC, DDI and 
TDF) analogues of NRTIs. The second chapter focuses on the challenges around 
the era of “data revolution” through the description and review big data, and then 
knowledge discovery from data using analytics methods. The chapter then explains 
and presents how the most basic of statistical methodologies has developed to create 
very flexible tools, and how statistics and computational tools should act together 
to better analyze big data in order to extract valuable information.

The third chapter describes the types of predicative measures to understand HIV/
AIDS including Medical, Environmental and Operational, despite the operational 
remains with no clear vision. The Medical Predicative Measures are invented for 
fighting with HIV/AIDS, and the Environmental Predicative Measures focus on 
many environmental factors such as poverty, culture, religion and traditions, appear 
to play an essential role in the rapid and global development of AIDS epidemic. The 
fourth chapter provides a review on the computational and data mining Perspectives 
on HIV/AIDS in Big Data Era. The chapter focuses on the research opportunities in 
this domain, identifies the challenges facing the development of big data analytics 
in HIV/AIDS domain, and then highlights the future research directions of big data 
in the healthcare and clinical sectors.

The fifth chapter discusses the overview of various legal frameworks governing 
health information, dispels misconceptions about privacy regulations, and highlights 
how these legal frameworks provide privacy, confidentiality, and security to this 
sensitive information, in precise, the contribution may maximize the utility of big 
data to improve HIV/AIDS prevention and treatment. The sixth chapter provides 
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the development of a stochastic model to demonstrate that in men who have sex 
with men (MSM) populations that practice unprotected anal intercourse (UAI), 
the prevalence of the HIV-1 infection decays when there is a transition from role 
versatility to role segregation without assuming that the long-term probability of 
acquisition from UIA sex with receptive infected partners is negligible. The chapter 
demonstrates that the high prevalence of the HIV-1 infection in MSM populations 
can still theoretically be attributed to role versatility.

The seventh chapter provides the development and application of molecular 
model to understand drug resistance to protease inhibitors. The chapter introduces 
the model to understand the differences in the binding affinity between the clinically 
essential mutant (MT- I84V) and the wild-type (WT) of HIV-1 protease protein 
which eventually lead to PR resistance. The eighth chapter provides a review on 
the computational modeling research on mechanism and structures of Human 
dopamine transporter (hDAT) as well as its interaction with HIV-1 trans-activator 
of transcription (Tat).

With the above contribution, this book is expected to serve as a significant 
reference for Computational Scientists, Statisticians, Computational Biologists, 
Bioinformaticians, Biomedical Scientists, Clinical Practitioners, Pharmacologists 
and other researchers in the areas of Computing, Big Data Analytics, Machine 
Learning, Data Mining, Pharmacology, Infectious Diseases and Evolution Biology. 
The book can also serve as a complementary textbook for advanced courses in the 
area of data mining, machine learning, medical sciences of infectious diseases, 
computational biology and biomedical informatics multidisciplinary courses designed 
for undergraduate, postgraduates and doctorate research students.

As potential titles of courses associated with this book, ‘HIV Big Data Computation’, 
‘Big Data Analytics in Bioinformatics’, ‘Big Data Mining and Modeling in HIV/
AIDS’, ‘Computational Methods for Big Data Analysis’, ‘Computing Methods in 
Biomedical Informatics’, Big Data Analytics for HIV Dynamics’, and so forth, can 
be considered in this context. As target audience for this book, research centers 
and researchers in the areas of Big Data Analytics, data mining, machine learning, 
algorithmic design in life sciences, bioinformatics, biomedical informatics, medical 
informatics, pharmacology, drug discovery and design, and evolution biology, all 
can be considered as primary target. This book can also be used by postgraduate 
students as a complementary or a secondary textbook for advanced courses in the 
area of Big Data Analytics, data mining, machine learning, and medical sciences of 
infectious diseases, biostatistics, computational biology and biomedical informatics.

xviii

 EBSCOhost - printed on 2/10/2023 5:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



Preface

Practitioners from computing and clinical industries can also get advantage of this 
book; it will be useful for computer applications developers in the area of Big Data 
Analytics, and may enable them to easily investigate and identify major requirements 
of computational infrastructure, application and platforms. For clinicians, this book 
will be useful for clinical practices in the area of infectious diseases and immunology; 
it may enable them to easily identify and analytically understand the different aspects 
of infection of the disease they manage or investigate which is similar to HIV/AIDS

In due course, this book is expected to help understanding the different aspects of 
HIV/AIDS Big Data Management. This will derive and represent the understanding 
of the HIV/AIDS Big Data construction, architect and its intersection with the 
computational, biomedical, pharmacological and other domains. The book is also 
expected to make it possible to understand and identify the key Big Data variables 
and Big Databases aspects for HIV/AIDS evolution, treatment and management 
using computational techniques and algorithms. This will represent the application 
of HIV/AIDS Big Data Analytics as an interest of research communities from 
different disciplines. In addition, this work is aimed to understand HIV/AIDS Big 
Data mining and modeling for issue-specific knowledge discovery in the area of 
medicine. This may provide the robust ICT integration explaining the use of these 
Big Data Analytics technologies within biology and therapy of HIV. This will 
accelerate and influence the bioinformatics and biomedical informatics paradigm.
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ADVANCES IN HIV/AIDS BIG DATA 
ANALYTICS: INTRODUCTION

Understanding the different aspects of HIV/AIDS Big Data Management, and 
identifying the key Big Data variables and Big Databases aspects for HIV/AIDS 
evolution, treatment and management, remain of research interest. Understanding 
HIV/AIDS Big Data mining and modelling for knowledge discovery in the area 
of medicine is also a key area of research. The applications of Big Data Analytics 
in the area of HIV/AIDS represent an evolved initiative enabling the connection 
between three major scientific disciplines: medicine, biology and computing. This 
connection integrates the scientific insights provided through HIV biology emergence 
and evolution, clinical and medical complex problems and practices associated with 
the infections and diseases, and the computational methods for the mining of HIV/
AIDS biological, medical and clinical Big Data. Therefore, this chapter introduces 
the advances and new trends in the area of HIV/AIDS Big Data Analytics. In this 
chapter, the focus will be on the emergence and evolution of Big Data Analytics, 
and on the applications of such initiative in medicine, biology and biomedicine 
domains. The chapter develop a novel HIV/AIDS Big Data Taxonomies with focus 
on HIV/AIDS Big Data Management, Computational Analytics and HIV/AIDS 
research issues of interest.

HIV/AIDS BIG DATA CHALLENGE

The recent revolutionary developments, advancements and applications of DNA 
sequencing tools and technologies increased the availability of genome sequences 
and data of humans and other millions of species; the available data is most likely 
doubling every year. Many advantages have been reported and seen through the 
use and processing of such genomic data in different domains including biology for 
understanding evolutionary behaviours, in medicine for understanding and managing 
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infections and diseases, in pharmacology for drug design and manufacturing, etc. 
However, many challenges remain residual when dealing with big data, mainly 
when datasets are structured, semi-structured and/or unstructured. Datasets can 
also be challenging with different types including numerical, textual, or in different 
multimedia formats; and datasets can be public, private, sensitive or under other 
security category.

Moreover, a remaining challenge for HIV/AIDS Big Data is when dealing with 
the integration of such datasets located within spread databases including hospital 
databases, national or private medical centres, molecular labs, and even research 
centres and other repositories. Regardless of whether it’s locally or internationally, 
there is a huge amount of data located everywhere and it needs to be consolidated 
for more significance, mainly with the advent and availability of modern data 
warehousing tools and technologies. In earlier research and studies, scientists used 
to have a small, but acceptable, amount of data to investigate problems, however, 
this may not be the case anymore considering the availability of big data. Figure 1 
illustrates a taxonomy that covers various aspects and categories of HIV/AIDS Big 
Data problems and challenges.

Figure 1. Taxonomy of HIV/AIDS big data problems and challenges

xxii

 EBSCOhost - printed on 2/10/2023 5:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



Introduction

HIV/AIDS CLINICAL AND MEDICAL CHALLENGES

Worldwide, HIV infection and its consequential AIDS are ranked at the top of the list 
of most disastrous health problems. There have been substantial efforts over the past 
two decades to address the threats posed by HIV infection and AIDS; these include 
the development of potent Antiretroviral (ARV), effective clinical tests, genotypic 
databases and using these programs for the effective treatment and prevention of 
HIV/AIDS. However, the numbers of people living with HIV and deaths due to 
AIDS continue to grow. An estimated 39.5 million people worldwide were living 
with HIV in 2006, of whom 4.3 million were newly infected and an estimated 2.9 
million lost their lives to AIDS.

The capacity of HIV to mutate and produce genetic variations, so-called viral 
quasispecies, remains the most critical factor behind the failure of the approved 
Combination Antiretroviral Therapy (CART), formerly Highly Active Antiretroviral 
Therapy (HAART). The existence of these variations has enabled HIV to acquire 
resistance to the available ARVs; this can significantly reduce the benefits of the 
therapies. Understanding the ways in which these genetic variations emerge and 
evolve may enable the determination of which drugs are most effective for each 
infected individual. HIV targets a type of the white blood cell known as a CD4 
T-cell, a fundamental component of the immune system. Because CD4 T-cells 
enable the body to fight off certain types of infectious attack, an individual becomes 
more vulnerable immunologically with the depletion of these cells. In a variable 
period of time—from one to twenty years or more—HIV-infection exhausts the 
CD4 T-cells, resulting in AIDS and, typically, death then follows within several 
years of AIDS onset.

ARV agents are designed to inhibit HIV replication. The start of an effective 
treatment regimen enables the continuity of CD4 T-cell production. However, 
complicating factors usually emerge, limiting the production of these cells. The 
rapid development of genetic variations that confer drug resistance associated with 
one or more ARV agents is ranked at the top of these factors. Genotypic testing has 
been introduced to identify the mutations associated with drug resistance. These 
tests determine the new mutations within the PR and RT nucleotide sequences. 
A genotypic assay compares PR and RT sequences with the analogous data from 
previous tests of the same individual, and/or with a wild-type reference sequence, 
to identify the precise mutations associated with resistance to individual ARVs and 
classes of ARVs. The HIV viral load (VL) and leukocyte subset analysis assays 
are used to determine the number of HIV copies and the counts of CD4 T-cell in 
a blood sample, respectively. These assays together give information related to the 
impact of resistance mutations on viral replication and on immunological damage, 
respectively. Despite the ability to monitor these parameters, the earliest pathways 
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in the development of resistance-associated mutations and the impact of these 
on the vulnerability of the immunological and virological responses are not yet 
clearly defined. Analysis of HIV variability alone, even when determined directly 
by sequence analysis is problematic, because of the complex interdependencies 
between the high genetic variability of HIV mutations and mutational patterns, 
individual ARV agent(s) and classes of ARVs and the responses of the immune 
system and the capacity of the virus to mutate to also escape immunological attack. 
Figure 2 illustrates a taxonomy that covers various aspects and categories of HIV/
AIDS research topics of interest.

HIV/AIDS BIG DATA COMPUTATIONAL ANALYTICS

Computational methods for the analysis of the genomic and proteomic structures 
of viruses have the potential to provide major insights into biology, medicine and 
pharmacy. These methods can be used for the analysis of the genotypic, phenotypic, 
evolutionary and treatment profiles of viral infections and diseases, to accelerate 
the discovery of potent therapeutic agents, to improve knowledge of the biology of 
these microbes, to advance the management of infectious diseases, and, ultimately, 
to enhance health care, saving lives, time and costs, and improving the quality of 
life. Many computational methods, including algorithms and models, have been 
used in the development of repositories of gene and protein molecular sequences, 
and of computer-based genotyping applications. In the area of HIV/AIDS Big Data 
Computational Analysis, different techniques can be considered for the advances in 
this new domain. Figure 1.3 illustrates a taxonomy that covers various techniques 
for the development of algorithms and models servicing as HIV/AIDS Big Data 
Computational Analytics.

Figure 2. Taxonomy of HIV/AIDS research topics of interest
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HIV/AIDS BIG DATA ANALYTICS MOTIVATION

HIV/AIDS Big Data Analytics evolved as a potential initiative enabling the connection 
between three major scientific disciplines: (1) the HIV biology emergence and 
evolution; (2) the clinical and medical complex problems and practices associated 
with the infections and diseases; and (3) the computational methods for the mining 
of HIV/AIDS biological, medical and clinical Big Data. The book aims to underline 
and respond to the Big Data problems at the intersection and multidisciplinary 
science of these three disciplines. The first objective in this book is to highlight 
the problems associated with HIV/AIDS Big Data Management from different 
perspectives including: Management Software, Applications and Approaches; Big 
Data Architect and Warehouses; Big Data Governance; HIV/AIDS Big Data Security 
and Privacy, etc. As in Part A, this will address the emergence and evolution of HIV/
AIDS Big Data Management Domain to understand how such massive data can be 
collected, stored, managed, secured, handled, governed, used, etc. It is believed that 
these key issues are crucial for the development and implementation of Big Data 
Analytics in the HIV/AIDS industry.

The second objective is to provide the development and implementation of 
different computational techniques for HIV/AIDS Big Data Analysis with focus on 
the key big biological and complex clinical variables of HIV/AIDS to be considered 
by practitioners and scientists. As in Part B, this will involve the development, 
implementation and testing of Computational HIV/AIDS Big Data Analytics, 
Techniques, Models and Algorithms for the Prediction, Classification, Visualization, 
Clustering, Optimisation and Distributed Processing problems. These will extend the 
understanding of HIV/AIDS Big Data for clinical decision making and antiretroviral 
design. The third objective is to provide Big Data Analytics for knowledge discovery 
in specific domains of the HIV/AIDS infection and disease. As in Part C, the book 
will introduce several Big Data Analytics to improve the current knowledge in key 

Figure 3. Taxonomy of HIV/AIDS big data computational analytics
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domains including HIV/AIDS Epidemiology and Pathology, Evolutionary Patterns, 
Genotypes and Phenotypes, Immune System Evolution, Viral Dynamics, Drug 
Resistance Dynamics, Antiretroviral Interactions, Transmission and Adherence. 
These efforts will generate and improve key and new types of knowledge needed 
for the management of HIV/AIDS infection and disease. In summary, focal aspects 
of this book include:

•	 Understanding the different aspects of HIV/AIDS Big Data Management. 
This will derive and represent the understanding of the HIV/AIDS Big 
Data construction, architect and its intersection with the computational, 
biomedical, pharmacological and other domains.

•	 Understanding and identification of the key Big Data variables and Big 
Databases aspects for HIV/AIDS evolution, treatment and management using 
computational techniques and algorithms. This will represent the application 
of HIV/AIDS Big Data Analytics as an interest of research communities from 
different disciplines.

•	 Understanding HIV/AIDS Big Data mining and modelling for issue-specific 
knowledge discovery in the area of medicine. This will provide the robust 
ICT integration explaining the use of these Big Data Analytics technologies 
within biology and therapy of HIV. This will accelerate and influence the 
bioinformatics and biomedical informatics paradigm.

THE NEED FOR HIV/AIDS BIG DATA ANALYTICS

Due to the lack of a comprehensive and complete reference book that integrates 
biological and clinical understanding of HIV/AIDS with focus on Big Data Analytics, 
it can be seen that this book will be unique in its contribution, value, nature, scope 
and tools. To the best of available knowledge, there is no such book that provides a 
complete coverage and discussion of HIV biological and clinical problems together 
with the Big Data Analytics problems and solutions. Therefore, the main objective 
of this book is to supply the description of these problems and solutions using Big 
Data Analytics with the support of real examples and cases studies from biology, 
medical and computational sciences. The lack of such publication is clearly due to 
the difficulty of obtaining the complete knowledge from Big Data located at the 
intersection of the three disciplines at the same time. The most important challenge 
here is due to the HIV/AIDS Big Data complexity and variability belongs to this 
multidisciplinary with three big faces that can be attributed by many features. The 
challenge to establish skills for solving such complexity starts at the entry gate to this 
multidisciplinary by understanding its Big Data, and then at the decision making to 
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what read, understand and think about. This book attempts to fill all of these gaps 
and serve as entry gate to the multidisciplinary of biology, clinical and computing 
of a particular infectious disease using a new approach used by other disciplines, 
i.e., Big Data Analytics.

Clinicians will be able to obtain clinical view of HIV/AIDS Big clinical Data 
and problems or solutions, biologists will be able to obtain biological view of HIV/
AIDS Big biological data problems and solutions, and computational scientists 
will be able to obtain technical, computational and analytical view of HIV Big 
Data Analytics with an area of application to model problems and solutions. Most 
scientists feel more comfortable when using one individual source at the intersection 
of several disciplines. For example, PhD students in the area of bioinformatics, 
medical informatics and biomedical informatics struggle largely to pick up the right 
reference to read; mainly for the development and application of the new area of Big 
Data Analytics in the domains of medicine, biomedical and healthcare. Clinicians 
and biologist also struggle to understand and explore the contributions made by 
the ICT integration and Big Data Analytics within their industries. Computational 
scientists also struggle to identify the gaps and challenges within the area of big 
biological and clinical Data that they can examine and get advantage of it using 
their ICT tools, techniques, algorithms and Analytics. The key value therefore is in 
providing a reference enabling translating HIV/AIDS Big Data sets into meaningful 
public health interventions.

THE TARGET AUDIENCE AND USE

This book will serve as a significant reference for Computational Scientists, 
Statisticians, Computational Biologists, Bioinformaticians, Biomedical Scientists, 
Clinical Practitioners, Pharmacologists and other researchers in the areas of Computing, 
Big Data Analytics, Machine Learning, Data Mining, Pharmacology, Infectious 
Diseases and Evolution Biology. The book can also serve as a complementary 
textbook for advanced courses in the area of data mining, machine learning, medical 
sciences of infectious diseases, computational biology and biomedical informatics 
multidisciplinary courses designed for undergraduate, postgraduates and doctorate 
and post-doctorate research students.

Potential titles of courses associated with this book may include: ‘HIV Big Data 
Computation’, ‘Big Data Analytics in Bioinformatics’, ‘Big Data Mining and Modeling 
in HIV/AIDS’, ‘Computational Methods for Big Data Analysis’, ‘Computing Methods 
in Biomedical Informatics’, Big Data Analytics for HIV Dynamics’, and so forth. 
This book can be used as complementary reading for courses in bioinformatics, 
biomedical informatics, statistics and life sciences where these specialisations are 
offered. The target audience for this book will include:
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•	 Research Centres and Researchers: Specifically, in the areas of Big Data 
Analytics, data mining, machine learning, algorithmic design in life sciences, 
bioinformatics, biomedical informatics, medical informatics, pharmacology, 
drug discovery and design, and evolution biology, as a primary target 
audience.

•	 Postgraduate Students: This book can be used as a complementary textbook 
for advanced courses in the area of Big Data Analytics, data mining, machine 
learning, medical sciences of infectious diseases, Biostatistics, computational 
biology and biomedical informatics, as a secondary target audience.

•	 Computing Industry Practitioners: This book will be useful for computer 
applications developers in the area of Big Data Analytics, data mining, 
machine learning and life sciences. The book will enable them to easily 
investigate and identify major requirements of computational infrastructure, 
application and platforms, as a secondary target audience.

•	 Clinical Industry Practitioners: This book will be useful for clinical 
practices in the area of infectious diseases and immunology. The book will 
enable them to easily identify and analytically understand the different aspects 
of infection of the disease they manage or investigate which is similar to HIV/
AIDS, as a secondary target audience.

ORGANIZATION OF THE WORK

This work involves eight chapters. In the introduction chapter, this chapter, the 
author introduces the advances and new trends in the area of HIV/AIDS Big 
Data Analytics. The chapter discusses the emergence and evolution of Big Data 
Analytics, with focus on Medical and Biomedicine domains, and particularly 
HIV/AIDS Big Data Computational Analysis Techniques including Prediction, 
Classification, Visualization, Clustering, Optimisation and Big Data Distributed 
Processing Techniques. The chapter also discusses the HIV/AIDS Big and Complex 
Data Management from different perspectives and provides an HIV/AIDS Big Data 
Analytics Taxonomy.

The first chapter investigates the reason of multi resistance mediated by the 
substitution Q151M of RT which exhibits multiple resistances to many NRTIs such 
as ABC, AZT, DDI, D4T, FTC, TDF and 3TC in comparison to wild type (WT). The 
findings of this chapter show the effect of binding affinity of WT and MT- Q151M 
of RT with both thymine (AZT D4T, FTC and 3TC) and guanine (ABC, DDI and 
TDF) analogues of NRTIs.
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The second chapter focuses on the challenges around the era of “data revolution” 
through the description and review big data, and then knowledge discovery from 
data using analytics methods. The chapter then explains and presents how the most 
basic of statistical methodologies has developed to create very flexible tools, and 
how statistics and computational tools should act together to better analyse big data 
in order to extract valuable information.

The third chapter describes the types of predicative measures to understand HIV/
AIDS including Medical, Environmental and Operational, despite the operational 
remains with no clear vision. The Medical Predicative Measures are invented for 
fighting with HIV/AIDS, and the Environmental Predicative Measures focus on 
many environmental factors such as poverty, culture, religion and traditions, appear 
to play an essential role in the rapid and global development of AIDS epidemic.

The fourth chapter provides a review on the computational and data mining 
Perspectives on HIV/AIDS in Big Data Era. The chapter focuses on the research 
opportunities in this domain, identifies the challenges facing the development of 
big data analytics in HIV/AIDS domain, and then highlights the future research 
directions of big data in the healthcare and clinical sectors.

The fifth chapter discusses the overview of various legal frameworks governing 
health information, dispels misconceptions about privacy regulations, and highlights 
how these legal frameworks provide privacy, confidentiality, and security to this 
sensitive information, in precise, the contribution may maximize the utility of big 
data to improve HIV/AIDS prevention and treatment.

The sixth chapter provides the development of a stochastic model to demonstrate 
that in men who have sex with men (MSM) populations that practice unprotected 
anal intercourse (UAI), the prevalence of the HIV-1 infection decays when there 
is a transition from role versatility to role segregation without assuming that the 
long-term probability of acquisition from UIA sex with receptive infected partners is 
negligible. The chapter demonstrates that the high prevalence of the HIV-1 infection 
in MSM populations can still theoretically be attributed to role versatility.

The seventh chapter provides the development and application of molecular 
model to understand drug resistance to protease inhibitors. The chapter introduces 
the model to understand the differences in the binding affinity between the clinically 
essential mutant (MT- I84V) and the wild-type (WT) of HIV-1 protease protein 
which eventually lead to PR resistance.

The eighth chapter provides a review on the computational modelling research 
on mechanism and structures of Human dopamine transporter (hDAT) as well as 
its interaction with HIV-1 trans-activator of transcription (Tat).
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ABSTRACT

Reverse transcriptase (RT) is a vital enzyme in the process of transcription of HIV-
1. The nucleoside analogues of RT inhibitors (NRTIs) act by substrate competition 
and chain termination as they resemble a nucleotide. To understand the basis of RT 
resistance in HIV-1, in this chapter, one of the clinically essential mutants Q151M 
of RT which exhibits multi-resistance to many NRTIs was modeled and docked 
with NRTIs in comparison to wild type (WT). The results of docking indicate that 
the WT showed high affinity with all inhibitors compared to the mutant (MT). It 
can be suggested that the high affinity in WT could be attributed to the favorable 
interactions with all inhibitors that lacks in MT due to amino acid substitution that 
leads to structural changes in MT protein, which alters the favorable network of 
interaction and eventually imparts resistance to all inhibitors.
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Computational Analysis of Reverse Transcriptase Resistance to Inhibitors in HIV-1

INTRODUCTION

Human immunodeficiency virus (HIV) continues to be a major global public health 
issue. In 2015, globally 1.1 million people died, 36.7 million people living with 
HIV and 2.1 million people newly infected from HIV-related diseases. Sub-Saharan 
Africa is the most affected region, which accounts for two-thirds of the global total 
of new HIV infections. HIV infection is often diagnosed through rapid diagnostic 
tests, which detect the presence or absence of HIV antibodies. Although, there is no 
cure for HIV infection, however, effective antiretroviral (ARV) drugs can control the 
virus and help prevent transmission so that people with HIV, and those at substantial 
risk, can live healthy, long and productive lives. Expanding ART prevention choices 
to all people living with HIV can help avert 21 million AIDS-related deaths and 28 
million new infections by 2030 (World Health Organization, 2016).

Reverse transcriptase (RT) is an important enzyme in the transcription process 
of the type-1 HIV (HIV-1). The RT enzyme functions as RNA-dependent DNA 
polymerization and DNA-dependent DNA polymerization. The enzyme RT is a 
heterodimer comprises of p66 and p51 subunits. The first 440 amino acids of p66 
and p51 are identical, and both subunits appear to contain a polymerase function. The 
C-terminal portion of p66 contains the RNase H domain. The p66 subunit contains 
the DNA-binding groove and the active site; the p51 subunit displays no enzymatic 
activity and functions as a scaffold for the enzymatically active p66 subunit. The p66 
subunit has five subdomains namely fingers, palm, thumb, connection and RNase 
H subdomains (Shafer et al., 2001; Erickson & Burt, 1996).

The nucleoside RT inhibitors (NRTIs) are prodrugs that are triphosphorylated 
by host cellular enzymes. The triphosphorylated NRTIs then compete with natural 
deoxynucleoside triphosphates (dNTPs) for incorporation into the newly synthesized 
DNA chains where they cause chain termination. There are two biochemical 
mechanisms of NRTI drug resistance. The first mechanism is mediated by mutations 
that allow the RT enzyme to discriminate against NRTI during synthesis, thereby 
preventing their addition to the growing DNA chain relative to the natural dNTP 
substrates (Larder & Stammers, 1999; Sarafianos et al., 1999; Huang et al., 1998). 
The second mechanism is mediated by mutations in RT that increase the rate of 
hydrolytic removal of the chain terminating NRTI and thus enable continued DNA 
synthesis (Arion et al., 1998; Boyer et al., 2001; Meyer et al., 1998). This mechanism 
of resistance has also been referred to as pyrophosphorolysis, nucleotide excision, 
and primer unblocking. The hydrolytic removal requires a pyrophosphate donor, 
which in most cells is usually ATP (Meyer et al, 1999).
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The NRTI resistance mutations include i. M184V, ii. thymidine analog mutations 
(TAM), iii. mutations selected by non- thymidine analogs, iv. multi-nucleoside 
resistance mutations. M184V is the most commonly occurring NRTI resistance 
mutation. The phenotypic and clinical significance of M184V is influenced by the 
presence or absence of other NRTI resistance mutations. For example, the presence 
of K65R or L74V in combination with M184V is sufficient for high-level resistance 
to both ABC and DDI. In contrast, three or more TAM plus M184V are required 
for high-level abacavir (ABC) and didanosine (DDI) resistance (Whitcomb et al., 
2003; Guha & Halder, 2012). Mutations in thymidine analogs viz zidovudine (AZT 
or ZDV) and stavudine (D4T) decrease susceptibility to these NRTI and to a lesser 
extent to ABC, DDI, and tenofovir (TDF) (Whitcomb et al., 2003; Guha & Halder, 
2012). TAM accumulates in two distinct but overlapping patterns. The Type I pattern 
includes the mutations M41L, L210W, and T215Y. The Type II pattern includes 
D67N, K70R, T215F, and K219Q/E. Mutation D67N also occurs commonly with 
type I TAM (Cozzi-Lepri et al., 2005). However, K70R and L210W rarely occur 
together. Type I TAM causes higher levels of phenotypic and clinical resistance to 
the thymidine analogs and cross-resistance to ABC, DDI, and TDF than do the type 
II TAM. Indeed, the presence of all three Type I TAMs markedly reduces the clinical 
response to ABC, DDI, and TDF (Cozzi-Lepri et al., 2005; Miller et al., 2004). 
Another important substitution K65R causes intermediate resistance to TDF, ABC, 
DDI, lamivudine (3TC), and emtricitabine (FTC), low-level resistance to D4T, and 
increased susceptibility to AZT/ZDV. L74V causes intermediate resistance to DDI 
and ABC, and a slight increase in susceptibility to ZDV and TDF6 (Cozzi-Lepri 
et al., 2005). Amino acid insertions at codon 69 generally occur in the presence of 
multiple TAM, and in this setting are associated with intermediate resistance to 3TC 
and FTC and high-level resistance to each of the remaining NRTI (Rhee et al., 2006).

Q151M is a 2-bp mutation (CAG→ATG) that is usually accompanied by two 
or more of the following mutations: A62V, V75I, F77L, and F116Y. The Q151M 
complex causes high-level resistance to AZT, D4T, DDI, and ABC, and intermediate 
resistance to TDF, 3TC, and FTC (Zaccarelli et al., 2004). This complex developed 
in 5% of patients who received DDI in combination with AZT or D4T, but is rarely 
selected by 3TC or FTC containing regimens. Thus, in the light of above we were 
interested to find the reason of multi resistance mediated by the substitution Q151M 
of RT which exhibits multiple resistance to many NRTIs such as ABC, AZT, DDI, 
D4T, FTC, TDF and 3TC in comparison to wild type (WT).
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MATERIALS AND METHODS

Homology Modeling of Mutant RT

The target RT protein sequence (P04585) was obtained from the Uniprot database 
(see http://www.uniprot.org/) and was submitted to protein alignment program 
(BLASTp) (Altschul et al., 1997). The protein sequence was searched against protein 
database (PDB) (see http://www.rcsb.org/pdb/home/home.do), in the program. 
From the analysis, the crystal structure of RT protein 3MEC of HIV-1 was taken as 
template and WT (Lansdon et al., 2010).

Model Building

The MT-RT was created from WT template sequence (3MEC) of RT from HIV-1 by 
substitution of methionine at position 151 instead of glutamine. Additionally, in the 
template protein 3MEC, A chain was retained and the heteroatoms such as water and 
others were removed. The MT-model was built by providing command line options 
for sequence alignment between WT and MT, and then a series of commands were 
provided for model building using the software MODELLER9v14 (Sali, 1995).

Model Evaluation

The generated model was validated by Ramachandran plot (Lovell et al., 2003). 
Besides, the deviation was analyzed using PDBeFOLD between the WT and the 
model upon structural superimposition (Krissinel & Henrick, 2003).

Ligands

In this study, the ligands (ABC, AZT, DDI, D4T, FTC, TDF and 3TC) used were 
obtained from ncbi database (see https://www.ncbi.nlm.nih.gov/). Chemsketch 
software was used to obtain the structure of the ligand in Mol format and structural 
conversion was performed using version 2 of a software called Discovery studio.

Discovery Studio (DS)

The software was used for visualization purpose of modeled protein and docking data.
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Docking Protocol

Docking was carried out with the help of software-GOLD (Jones et al., 1995). 
Dockings were performed under ‘Standard default settings’ mode. The cavity atom 
file containing the atom number of binding residues of HIV-1 RT such as Gly112, 
Asp113, Tyr115, Gln151, and Asp185 in WT and Met151 in MT was prepared 
for all ligands (ABC, AZT, DDI, D4T, FTC, TDF and 3TC). The binding residues 
were selected based on comparison between the binding regions of 3MEC and MT 
model (Lansdon et al., 2010).

BIOVIA-2016

This software was used to determine the interactions between the ligands and proteins.

RESULTS

Template Selection and Homology Modeling of MT of RT

Using BLASTp search against PDB, 3MEC was identified as the template as it 
displayed maximum identity with the RT protein (Figure 1). Mutant model of RT 
was built based on substitution at codon 151 in the WT- protein sequence (P04585) 
of RT of HIV-1, using MODELLER 9v14 (Figure 2). The generated model was 
validated by structural superimposition (Figure 3). The root mean square deviation 
(RMSD) between the WT and MT was 0.9 Å, indicating the reliability of the model. 
This was also supported by Ramachandran plot analysis showing 98% of residues 
in the allowed region (Figure 4).

Docking Between WT and MT-RTs With NRTIs

The generated model was used for docking studies and the docked complexes (Figures 
5 -11) were visualized using DS. Docking of NRTIs (ABC, AZT, DDI, D4T, FTC, 
TDF, 3TC) with RTs resulted in ten poses. Of the ten poses, the best ligand pose 
was selected based on top GOLD score (Figure 12). The WT-RT showed high score 
with all inhibitors compared to the MT-Q151M which displayed lower score.
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Figure 1. BLASTp result showing 99% identity between template (3MEC) and the 
target WT-RT sequence (P04585) of HIV-1

Figure 2. Structure of RT -WT (green) and 3-D model of MT-Q151M (yellow)
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Figure 3. Superimposition of template-3MEC (green) and MT (yellow) showing an 
RMSD of 0.9 Å

Figure 4. Ramachandran plot
Number of residues in favoured region (~98.0% expected): 541 (98.4%)
Number of residues in allowed region (~2.0% expected): 7 (1.3%)
Number of residues in outlier region: 2 (0.4%)
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Figure 5. Docking complex WT and MT of RT with ABC (dark blue)

Figure 6. Docking complex of WT and MT with AZT (mustard)
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Figure 7. Docking complex of WT and MT with D4T (red)

Figure 8. Docking complex of WT and MT with DDI (light blue)
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Figure 9. Docking complex of WT and MT with FTC (pink)

Figure 10. Docking complex of WT and MT with TDF (brown)
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Interactions of RT Enzymes With the NRTIs

Of all other types of protein-ligand interactions such as hydrophobic (alkyl, pi-alkyl) 
electrostatic (charge), van der Waals, the significance of Hydrogen (H) bonds is 
very important, as they contribute towards structural integrity and functionality of 
protein-ligand complex.

Figure 11. Docking complex of WT and MT with 3TC (cyan)

Figure 12. Docking score of WT and MT of RT with NRTIs
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In WT-RT complexed with ABC, followed by van der Waals interactions, 2 
Hydrogen (H) bonds (conventional H) between ABC and residues Asp113 and 
Asp185 were formed, respectively. Further, two carbon H bonds between ABC and 
Tyr115 and Gln151 were formed. It is interesting to note the presence of Gln151 
(mutation site) in direct contact with the drug through H bonding. In case of MT 
complexed with ABC, three conventional H bonds were observed between the drug 
and one with Val111 and two with Asp185 residues. In addition, the pi –alkyl and 
alkyl interactions in WT and MT are shown in Figure 13.

In case of WT complexed with AZT, 2 conventional H bonds were formed 
between the drug molecule and Tyr115 and Gln151 (mutation site), respectively. The 
residue Tyr115 was also involved in Pi- sigma interaction with the drug. Of note, an 
unfavorable positive-positive interaction was formed between AZT and the residue 
Arg72. Further, an attractive charge was observed between AZT and Asp113. In 
MT complex, similar to WT a conventional H bond was formed between the drug 
molecule and the residue Tyr115. Also, two carbon H bonds were observed between 
the AZT and the residues Tyr115 and Asp113. More importantly, two unfavorable 
donor-donor interactions were also observed between the drug and residues Asp113 
and Phe116. Besides the residue Asp113 was also involved in salt bridge formation. 
Other interactions (van der Waals interactions, alkyl and Pi-alkyl) in WT and MT 
were found as evident in Figure 14.

In D4T complexed with WT-RT, 2 conventional H bonds were formed between 
the D4T and Phe116 and Gln151 (mutation site), respectively, while in case of MT 
complex with D4T more number of H bond interactions were found. Of which 3 
were conventional H bonds between the drug and residues Asp113, Tyr115 and 

Figure 13. Interactions of WT and MT of RT with ABC at its binding site
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Asp185, 4 were carbon H bonds between D4T and Val111, Asp113, Phe116 and 
Asp185 were formed, respectively. This is followed by of van der Waals, alkyl, Pi-
alkyl interactions as shown in Figure 15.

In WT combined with DDI, a conventional H and carbon H bonds were formed 
between DDI and the residue Asp113. On the other hand in case of MT-complex, a 
conventional H bond between DDI and the residue Val111 was found, further 4 H 
bonds were formed, and of these two were carbon H bonds and another two were 
conventional H bonds between DDI and the residue Asp113, similar to WT. Other 
types of interactions are shown in Figure 16.

In WT complexed with FTC, it is important to note that no other types of 
interactions were found apart from van der Waals interactions and two conventional 
H bonds, which were formed between FTC and the residue Tyr115 and Asp185, 
respectively. In case of MT, two conventional H bonds were formed between the 
drug and residues Tyr115 and Asp113, respectively. Although the compound FTC 
contains fluorine and sulphur atoms, but they were not involved in any bonding 
with the WT or MT-RT (Figure 17).

In TDF complexed with WT, two conventional H bonds were formed between 
the phosphate group of TDF and Asp113 and Gln151 (mutation site), respectively. 
A carbon H bond was found between the phosphate group of TDF and Asp113. 
Further, an unfavorable positive-positive interaction was formed between TDF and 
the residue Arg72, similar to the interaction with the drug AZT. In addition, an 
attractive charge was observed between the phosphate group of TDF and Asp113, 
again similar to the interactions with the drug AZT. While in case of MT complex, 
many H bonds (5 conventional and 4 carbon H) interactions were found with residues 
Val111 Asp113 and Asp185 as shown in Figure 18.

Figure 14. Interactions of WT and MT with AZT at its binding site
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In case of WT complexed with 3TC, three conventional H bonds were formed 
between the drug and two with Asp113 and one with Gln151 (mutation site), 
respectively. Two carbon H bonds were found between 3TC and Asp185. Further, a 
pi-sulphur bond was formed between the drug molecule and the residue Tyr115. In 
MT-complex, similar to WT three conventional H bonds were formed but all with 
the residue Asp113. Four carbon H bonds were formed between the drug molecule 
and two with Val111, and other two with Asp113 and Asp185, respectively as 
shown in Figure 19.

Figure 15. Interactions of WT and MT with D4T at its binding site

Figure 16. Interactions of WT and MT with DDI at its binding site
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DISCUSSION

There are two mechanisms through which resistance to NRTIs occurs, in the first 
and primary mechanisms of mutations (M184V, K65R and Q151M) appear at or 
near the NRTIs binding site of the RT gene. In the second mechanism, the mutations 
inhibit the functions of NRTIs even if they bind to the RT gene correctly, by 
enhancing the process of pyrophosphorolysis through removal of chain terminating 

Figure 17. Interactions of WT and MT with FTC at its binding site

Figure 18. Interactions of WT and MT with TDF at its binding site
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residue and reinstate an extendable primer (resumes RNA and DNA synthesis). Of 
the primary mutations, the Q151M mutation was less studied in comparison to the 
other two. In connection to which, in this study, the modeled MT-Q151M of HIV-1 
RT was docked with seven NRTIs (ABC, AZT, DDI, D4T, FTC, TDF and 3TC) 
to understand the binding differences in comparison to WT and the eventual cause 
for RT resistance to these NRTIs. Based on docking results it can be suggested that 
the reason for the high score in WT could be probably due to favorable interactions 
with all inhibitors. In contrast, the low score represents less affinity in MT- Q151M 
towards the inhibitors could be attributed to absence of such interactions and could 
be a cause for its resistance against all inhibitors. Of significance, the presence of 
residue Gln151 (mutation site) in direct contact with the 5 NRTIs such as ABC, AZT, 
D4T, TDF and 3TC through H bonding (Figures 13, 14, 15, 18, 19) at the active 
site suggests it catalytic role in WT-RT enzyme, in addition to its clinical relevance. 
Although, the mutated residue Met151 was not in direct contact through hydrogen 
bonding, however, the residue was in van der waals contact distance or involved in 
alkyl and pi-alkyl interactions at the active site. Besides, the probable reason for 
the favorable interactions could in turn be due to the substitution of Met in the MT 
protein in place of Gln in WT, as Met contains a extra sulphur and a methyl group 
instead of Gln which contains a amide group, might have induced much structural 
changes in the protein’s side chain, which was evident by showing less score owing 
to the changes in the profile of interactions in the MT-Q151M.

Figure 19. Interactions of WT and MT with 3TC at its binding site
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Alternatively, the effect of docking could be better understood in conjunction 
with more powerful tool such as molecular dynamics, although, the insights 
provided in this study can be meaningful to know the impact of such substitution 
and its consequent changes in binding ability. To our knowledge, this is the first 
study of such kind to show the effect of binding affinity of WT and MT- Q151M 
of RT with both thymine (AZT D4T, FTC and 3TC) and guanine (ABC, DDI and 
TDF) analogues of NRTIs. In addition, this analysis suggests that further structural 
studies more particularly based on MD are needed to enlighten our knowledge on the 
fundamental molecular mechanism of mutation-acquired RT resistance to NRTIs.
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ABSTRACT

The traditional way of formatting information from transactional systems to make 
them available for “statistical processing” does not work in a situation where data 
is arriving in huge volumes from diverse sources, and where even the formats could 
be changing. Faced with this volume and diversification, it is essential to develop 
techniques to make best use of all of these stocks in order to extract the maximum 
amount of information and knowledge. Traditional analysis methods have been based 
largely on the assumption that statisticians can work with data within the confines of 
their own computing environment. But the growth of the amounts of data is changing 
that paradigm, especially which ride of the progress in computational data analysis. 
This chapter builds upon sources but also goes further in the examination to answer 
this question: What needs to be done in this area to deal with big data challenges?

Statistical and Computational 
Needs for Big Data Challenges

Soraya Sedkaoui
Khemis Miliana University, Algeria & Montpellier University, France
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INTRODUCTION

With the advent of digital technology and smart devices, a large amount of digital 
data is being generated every day. Individuals are putting more and more publicly 
available data on the web. Many companies collect information on their clients 
and their respective behavior. As such, many industrial and commercial processes 
are being controlled by computers. The results of medical tests are also being 
retained for analysis. Financial institutions, companies, and health service providers, 
administrations generate large quantities of data through their interactions with 
suppliers, patients, customers, and employees. Beyond those interactions, large 
volumes of data are created through Internet searches, social networks, GPS systems, 
and stock market transactions.

This brings us to think about the legend of the wise ‘Sissa’ in India. When King 
‘Belkib’ asked about the reward he desired, after his invention, he asked to receive 
a grain of rice for the first square, two grains for the second, four grains for the third 
and so on. The king agreed, but he didn’t know that on the last square of the board 
he should drop 263 grains, or more than 700 billion tons. In their book “Race Against 
the Machine,” Brynjolfsson and Mcaffee (2011) referenced the fable of the chess 
and rice grains to make the point that “exponential increases initially look a lot like 
linear, but they are not. As time goes by – as the world move into the second half 
of the chessboard – exponential growth confounds our intuition and expectation”.

Thus currently, not only is the quantity of digitally stored data much larger, 
but the type of data is also very varied, thanks to the various new technologies 
(Sedkaoui & Monino, 2016). Data volume will continue to grow and in a very real 
way, the data produced, as well as other data accumulated, constitutes a constant 
source of knowledge. This widespread production of data has resulted in the ‘data 
revolution’ or the age of ‘big data’. Big data gets global attention and can be best 
described using the three Vs: volume, variety and velocity. These three dimensions 
often are employed to describe the phenomenon. Each dimension presents both 
challenges for data management and opportunities to advance decision-making. In 
another way, every data tells a story and data analytics, in particular the statistical 
methods coupled with the development of IT tools, piece together that story’s reveal 
the underlying message.

This 3 V’s provide a challenge associated with working with big data. The volume 
put the accent on the storage, memory and computes capacity of a computing system 
and requires access to a computing cloud. Velocity stresses the rate at which data 
can be absorbed and meaningful answers produced. The variety makes it difficult to 
develop algorithms and tools that can address that large variety of input data. So, there 
are still many difficulties and challenges in the use of big data technologies. And, if 
decision-makers can’t understand the power of data processing and analytics, they 
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may be, in some ways, the “Belkibs” of big data value. The key is applying proper 
analytics and statistics methods to the data. Thus, from this data companies derive 
information and then producing knowledge, or which it called the target paradigm 
of “knowledge discovery”, described as a “knowledge pyramid” where data lays at 
the base. To advance successfully the paradigm effectiveness data analysis is needed.

The analysis of big data involves multiple distinct phases which include data 
acquisition and recording, information extraction and cleaning, data integration, 
aggregation and representation, query processing, data modeling and analysis and 
interpretation. These all are the methods of modern statistical analysis necessary 
for dealing with big data challenges. But, each of these phases introduces other 
challenges: Heterogeneity, scale, timeliness, complexity, quality, security...

Modern data analysis is very different from other methods which existed prior. 
Also, data is very different from data which existed before. In another word, the nature 
of modern data (greatest dimension, diverse types, mass of data) does not authorize 
the use of most conventional statistical methods (tests, regression, classification). 
Indeed, these methods are not adapted to these specific conditions of application and 
in particular suffer from the scourge of dimension. These issues should be seriously 
considered in big data analytics and in the development of statistical procedures.

Consider a simple example to explain a quantitative variable Y through a set 
{X1, … Xp} of quantitative variables: Y = f (X1, … Xp) + ε, [(yi, xi), i = 1,. . ., n]

If the function is assumed to be linear and p is small, on the order of ten; the 
problem is well known and widely discussed in the literature. In the case where the 
function f is not exactly linear and n is large, it is possible to accurately estimate a 
larger number of parameters and therefore to envisage more sophisticated models. 
Keeping to the usual Gaussian model, even the simplest case of a polynomial model 
quickly becomes problematic. Indeed, when the function is linear, take p = 10, the 
model selection procedure is facing a group of 210 possible models and shrewd 
algorithms allow to cope.

However, consider to estimate f, a simple polynomial of second or third degree, 
with all its interactions, leads us to consider a large number of parameters and thus, 
by combinatorial explosion, an astronomical number of possible models. Other 
methods must then be considered taking into account necessarily the algorithmic 
computational complexity. This explains the involvement of another discipline, 
computing. The concern of computability outweighs the mathematical definition 
of the problem comes down to optimizing a criterion adjustment of the function f 
over a set of more or less rich solutions.

These methods have often been developed in another disciplinary environment: 
computers, artificial intelligence, K-means, neural networks, decision trees… support 
vector machines become credible alternatives since the number of observations is 
sufficient or the number of variables is very important.
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Development of new statistical methods is an interdisciplinary field that draws 
on computer sciences, artificial intelligence, machine learning, and visualization 
models etc. So, two technical entities have come together. First, there is big data for 
massive amounts of data. Second, there is advanced analytics, which is actually a 
collection of different tool types, including those based on predictive analytics, data 
mining, statistics, clustering, data visualization, text analytics, artificial intelligence, 
and so on (Shroff, 2013; Siegel, 2016).

Current technologies software tries to overcome the challenges that “V’s” raises. 
One of these is Apache Hadoop, which is open source software that its main goal is 
to handle large amounts of data in a reasonable time. While one major aspect of big 
data is the computational handling of network induced data, another is the proper 
application of data analytic and statistical tools for large scale use in business and 
commercial contexts. Cukier and Mayer-Schoenberger (2013a; 2013b, p.29) see a 
paradigmatic change in the statistical handling of large data:

Using great volumes of information … require three profound changes in how we 
approach data. The first is to collect and use a lot of data rather than settle for small 
amounts or samples as statisticians have done for well over a century. The second 
is to shed our preference for highly curated and pristine data and accept messiness: 
in an increasing number of situations, a bit of inaccuracy can be tolerated, because 
the benefits of using vastly more data of variable quality outweigh the costs of using 
smaller amounts of very exact data. Third, in many instances, we will need to give 
up our quest to discover the cause of things, in return for accepting correlations. 
With big data, instead of trying to understand precisely why an engine breaks down 
or why a drug’s side effect disappears, researchers can instead collect and analyze 
massive quantities of information about such events and everything that is associated 
with them, looking for patterns that might help predict future occurrences. Big data 
helps answer what, not why, and often that’s good enough.

Big data deals with unconventional, unstructured databases, which can reach 
petabytes, exabytes or zetabytes, and require specific treatments for their needs, either 
in terms of storage or processing/display (Vermesan and al, 2014). The challenges 
include not just the obvious issues of scale, but also heterogeneity, lack of structure, 
error-handling, timeliness, provenance, and visualization, at all stages of the analysis 
driving from data acquisition to result interpretation. The ultimate goal is not only 
to collect, combine, or process all data, but also to increase its value and efficiency. 
This means that it must evolve from big data to ‘smart data’, since the effectiveness 
of companies’ strategies now depends on the quality of data. Which should be kept 
in mind as the analysis unfolds.
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It would require tailored statistical methods and data quality control to superimpose 
on large data streams to make sense of the data and use them for statistical inference 
and decisions. More frequently than not also good theoretic insights and models of 
the subject discipline would be helpful to identify the ‘payoff relevance’ of data for 
predictive purposes (Harford, 2014). This explains the formation of handling data 
through scalable tools as developed in econometrics, psychometrics, technometrics etc.

The goal of this chapter is to show what is specifically the power of ‘data’? And 
why it is so important for companies? And how big data can benefit from the mixture 
of two fields: ‘computer science’ and ‘statistics’ in order to make the inquiry from 
data a more successful endeavor, rather than dwelling on theoretical issues of dubious 
value. This chapter presents the main statistical computing issues and challenges 
in the age of data deluge, and examines whether traditional statistical approach and 
methods substantially differ from the new trend of big data analytics. In another 
word, the objective writing this chapter is to present and explain the important role 
of computing statistical methods in data analysis and knowledge extraction, and the 
necessity of developing such methods.

To show that the challenges around the era of “data revolution” focus on data 
uses, Author will firstlyl describe, review, and reflect on big data, by defining what 
is it meant in order to consolidate the divergent discourse on it and presenting its 
various dimensions and challenges. Also, in this chapter one section will be dedicate 
for introducing knowledge discovery from data and the interest of searching new 
analytics methods for efficiently obtain the potential value from the massive data. 
Then, author will explain and present how the most basic of statistical methodologies 
has developed to create very flexible tools, and how statistics and computational 
tools should act together to better analyze big data in order to extract value.

BIG DATA: THE BIGGEST GAME-CHANGING OPPORTUNITY

Nowadays, an increasing number of data silos are created across the world, which 
means that this growth will never stop. This data is not only voluminous; it is also 
continuous, streaming, real time, dynamic and volatile. This is generally described 
by what it called the phenomenon of “3 Vs”, or “big data”. Businesses can exploit 
big data to extract valuable information. Such information can help decision makers 
to enhance their strategies and optimize their plans. But, what really is subsumed 
under big data?
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Big data qualifies under a few main characteristics: (i) It is primarily network 
generated on a large scale volume, by variety and velocity and comprises large 
amounts of information at the enterprise and public level, in the categories of 
terabytes (1013 bytes), petabytes (1015) and beyond of online data. (ii) It consists of a 
variety and diversity of data types and formats, many of them dynamic, unstructured 
or semi-structured and hard to handle by conventional statistical methods. (iii) Big 
data is generated by disparate sources as in interactive application through IoT 
from wireless devices, sensors, streaming communication generated by machine-
to-machine interactions (Sedkaoui, 2017).

Big data nowadays has become one of the biggest concepts in the world of IT 
especially with the rapid development of IoT driving the increase of data. It also brings 
new opportunities for the discovery of new values that are temporarily hidden. The 
success of large companies such as Amazon, Google, Facebook, Twitter etc. proves 
the emergence of a factor in the development of today’s hyper-connected world. The 
companies, increasingly aware of the importance of data and information, which 
represents the result of data processing and it is in the heart of decision-making 
(see next section), throng to reflect on the way to “manage” to enrich and benefit. 
Henceforth, this gives new properties to data, as they are Meta tagged piecemeal, 
produced in real time, and arrive in continuous streams from multiple sources.

In addition, data is now abundant resources in many circumstances, thus data 
can pile-up or “many managers find themselves drowning in data” (Mann, 2004). 
Companies are leveraging these and many other sources of data to achieve a better 
understanding of their customers, employees, partners and operations, with an eye 
towards improving every aspect of business. But it must first of all understand 
the rich ecosystem and extended big data. Inside this ecosystem some phases and 
processes can be identified, such as: (i) Data Collection: which implies the proper 
use of Networks, Infrastructure, and data centers in order to access and analyze a 
particular set of dynamic data. (ii) Data Processing: this is influenced directly by 
the technologies used for the storage and database management. (iii) Data Analysis: 
data analytics is gaining increasing attention in business and consequently also Data-
Driven Decision-making (DDD), which refers to the practice of basing decisions 
on the analysis of data.

Big data applications are numerous and constitute a factor in strengthening the 
capacity for innovation within companies. Innovation certainly comes from crosses 
and treatments that have not been thought originally. But nothing better than good 
examples to understand how big data transformed the business.

An extremely popular example is Hadoop, an Open Source framework in this 
field that allows applications to work with huge repositories of data and thousands 
of nodes. These have been inspired by Google tools such as the MapReduce and 
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Google File system, or NoSQL systems, which in many cases do not comply with the 
ACID (atomicity, consistency, isolation, durability) characteristics of conventional 
databases.

Spotify, an on-demand music service, uses Hadoop big data analytics, to collect 
data from its millions of users worldwide and then uses the analyzed data to give 
informed music recommendations to individual users.

The American company ‘Harrah’s’ has made progress in sales of 8 to 10 percent 
by analyzing customer segmentation data, while Amazon stated that 30 percent of 
its turnover came from its engine analytical recommendations (McKinsey, 2011, 
2013). With massive production of online data Google, in 2009, was able to predict 
the timely spread of influenza through simple correlation (Foster et al., 2017, Chap. 
1). In the same spirit, the United Nations has developed a program anticipating 
epidemics and reversals of economic conditions through keywords exchanged on 
Twitter.

Such examples, and many others, share common principles: extreme digitalization 
of their process leads to extensive use of data to experiment with new business 
models, beyond their original boundaries. IDC (2011) describes big data technologies 
as a new generation of technologies and architectures, designed to economically 
extract value from very large volumes of a wide variety of data, by enabling high-
velocity capture, discovery, and/or analysis. Technologies for big data harvesting 
from multiple resources have been fast growing in the forms of data mining systems; 
search engines; query languages; filtering systems; cloud services, etc.

Big data will fundamentally change the way businesses compete and operate. 
Companies that invest in and successfully derive value from their data will have 
a distinct advantage over their competitors (McKinsey Global Institute, 2011). It 
is difficult to identify the all issues brought about by big data, but there is now 
increasing opportunity to capitalize on the approach. The question continues as to 
how companies can maintain and improve our knowledge store over time.

TURN DATA INTO KNOWLEDGE FOR SUPPORTING DECISION

The explosion of data volumes will gradually increase as the Internet of Things (IoT) 
develops. Data volume will continue to grow and in a very real way constitutes a 
constant source of knowledge. The difficulty of transforming big data into value or 
knowledge is related to its complexity, the essence of which is broadly captured by 
the three Vs. Volume, Variety and Velocity are used to define the term big data. Each 
of these dimensions presents both challenges for data management and opportunities 
to advance decision-making.
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Traditionally, the decision-making process is shaped on the model of limited 
rationality by Herbert Simon (1977): Intelligence, modelling, choice and control. The 
intelligence phase is all about finding the occasions over which a decision should 
be made (Simon, 1997). “The major role of the intelligence stage is to identify the 
problem and collect relevant information” (Turban et al., 2011) which would be 
used later in the next stages of the decision-making process.

However, with the exploitation of big data this process is being complicated and 
has to improve. Organizations need to use a structured view of data to improve their 
decision-making process. Big data has the potential to aid in identifying opportunities 
related to decision in the intelligence phase of Simon’s model, where the term of 
“intelligence” refers to knowledge discovery. To achieve this structured view, they 
have to collect and store data, perform an analysis, and transform the results into 
useful and valuable information, and then it’s essentially about discovering new 
knowledge.

In relating these three concepts: “Data, Information and Knowledge”, a hierarchy 
can be suggested, which suggest in turn that one can be changed into other. This 
model is often used in the literature relating to the information and knowledge 
management. Several studies claim that the first appearance of knowledge hierarchy 
is in T.S Elliot’s poem “The Rock” in 1934. In recent literature, many authors refer 
to the publication “From data to wisdom” of R.L Ackoff published in 1989 as a 
source of knowledge hierarchy.

Many other authors (Zeleny, 1987; Cleveland, 1982) have also proposed extensions 
of the hierarchy; Ackoff includes understanding (and some use intelligence) as its 
own level before attaining wisdom.

The relationship between these three words can be represented as a pyramid 
where knowledge occupies the highest place to highlight the fact that many data 
are necessary for the acquisition of knowledge.

The knowledge pyramid is by nature a multidisciplinary endeavor (Piegorsch, 
2015): computer scientists construct algorithms to manipulate and organize the 
data, aided by statisticians and mathematicians who instruct on development and 
application of quantitative methodology. Then, database expert collect and warehouse 
the data, software designers write programs that apply the analytics algorithms to 
the data, engineers build electronics and hardware to implement the programming, 
and subject-matter/domain experts – that is, biologists, chemists, economists, and 
social scientists – interpret the finding.

The most important asset of large volumes of data has to do with the fact that 
they make it possible to apply knowledge and create considerable value. Combined 
with advanced analysis methods, new explanations can be provided for several 
phenomena. There are two ways to transforms data into a valuable contribution to 
a company (Sedkaoui, 2016):

 EBSCOhost - printed on 2/10/2023 5:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



29

Statistical and Computational Needs for Big Data Challenges

•	 Transforming data into information is one of the stages of data value 
production, which is exploited in order to obtain useful information and 
to successfully carry out company strategies. This automatically involves 
database information in company decision making processes;

•	 Transforming data into products or processes adds value to companies. This 
is produced when data analysis must be implemented in the physical world.

Before one attempts to extract useful knowledge from data, it is important to 
understand the overall approach or the process that leads to finding new knowledge. 
The process defines a sequence of steps (with eventual feedback) that should be 
followed to discover knowledge in data. To advance successfully each step, effective 
data collection must be applied, description, analysis and interpretation (Walter, 
2015, Chapter 1). Each step is usually realized with the help of available software 
tools. Data mining is a particular step in this process – application of specific 
algorithms for extracting models from data. The additional steps in the process, 
such as data preparation, data selection, data cleaning, incorporation of appropriate 
prior knowledge, and proper interpretation of the results of mining ensure that useful 
knowledge is derived from the data.

There is, however, a serious challenge in making good use of such massive datasets 
and trying to learn new knowledge of the system or phenomenon that created these 
data. Knowledge extraction from data volumes of ever increasing size requires ever 
more flexible tools to facilitate interactive query. Today’s applications are therefore 
required to extract knowledge from large, often distributed, repositories of text, 
multimedia or hybrid content. A new generation of computational techniques and tools 
is required to support the extraction of useful knowledge from the rapidly growing 
volumes of data. The nature of this quest makes it impossible to use traditional 
computing techniques. Instead, various soft computing techniques are employed to 
meet the challenge for more sophisticated solutions in knowledge discovery.

Knowledge discovery process is an automatic, exploratory analysis and modeling 
of large data for understandable patterns from large and complex datasets. It’s 
focused on the development of methodologies and techniques that ‘make sense’ 
out of data, i.e. for extracting relevant and non-trivial information from data. So, 
data are a set of facts i.e. cases in a database, while a pattern is an expression in 
some language describing a subset of the data or a model applicable to the subset. 
Knowledge discovery process is thus a sequence of steps that, starting from rough 
data, leads to the discovery of knowledge. This is particularly so where the use of 
data for decision-making and knowledge discovery is novel.
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It may be observed that the knowledge discovery process is reminiscent of the real 
beginnings of statistics. However, it’s not only using statistics, but also contributing 
to statistics. The need for effective tools for knowledge discovery and mining is 
large especially as a crucial component of data-warehouses. Indeed, harnessing 
data may also require the complete overhaul of the businesses to create structures 
and processes that can respond to any information gleaned in a short timeframe, 
potentially even in real-time.

The value of a given piece of data increases in time and depends on the variety 
of uses it is given. In this sense, companies must possess the capacity to absorb the 
entirety of data available, which allows them to assimilate and reproduce knowledge. 
This capacity requires specific skills familiar with statistical data analytics which 
becomes a fundamental skill for any scientist dealing with big data. Since statistical 
methods are applied at the base of the pyramid (data), the data process guided 
knowledge discovery will entail an integrated plan of descriptive analysis and 
predictive modeling.

But, examining the current state of big data use in business, as well as the main 
opportunities many challenges are presented. Typically, a variety of some major 
challenges will be discussed in the next section. These challenges are regarded mostly 
as internal and reflect procedural problems in collecting, archiving and handling data.

BIG DATA CHALLENGES BEYOND 3Vs

Some analysts suggest that the world is entering the ‘Industrial Revolution of Data’ 
where the amount of data will be generated not only by people and companies but also 
by machines and interactive devices. The dimension related to the variety involves 
several different issues. First of all, data – especially in an industrial environment – 
can be presented in several different ways, such as texts, functions, curves, images, 
and graphs, or a combination of these elements. On the other hand, this data shows 
great variety, which often reflects the complexity of the studied phenomenon.

So data complexity is growing with the increase of its quantity its velocity and 
diversification of its types and sources. Variety usually means heterogeneity of data 
types, representation, and semantic interpretation. However, velocity means both the 
rate at which data arrive and the time in which it must be acted upon. There are also 
wider challenges relating to the use of big data within society-at-large, which have 
been widely discussed in the literature (Boyd & Crawford, 2012; Ekbia et al., 2015).
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As previously stated, big data analytics involves multiple distinct and each of them 
introduces challenges. The problems start right away during data acquisition, when 
the data deluge requires us to make decisions, currently in an ad hoc manner, about 
what data to keep and what to discard, and how to store what is keeping reliably 
with the right data. In this section author gives a broad overview of the challenges 
that need to be addressed in order to build capabilities in big data analytics.

The 3 V’s provide a challenge associated with working with big data. The volume 
put the accent on the storage, memory and computes capacity of a computing system 
and requires access to a computing cloud. Velocity stresses the rate at which data 
can be absorbed and meaningful answers produced. The variety makes it difficult 
to develop algorithms and tools that can address that large variety of input data.

However, many technical challenges must be addressed before this potential can 
be realized fully. The challenges include not just the obvious issues of scale, but 
also heterogeneity, quality, timeliness …, at all stages of the analysis driving from 
data acquisition to result interpretation. Security and privacy are also a big concern, 
especially when considering that the linking of databases can disclose information 
that was meant to remain anonymous (Sedkaoui, 2017).

Heterogeneity

Data can be both structured and unstructured. They are highly dynamic and does 
not have particular format. It may exists in the form of email attachments, images, 
pdf documents, medical records, graphics, video, audio etc. and they cannot be 
stored in row/column format as structured data. Transforming this data to structured 
format for later analysis is a major challenge in big data analytics. However, machine 
analysis algorithms expect homogeneous data, and cannot understand nuance. In 
consequence, data must be carefully structured as a first step in data analysis.

•	 Scale: Managing large and rapidly increasing volumes of data has been a 
challenging issue for many decades. In the past, this challenge was mitigated 
by processors getting faster, following Moore’s law, to provide us with the 
resources needed to cope with increasing volumes of data. The difficulties 
of BD analysis derive from its large scale as well as the presence of mixed 
data based on different patterns or rules (heterogeneous mixture data) in the 
collected and stored data (heterogeneous mixture data issue). Especially, in 
the case of complicated heterogeneous mixture data, the data has not only 
several patterns and rules but characteristically, the properties of the patterns 
vary greatly (Fujimaki & Morinaga, 2012).
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Timeliness

As the size of the data sets to be processed increases, it will take more time to analyse. 
In some situations results of the analysis is required immediately. So businesses 
need to develop partial results in advance so that a small amount of incremental 
computation with new data can be used to arrive at a quick determination. In BD the 
realization time to information is critical to extract value from various data sources, 
including mobile devices, radio frequency identification, the web and a growing list 
of automated sensory technologies.

Complexity

Complexity measures the degree of interconnectedness and interdependence in big 
data structures such that a small change in one or a few elements can yield very 
large changes or a small change that ripple across or cascade through the system and 
substantially affect its behavior, or no change at all (Katal and al 2013). Traditional 
software tools are not enough for managing the increasing volumes of data. Data 
analysis, organization, retrieval and modeling are also challenges due to scalability 
and complexity of data that needs to be analyzed.

Quality

Big data processing requires an investment in computing architecture to store, 
manage, analyze, and visualize an enormous amount of data. It is the indispensable 
raw material of one of the new century’s most important activities. But it is important 
to be prudent in our analysis and predictions because a lot of data is not yet “the 
right data”. There is, therefore, underlying difficulty behind big data, since more 
data is not necessarily better data.

Security

The vast majority of data comes from the many devices and machines reporting to 
each other and to those running them. From the assembly line at the manufacturing 
plant to the passenger jet in flight, millions of bytes of data are generated and then 
analyzed. Some of captured data is personal information, and as such, both cutting-
edge security and responsible stewardship models must be used to make sure this 
information is safe and correctly used.
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Privacy

The advance in big data analytics brought us tools extract and correlates this data 
which would make data violation much easier. That makes developing the big 
data applications a must without forgetting the needs of privacy principles and 
recommendations. The lawsuit following the Netflix Challenge is a striking example 
of that where linking the provided data to the IMDB movie reviews allowed to 
identify some users.

To make the most out of big data, the issue is not limited to the “simple” 
technical issues of collection, storage and processing speed. The use of big data 
requires rethinking the process of collecting, processing and the management of 
data. It’s the “analysis” that will be applied to data which will justify big data, not 
the collection of data itself. What is truly necessary are excellent analytic skills, a 
capacity to understand and manipulate large sets of data, and the capacity to interpret 
and apply the results. The need to analyze and use enormous amounts of data more 
efficiently drives companies towards “data science” in the hope of unlocking the 
power of big data analytics.

THE NEED FOR NEW ANALYTICS METHODS

The rise of big data reflects the growing awareness of the “power” behind data, and 
of the need to enhance gathering, exploitation, sharing and processing. The process 
of gathering, processing, and interpreting data is not limited to defining ideas, but 
also consists of materializing them in order to ensure improved knowledge production 
that leads to innovation. It is the use of data that empowers decision-making. In 
another word, it’s the “analysis” that will be applied to data which will justify big 
data, not the collection of data itself.

Data analysis came in in the 20th century when the information age really began. 
Zhang have mentioned in his book “data analytics” published in 2017, that the first 
real data processing machine came during the Second World War. But, the advent 
of the internet was sparked the true revolution in data analysis. The importance 
of data analysis started in the late 1960 when researchers begin to speak about 
databases as repositories of data. E.F. Codd (Codd, 1970) and his research group 
at IBM labs applied some mathematical principles and predicate logic to the field 
of data modelling.
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Since then, data bases and their evolutions have been used as a source of information 
to query and manipulate data. In 1974, still at IBM labs, the first language for database 
was developed. SEQUEL (Structured English Query Language) (Chamberlin and 
Boyce, 1974), later called SQL for copyright issues, was the forerunner of all the 
query languages becoming the standard for relational database. In the 1970s and 
1980s, computers could process information, but they were too large and too costly. 
Only large firms could hope to analyze data with them. Edgar F. Codd was the first 
to work on data organization by designing database management systems (DBMSs), 
in particular of relational databases.

In recent years, with the advent of Web 2.0 and the semantic Web era, data analysis 
have become very important, replacing the traditional storing systems in many 
applications. They represent now the new technology for knowledge representation, 
data storage and information sharing. Even with big data, data collection and 
analysis will become more and more important. Then, it’s then necessary to adapt 
new approaches, new methods, new knowledge and new ways of working, resulting 
in new properties and new challenges, as logic referencing must be created and 
implemented. But, before breaking down the process of data analytics and in order 
to understand this process, author will define what data analytics is?

Data analytics is a process of inspecting, cleansing, transforming, and modeling 
data with the goal of discovering useful information, suggesting conclusions, and 
supporting decision-making. It focuses on knowledge discovery for predictive ad 
descriptive purposes, to discover new ideas or to confirm existing ideas.

It can be seen from the above definition that data analysis is a primordial step 
in the process of knowledge discovery in databases (KDD). This step involves the 
application of specific algorithms for extracting patterns (models) from data. The 
additional steps are data preparation, data selection, data cleaning, incorporation 
of appropriate prior knowledge, and proper interpretation of the results of mining 
(Mitra and al, 2002).

Data processing and analysis, in the present day, are brought together under 
the notion of “Business Intelligence” (BI), due especially to computers’ increased 
processing capabilities. Powerful analytics tools can then be used to process the 
information gathered in large sets of structured and unstructured data. However, there 
are many technical challenges that must be addressed to realize the full potential 
of big data. Jagadish and al (2012) provide a comprehensive discussion of such 
challenges based on the notion of data analysis pipeline:
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•	 Data Acquisition and Recording: It is critical to capture the context into 
which data has been generated, to be able to filter out non-relevant data and 
to compress data, to automatically generate metadata supporting rich data 
description and to track and record provenance.

•	 Information Extraction and Cleaning: Data may have to be transformed 
in order to extract information from it and express this information in a form 
that is suitable for analysis. Data may also be of poor quality and/or uncertain. 
Data cleaning and data quality verification are thus critical.

•	 Data Integration, Aggregation, and Representation: Data can be very 
heterogeneous and may have different metadata. Data integration, even in 
more conventional cases, requires huge human efforts. Novel approaches 
that can improve the automation of data integration are critical as manual 
approaches will not scale to what is required for big data. Also different data 
aggregation and representation strategies may be needed for different data 
analysis tasks.

•	 Query Processing, and Analysis: Methods suitable for big data need to be 
able to deal with noisy, dynamic, heterogeneous, untrustworthy data and 
data characterized by complex relations. However despite these difficulties, 
big data even if noisy and uncertain can be more valuable for identifying 
more reliable hidden patterns and knowledge compared to tiny samples of 
good data. Also the (often redundant) relationships existing among data 
can represent an opportunity for cross-checking data and thus improve data 
trustworthiness. Supporting query processing and data analysis requires 
scalable mining algorithms and powerful computing infrastructures.

•	 Interpretation: Analysis results extracted from big data needs to be 
interpreted by decision makers and this may require the users to be able to 
analyze the assumptions at each stage of data processing and possibly re-
tracing the analysis. Rich provenance is critical in this respect.

Big data analysis are essential when organizations want to engage in predictive 
analysis, natural language processing, image analysis or advanced statistical techniques 
such as discrete choice modeling and mathematical optimization, or even if they 
want to mash up unstructured content and analyze it with their BI. Companies will 
be able to suggest data management for decision-making. The new analytical power 
is seen as an opportunity to invent and explore new methods which are able to detect 
correlations between the quantities of available data.
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For example, the e-commerce giant Amazon recommends products to customers 
based on their browsing and purchasing habits. The “ad-tech” companies such as 
RocketFuel apply statistical and optimization techniques to determine which banner 
ads to display. Thus, devices such as “Fitbit” that the recording and monitoring 
of our physical activities, and their integration with other applications, allows 
individuals to obtain information on calories burned and food consumed. This 
allows a creation of new models which sell this information to insurance companies 
to better calculate risks.

The case of these companies in various fields illustrates the power that brings 
analytics for management of the proposed services and applications available. To 
capitalize on its potential, companies must put data analytics at the center of their 
strategy. That is truly necessary are excellent analytic skills, a capacity to understand 
and manipulate large sets of data, and the capacity to interpret and apply the results.

But, they need also to establish clear guidelines for data integrity and security, 
as digital ecosystems can only function efficiently if all parties involved can trust in 
the security of their data and communication. The analysis of big data is not only a 
matter of solving computational problems, even if those working on big data come 
from the natural sciences or computational fields. Rather, expertly analyzing big 
data also requires thoughtful measurement (Patty & Penn 2015), careful research 
design, and the creative deployment of statistical techniques.

Indeed, massive datasets will require the full range of statistical methodology 
to be brought to bear in order for assertions of knowledge on the basis of massive 
data analysis to be reliable. Following a period when the main issue is how to 
organize and structure databases? The question now is what to do? What analyzes 
developed to value and support decision-making? In another term, how should 
statistical procedures be designed so as to be scalable computationally to the massive 
datasets? These issues should be seriously considered in big data analysis and in 
the development of statistical procedures.

HOW ARE COMPUTATIONAL TOOLS SUPPORTING 
STATISTICAL METHOD TO DEAL WITH BIG DATA?

During the time of applying methods of statistical inference and statistical decisions 
some 70 years ago, information derived from data collection was considered costly. 
Models were built where information was linked to payoff relevance of a decision-
making criterion (utility or payoff function), therefore statistical information was 
handled to satisfy these criteria. Now as masses of data are produced at relatively 
low costs all these data could be quickly aggregated. Statisticians have coined a term, 
’value of perfect information’, which is set up to integrate data points, collection and 
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analysis through statistical inferential models i.e., exploratory data analysis (EDA) 
or through statistical decision models (Piegorsch, 2015). For example, achieving 
this goal is quite challenging to gather all the data for perfect information.

In traditional statistics, there are limited amounts of data, and it must get as 
much information as possible out of it. In the big data age, there is a limited amount 
of computational power, and companies need to make the best decision. Big data 
pose new challenges to statisticians both in terms of theory and application. Some 
of the challenges include: Size, scalability of statistical computation methods, non-
random data, assessing uncertainty, sampling, modelling relationships, mixture 
data, real-time analysis on streaming data, statistical analysis with multiple kinds 
of data, data quality and complexity, protecting, privacy and confidentiality, high 
dimensional data …

There are several methods that are recently developed and feasible for statistical 
inference of big data and workable on parallel machines, including the bag of little 
bootstraps, aggregated estimation equation, and so on. Each method was being 
developed to find and design tools that explicitly reveal tradeoffs relating complexity, 
risk, and time.

Statistics is the traditional field that deals with the quantification, collection, 
analysis, interpretation, and drawing conclusions from data. Development of new 
statistical methods is an interdisciplinary field that draws on computer sciences, 
artificial intelligence, machine learning, and visualization models and so on.

Concerning statistical methods literature summarizes the change in two points 
(Sedkaoui, 2017):

•	 The new approaches are on the crossroads of IT tools and statistics. it’s 
concerning Machine Learning, where algorithms generate alone, more or less 
models on large amounts of data;

•	 These methods are not new because machine learning dated from 1960s. 
this return to the center stage is due to the fact that these techniques work 
especially well on high amounts of information.

The applied statistics and machine learning community have been quite concerned 
with identifying ways to cross-validate predictions produced by these techniques, 
and avoid simply capitalizing on chance by overfitting their data (James and al, 
2014). But, it’s necessary to point that there are two computational barriers for big 
data analysis: the first concerns the data that can be too big to hold in a computer’s 
memory; while the second is related to the computing task that can take too long to 
wait for the results. These barriers can be approached either with newly developed 
statistical methodologies and/or computational methodologies (Wang and al, 2015).
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From an IT point of view, knowledge of Hadoop is highly desirable. It allows the 
creation of distributed applications and “scalable” on thousands of nodes to manage 
petabytes of data. The principle is to split and parallelize (distribution) data batch 
task to linearly reduce the computation time (scalable) depending on the number of 
nodes. Hadoop becomes the mining web reference tool and e-commerce.

From a statistical point of view the new challenge is both the functional 
representation of bases of construction and relevant models to address and take 
into account the complex data structures: geolocation on graphs, real-time signal, 
3D images, sequences... Every problem, especially industrial, requires a specific 
approach after a search that a conventional engineering development. In the case of 
data streams, the decision support becomes adaptive or sequential. The computational 
tools that often are associated with the analysis of big data also can help scholars 
who are designing experiments or making causal inferences from observational data.

Besides the aforementioned advantages, the heterogeneity of big data also poses 
significant challenges to statistical inference. The model is also changing; reason 
why data were collected to feed statistical models but now models reinventing or 
adapting to best exploit available data. Processing big data, in turn, puts demand 
on computational frameworks and models that need to be fault tolerant, flexible 
and light weight; example by supporting iterative and stream computing, as well as 
local processing of data.

Computing and storage solutions form basis for advanced data analysis, including 
machine learning and statistical modeling. For example, Imai and Ratkovic (2013) 
extended variable selection methods to estimate treatment-effect heterogeneity, 
whereas Green and Kern (2012) used Bayesian additive regression trees to capture 
systematic heterogeneity in treatment effects.

The scalability of statistical methods also poses a major challenge. When data 
becomes big, the possible number of simultaneous hypotheses, as well as data 
points, can be on the order of millions (American Statistical Association, 2015). 
Data sets derived from big data sources are not necessarily random samples of the 
target population.

The big data introduce unique computational and statistical challenges, including 
scalability and storage bottleneck, noise accumulation, spurious correlation 
and measurement errors. These challenges are distinguished and require new 
computational and statistical paradigm. In order to confront the challenges mentioned 
above statistical methods will need to be modernized. More application is needed 
to overcome the methodological difficulties impeding the exploitation of big data 
sources.
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Big data are characterized by high dimensionality and large sample size. These 
two features raise three unique challenges:

•	 High dimensionality brings noise accumulation, spurious correlations and 
incidental homogeneity;

•	 High dimensionality combined with large sample size creates issues such as 
heavy computational cost and algorithmic instability;

•	 The massive samples in big data are typically aggregated from multiple 
sources at different time points using different technologies (Fan and al, 
2014).

Another important point, which represents an often issue in data mining 
and analytics, is the need for sufficiently high quality in the database. Once the 
implementation of the first data warehouse in the 1990s the question of the quality 
of the data was a major issue. In the US, the theorem ‘garbage in, garbage out’, 
or the “GIGO” principal, was immediately widespread. So there is nothing new 
about this description: only data quality will help produce an event, a forecast or 
strategic information and define an action lever. Therefore, the volume of data is of 
little importance, since internal data must be combined with external data in order 
for a company to obtain the most out of its data. The reconciliation of internal and 
external data has always been a challenge.

It is possible to obtain better results by making better use of available data. When 
researchers encounter a set of data, they need to understand not only the limits of 
the available set of data, but also the limits of the questions that it can respond to, 
as well as the range of possible appropriate interpretations. Data analysis, when it 
is not preceded by the word ‘Big’, refers to the development and sharing of useful 
and effective models.

Currently, one of the innovations that make it possible to share and store large 
volumes of data is Cloud Computing. The ‘Cloud’ allows access to shared computing 
resources through an on-demand telecommunication network or self-service modules. 
The cloud transforms storage infrastructure and computing power into services through 
the intermediary of companies that possess servers and rent out their capacities. 
This approach makes it possible to share costs and to provide greater data storage 
and processing flexibility for users. The volume of data generated and stored by 
enterprises made a new step. As already indicated in previous sections, this new 
step creates new approaches for both architectures databases, the parallelization of 
computations as for algorithms and methods used.
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While the parallel and distributed architectures present new capabilities for storage 
and manipulation of data, from an inferential point of view, it is unclear how the current 
statistical methodology can be transported to the paradigm of big data. Cutting-edge 
data management, querying, and analysis techniques in computer science must be 
linked with fundamental approaches in statistics and machine learning to create data 
systems that are flexible, responsive, and predictive. Computer-science techniques 
need to incorporate more statistical approaches, while statistical techniques need to 
develop approaches for trading off statistical power and computational complexity 
(it will be discussed in the next section). The need to analyze and use enormous 
amounts of data more efficiently drives companies towards “data science” in the 
hope of unlocking the power of big data.

SOME NEW METHODS DEVELOPED (ALGORITHMS) 
FOR MASSIVE DATASETS ANALYSIS

The transformation of big data into knowledge is by no means an easy task. Therefore, 
it is challenging for businesses to analyze and extract knowledge from a universe 
due to lack of computing resources available. This section is about methods which 
ride of the progress in computational data analysis. Sound statistical methods 
that are scalable computationally to massive datasets have been proposed. From 
a computational perspective, much effort has been put into the most active, open 
source statistical environment. Software review focuses on the open source R and 
R packages, covering recent tools that help break the barriers of computer memory 
and computing power. Statistician R developers are relentless in their drive to 
extend the reach of R into big data. The statistical methodologies for big data can 
be grouped as follow:

Subsampling-Based

This means that a subsample from the original dataset is taking with respect to a 
carefully designed probability distribution, and uses this sample as a surrogate for 
the original dataset to do model estimation, prediction as well as statistical inference.

1.  The Big Data Bootstrap: Traditionally, subsampling has been used to refer 
to “m-out-of-n” bootstrap, whose primary motivation is to make approximate 
inference owing to the difficulty or intractability in deriving analytical 
expressions (Efron, 1979; Jackknife, 1989). In the massive data setting, there 
is a serious problem: each bootstrap resample is itself massive. However, in 

 EBSCOhost - printed on 2/10/2023 5:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



41

Statistical and Computational Needs for Big Data Challenges

settings involving large datasets, the computation of bootstrap-based quantities 
can be prohibitively demanding. A new procedure which incorporates features 
of both the bootstrap and subsampling is known as the Bag of Little Bootstraps 
(BLB), to obtain a robust, computationally efficient means of assessing estimator 
quality. This method, proposed by Kleiner and al. (2014), is a combination of 
subsampling (Politis and al., 1999), the m-out-of-n bootstrap (Bickel and al., 
1997), and the bootstrap to achieve computational efficiency. The development 
of BLB was motivated by the computational imperative; it can be viewed as a 
novel statistical procedure to be compared to the bootstrap and subsampling 
according to more classical criteria.

2.  Leveraging: Leveraging methods are designed under a subsampling framework, 
in which one samples a small proportion of the data (subsample) from the full 
sample, and then performs intended computations for the full sample using the 
small subsample as a surrogate. Ma and Sun (2014) proposed to use leveraging 
to facilitate scientific discoveries from big data using limited computing 
resources. The key to success of the leveraging methods is to construct the 
weights, the nonuniform sampling probabilities, so that influential data points 
are sampled with high probabilities.

3.  Mean Log-Likelihood: Liang and al. (2013) proposed a new parameter 
estimator, maximum mean log-likelihood estimator, for big data problems, 
and a resampling-based stochastic approximation method for obtaining 
such an estimator. The method uses Monte Carlo averages calculated from 
subsamples to approximate the quantities needed for the full data. Motivated 
from minimizing the Kullback–Leibler (KL) divergence, they approximate the 
KL divergence by averages calculated from subsamples. The solution to the 
mean score equation is obtained from a stochastic approximation procedure, 
where at each iteration; the current estimate is updated based on a subsample 
of size m drawn from the full data. As m is much smaller than n, the method 
is scalable to big data. Liang and al. (2013) established the consistency and 
asymptotic normality of the resulting estimator under mild conditions.

Divide and Conquer Method

The divide and conquer method solves big data problems in the following manner. 
First, the original massive dataset is divided into 𝐾 small blocks that are manageable
to the current computing facility unit. Then, the intended statistical analysis is 
performed on each small block. Finally, an appropriate strategy will be used to 
combine the results from these 𝐾 blocks. As a result, the computation for the divide
and conquer method can easily be done in parallel.
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This is trivial for some models, like linear models or generalized linear models, 
for which the estimation procedures are linear by construction. More specifically, 
the estimating equations for the full data themselves can be written as a summation 
of all smaller blocks. The readers are referred to for more detailed discussion and 
theoretical properties for resulting estimators for a single parameter case.

1.  Aggregated Estimating Equations: In recent years, there have been active 
researches on developing compression and aggregation schemes to support 
fast online analytical processing (OLAP) of various statistical analyses, such 
as linear regression, general multiple linear regression, logistic regression 
analysis… However, many advanced statistical analyses are nonlinear and 
thus most of the current OLAP tools cannot be used to support these advanced 
analyses. Aggregated estimating equations develop a computation and storage 
efficient algorithm for estimating equation (EE) estimation in massive data sets 
using a divide and conquer strategy. In each partition of the data set, the raw 
data is compressing into some low dimensional statistics and then discard the 
raw data. Results an approximation to the EE estimator, the AEE estimator, 
by solving an equation aggregated from the saved low dimensional statistics 
in all partitions. Such low dimensional statistics are taken as the EE estimates 
and first-order derivatives of the estimating equations in each partition. For 
general nonlinear assessment equations were offered a linear approximation 
of the estimating equations with the Taylor expansion at the solution in each 
block. Lin & Xi (2011) showed that the aggregated estimator has the same 
limit as the estimator from the full data.

2.  Parallel MCMC: Computational intensity and sequential nature of estimation 
techniques for Bayesian methods in statistics and machine learning, combined 
with their increasing applications for big data analytics, necessitate both the 
identification of potential opportunities to parallelize techniques such as Monte 
Carlo Markov Chain (MCMC) sampling. In the Bayesian framework, it is 
natural to partition the data into k subsets and run parallel MCMC on each one 
of them. The prior distribution for each subset is often obtained by taking a 
power 1/k of the prior distribution for whole data in order to preserve the total 
amount of prior information. Neiswanger and al. (2013) proposed to use kernel 
density estimators of the posterior density for each data subset, and estimate 
the full data posterior by multiplying the subset posterior densities together. 
This method is asymptotically exact in the sense of being converging in the 
number of MCMC iterations. Wang and al (2015) replaced the kernel estimator 
of Neiswanger and al. (2013) with a random partition tree histogram, which 
uses the same block partition across all terms in the product representation of 
the posterior to control the number of terms in the approximation such that it 
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does not explode with m. Scott and al. (2013) proposed a consensus Monte 
Carlo algorithm, which produces the approximated full data posterior using 
weighted averages over the subset MCMC samples.

Divide-and-conquer is a natural computational paradigm for approaching big 
data problems, particularly given recent developments in distributed and parallel 
computing, but some interesting challenges arise when applying divide-and-conquer 
algorithms to statistical inference problems. One interesting issue is that of obtaining 
confidence intervals in massive datasets.

Massive Time-Series Datasets

The detection and analysis of events within massive collections of time-series has 
become an extremely important task. In particular, many scientific investigations 
(e.g. the analysis of microlensing and other transients) begin with the detection of 
events in irregularly-sampled series with both non-linear trends and non-Gaussian 
noise. This approach harnesses the power of Bayesian modeling while maintaining 
much of the speed and scalability of more ad-hoc machine learning approaches.

Coarse-to-Fine Method

Another surprising yet proved to be effective idea proposed much recently is the 
coarse-to-fine method. In order to make intended algorithms for the massive dataset 
scalable, statisticians introduced a simple solution: rounding parameters. Hence the 
continuous real numbers of data are simply rounded from higher decimal places 
to lower decimal places. A substantial number of observations are degenerated 
to be identical. This idea was successfully applied to the functional data analysis 
using smoothing spline ANOVA models (Helwig and Ma, 2016). Indeed, in recent 
years slanted plane methods that jointly reason about stereo/flow and super pixels 
have been proposed (Yamaguchi and al, 2013). While they perform very well in 
challenging scenarios they are however computationally very expensive, limiting 
their applicability to real-wold applications such as autonomous driving.

Algorithm Weakening

In the case of BLB the flexibility inheres in the choice of m (the subsample size) 
and in the case of Divide-Factor-Combine (DFC) it is the choice of l (the submatrix 
dimension). Chandrasekaran and Jordan (2013) define a notion of “algorithmic 
weakening,” in which a hierarchy of algorithms is ordered by both computational 
efficiency and statistical efficiency.
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The problem that they address is to develop a quantitative relationship among 
three quantities: the number of data points, the runtime and the statistical risk. 
Chandrasekaran and Jordan (2013) focus on the denoising problem, an important 
theoretical testbed in the study of high-dimensional inference. General framework 
for algorithm weakening based on relaxations of convex sets.

Convex optimization methods offer a powerful framework for statistical inference 
due to the broad class of estimators that can be effectively modeled as convex 
programs. Further the theory of convex analysis is useful both for characterizing 
the statistical properties of convex programming based estimators as well as for 
developing methods to compute such estimators efficiently.

Online Updating Approaches

Motivated from a Bayesian inference perspective, Schifano and al. (2015) extends 
the work of Lin and Xi (2011) in a few important ways. First, they introduce divide-
and-conquer-type variance estimates of regression parameters in the linear model 
and estimating equation settings. Then, they develop iterative estimating algorithms 
and statistical inferences for linear models and estimating equations that update 
as new data arrive. After that, they address the issue of possible rank deficiencies 
when dealing with blocks of data, and the uniqueness properties of the combined 
and cumulative estimators when using a generalized inverse.

Instead, they propose outlier tests relying on predictive residuals, which are based 
on the predictive values computed from the cumulative estimate of the regression 
coefficients attained at the previous accumulation point. In addition, a new online-
updated estimator of the regression coefficients corresponding estimator of the 
standard error in the estimating equation setting which takes advantage of information 
from the previous data are introduced by authors.

CONCLUSION

With the developing of the IoT and the coming the semantic web, new methods for 
representing, storing and sharing information are going to replace the traditional 
systems. Offering to businesses and decision-makers, unprecedented opportunities 
to tackle much larger and more complex big data challenges. This chapter has dealt 
with the issue of extraction of knowledge from data driven by statistics and computing 
in order to deal big data challenges. Such as: (i) the complexity of data (collected 
from different sources and different formats). (ii) Noisy data challenge: big data 
generally include different kinds of measurement errors, outliers and missing values. 
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(iii) Dependent data challenge: in varied types of current data, such as financial 
time series and so on.

To handle the challenges of big data, new statistical thinking and computational 
methods are needed. Because, classical statistical methods are often unsuited for 
big data purposes, which can be linked to a lack of flexibility in existing methods, 
but also to the assumptions that are typically made for mathematical convenience, 
and the particular way of drawing inference from data.

For example, many traditional methods that perform well for moderate sample 
size do not scale to massive data. Similarly, many statistical methods that perform 
well for low-dimensional data are facing significant challenges in analyzing high-
dimensional data. In terms of statistical methods, dimension reduction and variable 
selection play pivotal roles in analyzing high-dimensional data. New statistical 
procedures with these issues in mind are crucially needed.

With the challenges and opportunities of big data and necessity of turning data into 
knowledge, statistics is an essential scientific discipline because of its sophisticated 
methods for statistical inference, prediction, quantification of uncertainty, and 
experimental design. Statistics is closely related to machine-learning and knowledge 
discovery, and depends heavily on data-visualization techniques. And knowledge 
discovery is on the interface of computing and statistics, and the main issues faced 
were to find a point of contact between the two disciplines already explored, statistics 
and computing science.

The collaboration between statistics and computer science is needed to control 
runtimes that will maintain the statistical procedures usable on large-scale data 
while ensuring good statistical properties. Then, analysis of the data is application 
oriented and driven by computation. In case of data analytics, companies analyzed 
requirements regarding (i) Data: types, structure, format and sources and (ii) data 
Processing: operations, performance and conditions.

Obviously, more can be done, following either the undertaken direction or 
exploring new solutions. This include the ever-changing landscape of data and 
their associated characteristics, evolving data analysis paradigms, challenges of 
computational infrastructure, data sharing and data access, and – crucially – our 
ability to integrate data sets and their analysis toward an improved understanding. 
Moreover the type of analysis which is needed to be done on the data depends 
highly on the results to be obtained through decision making. This can be done to 
(i) incorporate massive data volumes in analysis or (ii) determine upfront which big 
data is relevant (quality). So, the biggest challenge of the zetabytes age will not be 
storing all that data, it will be figuring out how to make sense of it.
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KEY TERMS AND DEFINITIONS

Analytics: Has emerged as a catch-all term for a variety of different business 
intelligence (BI)- and application-related initiatives. For some, it is the process of 
analyzing information from a particular domain, such as website analytics. For 
others, it is applying the breadth of BI capabilities to a specific content area (for 
example, sales, service, supply chain, and so on). In particular, BI vendors use the 
“analytics” moniker to differentiate their products from the competition. Increasingly, 
“analytics” is used to describe statistical and mathematical data analysis that clusters, 
segments, scores, and predicts what scenarios are most likely to happen. Whatever 
the use cases, “analytics” has moved deeper into the business vernacular. Analytics 
has garnered a burgeoning interest from business and IT professionals looking to 
exploit huge mounds of internally generated and externally available data.

Big Data: The term big data is used when the amount of data that an organization 
has to manage reaches a critical volume that requires new technological approaches 
in terms of storage, processing, and usage. Volume, velocity, and variety are usually 
the three criteria used to qualify a database as “big data.”

Business Intelligence (BI): An umbrella term that includes the applications, 
infrastructure and tools, and best practices that enable access to and analysis of 
information to improve and optimize decisions and performance.

Data: This term comprises facts, observations, and raw information. Data itself 
has little meaning if it is not processed.

Data Analysis: A class of statistical methods that makes it possible to process a 
very large volume of data and identify the most interesting aspects of its structure. 
Some methods help to extract relations between different sets of data, and thus, draw 
statistical information that makes it possible describe the most important information 
contained in the data in the most succinct manner possible. Other techniques make 
it possible to group data in order to identify its common denominators clearly, and 
thereby understand them better.

Data Mining: This practice consists of extracting information from data as the 
objective of drawing knowledge from large quantities of data through automatic or 
semi-automatic methods. Data mining uses algorithms drawn from disciplines as 
diverse as statistics, artificial intelligence, and computer science in order to develop 
models from data; that is, in order to find interesting structures or recurrent themes 
according to criteria determined beforehand, and to extract the largest possible 
amount of knowledge useful to companies. It groups together all technologies 
capable of analyzing database information in order to find useful information and 
possible significant and useful relationships within the data.
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Data Science: A new discipline that combines elements of mathematics, statistics, 
computer science, and data visualization. The objective is to extract information 
from data sources. In this sense, data science is devoted to database exploration and 
analysis. This discipline has recently received much attention due to the growing 
interest in big data.

Exploratory Data Analysis (EDA): In statistics, EDA is an approach to analyzing 
data sets to summarize their main characteristics, often with visual methods.

Garbage In, Garbage Out (GIGO): In the field of computer science or 
information and communications technology refers to the fact that computers, since 
they operate by logical processes, will unquestioningly process unintended, even 
nonsensical, input data (“garbage in”) and produce undesired, often nonsensical, 
output (“garbage out”). The principle applies to other fields as well.

Hadoop: Big data software infrastructure that includes a storage system and a 
distributed processing tool.

Information: Consists of interpreted data, and has discernible meaning. It is 
lies in descriptions and answers questions like “Who?” “What?” “When?” and 
“How many?”

Knowledge: A type of know-how that makes it possible to transform information 
into instructions. Knowledge can either be obtained through transmission from those 
who possess it, or by extraction from experience.

Machine-to-Machine (M2M): Communications is used for automated data 
transmission and measurement between mechanical or electronic devices. The key 
components of an M2M system are field-deployed wireless devices with embedded 
sensors or RFID-wireless communication networks with complementary wireline 
access including but not limited to cellular communication, Wi-Fi, ZigBee, WiMAX, 
wireless LAN (WLAN), generic DSL (xDSL), and fiber to the x (FTTx).

MapReduce: A programming model or algorithm for the processing of data 
using a parallel programming implementation and was originally used for academic 
purposes associated with parallel programming techniques.

Scalability: The measure of a system’s ability to increase or decrease in 
performance and cost in response to changes in application and system processing 
demands. Enterprises that are growing rapidly should pay special attention to 
scalability when evaluating hardware and software.

Semantic Web: (Also known as the Web 3.0) This is a network that allows 
machines to understand semantics, which is to say the meaning of information 
published online. It expands the network of web pages understandable by humans by 
adding metadata that is understandable by a machine and that creates links between 
content and different pages, which in turn allows automatic agents to access the 
web in a more intelligent manner and to carry out some tasks in the place of users.
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Smart Data: The flood of data encountered by ordinary users and economic 
actors will bring about changes in behavior, as well as the development of new 
services and value creation. This data must be processed and developed in order 
to become “smart data.” Smart data is the result of analysis and interpretation of 
raw data, which makes it possible to effectively draw value from it. It is, therefore, 
important to know how to work with the existing data in order to create value.

Statistical Inference: The process of deducing properties of an underlying 
distribution by analysis of data. Inferential statistical analysis infers properties 
about a population. This includes testing hypotheses and deriving estimates. The 
population is assumed to be larger than the observed data set; in other words, the 
observed data is assumed to be sampled from a larger population.

Web 2.0: The set of techniques, functions, and uses of the world wide web that 
have followed the original format of the web. It concerns, in particular, interfaces that 
allow users with little technical training to appropriate new web functions. Internet 
users can contribute to information exchanges and interact (share, exchange, etc.) 
in a simple manner.
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ABSTRACT

The term big data refers to the data that exceeds the processing or analyzing 
capacity of existing database management systems. The inability of existing DBMS 
to handle big data is due to its large volume, high velocity, pertaining veracity, 
heterogeneous variety, and on-atomic values. Nowadays, healthcare plays a vital 
role in everyone’s life. It becomes a very large and open platform for everyone to do 
all kinds of research work without affecting human life. When it comes to disease, 
there are so many types found all over the world. But among them, AIDS (acquired 
immunodeficiency syndrome) is a disease that spreads so quickly and can easily turn 
life to death. There are many studies going on to create drugs to cure this deadly 
disease, but until now, there has been no success. In cases such as this, big data is 
implemented for better a result, which will have a good impact on society.
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Usage of Big Data Prediction Techniques for Predictive Analysis in HIV/AIDS

INTRODUCTION

The rapid increase in population creates an issue in handling and analyzing the 
population data for the traditional data base management system. So Big data came 
into figure to solve the issue. Infectious disease are the disorder that happened in 
a normal body by organisms-such as bacteria, viruses, fungi or parasites. Some 
infectious diseases pass from one person to another person. Some are transmitted due 
to insects or animals bite. And others may happen by consuming contaminated food 
or water or by getting exposed to the organisms which present in the environment. 
AIDS (Acquired immunodeficiency syndrome) becomes a very fast spreading and 
turning the life to death, disease. HIV spreads from one person to another person 
in the population in many different ways that may be due to blood, semen and pre-
seminal fluid (“pre-cum”), rectal fluids/anal mucous, vaginal fluids, breast milk. This 
chapter describes three types of measure those are oral meditative, Environmental 
Predicative and another one is a operational predicative measure. But till now there 
is no scope of operational measures, so it tends to null. But as if we will consider 
oral meditative measures then several medicines are invented for fighting with HIV/
AIDS but that is only to sustain with the virus it does not eradicate the virus totally 
or the person cannot be cured from this disease. Environmental predicative measure 
includes many environmental factors, among them some factors are like poverty, 
cultural aspects, including religion and traditions, appear to play an essential role in 
the rapid and global development of AIDS epidemic. The provided measures will 
help the society for the better prevention of HIV/AIDS.

BIG DATA

Nowadays, data is coming in a very large and very fast manner, which becomes 
difficult for the traditional database to handle, so big data came to be. There are many 
characteristics of big data, but mostly 9v’s are considered. The main characteristics 
of big data are volume, velocity, veracity, verity, value, validity, volatility, variability, 
and visualization.

•	 Volume indicates the amount (Hammer et al., 2008) of data that may in Gbs 
or Tbs or more than that.

•	 Velocity is considered as how fast the data are created and collected.
•	 Validity means till which time extend the data will be valid. And it also 

indicates that how much the data is valid for the computation.
•	 Veracity means the truthfulness of data. Value means, how much the data is 

valuable.
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•	 Verity means how many types of data are present that may be structured 
(Oweis et al., 2015), semi-structured or unstructured. If we will consider one 
by one then we can say that structured data includes the data bases, the semi-
structured data includes XML (Uddin et al., 2014) Files and the unstructured 
comes into figure in case of social media like Facebook, Twitter.

•	 Value deals with the valuable input. It indicates how much the data is valuable 
for the computation. It also includes the value that needed to be spent for 
storing the data. Like if we store the data in low cost storage (Toshniwal 
et al., 2015) then may cause some difficulties in future to access the data. 
Sometimes it can happen that the data will be lost forever. So, Value should 
be taken care of.

•	 Volatility means the volatile character of data i.e. the same data should be 
available all the time for all the users for computation and getting the result 
(DeRoos et al., 2014). Like there are many online shopping companies where 
they don’t want to store some data about the customer’s purchase because 
after one year the warranty period ends. So, after one year they delete the data 
from their database.

Figure 1. Characteristics of Big Data
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•	 Variability, it indicates that may be the velocity of data varies that may be 
at peak for some time and sometimes (Patel et al., 2012) very slow. And 
also, along with the velocity, the data flows may be highly inconsistent. So, it 
becomes a challenge to manage the data, especially when unstructured data 
is involved.

•	 Visualization is the process which helps to understand the meaning of 
different data values in a faster and accurate manner.

OVERVIEW OF INFECTIOUS DISEASE

Infectious diseases are disorders that occur in a normal body due to organisms-such 
as bacteria, viruses, fungi, or parasites. Some organisms are already present in and 
on our bodies; normally they are not harmful and can even be helpful, but under 
some circumstances, some organisms may cause disease (Barreiro-Gomez et al., 
2015). Some infectious diseases pass from one person to another person, some 
are transmitted due to insect or animal bites, and others are caused by consuming 
contaminated food or water, or result from being exposed to other organisms, which 
are present in the environment. Signs and symptoms vary depending on the kind 
of organism that becomes the cause of infection, but most of the time, the disease 
includes fever. Mild infections may be cured by some home remedies, while some 
life-threatening infections may require hospitalization (Almeida et al., 2016). The 
ways through which infectious disease spreads are as follows:

Direct Contact

The infection can spread from one person to another person by means of exchanging 
the bacteria or virus through touches, kisses, coughs, or sneezes. The disease can 
also travel from animals to a person if the person is bitten or scratched by an infected 
animal. A person even can become sick due to his/her own pet. The germs can pass 
to an unborn baby from their mother because the unborn child resides in the womb 
of its mother.

Indirect Contact

Disease-causing organisms can also be passed through indirect contact. For example, 
someone who touches a doorknob that was handled by someone afflicted with the 
flu or a cold could pick up the germs that the sick person left behind. If the person 
who touched the doorknob proceeded to touch their eyes, mouth, or nose before 
cleaning hands, they can then become infected by the disease.
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Spread Through Mouth

Some infections are spread through faeces that come from mouth of the infected 
person (Ray et al., 2016). Normally, the size of faeces are microscopic. These travel 
from one person’s mouth to another person’s mouth by air. Some examples of this 
kind of disease are listed below:

•	 Hand, foot disease
•	 Hepatitis-A
•	 Mouth disease

Spread by Skin or Mucous Membrane Contact

Infection spreads directly or indirectly when negligible particles of skin or mucous 
membrane come into contact with the unaffected person’s skin or mucous membrane 
(Koçak et al., 2016).

Examples:

•	 Chickenpox
•	 Head lice
•	 Cold sores (herpes simplex infection)

Spread Through Blood

Blood or other fluids of body (for example: urine, saliva, breast milk, secretion 
from semen and vagina, etc.) plays a vital role in the transferring of infection from 
person to person (Chang et al., 2016). Additionally, diseases and infections can 
spread through the bloodstream of an infected person. This can occur in a transfer 
of blood or the reuse of a needle.

Examples:

•	 Hepatitis-B
•	 Human immunodeficiency virus (HIV) infection
•	 Hepatitis-C

Spread Through Food or Water

There are some diseases whose main cause is consumption of water or a wide variety 
of foods that contain disease-causing germs or related toxins (Khalid et al., 2016).

Examples:
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•	 Typhoid and paratyphoid
•	 Shigella infection
•	 Listeria infection

Spread Through the Air by Droplets

When a person is infected with a disease or illness, they can transmit the disease by 
talking, coughing, or sneezing more than one small droplet containing the infectious 
agent goes into the air (Ray et al., 2016). And because of the droplets’ size, they 
can travel in the air, but only for a short distance (around a meter) from the infected 
person. In between that time, if the droplets are inhaled by a nearby person, then 
the person gets the virus, which affects the normal health condition of that person. 
Even if a nose or mouth is touched by the hands that contain the droplet, then the 
infection can spread.

Examples:

•	 Flu
•	 Meningococcal disease
•	 Common cold

Spread Through the Air by Aerosol

The small particle that aerosols contain hold infectious agents of coughs or sneezes. 
But, because of their tiny size, the small particles of aerosols are sustained in air for 
a long time and can travel long distances. And in between the time, these particles 
may be inhaled by an uninfected person, which causes the person to become infected 
by the virus.

Examples:

•	 Chickenpox
•	 Measles
•	 Tuberculosis (TB)

Diseases Where Person-to-Person Spread Occurs Rarely

There are some infectious disease which very rarely spread through direct or indirect 
contact of person to person (Borysiak et al., 2016). Those diseases can be spread 
by coming into the contact with an environmental source such as animals, insects, 
water, or soil.

Diseases spread by contact with animals:
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•	 Psittacosis
•	 Hydrated disease
•	 Cat-scratch Disease

Diseases spread by insects:

•	 Malaria
•	 Dengue fever
•	 Barmah Forest virus infection

Diseases spread by contact with water or soil:

•	 Tetanus.
•	 Amoebic meningitis

OVERVIEW OF AIDS/HIV

As everyone knows the count of people who are affected by AIDS/HIV is increasing 
day by day.

What Is HIV?

HIV (Human Immunodeficiency Virus) is a virus which directly targets the immune 
system. Once this virus goes into the body, it directly increases its cells in blood by 
decreasing the WBC (White Blood Cells) count; white blood cells are the fighters of 
immune system that help to fend off illness and disease. If a person gets infected by 
HIV and is not going through any type of treatment, then it’s very difficult for him/
her to fight off any type of infection or disease as the immune system goes down due 
to HIV. The spread of HIV depends on age, health, and background. But still, if HIV 
is left untreated for 10 to 15 years, then it damages the whole immune system. As 
such, HIV can be transferred through semen, blood, vaginal, anal fluids, and breast 
milk. It is not possible for HIV to be transmitted by sweat, saliva, or urine (Borysiak, 
2016). The virus spreads from one person to another through blood transfer, sexual 
contact, and from infected mother to their babies during pregnancy, childbirth, and 
breast feeding. Some other ways in which HIV can be transmitted are through vaginal 
sex, oral sex, anal sex, blood transfusion, and contaminated hypodermic needles. 
“In the early stages of HIV infection, the most common symptoms are none,” says 
Michael Horberg, MD, director of HIV/AIDS for Kaiser Permanent, in Oakland.
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Basic Facts About HIV

•	 HIV stands for human immunodeficiency virus.
•	 There is effective antiretroviral treatment available so people with HIV can 

live a normal, healthy life.
•	 The earlier HIV is diagnosed, the sooner treatment can start – leading to 

better long term health.
•	 HIV is found in semen, blood, vaginal and anal fluids, and breast milk.
•	 HIV cannot be transmitted through sweat, saliva or urine.
•	 Using male condoms or female condoms during sex is the best way to prevent 

HIV and other sexually transmitted infections.
•	 If you inject drugs, always use a clean needle and syringe, and never share 

equipment.
•	 If you are pregnant and living with HIV, the virus in your blood could pass 

into your baby’s body, or after giving birth through breastfeeding. Taking 
HIV treatment virtually eliminates this risk.

What Is AIDS?

AIDS is not a virus but a set of symptoms  (or syndrome) caused by the HIV virus. 
A person is said to have AIDS when their immune system is too weak to fight 
off infection and develop certain defining symptoms and illnesses (Oweis et al., 
2015). This is the last stage of HIV, when the infection is very advanced, and if left 
untreated, will lead to death.

Basic Facts About AIDS

•	 AIDS stands for acquired immune deficiency syndrome.
•	 AIDS is also referred to as advanced HIV infection or late-stage HIV.
•	 AIDS is a set of symptoms and illnesses that develop as a result of advanced 

HIV infection which has destroyed the immune system.
•	 Treatment for HIV means that more people are staying well, with fewer 

people developing AIDS.

Although there is currently no cure for HIV, with the right treatment and support, 
people with HIV can live long and healthy lives. To do this, it is especially important 
to undergo treatment and deal with the possible side-effects. Before going into the 
HIV life cycle, we should know the structure of HIV. Here Figure 2 shows a virus 
structure.
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Figure 2 shows the structure of a HIV (Human Immunodeficiency Virus). The 
two dot marks inside the cell are HIV Enzymes which help the proteins to carry out 
the steps of the HIV lifecycle. Next comes HIV RNA, RNA means ribonucleic acid. 
It is an important molecule with long chains of nucleotides. A nucleotide contains a 
nitrogenous base, a ribose sugar, and a phosphate. Mostly RNA is a genetic material 
of HIV. HIV Capsid is the core of HIV which looks like bullet shaped and contains 
HIV RNA (Rutherford et al., 2016) and HIV Enzymes. HIV Envelope is the surface 
of HIV. HIV Glycoproteins are present at the surface of the HIV Envelope in spike 
shape. It plays an important role for the virus to get into the protein cell. First, it 
attaches itself to proteins on the surface of the cell. Then, it acts like a spring-loaded 
mousetrap and snaps into a new conformation that drags the virus and cell close 
enough that the membranes fuse. Finally, the HIV genome is released into the cell, 
where it quickly gets to work building new viruses.

Symptoms of AIDS

When it comes to the symptoms of AIDS, it’s initially difficult to find a person 
affected with AIDS. But later on, there are some symptoms found in the human 
body which indicates that the person is affected with HIV, so below some common 
symptoms are given:

Figure 2. Structure of HIV
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1.  Fever: From a layman point of view, fever indicates the increase in body 
temperature due to any type of imbalance in health condition. Otherwise, fever 
is the initial response of a body to any type of infection. If one is infected with 
HIV, then he/she will experience flu-like symptoms sometime during the first 
four weeks, after being exposed to the virus. This is called a primary HIV 
infection. The range of fever can be anywhere from a mild fever to a fever 
of 102-degree F. Fever may also be accompanied by a sore throat, swollen 
lymph nodes, and nausea. When the virus moves deep into the bloodstream 
and starts to replicate, it disrupts the function of the immune system and cause 
an inflammatory reaction.

2.  Skin Rashes: These come into figure either in the early or late stage of infection. 
Rashes of the eyes without any allergic reaction or drug overdose should put 
on an alert. They can appear in many colors: red, brown, pink, or purplish 
blotches on or under the skin, inside the mouth, nose, or eyelids. If the skin 
rash is prolonged, despite medication, then it’s best to undergo an HIV test 
(Lu et al., 2016).

3.  Swollen Lymph Nodes: Lymph Nodes are a part of immune system and can 
be affected first, in response to the inflammatory reaction of the immune 
system. Swollen lymph node can also indicate any other health degradation. 
But lingering swelling of lymph glands in the armpits, groin, or neck makes 
are indications that a doctor visit may be necessary.

4.  Prolonged Fatigue: Extreme and inexplainable tiredness is a sign that indicates 
that there is something awry in the body. If a person gets affected by HIV, as 
it directly attacks the immune system of the body, then the person will feel 
lethargic and tired as it decreases the strength of human body.

5.  Muscle and Joint Pains: Muscle and joint pain is another most prominent 
symptom for a person who get affected by HIV.

6.  Extreme Headache: Like muscle and joint pain, headaches with fever can be 
a symptom for other diseases, but it cannot be neglected as it is a commonly 
found symptom of HIV infected people.

7.  Diarrhea: If diarrhea continues for more than a week, then it becomes a matter 
of concern. Incessant diarrhea which doesn’t stop, even after taking medication, 
could be a possible symptom of HIV infection (Sarac et al., 2016).

8.  Rapid and Unexplained Weight Loss: Along with diarrhea, if rapid weight 
loss is marked, then it may be that the virus has already depleted the person’s 
system to the maximum. If anyone is losing 10 percent of their body weight 
and experiences diarrhea and nausea, then it might not be good news for the 
person.
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9.  Pneumonia: If a person is suffering from cough, cold, weight loss, and diarrhea 
then it could mean that they have contracted a disease called pneumonia. If the 
person suffers from these symptoms for a long time, even with the medicine, 
then they should consult a doctor. Pneumonia is a very common occurrence 
for the people affected with HIV.

10.  Night Sweats: There are some people who gets night sweats, which is not related 
to any temperature change or due to working out. This is also an unavoidable 
symptom of HIV.

11.  Fungal Infection: A fungal infection can be identified through yellow, 
discolored, thickened, or brittle nails. This indicates a secondary infection 
after being infected with HIV. This infection can also be found as thrush in 
the mouth. If these symptoms are present, it could be an indication to test for 
HIV.

12.  Memory Loss or Depression: This is mostly fond in the later stage of the 
illness, but it is an obvious sign to watch out for the infection.

Lifecycle of HIV

Lifecycle refers to the life of HIV: how it starts, spreads, and affects the human life. 
The HIV virus makes its target a type of white blood cell, called a T-helper cell (also 
called CD4 cell). These cells play an important role for having a healthy immune 
system as they help us to fight against diseases and infections. HIV cannot grow or 
reproduce on its own. Instead, it makes new copies of itself inside T-helper cells 
(Anelone et al., 2017). This damages the immune system and gradually weakens 
our natural defense. This process of infected T-helper cells multiplying is called 
the HIV lifecycle. Understanding the HIV lifecycle helps scientists to know how to 
attack the virus when it is weak and reduce its ability to multiply.

Stages of the Life Cycle

1.  Binding: This is the initial phase of HIV/AIDS. In this phase, the virus tries 
to attach to the CD4(A protein present on the outside of infection- fighting 
white blood cells) receptor. HIV begins its lifecycle when it binds to a CD4 
receptor and one of two co-receptors on the surface of a CD4+ T- lymphocyte.

2.  Fusion: The virus then fuses with the host cell. After fusion, the virus releases 
RNA, its genetic material, into the host cell.

3.  Reverse Transcription: An HIV enzyme called reverse transcript-pase converts 
the single strand HIV RNA to double-strand HIV DNA.
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4.  Replication: Once integrated into the CD4 cell DNA, HIV begins to use the 
machinery of CD4 cell to make long chains of HIV proteins. The protein chains 
are the building blocks for more HIV.

5.  Integration: The newly formed HIV DNA enters the host cell’s nucleus, where 
an HIV enzyme called integrase “hides” the HIV DNA within the host cell’s 
own DNA. The integrated HIV DNA is called provirus. The provirus may 
remain inactive for several years, producing few or no new copies of HIV.

Figure 3. Life cycle of HIV
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6.  Assembly: An HIV enzyme called protease cuts the long chains of HIV proteins 
into smaller individual proteins. As the smaller HIV proteins come together 
with copies of HIV’s RNA genetic material, a new virus particle is assembled.

7.  Budding: The newly assembled virus pushes out (“buds”) from the host cell. 
During budding, the new virus steals part of the cell’s outer envelope (Young 
et al., 2014). This envelope, which acts as a covering, is studded with protein/
sugar combinations called HIV glycoproteins (Hotez et al., 2016). These HIV 
glycoproteins are necessary for the virus to bind CD4 and co- receptors. The 
new copies of HIV can now move on to infect other cells.

HADOOP

Hadoop is an important tool for Big Data Analytics. The origin of Hadoop came 
from the Google File System paper in 2003. Hadoop is a framework for storing 
large amount of data on clusters of commodity hardware and processing of that data 
(Hammer et al., 2008). A cluster is a group of interconnected computers (known as 
nodes) that can work on a common problem. The modules of Hadoop framework 
is designed with an assumption that any failure in hardware will be automatically 
handled by the framework (Almeida et al., 2016).

Hadoop consists of two main components: Hadoop Distributed File System 
(HDFS) and MapReduce.

Hadoop Distributed File System (HDFS)

Hadoop contains two main components: storage and processing. The Hadoop 
Distributed File System (HDFS) is the storage component. HDFS is a distributed, 
scalable, fault tolerant and portable file system written in Java for storing and 
managing huge amount of data. Hadoop creates multiple replicas of the work and 
distribute them among nodes (machine) in the cluster and HDFS stores the data 
that will be processed. It enables reliable and rapid access of the data. HDFS is a 
master-slave architecture in which master nodes are known as Namenode and slave 
nodes are known as Datanode. Namenode stores the name systems (directories and 
files) and manages the functioning of connected Datanodes (Uddin et al., 2014). To 
ensure high availability there also a secondary Namenode. The secondary Namenode 
is responsible for performing periodic checkpoints and keeps an up-to-date copy 
of the system in the memory. In the event of failure of the Namenode, checkpoints 
can be used to restart that Namenode. Datanode provide the actual data storage and 
it is where the processing is done. They are responsible for serving read and write 
requests of the client. Figure 4 represents the architecture of HDFS.
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MAPREDUCE

MapReduce is a framework for performing distributed data processing using the 
MapReduce programming model. It is the processing component of Hadoop. The 
data consists of key-value pairs and computation (Oweis et al., 2015) involves two 
phases: the map phase and the reduce phase. The MapReduce has a single master 
service known as JobTracker and multiple slave services known as TaskTracker, 
one for each node in the cluster. JobTracker manages the job and resources and 
assignment of map and reduce tasks to TaskTracker. The TaskTracker is responsible 
for running the map and reduce tasks.

With Hadoop 2, there is an additional component known as YARN. The YARN 
(Yet Another Resource Manager) is a tool that enables other data processing 
frameworks to run on Hadoop. It provides scheduling and assignment of CPU 
cycles and memory to waiting applications in the Hadoop cluster. It also provides 
general-purpose resource management facility.

Figure 5 represents a simple example of how MapReduce works. MapReduce 
consists of two basic steps: a map step and a reduce step. Map step takes input tasks 
and splits them into smaller sub-tasks. It then performs some required operations 
on each sub-task and gives some intermediate outputs. Reduce step combines the 
intermediate outputs from the map step and gives final output. Each input and output 
is represented as <key, value> pair. The simple way to tell if MapReduce is working 
is to have it complete a word count task, which counts the number of times each 
word is present in a given input. As shown in the figure, the map step first splits the 
given input into smaller sub-tasks. Then it maps each sub-task as set of key-values 
in the form of <word, 1>. After that, the reduce step shuffles the <key, value> pair 
with same key. It then merges the pair and displays them as: <key, count>, where 
count is the sum of each 1 value of a key (word).

Figure 4. HDFS architecture
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POPULATION DYNAMICS

Population dynamics is the study of any type of change in size or structure of 
population depending on the time. The main factors that affect population dynamics 
are rates of reproduction, death, and migration. As the world and technology are 
changing, more efficient and accurate results are needed. Big data is very useful for 
this because it stores and processes the data for the results that we need. Population 
also varies according to geographic region (e.g. there is less of a population in forests 
and hills in comparison to other, more urban areas). Cause of infectious disease 
varies with population depending on the atmosphere. Population dynamics is the 
study of life science, which deals with the study of changes in population with time 
(Radhi et al., 2016). If, in a location, a harmful disease is seen, then automatically 
the population of that area gets affected. For instance, Dengue fever is a very harmful 
disease which has a bad effect on the population. Dengue fever is mostly seen in 
the foresty areas where a large number of trees are present. Additionally, dengue 
mosquitoes are seen the most in areas where water is stored without proper care.

Figure 5. Example of working of MapReduce
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STATE OF THE ART

Nowadays, HIV is a serious public health problem in many communities. Till now, 
various research studies have been done on HIV. A supervised model has been 
developed to the help the literature screening of HIV. In this chapter, the author 
has explained that it becomes difficult for the researchers to get the accurate and 
most up-to-date results from the literature collected from different sources. So, for 
better utilization they have used the logistic tree classifier model. As a result, the 
system correctly labels the great majority of relevant documents, which becomes 
useful for the researchers to assess a greater number of documents in less time (Ray 
et al., 2016). This helps to improve the quality of service for HIV infection. An 
experiment has been conducted with Gold nano-particles and a mixture of normal 
salt(NaCl) and water. And according to the changes in wavelength, it is concluded 
that infected by HIV or not, the wavelength is measured by the change in color 
of the mixture. A framework has been developed for the analysis of micro-array 
data of three different stages of HIV-1 infection and identifies modules among co-
expressed genes. The Modules are divided into three stages, then a module engine 
(ME) network is compiled inside the network among the modules which helps to 
describe the relationship between different modules (Koçak et al., 2016). Then, the 
relationship between gene co-expression modules is explored by comparing the ME 
networks between each pair of stages. This model indicates a new direction in better 
understanding the modular organization and preservation patterns of micro-array 
expression data through the different stages of HIV infection. There are various 
models designed for the prevention of HIV (Chang et al., 2016). Similarly, there 
is a model proposed, which mainly relates to the data collected from social media 
platforms regarding HIV. This method gives the required results in comparison to 
the existing machine learning methods; with this it also opens up an opportunity to 
validate the results obtained by using other techniques from social network analysis. 
A mathematical model is proposed for the analysis of eradicating viruses during the 
early stages of infection. With this model, they also used numerical simulation for a 
better result. In case of HIV infected person, drug resistance becomes a challenge for 
the doctor to treat the patient. It happens due to the mutation of proteins or due to the 
changes in gene expression level (DeRoos et al., 2014). So, this study combines both 
sequence and structural features for predicting HIV resistance by applying SVM and 
Random Forests classifiers. There are some methodologies that integrate multiple 
facets of biological information to identify human gene module during different 
stages of the HIV-1 infection. To integrate modules of different data sources into 
strong meta-modules, NMF based clustering is utilized. They have analyzed to show 
the change of co-regulation pattern of identified transcription factors (TFs) over 
the HIV progression stages (Rutherford et al., 2016). Nucleic acid amplification 
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tests (NAATs) provide high diagnostic accuracy of infectious diseases, the author 
has described NAATs as the combination of sample preparation and amplification 
using isotachophoresis and recombinase polymerase amplification. And according 
to them this approach has the potential to reduce the cost and complexity of point-
of-care (POC) NAATs (Lu et al., 2016). A strategy has been explored which helps 
in epidemic control through simulation. It reduces syringe sharing during injection 
drug use, reduced time to diagnosis, reduced time to initiation of treatment following 
diagnosis, and improved retention in treatment (Sarac et al., 2016). As everyone 
knows, nowadays drug resistance becomes a major issue in the case of many diseases, 
so there is some invention which combines two different drugs and result a single 
drug, which is more effective in comparison to the previously used drug. There are 
some theoretical supports of combination drug therapy for AIDS from the point 
of view of the dynamics theory (Anelone et al., 2017). As the disease is spreading 
rapidly, the number of patient is increasing, which increases the data size. Data 
reduction techniques are used to reduce the complexity of data and also to enhance 
generalization performance. An instance selection framework has been proposed, 
which identifies relevant and important data as a result. In this framework, the whole 
data-set is divided into very small chunks. Then each chunk is considered as the 
sample data. In this case, the most relevant and important instances of data would 
come up and samples would be selected before new chunk of data arrives (Young 
et al., 2014). So, this framework not only reduces the size of the data-set but it also 
helps in reducing the cost. A model of HIV infection together with an associated 
reach-ability analysis is used to formulate a dynamical condition for the containment 
of HIV infection on the manifold. Using the parameter estimates and the numerical 
solutions of the model, the predictions of the reachability analysis are shown to be 
consistent with the clinical diagnosis at the conclusion of the trial. The methodology 
captures the dynamical characteristics of eventual, successful, failed, and marginal 
outcomes. The evidence shows that the reachability analysis is an appropriate tool 
to monitor and develop personalized antiretroviral treatment (Patel et al., 2012).

Analytic Measure Model Based on HIV Symptoms

Here in Figure 6, a mechanism is proposed for the better prevention of HIV. In the 
initial stage we collect various symptoms from various resources. The information 
can be collected from hospitals, people’s feedback, social media, or search engines, 
i.e. from whichever place has more searching capabilities according to experiences 
with HIV and the people that it affects. In the next step, the data that is collected is 
stored inside the HDFS (Hadoop Distributed File System). As here the data stored into 
small files (Young et al., 2014). Now Map-Reduce technique is used to manipulate/
analyze the data. Below we have taken an example of map-reduce frame work.
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Data can be provided to the system using tools for cleansing, abstraction, and 
logical storage for successful mining in the further steps (Ray et al., 2016). It’s become 
a difficult task for databases to manipulate such a large volume of data, which comes 
in with high velocity. So, Hadoop come into the figure, for efficient manipulation 
of data-set. Hadoop has two main components are HDFS and Map-Reduce. This 
paper use Map-Reduce methodology to save data in a globally classified manner 
according to the population dynamics.

In breakthrough stage of HIV, it indicates the spreading of HIV from one person 
to another person in the population. That may be due to

•	 Blood
•	 Semen and pre-seminal fluid (“pre-cum”)
•	 Rectal fluids/anal mucous
•	 Vaginal fluids
•	 Breast milk.

Figure 6. Analytic measures
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So, it can be said that HIV spreads when the infected blood from one person 
transfers to the body of a person who is not infected. The blood can be transferred 
from person to person due to untested blood donations or untested blood for a 
transfusion. HIV can even spread through the syringes, needle etc. When injecting 
equipment is used in a sharing mode, the transfer of the virus becomes more likely. 
Mostly, when more than one person uses a single injecting tool, they are putting 
themselves in danger. If a person has sexual relations with more than one person and 
is also not using any type of protection, that also can lead to them getting infected 
by the virus. If a mother is affected by HIV, then there is a 100% chance that her 
child will be affected by HIV if she does not take any precautions (Khalid et al., 
2016). At the time when the child is in the womb of mother, the blood droplets of 
the mother get attached to the child. Also, at the time of breast feeding, the milk 
that comes out from the mother can act as a medium for the virus to be transferred 
from mother to baby.

Now everyone knows the ways of spreading of HIV, the result as to how the 
person can suffer from HIV, and also how life ends with the Virus. So, in this case 
we can take some preventive measures. There are some points which can help anyone 
to get prevented from HIV:

•	 Use of condom every time vaginal, anal, or oral sex occurs.
•	 Sharing of needles, syringes and other injecting equipment should be avoided.
•	 If women is expecting a baby and is also affected from HIV, then she should 

undergo HIV treatment as per the doctor’s advice. Because reduce the risk of 
passing HIV to baby during pregnancy, childbirth and breastfeeding.

•	 Always take the concern of a health-care professional before receiving the 
blood product that, the blood has been tested for HIV.

•	 Precautions should be taken by health-care worker, such as protection 
should be used like gloves and goggles, hands should be washed properly 
after coming into contact with blood and other bodily fluids, and the sharp 
equipment should be disposed safely.

Now coming to population dynamics, it indicates the change in population 
due to some artificial reason or due to some natural calamities. Here, it is taken 
into consideration, like in a particular population, how many people gets affected 
through the virus. Even an idea can be get that in which age the people gets more 
affected by the virus (Chang et al., 2016). Similarly, if it takes a particular area into 
consideration, then we can get a better idea as to what types of people make up that 
population. As it is considered, most of the patients infected by HIV are between 
20 and 50 years old. Similarly, if an area is taken into consideration, then those who 
have less awareness about the disease may become most affected by the infection. 
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It can be said that initially it is HIV, but after the virus get into the human body, 
it starts replicating itself, which weakens the immune system. So as a result, the 
immune system cannot fight against small diseases.

Normally three types of measures come into figure: oral medicative, environmental 
predicative, and operational predicative. But till now, there aren’t any operational 
measures that can be taken, so it tends to be left out. But, if we consider oral medicative 
measures then, there are several medicines. There are five major types of medicines:

•	 Reverse Transcriptase (RT) Inhibitors: Interfere with a critical step during 
the HIV life cycle and keep the virus from making copies of itself

•	 Protease Inhibitors: Interfere with a protein that HIV uses to make infectious 
viral particles

•	 Fusion Inhibitors: Block the virus from entering the body’s cells
•	 Integrase Inhibitors: Block an enzyme HIV needs to make copies of itself
•	 Multidrug Combinations: Combine two or more different types of drugs 

into one

These medicines help people with HIV, but they are not perfect. They do not 
cure HIV/AIDS. People with HIV infections still have the virus in their bodies. 
They can still spread HIV to others through unprotected sex and needle sharing, 
even when they are taking their medicines. But anti-communicable measures are 
for all people that may or may not be affected by the virus. As with antidotes, the 
anti-communicable preventives should be taken by every person so that they can 
escape from life-threatening diseases like AIDS (Koçak et al., 2016).

As shown in the Figure 6, environmental predicative measures include many 
environmental factors: among them are poverty and cultural aspects (including 
religion and traditions), which appear to play an essential role in the rapid and 
global development of the AIDS epidemic. Let’s consider poverty. In this case, as 
the people are suffering from poverty, they do not have much money or the ability 
spend it on treatments for disease. For example, they might use a single needle or 
syringe for several people. Similarly, when the cultural aspect comes into figure. In 
some cultures, it might be okay for a male to have more than one wife. There are so 
many other types of cultures that have traditions or practices that could contribute to 
the epidemic as well. When all these predicative measures and preventive measures 
are combined, they are known as anti-communicable measures.
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The proposed implementation is done using some of the current existing tools and 
techniques of big data analysis, such as Hadoop and Map-Reduce. As the infection 
increases day by day, more cases of HIV are coming into figure (Ray et al., 2016). 
So, the data set is also increasing rapidly, so it becomes difficult for the traditional 
database to handle the volume of new data.

Hadoop consists of two main components that are storage and processing. The 
storage part deals with HDFS, Hadoop Distributed File System. HDFS leverages 
large blocks of data and moves the computation where data is stored. A file can 
be replicated several times. HDFS breaks the larger files into smaller blocks of 
data and stores them in a cluster. The processing part is done by the Map-Reduce 
framework. Map-Reduce programming helps to process massive amount of data in 
parallel in an efficient manner.

Now it is time to discuss the application of big data in healthcare. Here, in every 
step, big data is used; initially the data is collected from various resources and 
then all the data, regardless of its size, is stored in the storage part of Big data (i.e. 
HDFS). Here, the data is stored in a file format regardless of its size and structure 
(Structured, Semi structured or Unstructured) (Almeida et al., 2016). Then after the 
storage phase, it is time for the manipulation phase. For this, the data Map-Reduce 
framework is used. In map reduce, the data is segregated into small parts and then, 
by applying some conditions, we extract the information according to our need.

Map-Reduce works in two phases: mapping phase and reducing phase. By using 
the Map-Reduce program, a count for the number of people who are affected by 
dengue fever (according to population dynamics) can be completed. In Map-Reduce, 
the data set is divided into small chunks, then those chunks are mapped by the mapper 
function in a parallel manner (DeRoos et al., 2014). The output of the mappers is 
automatically shuffled and stored by the framework. The output is sorted based on 
key elements (i.e. dengue). Here, the full data set is considered. Figure 7 provides 
an example of Map-Reduce to better understanding its working process. In this, one 
file is taken into consideration, which belongs to a particular area. There are two 
results affected and not affected, affected means that a person is affected by HIV 
and not-affected means that person is not affected by HIV. According to the result 
it can be decided that there is the need for preventive measures, oral medicative 
measures, or environmental predicative measures.
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SOME MATHEMATICAL NOTATIONS FOR PREVENTION

Pre-Analysis Phase

S→ Set of symptoms of HIV 

F→ Fever 

D→ Diarrhea 

SR→ Skin Rashes 

PF→ Prolonged Fatigue 

MP→ Muscle Pain 

EH → Extreme headache 

NS→ Night Sweats 

FI→ Fungal Infection 

ML→ Memory Loss 

S={F, D, SR, PF, MP, EH, NS, FI, ML} 

P→ Set of Population 

P={P1, P2, P3…..Pn}  

P← Anti-communicable Measure // The Anti-communicable measure 

should be provided to the total population irrespective of 

affected or not affected by HIV  

X→ Set of instances of different populations 

Figure 7. Example of Map-Reduce
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X={X1, X2,X3…….Xn}  // X1 indicates set of people of a 

particular population i.e P1 

X1={x1, x2,x3……xn}   // x1, x2…. xn are n Number of peoples of 

X1 set. 

∀X ∈ P

P ∈ S

N→ Set of nodes 

N={N1, N2, N3……….Nn}      // Set of data nodes 

X1, P1→ N1 

X2, P2→N2 

X3, P3→N3 

:     :     : 

:     :     : 

Xn, Pn→Nn     //Here the data of each population are stored in 

different nodes.

Map-Reduce Based Analysis Phase

By using reduce phase, the total number of people with whom the symbols found 
will be calculated..

Then the percentage of people affected will be calculated by considering the 
outcome of reduce phase and the total population.

Now for populationp1:

% of people affected
Number of people with symptoms

Tota umber of p
=

l n eeople in p1
100×  

Similarly, % will be calculated for every population.

If 0-30% → Preventive Measure
30-60% → Oral Meditative Measure
>60% → Oral Medicative and Environmental Predicative Measures
0-100% → Anti Communicable Measures // Every person should get the anti-

communicable measure.
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CONCLUSION

For various kinds of research work, healthcare becomes an enormous platform for 
the researchers. There are many studies going on that may be for the prediction of 
disease, prevention of disease, providing better treatment for disease, or enhance 
of technology so that society can better fight the disease and model a disease free 
society. As described above, the analytic measure models can be used by the health 
welfare organization to save lives from HIV on the basis the people are educated 
about the common signs and symptoms. Based on the result, the preventive measures 
will be provided. Till now, there is no operative measure found in the case of HIV, 
but yes there are some medicines found as a result of medicative measure, which 
helps the infected person to live for a longer period of time. It can also help people 
who are not affected by HIV from getting the infection (Patel et al., 2012). So, as 
the population is increasing very rapidly, big data plays a very important role in the 
storing large volumes of data to get better results, which will become very useful to 
society. The same mechanism can be used for the diagnosis of other diseases that 
may be infectious or may help to protect human-life. There are so many animals that 
are extinct, or so endangered that they’ll soon only live in books and on the internet. 
As such, this model can be utilized for the protection of wildlife.
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ABSTRACT

HIV/AIDS big data analytics evolved as a potential initiative enabling the connection 
between three major scientific disciplines: (1) the HIV biology emergence and 
evolution; (2) the clinical and medical complex problems and practices associated 
with the infections and diseases; and (3) the computational methods for the mining 
of HIV/AIDS biological, medical, and clinical big data. This chapter provides a 
review on the computational and data mining perspectives on HIV/AIDS in big data 
era. The chapter focuses on the research opportunities in this domain, identifies the 
challenges facing the development of big data analytics in HIV/AIDS domain, and 
then highlights the future research directions of big data in the healthcare sector.

Computational and Data 
Mining Perspectives on HIV/

AIDS in Big Data Era:
Opportunities, Challenges, 

and Future Directions
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INTRODUCTION

Recent quick raise within digital data’s generation as well as the quick development 
concerns computational science permit us extracting recent insights from the massive 
sets of data, recognized as huge data, within a variety of disciplines, involving internet 
finance and business (Lee & Yoon, 2017; Lane et al., 2014).In the area of healthcare, 
discovering recent actionable insights has not been recognized widespread, even 
though many success achievement stories are mostly published in the academic 
journals and media (Edmunds et al., 2014). This postponed development of the big 
data technology in the sector of healthcare is unusual, taken into account a previous 
prediction, which is the big data technology’s application that was predictable. In 
addition, the sector of health care could be one of the most important sectors predicted 
to be profited the most from the technology of big data (Murdoch & Detsky, 2013).

The growing gap among outcomes and healthcare costs is recognized as one of 
the most significant issues and there are many efforts under way in order to fill this 
gap within several developed countries (Savel & Foldy, 2012). It is demonstrated that 
the gap among outcomes and healthcare costs was analyzed in order to consider the 
poor management’s result of insights from the research. The poor use of obtainable 
evidence, in addition to the poor imprison of care experience, each of which contributes 
to lead to wasted resources, missed chances in addition to possible harm to the 
patients (Curry, 2005). It has been proposed that the gap could be defeated through 
the improvement of a “continuous learning healthcare system” since an honorable 
cycle is shaped among the research as well as the healthcare’s arms, and data could 
be utilized successfully (Rumsfeld, Joynt & Maddox, 2016). Consequently, an 
imperative demand to enhance patient outcomes and healthcare quality, developing 
the availability of data in addition to improving analytic capabilities are the big 
data era’s drivers of healthcare (Rumsfeld, Joynt & Maddox, 2016; Groves et al., 
2016). There are several challenges to defeat before the technology of big data has 
the ability to considerably enhance healthcare outcomes, quality and healthcare.

THE ERA OF BIG DATA IN THE DOMAIN 
OF HEALTHCARE AND MEDICINE

The Concept of Big Data

The “Big Data” term was first initiated into the computing world through Roger 
Magoulas from the publication of O’Reilly in 2005 to identify a huge amount of data, 
which the techniques of conventional data management cannot process and process 
because of the size and complexity of this data (Ularu et al., 2012; Chaorasiya & 
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Shrivastava, 2015). A conducted study on the development of Big Data as a Scientific 
Topic and Research indicates that the “Big Data” term was offered in the starting 
of research with1970s; however, has been encompassed within the publications in 
2008 (Halevi & Moed, 2012; Sharma, Joshi &Manisha, 2015).

Each day, we generate 2.5 quintillion bytes of data — so much that ninety percent 
of the data within the world nowadays has been generated in the most recent two 
years only. This data arrives from each place: sensors utilized to collect climate 
information, place to the site of social media, videos and digital pictures, phone 
GPS signals in order to name a few and purchase transaction records (Mukherjee & 
Shaw, 2016; Jewell et al., 2014). Such massive amount of data which is being formed 
incessantly is what has the ability to coin as Big Data (Mukherjee & Shaw, 2016).

The decodes of Big Data formerly undamaged data in order to obtain recent 
insight that is incorporated into the operations of business. Nonetheless, because the 
amounts of data develop exponential, the recent methods are becoming outdated. 
Dealing with Big Data entails widespread skills of coding, statistics and domain 
knowledge. In spite of being Herculean within nature, the applications of Big Data 
are approximately ubiquitous- from the research of marketing into the scientific 
research to the interests of customer and so on. We have the ability to witness Big 
Data within action approximately every place these days (Sabia & Kalra, 2014; 
Kaisler et al., 2013).

In excess of a year ago, the World Bank prepared the first Innovation Challenge 
of WBG Big Data that promote many distinctive ideas concerning Big Data like 
big data in order to expect poverty as well as for climate smart agriculture and for 
user concentrated Identification of Road Infrastructure Condition in addition to 
safety and so on (Big Data Solutions, 2017). Big Data has the ability to be merely 
identified through the volume of 3V, variety and velocity that are considered the 
driving dimensions of the quantification of Big Data. Gartner analyst, Doug Laney 
set up the famous concept of 3 V in his 2001 Metagroup publication, Controlling the 
management of 3D data Controlling Velocity, Variety and Data Volume (Mukherjee 
& Shaw, 2016).

The following is demonstration for the 3V’s of Big Data (Mukherjee & Shaw, 
2016):

1.  Volume: This fundamentally distresses huge quantities of data, which is created 
constantly. Originally, such data was considered problematic due to the high 
costs of storage. Nonetheless, with the developing costs of storage, this challenge 
has been reserved to some extent at bay as of now. Nevertheless, this is just 
a momentary solution, as well as better technology requires to be improved. 
Social networking websites, E-Commerce and Smartphones are recognized 
as examples wherever huge amounts of data are being created. This data has 
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the ability to be effortlessly made differences between semi-structured data, 
unstructured data and structured data.

2.  Velocity: In what recently appear like the pre-historic times, data was mostly 
procedure within the batches. nevertheless, this method is just possible while 
the rate of incoming data is slower comparing with the rate of batch processing 
as well as the postponed is much of an obstruction. at current days, at current 
days, the speed at which such massive amounts of data are being created is 
incredibly high. Take Facebook for instance- it creates2.7 billion like actions 
for every day as well as three hundreds photos among the others approximately 
amounting to 2.5 million pieces of content for each day at the same time as 
Google Now procedures over 1.2 trillion searches for every year around all 
over the world

3.  Variety: Databases’ Documents to excel tables to pictures and videos and audios 
in several formats, recently data are strongly losing structure. Structure does 
not have the ability to be compulsory like before data analysis. The generated 
data has the ability to be one of any kind- unstructured, semi-structured and 
structures. The traditional shape of data is known as structured data. for instance, 
text that is Unstructured data has the ability to be created from satellites, sensors 
and social networking sites.

Big Data has the ability to be depicted utilizing the model of 5Vs, which is 
demonstrated in the Figure 2 (Lomotey & Deters, 2014).

Figure 1. Schematic representation of the 3V‘s of Big Data
Mukherjee & Shaw, 2016.
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This model is an extension of the previously defined 3V model in (Laney, 2001), 
and involves:

1.  Volume (the size’s era) with the collection and generation of data masses, the 
scale of data becomes progressively big. The data fashioned these days is for 
zetta bytes order, as well as it is increasing around forty- percent for each year 
(Fan & Bifet, 2013).

2.  Velocity (the streaming data era) indicates to the timeliness of Big Data, 
particularly, data analysis and collection and has to be timely and rapidly carried 
out, so to increase the usage of the commercial value concerns Big Data.

3.  Variety (the unstructured data era) demonstrates the different kinds of data 
that involve unstructured and semi-structured data like text, webpage, video 
and audio in addition to the conventional structured data.

4.  Value (the cost associated with data era) whilst the data are greatly being 
analyzed, collected and generated from various quarters, it is significant to 
demonstrate that the data of today have a number of costs. The data itself 
has the ability to be a “commodity” that has the ability to be sold to the third 
parties for proceeds. In addition, being familiar with the value or cost of the 
data has the ability to help in the processes of decision making concerns budget 
at evaluating the data storage cost.

5.  Veracity (the era of data pollution, which requires cleansing) there is a great 
demand to ensure data’s accuracy through eradicating the noise depending on 
the methodologies like data sanitization and pedigree. This is to make sure 

Figure 2. The model of 5V that presently identifies Big Data
Lomotey & Deters, 2014.
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about the quality of data, consequently that the decisions, which are made 
from the gathered data, are effective and accurate.

Implementing Big Data is recognized as an enormous task granted to large 
variety, velocity and volume. Big Data is known as a term surrounding the usage of 
method to visualize, analyze, process and process potentially huge datasets within a 
sensible timeframe not available to the standard technologies of IT. By expansion, 
the software, tools and platform utilized for this purpose are the platform, tools and 
software used for this purpose are cooperatively called ― the technologies of Big 
Data (Erdman, Keefe & Schiestl, 2013). Presently, the most normally implemented 
technology is Hadoop. Hadoop is defined as the conclusion of many other technologies 
such as the systems of Hadoop Distribution File, HBase, Pig, Hive, Etc. Nonetheless, 
even Hadoop as well as other methods will be extremely unable to deal with the 
difficulties of Big Data in the future (Lin & Ryaboy, 2013; Zicari, 2014).

Big Data Analytics’ Concept

Today, the world is constructed on the base of data. The lives of these days are 
influenced through the ability of corporations to manage, interrogate and dispose 
data. The development of the infrastructure of technology for the purpose of help 
to create data, consequently, each of the provided service has the ability to be 
enhanced as they are utilized (Mitchell & Wilson, 2012). As an instance, internet 
these days became an enormous information-collecting platform because of online 
services and social media. At any time they could add data. Data explosion could 
not be measured in gigabytes; because data is superior; they are utilized Yottabytes 
(YB), Zettabytes (ZB), Exabytes (EB) and Petabytes (PB). For managing stored 
unstructured data’s giant volume, it has been emerged the phenomena of “Big Data” 
(Forsyth, 2012; Stone, 2014).

It relates to the reason that the Big-Data of commercial sector had been adopted 
quickly in the industries of data driven such as telecommunications and financial 
service that could be discussed, have been experiencing a more speedy development 
in the volumes of data comparing to the sectors of other market, falling profitability 
and tighter regulatory requirements. Firstly, “Big Data” was recognized as a method 
to reduce and manage data management’ costs. At the present, the corporations 
concentrate on the creation potential of value. To get benefit from further insight 
gained, there is a demand to evaluate execution and analytical capabilities of “Big 
Data” (Ventura et al., 2015; Ularu et al., 2012).

Up till the mid of 2009, the landscape of data management was simple: the 
systems of Online transaction processing (OLTP) (particularly databases) hold up 
the business processes of the company; operational data stores (ODSs) gathered the 
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transactions of business to hold up operational reporting, as well as company data 
warehouses (EDWs) gathered and transformed the transactions of business in order 
to support both strategic and operational decision making. The Management of Big 
Data is mostly depended on organizing and capturing related data. Data analytics 
presume to be familiar that occurred, why and expect what will occur. A deeper 
analytics indicates recent analytical means for deeper insights (Forsyth, 2012).

The Apache Hadoop open source project and big data analytics are speedily 
appearing as the favored resolution to the trends of technology and business, which are 
unsettling the conventional processing landscape and data management. Companies 
have the ability to get a competitive advantage through being untimely adopters for the 
analytics of big data. Although big data analytics have the ability to be theoretically 
transforming, companies are not supposed to postpone implementation. Since 
mature and business intelligence (BI) tool and the Hadoop projects, the complexity 
of big data analytics implementation will greatly reduce; nevertheless, the untimely 
adopter competitive advantage will wane. The risk of Technology implementation 
has the ability to be lessened through adapting the existing architectural patterns 
and principles to the changing requirements and new technology more willingly 
than rejecting those (Brown et al., 2011).

Big data analytics have the ability to be distinguished from the conventional 
architectures of data processing through several dimensions and they are as the 
following (Forsyth, 2012; Russom, 2011):

•	 Decision making’s Speed being very significant for the makers of decision
•	 The complexity of Processing since it makes the process of decision making 

very easy
•	 The volumes of Transactional data that are very huge
•	 Data structure has the ability to be unstructured and structured
•	 Flexibility of analysis /processing involved within the amount of analysis, 

which has the ability to be be performed on it
•	 Concurrency

The initiative of big data analytics are supposed to be combined project contains 
business and IT. IT is supposed to be accountable in order to deploy the right analysis 
tools for big data as well as implementing the management practices of sound data. 
Each group is supposed to that success will be evaluated through the added value by 
the improvements of business, which appears through the initiative (Nitrd, 2016).

“Big Data” is recognized as an Analytics market and Data Management opportunity 
driven by the requirements of recent market. Within -Database Analytics – Data 
Mining, there are Big Data Connectors used in order to join the data of DBMS and 
Hadoop. Moreover, there is a great demand to reuse the skills of SQL for applying 
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the techniques of deeper data mining, or to re-use skills for the purpose of statistical 
analysis. The whole subject is about “Big Data” instead of the data of RAM-scale. 
This indicates to analytical learning of relationships among business events and 
knowledge concepts (Chen et al., 2015).

Big-Data represents an important chance for generating recent value from massive 
data. It is significant to specify suitable procedures for governance to manage 
implementations and development over the data and technology life. Not a success 
to believe the longer-term implications of improvement will guide to cost escalations 
and productivity issues (Fan, Han & Liu, 2014; Ularu et al., 2012).

The cost of actually storing great amount of data is radically lessen through the 
ease by which data has the ability to be loaded into the cluster of Big-Data since 
it is indicated that there is no longer needed a multifaceted layer of ETL seen in 
any more solutions of conventional Data Warehouse. Moreover, the cluster itself is 
characteristically constructed through the usage of commodity hardware with low 
cost and analysts are free for writing code in approximately any modern language 
through the API streaming obtainable in Hadoop (Agrawal, Joshi & Velez, 2017).

The Importance of Big Data Era in Healthcare

Health data volume mostly is predicted to raise noticeably in the future (Cottle et 
al., 2013). Moreover, the models of healthcare reimbursement are transforming; 
significant pay and usage to the performance are promising as decisive recent 
factors in the healthcare environment of these days. even though proceeds are not 
supposed to be the a main motivator, it is crucially significant for the organizations 
of healthcare in order to obtain available techniques, infrastructure and tools to 
influence big data efficiently or other risks losing many millions in profits and 
revenue (LaValle et al., 2011).

A report transported to the U.S. Congress in August 2012 identified big data as 
great volumes of high variable, complex and velocity data, which need advanced 
technologies and techniques in order to enable the analysis, management, distribution, 
storage and capture of the information (Cottle et al., 2013). Big data includes such 
features as velocity, variety and with respect especially to veracity, healthcare (Unit, 
2012; Connolly, Wooledge & Aster, 2013; Courtney, 2012; Sagiroglu & Sinanc, 
2013). Obtainable analytical methods have the ability to be applied to the enormous 
amount of existing (but presently unanalyzed) medical data and patient-related health 
in order attain outcomes’ deeper understanding, which after that have the ability to 
be applied at the care’s point. Preferably, population and individual data would notify 
every physician as well as her patient throughout the process of decision-making in 
addition to aid specifies the most suitable treatment choice for that specific patient 
(Raghupathi & Raghupathi, 2014).
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Through using, combining and effectively digitizing big data, the organization of 
healthcare ranging from multi-provider groups and the offices of single-physician 
to great hospital networks as well as the organizations of accountable care tends to 
recognize important benefits (Burghard, 2012).

Possible benefits involve distinguishing diseases at earlier stages, while they have 
the ability to be treated more effectively and easily. Managing particular population 
and individual health in addition to identify health care fraud more are efficiently 
and quickly. Many questions have the ability to be addressed with the analytics of 
big data. Particular outcomes and developments may be expected or/and evaluated 
depended on great amounts of the historical data; for instance, length of stay (LOS); 
patients who will selective surgery; complications; patients who probable will not get 
benefit from the surgery, patients at the risk of medical complications, patients at risk 
for sepsis; illness/disease progression; other hospital-acquired illness; patients at risk 
for progression in the states of disease causal factors of disease/ illness development 
and probable co-morbid conditions (EMC Consulting). McKinsey evaluated that 
big data analytics have the ability to enable in excess of $300 billion in saving for 
each year in the healthcare of the United States, two thirds of this amount is through 
the reductions of mostly8% in the national expenditures of healthcare. R & D and 
Clinical operations are recognized as two of the greatest areas for possible savings 
with $165 billion as well as108 billion in waste correspondingly (Brown et al., 
2011; Manyika et al., 2011).

Bigdata may aid decrease waste and incompetence in the subsequent three areas 
(Manyika et al., 2011):

1.  Clinical Processes: Comparative research of effectiveness in order to specify 
more clinically cost-effective and relevant methods to treat and diagnose 
patients.

2.  Research & Development: That involves:
a.  Prognostic modeling for inferior attrition as well as create a targeted, 

faster and leaner, R & D pipeline in the devices and drugs
b.  Statistical algorithms and tools in order to enhance clinical trial design 

as well as patient employment for enhanced competition treatments to 
patients, consequently speeding recent treatments for the market and 
lessening trial failures

c.  Analyzing and patient records and clinical trials in order to define the 
indications of follow-on as well as find out adverse influences before the 
products arrive at the market.
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3.  Public Health:
a.  Analyzing the patterns of disease in addition to tracking disease 

transmission and outbreaks in order to enhance speed response and the 
surveillance of public health;

b.  Earlier improvement of more precisely besieged vaccines; for instance, 
selecting the yearly influenza strains; and,

c.  Rotating huge amounts of data to actionable information, which has 
the ability to be utilized to provide services, identify needs, prevent and 
predict crises, particularly for the populations ‘benefit

Furthermore, big data analytics in healthcare have the ability to contribute to the 
following (Raghupathi & Raghupathi, 2014):

1.  Evidence-Depended on Medicine: Analyze and Combine a diversity of 
unstructured and structured data-EMRs, genomic data, clinical data, forecast 
patients at risk for readmission or disease as well as offer more well-organized 
care.

2.  Genomic Analytics: Carry out gene sequencing more professionally as well 
as cost efficiently in addition to make genomic analysis a part of the regular 
processes of the medical care decision as well as the growing medical record 
of patient.

3.  The Analysis of Pre-Adjudication Fraud: Quickly analyze great numbers 
of claim requests in order to lessen fraud, abuse and waste

4.  Remote/Device Monitoring: Analyze and Capture in real-time great volumes 
of speedy-moving data from the devices of in-home and in-hospital, for safety 
adverse and monitoring the prediction of event.

5.  Patient Profile Analytics: Pertain superior analytics to the profiles of patient 
(for example, predictive and segmentation modeling) in order to recognize 
persons who would get benefit from lifestyle changes or practical care, for 
instance, the patients at risk of improving a particular disease (e.g., diabetes) 
who would get benefit from defensive care

The Applications of Big Data Analytical 
in Medicine and Healthcare

An extensive usage of big data within the sector of health has the ability to aid help 
doctors make the correct choices quickly depending on the information gathered by 
other medical staff. Patients have the ability to benefit from more appropriate and 
timely treatments as well as be superior informed about the providers of health care. 
Moreover, a developed usage of data analysis within the sector of health sector could 
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lead to massive cost savings throughout a more accurate recognition of needless 
duplication or procedures of the tests. It is demonstrated that the analysis of great 
clinical datasets has the ability to significantly contribute in the optimization of 
the cost and clinical effectiveness of recent treatments and drugs (Raghupathi & 
Raghupathi, 2014).

The performance analysis of many mining classification techniques of data was 
examined based on three major various machine learning methods and tools over 
the datasets of healthcare. Various data mining categorization methods have been 
examined depending on four diverse datasets of healthcare. The utilized standards are 
considered percentage of error and accuracy and rate of each applied categorization 
method (Gupta, Kumar & Sharma, 2011). A wide spread confusion framework, 
called kernelized locality sensitive hashing is used to deal with this problem in order 
to increase time series resemblance search by means of a series of characterized 
resemblance metrics. The results of Experiments indicates to the efficiency of the 
suggested approach (Kale et al., 2014).

Practical applications and data mining perception in healthcare was considered a 
way further than its stable development in the field of academic research, that raises 
a hypothesis, which comparatively considered a little percentage of the efforts of 
the academic research results in practical applications of DM in healthcare out of 
which they was finish that the recent interdisciplinary approach does not consider 
competent enough (Niakšu & Kurasova, 2012).Statistical methods for evaluating 
complex structure of correlation from large datasets of pharmaco-genomics. They 
selectively viewed many famous statistical methods and means in order to evaluate 
great covariance matrix for being familiar with the structure of correlation, opposite 
covariance matrix for the modeling of network, simultaneous tests of large-scale 
for choosing considerably in a different way expressed proteins and genes as well 
as genetic markers for multifaceted diseases in addition to elevated dimensional 
changeable collection for recognized significant molecules for being familiar with 
molecule mechanisms within pharma-cogenomics (Fan & Liu, 2013). The technique of 
data mining is used for diseases’ prediction and develops the diagnostic accurateness. 
Moreover, reduced the constraint of time and cost in terms of expertise and human 
resources (Durairaj & Ranjani, 2013).

Medical data are frequently noisy as well as gathered in elevated dimensional 
format. The usage of fuzzy system aids to hold the complexity and noisiness of 
medical data. In addition, SAM aids to lessen the superior dimensional data (Nguyen 
et al., 2015). In addition, there is an intensive data incorporated framework to help 
with the control and prevention of silicosis (HATS), TB and HIV/AIDS in the 
mining industry. The purpose behind suggested big data framework is to address 
the requirements of prognostic epidemiology that is significant in disease control 
and forecasting in the mining industry (Jokonya, 2014).
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Moreover, there is an approach and recent statistical model learning, which have 
been utilized in the statistical relationship of learning from big data in the behavioural 
science and medicine, which characteristically involve environmental, genomic and 
clinical variable. This model is very appropriate for analyzing the sets of big data 
that is involved with the diverse kinds of large data form environmental, genomic 
and clinical data (Yoo, Ramirez &Liuzzi, 2014).

This section shows instances of health-related Big Data projects, among an 
importance of the quantified-self movement and data from the social media (Table 
1). About the big data the research related to genetic data, EMRs, omics sources 
and digital enterprise, readers can consult the subsequent reviews in addition to the 
perspectives conducted lately (Bourne, 2014; Kum et al., 2014; Shivade et al., 2013; 
Shoenbill et al., 2013; Tenenbaum, Sansone & Haendel, 2013).

ANALYTICAL PERSPECTIVES OF BIG DATA

Computational Perspectives

Fascinatingly, the statisticians and the computer scientists - the two researchers’ 
communities, which are may be most frankly influenced by the phenomenon of 
big data-have, intended for cultural reasons, adopted separate early examples in 
response to it. The main interest of the computer scientists, who have to design file 
structures andwell-organized data is to accumulate enormous datasets as well as put 
into practice algorithms on them-stems from computational difficulty. It interests 
the needed number of the steps of computing in order to resolve an agreed problem 
whose difficulty is recognized in terms of input data’s length as presented through 
a rational encoding instruments (binary string) (Pyne, Rao & Rao, 2016).

Consequently, as the volume of data develops, any technique, which needs 
considerably more than O (Nlog(N)) steps (that is to say greater than the time’s 
order, which is a solitary pass in excess of the full data would demand) could 
be unreasonable. Whereas, some of the significant obstacles in practice with the 
solutions of O (Nlog(N)) are immediately concerning scalable (for example fast 
Fourier change), those of superior difficulty, positively involving the problems of 
NP-Complete class, would need help aid from the algorithmic strategies such as 
sampling, randomization, approximation, etc. Consequently, whereas the theory of 
classical complexity may think about the solutions of polynomial time the same as 
computational tractability’s hallmark, the big data’s world is required even more 
demanding (Fokoue, 2015).
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Table 1. Some examples about the health-related Big Data projects associated to 
social media in addition to the quantified-self movement

Data Type How Has It Been Used in Health? Examples

Quantified-self data (via 
devices, self-reporting, 
or sensors)

•	Permits	data	collection	being	potentially	longer	
follow-up stages than is presently possible by standard 
questionnaires (Swan, 2013) 
•	Provides	richer	as	well	as	more	exhaustive	data	
on probable risk factors (behavioral, biological, 
environmental or physical) (Swan, 2013) 
•	Engaged	during	the	self-tracking	of	behaviors	and/
or signs as n=1 in groups or individual, where there 
is frequently a proactive position to acting on the 
information (Swan, 2013)

•	Grin	triggered	electro-myogram	(EMG)	muscle	to	
make unexpected joy moments in human interaction 
(Tasse, 2012) 
•	Food	consumption	(Yau,2017) 
•	Coffee	consumption,	mood	and	social	interaction	
(Wolf,2017) 
•	Information	diet	(McCormick,	2017) 
•	Idea-tracking	process	(Chua,	2012) 
•	Checks	blood	glucose	levels	in	diabetics	(e.g.	Glooko)	
(Glooko, 2017) 
•	Use	of	controller	and	rescue	asthma	medications	
through an inhaler sensor (e.g. Asthmapolis) 
(Asthmapolis, 2017) 
•	Physical	activity	(e.g.	FitBit;	Jawbone	Up,	RunKeeper)	
(JawboneUp, 2017) 
•	Diet	(e.g.	My	Meal	Mate)	(Carter	et	al.,	2013) 
•	Psychological,	mental	and	cognitive	traits	and	states	
(e.g. MyCompass) (Harrison et al., 2011) 
•	Sleep	quality	(e.g.	Lark)	(Lark,	2017) 
•	Medication	adherence	(e.g.	MyMedSchedule)	(Dayer	
et al., 2013)

Location-based 
information

•	Information	based	on	Geographic	Information	
Systems (GIS), Global Positioning Systems (GPS), in 
addition to other visualization projects and open source 
mapping. 
•	Gives	information	on	the	social	and	environmental	
health determinants. 
•	Monitors	for	the	disease	that	outbreaks	close	to	your	
location.

•	Allergens,	weather	patterns,	traffic	patterns,	pollution	
levels, walkability of neighborhood, water quality, in 
addition to access to fresh vegetables and fruit (for 
example supermarkets) (Cerin et al, 2013) 
•	HealthMap(HealthMap,	2017)

Twitter (Note: a 2011 
study has recommended 
that 8.5% of the 
English-language tweets 
are relating to illness, 
and 16.6% are relating 
to health (Paul & 
Dredze, 2012))

•	Makes	discourse	easy	on	non-emergency	healthcare	
(e.g. quantify medical misconception, broadcasts of 
public health messages) 
•	Makes	the	crisis	mapping	easy	(e.g.	where	eyewitness	
is reporting are planned on interactive maps. These data 
are able to assist objective areas for emergency services 
in addition to additional resources) 
•	Makes	the	emergency	services	easy	by	permitting	for	
the available resource wide-scale broadcast, enabling 
people destitute of medical help for locating help 
•	Assesses	moods	and	sentiments 
•	Assesses	disease	extend	in	real-time

•	Trends	of	resuscitation	communication	and	cardiac	
arrest (Bosley et al., 2013) 
•	Measure	medical	misconceptions	(e.g.	concussions)	
(Sullivanet al., 2011) 
•	breast	and	Cervical	cancer	screening	(Lyles	et	
al.,2013) 
•	The	poor	medical	compliance	spread	(e.g.,	antibiotic	
use) (Scanfeld, Scanfeld& Larson, 2010) 
•	2010	Haitian	cholera	outbreak	(Chunara,	Andrews	&	
Brownstein, 2012) 
•	Postpartum	depression	(De	Choudhury,	Counts	&	
Horvitz, 2013) 
•	Boston	marathon	explosion	Emergency	situations	
(Chunara, Andrews & Brownstein, 2012) 
•	Influenza	A	H1N1	outbreak	(public	concern	and	
disease activity) (Chews & Eysenbach, 2010)

Health-related social 
networking sites

•	Monitors	the	infectious	diseases	spread	via	the	crowd	
surveillance 
•	Makes	easy	of	the	sharing	of	personal	health	advice	
and data amongst consumers and patients.

•	Disease	surveillance	locations	that	collect	participant-
reported symptoms in addition to utilize familiar 
online data supplies to map, disseminate and analyze, 
information about infectious disease outbreaks (e.g. 
Flu Near You, HealthMap, GermTracker, Sickweather) 
(HealthMap, 2017) 
•	PatientsLikeMe	(PatientsLikeMe,	2017)

Additional social 
networking sites (e.g. 
board Facebook, online 
discussion)

•	Checks	how	patients	are	using	social	media	for	
discussing their issues and concerns. 
•	Gives	awareness	of	what	the	‘‘person	in	the	street’‘	
says (Hill, Merchant &Ungar, 2013)

Associated medication adherence behaviors and Side 
effects (e.g. drug switching as well as discontinuation) 
(Mao et al., 2013)

Search queries plus 
Web logs

•	“Click”	stream	navigational	data	as	of	web	logs	are	
establish to be educational of individual distinctiveness 
such as dietary preferences and mental health (West, 
White & Horvitz, 2013) 
•	Search	keyword	choice	has	been	critical	to	arrive	at	
dependable curated health satisfied 
•	Found	to	be	extremely	predictive	for	an	extensive	
range of the population-level health behaviors

Yahoo and Google search questions have been applied 
for predicting epidemics of illnesses, for example: 
•	Seasonality	of	depression,	suicide	and	mental	health	
(Ayers et al., 2013) 
•	Influenza	(Google	2013) 
•	Lyme	disease	Prevalence	(Seifter	et	al.,	2010) 
•	Prevalence	of	electronic	cigarette	use	and	smoking	
(Ayers, Ribisl& Brownstein, 2011) 
•	Dengue	fever	(Chan	et	al.,	2011)

Hill, Merchant &Ungar, 2013; Swan, 2013.
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For describing big data analytics, the same as dissimilar from the common data 
analysis, a particular individual could propose variety of principles, particularly if 
the obtainable analytical strategies are not enough to solve the obstacles in hand 
because of particular features of data. Such features may go beyond pure volume 
of data (Pyne, Rao & Rao, 2016). High velocity of data has the ability to represent 
unparalleled problems to the statistician who could not be used to the forgoing idea 
(more willingly than retaining) the points of data, the same as they stream out, to 
convince computational challenges like single pass (the constraint of time) as well 
as bounded storage (the constraint of space). The variety of High data possibly 
will need multidisciplinary imminent in order to enable a particular individual to 
make rational conclusion depending on incorporation of apparently unconnected 
datasets. From one side, such issues are supposed to view only as cultural gaps; 
whereas on the other side, they have the ability to stimulate the improvement of the 
essential formalisms, which has the ability to bridge those gaps. Thus, a superior 
understanding of the cons and pros of various algorithmic choices can aid any analyst 
decide concerning the most appropriate of the probable resolutions objectively 
(Chandrasekaran & Jordan, 2013).

Data Mining Perspectives

Data mining is broadly used within fields such as medicine, science, business and 
engineering. With this procedure, previously concealed insights have been discovered 
from large quantities of data to help the business community (Che, Safran & Peng, 
2013). From the time of the organizations establishment in the present era, data 
mining has been practical within data recording. On the other hand, Big Data is 
collected of not just large data amounts but as well data during different formats. 
Consequently, large processing speed is required (Michael & Miller, 2013). For 
flexible data study, there are three projected principles (Begoli & Horey, 2012):

1.  Architecture must support a lot of analysis methods, for example data mining, 
statistical analysis, visual analysis and machine learn in.

2.  Diverse storage mechanisms ought to be used since every data is notable to 
fit within a single form of the storage area. In addition, the data ought to be 
processed in a different way at different stages.

3.  Data ought to be accessed proficiently.

To consider Big Data, data mining algorithms which are computer exhaustive 
are utilized. Like algorithms require high-performance processors. In addition, the 
storage as well as computing requirements of the Big Data analysis are efficiently 
met through cloud computing (Talia, 2013).

 EBSCOhost - printed on 2/10/2023 5:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



95

Computational and Data Mining Perspectives on HIV/AIDS in Big Data Era

The aims of large data mining methods go beyond attractive the demand ed 
information or even finding some hidden patterns and relationships between numeral 
restrictions. Analyzing massive and fast stream data can lead to novel theoretical 
concepts and valuable insights (Berkovich & Liao, 2012). Contrasting between the 
results based on mining the conventional datasets, presentation the large volume of 
consistent heterogeneous large data has the possible for maximizing our insights 
and knowledge within the target domain. However, this is bringing a series of novel 
challenges for the research community. Defeating the challenges will redesign the 
data mining technology future, resulting within a spectrum of the ground-breaking 
data in addition to mining algorithms and techniques (Che, Safran & Peng, 2013).

One feasible advance is for improving existing algorithms and techniques by 
exploiting extremely parallel computing architectures. Big data mining deals with 
velocity, heterogeneity, privacy, extreme scale, interactiveness, accuracy and trust 
which existing mining algorithms and techniques are incapable of. They require of 
implementing and designing very-large-scale parallel mechanism learning in addition 
to data mining algorithms (ML-DM) has extremely increased, that accompanies the 
appearance of powerful parallel as well as very-large-scale data handing out platforms, 
e.g., HadoopMapReduce. NIMBLE is a transferable infrastructure which has been 
exclusively designed to enable quick execution of parallel ML-DM algorithms, 
running on top of Hadoop (Ghoting et al., 2011).

Apache’s Mahout is a library of data mining implementations and machine learning. 
Also, the library is applied on top of Hadoop by the MapReduce programming 
form. Some significant mechanism of the library is able to run stand-alone. The 
most important disadvantages of Mahout are that its learning cycle is very long as 
well as its need of user-friendly interaction hold up. In addition, it does not apply 
all the required machine learning algorithms and data mining. BC-PDM (Big 
Cloud-Parallel Data Mining), as a cloud-based data mining stage, as well based on 
Hadoop, is providing access to great telecom data in addition to business solutions 
to the telecom operators; it is supporting parallel ETL process (load, extract and 
transform), text mining, data mining and social network analysis (Yu et al., 2012).

BC-PDM attempted to defeat the problem of the single function of additional 
approaches also to be further applicable to the Business Intelligence. PEGASUS 
(Peta-scale Graph Mining System) and Giraph the tow implement graph mining 
algorithms employing parallel computing as well as they run on top of Hadoop 
(Kang, Tsourakakis & Faloutsos, 2009). GraphLab is a graph-based, scalable 
structure, on that a number of data mining algorithms and graph-based machine 
learning are executed. The reported disadvantage of GraphLab is that it is requiring 
all data appropriate into memory (Low et al., 2012).
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Machine Learning Perspectives

Machine learning methods have been found extremely effective as well as relevant 
to many real world requests in bioinformatics, healthcare, network security, 
transportations as well as finance and banking. Eventually, health related and 
bioinformatics data are created as well as accumulated incessantly, resultant in an 
unbelievable data volume. Newer appearances of big data, such as 3D imaging, 
biometric and genomics sensor readings, are as well fueling this exponential increase. 
Future requests of real-time data, for example fast application of the suitable treatments 
and early discovery of infections/diseases and could decrease patient mortality and 
morbidity. Previously, real time flowing data monitors neonates in the ICU, infectious 
life-threatening diseases at real time. The capability for performing real-time analytics 
against like large stream data crosswise all specialties would transform healthcare. 
There lies data with variety, volume and velocity (Kashyap et al., 2015).

Machine learning is a computer science field which studies the computational 
techniques which learn from data (Anzai, 2012). There are mostly a couple of types 
of learning techniques in machine learning, viz., supervised as well as unsupervised 
learning techniques (Bhattacharyya & Kalita, 2013). Within supervised learning, a 
technique learns from a group of things with class label, frequently called the training 
set. The obtained knowledge is applied to give label to unidentified objects frequently 
called the test objects. Alternatively, unsupervised learning techniques do not rely on 
the availability of training instances or prior knowledge with class labels. Every one 
of these machine-learning techniques needs preprocessing of datasets for effectual 
results. Feature collection is one of the significant preprocessing tasks, which leads 
to enhanced result in addition to reduced time necessity. Hybrid learning techniques, 
for example Deep learning, have turned into popular during the current years as well 
as provide significantly large accuracy. Superior data capturing technologies have 
guided to accumulation of an extremely high data volume, growing quickly over 
time. Even though the computational technologies have enhanced over time, this 
development is not in proportion to the increase rate in data volume. The conventional 
machine learning techniques are found insufficient in treatment voluminous data 
by the present computational resources (Floridi, 2012). Figure 3 shows the contrast 
among traditional data mining as well as mining of big data.
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Supervised Learning

Within big data analytics, we require several advanced supervised advances for 
distributed and parallel learning for example divide-and-conquer SVM (Hsieh 
&Dhillon, 2014), Multi-hyper plane Machine (MM) classification form [49], 
and neural network classifiers. Amongst these SVM is one of the mainly widely 
and efficient used supervised learning technique and a number of modified SVM 
techniques have been initiated for big data analytics. Nie et al. suggest a customized 
SVM called New Primal SVM for big data classification (Djuric, 2013). The 
technique uses a new linear computational cost primitive SVM solver by two 
loss functions called L1-norm plus L2-norm in Augmented Lagrange Multipliers 
(ALM). Individual discovery of patients with Parkinson disease by SVM analysis 
was projected by Haller et al.,(2012).

Figure 3. Traditional data mining and mining of big data
Kashyap et al., 2015.
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Unsupervised Learning

Unsupervised learning does not employ the class labels of the substances for learning 
(Aggarwal& Reddy, 2013). Clustering is an unconfirmed technique, which is 
attempting to group objects for optimizing the criterion, which states that detachment 
among objects within the identical cluster is reduced and distance between objects 
in diverse clusters is exploited (Tan, Steinbach & Kumar, 2013). A most important 
issue within clustering is the calculation of the distance among two objects. Different 
proximity is measuring have been applied for this reason, such as city block distance, 
Euclidean and Cosine. In customary clustering, every feature is used as computing 
the distance among two objects. A cluster is a collection of objects, which are near 
to each other regarding to their common distance. That means they are alike in 
nature in excess of the entire set of features. However, in a number of applications, 
especially where number of obtainable features within a dataset is extremely large, 
researchers are paying attention in finding collections of objects, which are alike 
over division of the obtainable features (Cheng & Church, 2000). This necessity 
has guide to the appearance of another alternative of clustering called blustering, 
wherever every balusters related with a division of features (Kashyap et al., 2015).

Deep Learning

Deep learning tries to build high-level concepts in data by unsupervised or supervised 
learning algorithms to absorb from several abstractions levels. Deep learning utilizes 
data hierarchical representations for classification. Its methods are used in several 
applications, pattern recognition, viz., natural language processing, computer vision, 
besides speech recognition. Because of exponential data growth in the previous 
applications, this kind of learning is valuable for precise prediction from big data. 
Recently, academics have advanced scalable and effective parallel training deep 
models algorithms (Hinton et al., 2012). Several administrations use deep learning 
for the purpose of information retrieval, semantic indexing and decision making. 
The architecture of deep learning is presented in Figure 4. Input data are divided 
into data abstractions’ multiple samples. The intermediary layers are for processing 
the multiple levels features for data prediction. The last prediction is done using the 
immediate upper layer outputs at the output layer (Kashyap et al., 2015).
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DATA TYPES OF HIV/AIDS BIG DATA ANALYTICS

Biological Data

The elements of biological data characteristically addressed involve (Geoff & 
Jillian, 2015):

1.  The profiles of protein expression and RNA in diseased and healthy tissue at 
whole-organ, single cell, or regional levels

2.  Inherent information concerning disease and healthy-influenced individuals, 
characteristically in the wide single nucleotide polymorphism (SNP)’s form, 
which are whole –genome sequence data (WGS) or whole exome sequence 
data (WES)

3.  Epigenetic data on the modifications of site-specific DNA as well as his tone 
acetylation

Figure 4. Deep leaning architecture
Kashyap et al., 2015.
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This information possibly will be demanded from the models of cellular involving 
(iPS cells) which refers to induced pluripotent stem cells, and from vertebrate and 
invertebrate animal models. Moreover, it has the ability to be gained from the tissues 
of human, since in this case it is mostly connected to pseudononymised clinical 
data on cognitive function, diagnostic status, neuropath logical, neuroimaging, 
serological or biochemical information. Currently, this kind of compound clinical 
and biological data has been gathered for humble numbers of controls and cases. 
Instances of particular databases involve the GEO-PD, Alzheimer’s Disease Genetics 
Consortium (ADGC), Alzheimer’s Disease Neuroimaging Initiative (ADNI) in 
addition to different community repositories of protein expression data and cell 
type like Allen Brain Institute (Geoff & Jillian, 2015).

Medical and Clinical Data

Clinical data characteristically involve information concerning symptoms, diagnostic 
tests involving brain-imaging, CSF and blood tests; disease progression’s rates, 
kind of treatment specified to interest’s disease; the influence of that treatment, the 
attendance of other comorbid and illness factors; and such information concerning 
economic, social and physical environment. This information has the ability to be 
connected, within databases, to particular biological data as mentioned previously. 
it is predicted that, in the following one to five years, these kinds of multifaceted 
multimodal data will be obtained for superior numbers of controls and cases. Instances 
of these superior datasets involve the dementia platform of UK, Mayo clinic study of 
aging, DZNE Rhineland dementia project and UK 1000 Genomes projects. Several 
of these cohorts involve cross-sectional data and longitudinal data. Further potential 
resources of such detailed clinical and biological information are profitable databases 
taken place from trails of candidate diagnostics and new medicines (Haussleiter, 
Brüne & Juckel, 2009; Geoff & Jillian, 2015).

Other Types, Social, Psycho, and Demographic

Furthermore, Broad population-based information has the ability to be obtained on 
a great deal of persons from lasting care records, medical record as well as other 
population depended on epidemiological studies. even though these datasets do not 
typically coupled with deep biological classification, significant data has the ability to 
be gleaned from medical records, the recodes of lasting care institutions concerning 
socio-economic status, drug exposure, hospitalizations, diagnosis, exposure to 
different environmental risks like occupation, smoking, diet, the factors of lifestyle 
like exercise or cognitive engagement (Olsen & McGinnis, 2010). A number of 
these items (for instance, continuing cognitive engagement or early education of 
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childhood) are already thought to the disease’s progression as well as impact risk, it 
is predicted that, in excess of the next decade, the content of information concerning 
population-depended on datasets will radically develop throughout the low-cost DNA 
sequencing’s acquisition that permits the enclosure of transcription profiling and 
genomics-wide sequence data on great numbers of persons (McKenzie, Neiger& 
Thackeray, 2016).

Other probable resources of data involve different kinds of profitable data such as 
social media usage, internet, mobile phone, and data on credit card. These commercial 
data possibly involve information about lifestyle (for instance exercise and cigarette, 
alcohol and diet consumption, etc) . Moreover, transformation through the time in the 
difficulty of such parameters like social engagement as well as shopping habits have 
the ability to reproduce transformations in the cognitive activities, which possibly 
depict the disease’s early stages (Miller, Oldham & Geschwind, 2008). In addition, 
we are supposed to expect a more occupied public were sick individuals and healthy 
individuals who are sick will follow their own phenotypic data. Nowadays, there 
are several devices that permit sleep and exercise, blood pressure and heart rate, 
which present emerging instruments in order to connect the public at the same time 
as full partners in the diseases’ developing models. Such information is probable to 
be produced throughout wearable devices and smart phones through three ways as 
the following (Zhang et al., 2013):

1.  The activities of Passively-tracking like exercise utilizing the accelerometers
2.  Prearranged tests wherever someone is frankly asked to perform a tests intended 

for properties like cognitive decline
3.  Questions and surveys that the individuals have the ability to answer in real-

time multiple times for every day

FUTURE WORKS AND OPPORTUNITIES

Opportunities

In the previous two decades there was an explosion within Big Data all through 
the health-care value chain, and the start of novel platforms, tackles, in addition 
to methodologies in analyzing, storing and structuring Big Data. Significant 
developments comprise the genomic data use within drug discovery, the clinical-
trial data sharing, the electronic healthcare records use (EHRs), and the improved 
availability of the data from social media, mHealth applications and patient registries 
(Szlezák et al., 2014). The data fusion concept is gaining additional significance as 
on top of the set of individual data basics increases the fusing jointly of several data 
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sets (Howell, 2014). The enormous amount of new data being produced is by now 
making significant contributions within epidemiology, more especially in activist 
public health surveillance (Salathe et al., 2012).

In the satellite sensors era, a variety of epidemiologically appropriate environmental 
information is able to be sourced internationally at daily periods. Big Data is allowing 
a closer activist matching of the disease outbreaks through covariates which can 
improve the mapping models accuracy. The opportunity of seasonally modified 
geographic baselines definitely improves conventional temporal surveillance through 
facilitating early caution of epidemiologically appropriate environmental changes 
(Hay et al., 2013).

The quantified self-concept, in that individuals deploy monitoring and sensors 
devices for measuring their own behavior and health, has become a truth. If 
aggregated and expanded at level of population, will guide to a data-driven advance 
of wellbeing measurement and collective health (Barrett et al., 2013). The creation 
of new knowledge of the treatments effectiveness as well as the outcomes prediction 
are of two essential applications of the big healthcare data. That means Big Data is 
able to be practical in retrospective and prospective research. Prospective research 
is product focused (for example, improvement of the disease relation to other factors 
for example protection factor(s) or suspected risk) and has a small recall error when 
it is involving longitudinal observations eventually as well as results are composed 
at usual time intervals. In addition, Big Data is different from tradition choice 
support tools when it is allowing the collection also examination real-time patient 
data (Murdoch & Detsky, 2013).

Novel possibilities about the discovery of the innovative pharmaceuticals, 
improvement of more effectual treatment protocols in addition to the improvement of 
personalized medicine obtain play. Statistical algorithms and tools improve clinical 
experiment design as well as patient recruitment for better match actions to individual 
patients, decreasing trial failures as well as speeding novel treatments to market. The 
analysis of patient records and clinical trials is allowing the classification of follow-up 
suggestions and the finding of adverse results before products attain the market that 
ultimately will develop pharmaco-vigilance in addition to patient safety (Raghupathi 
& Raghupathi, 2014).The assure of personalized medicine led by a considerate of 
every individual’s genome has been advanced through increasingly powerful plus 
economical methods for acquiring clinically appropriate information (Pulley et al., 
2012). Big Data is helping translate personalized medicine to a clinical practice 
through offering the chance to apply analytical capabilities which can incorporate 
systems biology (such as, genomics) among data of EHRs (Murdoch & Detsky, 
2013). The population science integration by individual genomic measurements 
will allow the personalized medicine practice (Altman, 2013).
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Challenges

Currently, the high variety, volume and velocity of the data collection techniques 
available is possible to make the society of data driven to a point in that sampling 
will not be essential because the whole background population is obtainable. 
Through working with approximately all, the information of the phenomena there is 
a rising capacity for expanding research questions. Additionally, Big Data includes 
a high messiness level in the intellect that the raise in the information amount by 
orders of magnitude is meaning giving up the favorite for extremely curated data 
for the object of having a superior sample as well as effect size (Walker, 2014). 
The analysis of disorganized, unstructured and voluminous data has got important 
discoveries (Baker, 2013; Whiteet al., 2013). However, in the lack of causality in 
addition to strong assumptions, is society possible to fall blindly on associations? 
(Lazer et al., 2014).

Still, there are a standardization problems within the healthcare sector, when data is 
frequently generated or fragmented within IT systems through incompatible formats. 
Hospital services, research, education, clinical activities as well as administrative 
services are siloed, furthermore, in a lot of organizations, every silo maintains its 
possess separate organizational (also sometimes duplicated) information and data 
infrastructure. The need of cross-border coordination as well as technology integration 
is calling for standards for facilitating interoperability amongst the Big Data value 
chain components (Roney, 2012).

When the quantity of health related data in addition to global digital information 
is growing, therefore does the number of actors’ admissions in addition to using this 
information. Assurances have to be given in order that personal data associated with 
health will be employed correctly, within the context of the projected uses in addition 
to consistent with the related laws. Still there is skepticism in view of (where the 
data goes to) and (by whom it is used) moreover (for what purpose) within the EU 
split and excessively multifaceted legal environment. In what worries to privacy, 
circumstances under that data are, 10 shared to research are being conversed under 
the planned Data Protection Regulation (File, 2012).

Future Directions

Based on the challenges and related issues that big data scientists need to address, 
the following present some future research directions that can be applied to the 
handling of big data (Anagnostopoulos, Zeadally & Exposito, 2016):
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•	 Big Data Curation and Cleansing
•	 Sharing/Storage/Transfer of Big Data
•	 Analysis and Collection of Big Data Results
•	 Ethical Considerations of Big Data

CONCLUSION

Big data is a term that defines the large amount of structured and unstructured data 
that have the ability to enhance the performance of the various businesses on a 
day-to-day basis. In the health sector, incorporating big data has a great influence 
in the different treatment stages and public health. However, the opportunities that 
big data can provide are facing some challenges including the rapid changes in the 
information systems and unreliable infrastructures; therefore, there must be a new 
direction for future research and innovations.
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ABSTRACT

Big data has the potential to transform healthcare systems for the prevention and 
treatment of HIV/AIDS by providing analytic tools that are capable of handling huge 
and different types of data at very fast speeds. Big data’s transformative potential 
is also introverted by privacy and security requirements for HIV/AIDS patients’ 
sensitive data that restrict health information exchange. Electronic health records 
provide the opportunity for HIV/AIDS patients to receive improved coordinated 
care from healthcare providers and easier access to their health information. This 
chapter discusses the various legal frameworks governing health information, 
dispels misconceptions about privacy regulations, and highlights how these legal 
frameworks provide privacy, confidentiality, and security to this sensitive information, 
and shows how EHRs can maximize the utility of big data to improve HIV/AIDS 
prevention and treatment.
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INTRODUCTION

HIV is the virus that is the reason for AIDS (acquired immunodeficiency syndrome). 
Today’s AIDS has become one of the world’s most severe health and development 
challenges. UNAIDS/WHO estimates show that the first cases were informed in 
1981 and today, there are approximately 36.7 million people currently living with 
HIV and tens of millions of people have passed away of AIDS-related causes 
since the commencement of the epidemic. However, several new cases have been 
reported in all regions of the world, approximately two-thirds are in sub-Saharan 
Africa, with 46% of new cases in Eastern and Southern Africa. According to the 
World Health Organization (WHO), “The human immunodeficiency virus (HIV) 
infects cells of the immune system, destroying or impairing their function. Infection 
with the virus results in progressive deterioration of the immune system, leading to 
“immune deficiency.” The immune system is considered deficient when it can no 
longer fulfil its role of fighting infection and disease. Infections linked with severe 
immunodeficiency are known as “opportunistic infections” because they take benefit 
of a weakened immune system. AIDS is still a serious public health issue after 
three decades of prevention and treatment efforts. AIDS is the disease produced 
by destruction of the body’s immune system from HIV. AIDS is a progressive step 
of HIV infection, originating when the immune system of the body no longer has 
the capacity to resist infections and other illnesses. Today’s modern antiretroviral 
treatment (ART) is so effective and consistently used treatment at destroying HIV 
within a person’s body.

Big data is revolutionizing the healthcare sector by providing effective data 
accessibility tools to healthcare analytics to support effective and predictive treatment. 
There are various big data technologies such as social networking, mobile applications 
any many other online tools which deliver the potential to be capable of using these 
data to design and develop HIV/AIDS monitoring technique.

In the United States, the Centers for Disease Control and Prevention (CDC) 
gather, analyzes, and distributes surveillance data on HIV infection. These huge 
amounts of data are one of the nation’s primary sources of information on HIV. 
Big data tools provide reactive to proactive healthcare strategy which can result in 
a complete decrease in healthcare costs and eventually lead to economic growth. 
Big Data has the potential for significant financial and social benefits. Big data 
arises as a believable and cost-effective solution with the promise to transform the 
healthcare industry. Big data helps in prevention and control of HIV/AIDS but it 
also generates serious privacy, security and risk considerations. Security and privacy 
are always two different key concerns in information technology. In the big data era, 
the healthcare data volume is growing very fast. The healthcare data may contain 
structured EHR data, unstructured clinical data, medical imaging, genetic data and 
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many other healthcare data. There are many severe security risks which are harmful 
to these healthcare data. The arrival of huge data sets from miscellaneous sources 
places an extra impediment to storage, processing, and communication. Security 
and privacy both are important to improving the public’s health and maintaining the 
public’s trust. Every stage of big data healthcare analytics in HIV/AIDS has several 
processes like the collection, combination, analysis, and practice has changed in 
current years in a way that could contemporary severe risks to individual privacy. 
HIV/AIDS patient faces high levels of discernment, avoidance, and disgrace around 
the world.

HIV/AIDS patient related all clinical and personal data are very sensitive 
nature of health data. Special attention should be paid to the security of data from 
vulnerability and dissemination of information on electronic format. Ensuring the 
security and privacy of HIV/AIDS personalized healthcare data are important 
to improving the public’s health and maintaining the public’s trust. Security and 
Privacy both are a vital concern for making the effort of prevention and treatment of 
HIV/AIDS successful. Sensitive health information like HIV/AIDS patient details 
could become more easily accessible and shareable as health records become fully 
automated, one can easily retrieve information over the internet. If sensitive health 
information is accessible by any unauthorized person, this would undoubtedly signify 
a breach of the HIV/AIDS patient’s privacy. Healthcare providers, clinicians and 
other participants who are associated with such type of highly sensitive data, have 
a responsibility to preserve the confidentiality, privacy, and security of data and 
systems, and need to discourage access by unauthorized persons.

Implementation of big data analytics tools in HIV/AIDS treatment and prevention 
significantly increases security and patient privacy concerns. At the beginning, 
HIV/AIDS patient information is stored in databases with unpredictable levels of 
security. Furthermore, healthcare workers and clinicians need to accept by the law of 
privacy to guarantee patients’ confidentiality, privacy, and security. Many countries 
have their own law and policy to protect health care data from any unauthorized 
access. Most HIV/AIDS data providers have HIPAA (Health Insurance Portability 
and Accountability) certification. HIPAA is mainly determined on authorizing 
security policies and procedures. In the USA, the Health Insurance Portability and 
Accountability Act (HIPAA) safeguards the privacy of health information, and all 
healthcare associations and providers are obliged to follow the privacy and security 
regulations of HIPAA. The Personal Information Protection and Electronic Document 
Act (PIPEDA) safeguard Individual’s HIV/AIDS health information against use by 
profitable enterprises across regional and national boundaries in Canada. There are 
several others law and policies for the privacy and confidentiality of data like, The 
National HIV/AIDS Strategy and the Patient Protection and Affordable Care Act, 
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The Federal Data Breach Notification Law (HITECH), ISO 27799:2016, The Genetic 
Information Nondisclosure Act of 2008 (GINA), US freedom of information act.

INCREASING HEALTHCARE INFORMATION PRIVACY RISK

In this Big Data world while the EHRs are easily available to any authorized person 
over internet, huge data breaches are occurring with alarming frequency. In the 
following Table 1, an investigation of data breaches by industry shows that there is 
a need for technical and legitimate approach to make health care information more 
secure. The health care data breaches are now approximately 35 percent of all data 
breaches. Health care breaches are becoming a serious risk for the privacy for HIV/
AIDS patients.

In India medical records are highly vulnerable without proper data security and 
privacy laws. Recently, a big healthcare breach was reported that the electronic medical 
records (EMR) of over 35,000 patients held by a Maharashtra based pathology lab 
were leaked, this shows the lack of availability of acceptable policy and procedures 
for security and privacy of such sensitive information. Such examples, however, 
are not surprising. Globally, the medical industry is extremely vulnerable to data 
breaches. The Office of Civil Rights under the US Department of Health and Human 
Services projected that in 2015 alone, over 100 million records were breached, with 
maximum cases being related to IT crimes and hacking (Akhil Deo, 2017). HIV/
AIDS data breaches results into stigma for PLHA, is measured as a major barrier to 
effective responses to the HIV epidemic. However, there is little agreement among 
program implementers and policy-makers about how best to define, measure, and 
reduce the phenomenon (Mahajan et al., 2008).

Table 1. Percent of data breaches by industry sector

Industry 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

Business 15.9 20.9 29.1 36.1 40.6 41.4 42.0 34.4 31.8 33.6 40.1 45.2

Educational 47.8 24.9 24.9 20.0 15.7 9.8 13.5 13.4 8.8 7.3 7.4 9.0

Government/
Military 13.4 30.8 24.7 16.8 18.1 15.7 12.8 11.7 9.8 11.7 8.1 6.6

Health/Medical 10.2 13.7 14.1 15.1 14.1 24.9 24.2 35.5 44.1 42.5 35.3 34.5

Banking/Credit/
Financial 12.7 9.7 7.2 12.0 11.6 8.2 7.4 5.1 5.5 4.9 9.1 4.8

Source: Identify Theft Resource Center, Data Breach Reports, 2005–2016.
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Big Data introduces security and privacy risks related to broadcasting the 
monitoring and sharing mechanism of HIV/AIDS sensitive data to a third-party., 
Risks that will need to be carefully evaluated and addressed by entities that intend 
to put genomic data of HIV/AIDS patients over the internet to the maintenance of 
the data on shared computing platforms. Safeguarding the confidentiality, integrity, 
availability, and privacy of data in for HIV/AIDS sensitive data is important to 
protecting the personal information of patients. For ensuring privacy the healthcare 
organization must have a systematic assessment of threats and risks that are present 
in a particular information system. National laws governing the privacy and security 
of HIV/AIDS patient sensitive health records require that government and private-
sector organizations conduct a risk assessment as part of their security management 
processes. There is a need for the continuous monitoring system so that risks and 
vulnerabilities are reduced to a practical and applicable level.

BIG DATA AND HIV/AIDS

Today’s patient security and privacy is a vital issue in the healthcare industry. 
Electronic health records (EHRs) technique is now becoming an integral part of 
the healthcare system and it is overbearing that EHRs are secure. It’s a way to 
make it easier for everyone to be better informed and more involved in the patient’s 
health care. EHRs provides several types of functionalities which consist of storage 
of health information and data, accessing of healthcare information, outcomes 
management, decision support, electronic communication and connectivity, order 
entry and management, patient support, administrative processes and reporting 
and population management (IOM, 2003). Privacy of personal health information 

Figure 1.  
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is an important concern for many people living with HIV/AIDS. Suspicions 
of breaches in privacy and resultant HIV humiliation can result in patients not 
retrieving or adhering to care and treatment (Kempf et al., 2010). Security privacy 
and confidentiality are also an important concern for both individuals and society. 
Involvements of individuals are very rare in health research or other publically and 
individually valuable events, including truthful and complete disclosures of sensitive 
information to their physicians, if they do not have confidence in their privacy is 
being secure. However, it should also be noted that observations of privacy differ 
among individuals and groups. Information that is measured intensely private and 
confidential by one person may not be by others. The conception of privacy is also 
situation specific and acquires a different meaning depending on the stated reasons 
for the information being collected, the objectives of the gatherings involved, as 
well as the convention, politics and cultural expectations (IOM, 2009).

The mostly used way to stop the spread of HIV/AIDS is to treat those at high 
risk with a daily prophylactic pill but this is very expensive. It is possible to make 
it less expensive than the prophylactic pill with the help of big data and crackerjack 
software. The healthcare providers could track the outbreak in real-time and quickly 
help those at highest risk of infection. In June 2014, The British Columbia Centre 
for Excellence in HIV/AIDS (BC-CfE)’s monitoring system detected a cluster of 
11 new HIV cases in a town just outside Vancouver and analyzes huge amounts 
of HIV genetic data to detect outbreaks (Megan Scudellari, 2016). The Solexa/
Illumina sequencing method and HiSeq instrument can produce more than 100 billion 
bases of sequence information in a single instrument run, and runs are collecting 
addressing questions in HIV research. Data from genome-wide association studies, 
HIV resistance testing, and epidemiological tracking all add to the flood. Given 
this massive volume of data, the development of digestible summaries becomes as 
important as generating the data itself (Frederic D. Bushman et al., 2013). In the 
past decade, computer-based support for therapy selection, which assesses the level 
of viral resistance against drugs, has become a mainstay for HIV patients (Lengauer 
et al., 2014).

Many healthcare organization, institutions and research laboratories have started 
to develop data repositories and computational tools for HIV research (Sayers et al. 
2012). The Stanford HIV Drug Resistance Database hosts an easily and freely available 
online genotypic resistance analysis system called HIVdb to help clinicians and 
laboratories interpret HIV-1 genotypic resistance tests. The application’s advantages 
are its accessibility for submitting sequences, its quality control analysis, its clearness 
and its widespread comments intended at educating the user. Sierra, the Stanford 
Algorithm web service is an extension that permits laboratories to analyze many 
sequences to individualize the format of their results. The ASI compiler creates and 
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makes it conceivable for HIVdb to provide the outcome using a range of different 
HIV-1 genotypic resistance analysis algorithms (Tang el al., 2012).

The complexity, diversity and rich context of data being produced in healthcare are 
motivating the development of big data for health. Big data can help to enhancement 
the applicability of clinical research studies into real-world scenarios, where 
population heterogeneity is a problem. (Javier Andreu-Perez et al., 2015). Social 
networking technologies are the possible and satisfactory platform for the analysis 
of growing HIV and STD-related communication. Big data analytics from mobile 
technologies might be mainly useful in addressing HIV prevention and treatment 
efforts among these high-risk HIV/AIDS populations (Young et al., 2013). Today’s 
bioinformatics, disease modeling, and digital epidemiology can be applied to address 
HIV prevention (Young, 2015).

Big Data in healthcare is still relatively a new tool which makes it challenging to 
find solid articles that provide an overview of the new technology. Big data quenches 
what little hope remains for the notice and choice management. Specified simply 
that upfront notice is not possible because new classes of goods and services reside 
in future and surprising uses (Cate, 2013).There are many challenges associated 
with big data like issues of privacy, security, compliance with rules and regulations 
(Jokonya, 2014). In particular, Big Data challenges the Fair Information Practices 
(FIPs), which is the set of standards prevailing the gathering and practice of personal 
data and addressing issues of privacy and accuracy (Rubinstein, 2012).

Table 2 contains the list of various HIV/AIDS data resources available over 
internet for researchers, clinicians, physicians and healthcare providers.

HIV/AIDS PATIENT DATA FLOW

The flow of HIV/AIDS patient data starts from the doctor’s office to research 
laboratories, diagnostic labs, pharmacies, and other agencies working on HIV/AIDS. 
This data flow of HIV/AIDS patients provides many points where information 
security, privacy, and risk must be considered. Every point in this flow must be 
prepared with an information protection policy that is inclusive of Security, Privacy, 
and Risk Management solutions. HIV/AIDS patient electronic health care information 
are progressively being produced and distributed and interconnected across several 
points, including physician, research labs, diagnostic labs, patients, HIV/AIDS clinics, 
Hospitals, HIV/AIDS monitoring agencies and many other agencies working for 
the prevention and treatment of HIV/AIDS.
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Table 2. List of HIV/AIDS data resources available over internet

Data Provider Web Links Description

Kaiser Family 
Foundation http://kff.org/hivaids/ Provides the latest HIV AIDS data and 

information on the U.S. role in global health

CDC https://www.cdc.gov/hiv/library/reports/
hiv-surveillance.html

CDC provides the annual HIV Surveillance 
Report which is the overview on the current 
epidemiology of HIV disease in the United 
States and dependent areas.

WHO http://apps.who.int/gho/data/node.
main.617?lang=en

The world health organization provides the 
global health observatory data repository on 
HIV AIDS

UNAIDS http://www.aidsinfoonline.org/devinfo/
libraries/aspx/Home.aspx

This database contains country-reported 
GARPR data and Spectrum estimates

UCSF http://hivinsite.ucsf.edu/

Developed by CHI at UCSF, This site has 
a broad collection of original material, 
including the HIV InSite Knowledge Base, a 
complete textbook with extensive references 
and related links organized by topic.

NCBI https://www.ncbi.nlm.nih.gov/genome/
viruses/retroviruses/hiv-1/interactions/

The national repository of biomedical data 
and literature. Provides HIV-1, human 
interactions database.

Los Alamos HIV 
Databases http://www.hiv.lanl.gov/

Huge repository of HIV sequence and epitope 
information also offers access to a large 
number of tools that can be used to analyze 
and visualize these data.

Stanford 
University HIV 
Drug Resistance 
Database

http://hivdb.stanford.edu/index.html Database of mutations in HIV conferring 
resistance to antiviral agents

NIAID https://chemdb.niaid.nih.gov/

This database holds information mined from 
scientific literature on the structure and 
activity of compounds that have been tested 
against HIV, HIV enzymes or opportunistic 
pathogens.

BioAfrica http://www.bioafrica.net/index.php
Provides information on HIV proteomics, 
subtype C distribution, and the REGA HIV-1 
subtype tool

GPS-Prot http://www.gpsprot.org/
A site for exploring interactions between, 
HIV and cellular proteins, with rich tools for 
follow-up.

HIV Replication 
Cycle

http://www.hivsystemsbiology.org/wiki/
index.php/Introduction

A web-based account of the HIV replication 
cycle.

Gene Overlapper http://www.hivsystemsbiology.org/
GeneListOverlapper/

Provides output from genome-wide surveys 
of host-cell genes linked to HIV infection 
with tools for exploring overlaps

continued on following page
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In general, every point must have legitimate and technical rules and regulations 
to provide security and privacy to HIV/AIDS patient data. This makes it challenging 
to break the security and privacy of patient’s information across multiple points and 
easily recognize any attack to database when points are linked.

Data Provider Web Links Description

HIV and AIDS 
Data Hub for 
Asia Pacific

http://www.aidsdatahub.org/ Provides high quality, accessible and recent 
data on HIV /AIDS in Asia and the Pacific.

Ryan White 
Services Report 
HRSA

https://hab.hrsa.gov/program-grants-
management/ryan-white-hivaids-
program-services-report-rsr

Provides HIV/AIDS program client-level data 
collected through the Ryan White HIV/AIDS 
Services Report (RSR).

Medicaid 
Statistical 
Information 
System

https://www.medicaid.gov/medicaid/
data-and-systems/collection-systems/
msis/index.html

Provides a large-scale database of all 
those eligible and receiving services under 
Medicaid and CHIP programs for every state 
and territory.

North American 
AIDS Cohort 
Collaboration 
on Research and 
Design (NA-
ACCORD)

https://statepiaps7.jhsph.edu/naaccord/

North American regional representative of 
the International Epidemiologic Databases 
to Evaluate AIDS (IeDEA). Provides data on 
over 150,000 HIV-infected participants.

CFAR Network 
of Integrated 
Clinical Systems

https://www.uab.edu/cnics/

Provides electronic medical records-based 
network poised to integrate clinical data from 
the large and diverse population of HIV-
infected persons.

HIV Research 
Network

https://cds.johnshopkins.edu/hivrn/
index.cfm?do=sens.content&page=test_
about_us.html

This is a network of HIV care providers 
from across the U.S. who provide timely 
demographic, clinical, and health services 
costs and utilization data linked to relevant 
clinical data on HIV-infected persons.

Clinical Case 
Registry: HIV

https://catalog.data.gov/dataset/clinical-
case-registries-ccr

Databases designed to provide population-
based data on VA patients infected with 
Human Immunodeficiency Virus (HIV) and/
or Hepatitis C virus (HCV).

National Vital 
Statistics System https://www.cdc.gov/nchs/nvss/

Provides inter-governmental data sharing in 
Public Health and the shared relationships, 
standards, and procedures.

aidsmap http://www.aidsmap.com/

Provides a huge database of HIV prevention 
and treatment information, as well as a 
searchable global HIV/AIDS resource 
directory.

Table 2. Continued

 EBSCOhost - printed on 2/10/2023 5:05 PM via . All use subject to https://www.ebsco.com/terms-of-use

http://www.aidsdatahub.org/
https://hab.hrsa.gov/program-grants-management/ryan-white-hivaids-program-services-report-rsr
https://hab.hrsa.gov/program-grants-management/ryan-white-hivaids-program-services-report-rsr
https://hab.hrsa.gov/program-grants-management/ryan-white-hivaids-program-services-report-rsr
https://www.medicaid.gov/medicaid/data-and-systems/collection-systems/msis/index.html
https://www.medicaid.gov/medicaid/data-and-systems/collection-systems/msis/index.html
https://www.medicaid.gov/medicaid/data-and-systems/collection-systems/msis/index.html
https://statepiaps7.jhsph.edu/naaccord/
https://www.uab.edu/cnics/
https://cds.johnshopkins.edu/hivrn/index.cfm?do=sens.content&page=test_about_us.html
https://cds.johnshopkins.edu/hivrn/index.cfm?do=sens.content&page=test_about_us.html
https://cds.johnshopkins.edu/hivrn/index.cfm?do=sens.content&page=test_about_us.html
https://catalog.data.gov/dataset/clinical-case-registries-ccr
https://catalog.data.gov/dataset/clinical-case-registries-ccr
https://www.cdc.gov/nchs/nvss/
http://www.aidsmap.com/


126

Risks, Security, and Privacy for HIV/AIDS Data

PROTECTING THE PRIVACY AND SECURITY OF 
HIV/AIDS PATIENT’S HEALTH RECORDS

Privacy and security are difficulties related to computer systems and applications 
that were not predicted until well into the second half of the present computer age. 
In 1976, Turn and Ware defined Privacy and Security, according to them “Privacy 
is an issue that concerns the computer community in connection with preserving 
personal information on individual citizens in computerized record keeping systems. It 
contracts with the civil rights of the individual regarding the collection of information 
in a record keeping system about his person and activities, and the processing, 
distribution, storage, and practice of this information in making determinations 
of him.” They also define computer security as “Computer security includes the 
procedural and technical measures required to prevent illegal access, alteration, use, 
and dissemination of data stored or processed in a computer system. It is used to 
stop any thoughtful denial of service. It also includes several procedures to protect 
the system in its entirety from physical harm (Turn et al., 1976). There are several 
practices of big data presently fall into areas where there are no any proper rules 
and regulations. Due to the underdeveloped regulatory establishments, there is a 
requirement to have a secure big data policy, which must take into account the level of 
sensitivity of information used in predictive modeling. However, many organizations 
have not established best practices to ensure privacy and security of customer data. 
There is also the question of whose welfare, preferences and opinions are to succeed 
in the construction of big data related laws and policies in the future. The growing 
involvement of the individuals is likely to force further governing reaction to ensure 
that individual’s information is protected (Kshetri, 2014). The increasing volume of 
HIV/AIDS patient’s data in EHRs form, involvement of healthcare digital devices, 

Figure 2. Data flow of HIV/AIDS
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and analytical tools that are now connected by digital networks has revolutionized 
the healthcare organization’s ability to produce, share, transfer and access data. These 
electronic medical records must be protected from data breaches. The power of the 
international agreement over HIV/AIDS as a security issue tended to be exaggerated 
because of this within a few years that agreement seemed to have dissolved and 
important doubts had appeared over the indication for the hypothetical links between 
HIV and security (McInnes, 2010).

Physicians, researchers, clinicians and other health care bodies have a legitimate 
obligation to safeguard medical records from unauthorized and unlawful access, 
whether mischievous or unintended, by both insiders and hackers. To acquire this, 
organizations must have applicable privacy and security policies in place to protect 
the data, as well as risk-based management, administrative, and technical controls 
necessary to ensure information security. Securing personal patient information 
in large health care databases must be approached systematically. The majority 
of privacy and security risks can be addressed by conducting a risk assessment 
and prioritizing steps to secure an information system. As the amount of genomic 
information collected in electronic form continues to grow, the imperative of 
information security will only grow stronger.

In healthcare organization EHR systems must support the distribution of 
personal health care services, including care delivery, administrative processes, care 
management and care support processes. As individuals involve more enthusiastically 
in controlling of their own health, they too become important users of electronic 
health information. There are also important secondary uses, including education, 
regulation, clinical and health services research, public health and homeland security, 
and policy support (IOM, 2003). PLHA tend to be more worried about the social 
risks of treatment than about the medical outcomes of accessing counseling, testing 

Figure 3. HIV/AIDS Big Data privacy and security interconnects with law, technology, 
and culture
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and treatment services. This type of situation is largely due to some superficial 
individual and organizational or structural-level gaps in the health care setting. 
Under ordinary situations, PLHA patients accessing health care services are involved 
in the required cure or treatment for their health problems, with slight attention in 
whether someone they know may see them in the hospital (Dapaah & Senah, 2016).

LEGITIMATE REQUIREMENTS AND CONSEQUENCES

HIV/AIDS patients strongly believe that their sensitive information should be 
distributed only among people involved in their treatment. They don’t want to 
approve sharing of their health information to any third party. There are several 
legitimate procedures to provide Big Data security and privacy for HIV/AIDS 
patient’s information.

Health Insurance Portability and Accountability Act

In 1996, The US Congress enacted the HIPAA (Health Insurance Portability and 
Accountability Act) to increase the effectiveness and efficiency of the health care 
system. The sharing and use of individual’s health information are governed mainly 
by the Health Insurance Portability and Accountability Act at the national level 
(HIPAA, P.L. 104-191). HIPAA contains administrative simplification requirements 
that required HHS to adopt national standards for electronic health care transactions 
and code sets, unique health identifiers, and security. The US Congress recognized 
that advances in electronic technology could destroy the privacy of health information. 
Afterward, Congress merged into HIPAA requirements that instructed the adoption 
of National privacy protections for individually identifiable health information 
(Nass et. al.,2009). There are some cases in which the sturdiest safeguard of privacy, 
confidentiality, and security is often focused on specific areas of apprehension 
such as human immunodeficiency virus (HIV), AIDS, mental illness, or genetics 
information (Gostin, 2001). The main aim and focus of HIPAA is to assure that 
individuals’ health information is appropriately protected while allowing the flow 
of health information needed to provide and promote high-quality health care and 
to protect the public’s health and comfort. The Rule raids a balance that documents 
important uses of information while protecting the privacy of people who seek care 
and healing. HIPAA is intended to be flexible and complete to provide protection 
to the variety of practices and revelations that need to be addressed (Wilkes, 2014).
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Health Insurance Portability and 
Accountability Act: Privacy Rule

The HIPAA Privacy Rule was developed under HIPAA’s administrative simplification 
provisions by HHS, which instructed the creation of privacy standards for “protected 
health information” (PHI) in the absence of federal legislation. The main aim of the 
HIPAA Privacy Rule is to confirm that individuals’ health information is accurately 
protected while allowing the flow of information needed to promote high-quality 
health care (IOM, 2009). In December 2000, HHS published a final Privacy Rule 
which was later amended in August 2002. This Rule is flexible and widespread 
to set national standards for the safeguard of independently distinguishable health 
information by three types of covered entities: health care providers, health plans and 
health care clearinghouses, and who conduct the standard health care transactions 
electronically. The HIPAA Privacy Rule spread over to all the entities that electronically 
communicate health information in connection with certain health care transactions 
like health plans, health care providers and health care clearinghouses (HHS, 2003). 
There are some data sets which differs from de-identified information in that they 
may comprise dates and some terrestrial information related to an individual that 
are absent from de-identified information. The HIPAA Privacy Rule does not apply 
to health information that has been de-identified in accordance with the Privacy 
Rule (HHS, 2003). Every health care provider should be aware that the Privacy Rule 
under the Health Insurance Portability and Accountability Act of 1996 (HIPAA) 
prescribes the use or revelation of a patient’s health information, including HIV 
status, without the PLWHA’s permission (Branson, 2006).

Health Insurance Portability and 
Accountability Act: Security Rule

On February 20, 2003, HIPAA Security Rule was published in which HIPAA 
mandate the secretary to implement security standards among other standards for 
certain health information (HHS, 2003). In the overview to the HIPAA Security 
Rule, there are many NIST publications were cited as possibly helpful resources for 
readers with raising vital problems and concerns related to the information security 
(Hash, 2005). In the case of protecting HIV/AIDS health information, HIPAA 
Security Rule explicitly emphases on the safeguarding of electronic protected health 
information (EPHI). Every healthcare organizations and HIV/AIDS patient data 
providers must comply with the HIPAA Security Rule, which explicitly emphases on 
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safeguarding the confidentiality, integrity, and availability of EPHI, as demarcated 
in the HIPAA Security Rule. The HIV/AIDS data providers who are responsible 
for creates, accepts, maintains, or communicates such sensitive information must 
be protected against judiciously predicted threats, vulnerabilities, and unauthorized 
uses and exposes. Today’s the healthcare industry remains growing with the help 
of Big Data analytics. For the prevention and treatment of HIV/AIDS, healthcare 
organizations developing their strength through monitoring real time HIV/AIDS 
patient, scientific instrument involvement, technical approaches, following database 
privacy and security policy. Healthcare organizations and HIV/AIDS physicians 
must determine their role as factors of the confidentiality, privacy, and security of 
sensitive patient records.

The National HIV/AIDS Strategy and the Patient 
Protection and Affordable Care Act

The Patient Protection and Affordable Care Act of 2010 as revised by the Healthcare 
and Education Reconciliation Act of 2010, stated to collectively as the Affordable 
Care Act [ACA], which was signed into law in March 2010, makes an appropriate 
environment for implementing the National HIV/AIDS Strategy and makes its 
goals more achievable. Under the new law, individuals who are living with or at 
improved risk for HIV infection such as young marginal men will be more likely to 
be screened for HIV and to receive life-saving treatment and services that strengthen 
their ability to adhere to treatment regimens (Chen, 2012). After several challenges 

Figure 4. HIPAA privacy rule covered entities
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posed by HIV/AIDS, the White House Office of National AIDS Policy (ONAP) 
released a National HIV/ AIDS Strategy (NHAS) for the United States in July 2010. 
The primary goals of the NHAS are to reduce HIV incidence, increase access to 
care and optimize health outcomes for PLWHA, and reduce HIV-related health 
disparities (Spicer, 2012).

The NHAS is intended to build upon the Patient Protection and Affordable Care 
Act (ACA), which if implemented as originally planned is expected to bring millions 
of uninsured individuals, including many PLWHA, into the health care system. 
Examples of provisions of the ACA that may increase access to care for PLWHA 
include changes in eligibility requirements for public (e.g., Medicaid) and private 
health insurance, reduced out-of-pocket costs for Medicare Part D prescription drugs, 
expansion of coverage for preventive health services, and increased care capacity 
in community health centers.

The Personal Information Protection and 
Electronic Document Act (PIPEDA)

The Personal Information Protection and Electronics Documents Act (PIPEDA) was 
enacted by the Parliament of Canada, came into effect on 1 January 2001 for problems 
within federal jurisdiction, with the exception of the provisions on health information, 
which came into effect on 1 January 2002. The resolution of PIPEDA is to standardize 
the collection, use, and disclosure of personal information by organizations, healthcare 
sectors carrying on commercial activities (CMAJ, 1995). In the U.S., the Privacy Act 
of 1974 standardizes the collection of personal information by government agencies. 
There is no overarching federal law regulating private entities, but some states have 
their own laws, such as California’s Online Privacy Protection Act of 2003. Generic 
privacy laws in other countries include Canada’s Personal Information Protection 
and Electronic Documents Act (PIPEDA) and Directive 95/46/EC of the European 
Parliament, commonly known at the Data Protection Directive (Narayanan et. al, 
2010). PIPEDA applied to personal information in the federally controlled private 
sector, such as broadcasting, airlines, banking sector, interregional transference, 
and telecommunications. PIPEDA is designed to regulate the collection, use, and 
disclosure of personal information in the private or commercial sector. PIPEDA is a 
Canadian laws and policies that support the right to privacy and the confidentiality 
of health record of people living with HIV/AIDS. It is anticipated for people living 
with HIV/AIDS and their advocates, for community-based organizations, and for 
legislators and policymakers. PIPEDA provides better legal privacy protections for 
people living with HIV/AIDS in Canada.
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Health Information Technology for Economic 
and Clinical Health (HITECH)

On February 17, 2009, The US President Barack Obama has signed The American 
Recovery and Reinvestment Act (ARRA). This is commonly referred to at this 
juncture as the stimulus bill, includes $19.2 billion in provisions for health information 
technology and health information management. Title XIII of the ARRA, Health 
Information Technology, which is cited as the Health Information Technology for 
Economic and Clinical Health (HITECH) Act. This includes several amendments 
to HIPAA’s privacy and security provisions (ARRA, 2009). HITECH Act makes 
stronger protections of healthcare information and also extends the privacy and 
security regulations of HIPAA to health care providers.

ISO 27799:2016

ISO 27799:2016 provides guidelines and best practices for healthcare information 
security. This also includes information security selection, implementation, and 
management of controls taking into consideration. The controls defined in ISO/
IEC 27002 uses implementation guidelines of ISO 27799:2016 and increments 
them whenever there is a need to change it so that they can be effectively used for 
managing health information security. By implementing ISO 27799:2016, healthcare 
organizations and other custodians of health information will be able to ensure 
a minimum requisite level of security that is appropriate to their organization’s 
circumstances and that will maintain the confidentiality, integrity, and availability 
of personal health information in their care. It applies to health information in all 
its aspects, whatever form the information takes for example words and numbers, 
sound recordings, drawings, video, and medical images etc. whatever means are used 
to store it like printing or writing on paper or storage electronically and whatever 
resources are used to transmit it, by hand, through fax, over computer networks, or by 
post, as the information is always appropriately protected (Health informatics, 2016).

The Genetic Information Non-Disclosure Act of 2008 (GINA)

GINA now will preclude insurers from doing so, the insurance industry may lack 
data that it believes will make insurance coverage more efficient. Some argue that 
since insurance companies may use other indicators, such as a manifested disease, 
to determine premiums and eligibility, they should be permitted to use genetic 
information. GINA is the first main American anti-discrimination statute in over a 
decade. GINA prohibits health insurers and employers from making decisions based 
on genetic information. While some examples do exist, both GINA’s advocates and 
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adversaries agreed that scant evidence indicated a significant history of genetic-
information discrimination. (Joseph et al,2013). GINA protect the wide-ranging 
public from future discrimination on the basis of genetic information is sound and 
reasonable. Although the law still has some loopholes through which insurance 
providers and employers can jump, the protection provided under GINA satisfies 
many of the public’s concerns (Donald et al., 2011). Due to GINA’s inception and 
its demonstration genomic based healthcare data has grown tremendously and 
transforming approximately all areas of biomedical research especially healthcare 
sector.

US Freedom of Information Act

In some ways, a companion act to the FOIA, the Privacy Act of 1974, allows U.S. 
citizens and permanent resident aliens (but not noncitizens) certain rights with respect 
to information held about them by executive agencies of the federal government. 
These include: (1) the right to know how personal records are collected, maintained, 
used, and disseminated by the federal government; (2) the right to gain access to 
most kinds of personal information held about them; and (3) the right to amend 
information if it is found to be incorrect or incomplete. For the Privacy Act to apply, 
records have to be maintained in a system of records: In other words, records have 
to be grouped in a way that allows information from them to be retrieved by an 
identifier such as name or social security number. Information not held in this way 
is not subject to the Privacy Act but may be subject to the FOIA. In practice, the 
Privacy Act and the FOIA are often used together in making requests for information 
from federal agencies.

The Gramm-Leach-Bliley Act

In the US, protection of personal information privacy is a vital concern. Information 
privacy is a kind of commons that requires some degree of social control to construct 
and preserve (Janger et al., 2001) The Gramm-Leach-Bliley Act (GLBA) was 
enacted to make personal information more protective. The Gramm-Leach-Bliley 
Act (GLBA), which is also known as the Financial Services Modernization Act of 
1999, provides limited privacy protections against the sale of your private financial 
information. Additionally, the GLBA codifies protections against pretexting, the 
practice of obtaining personal information by false pretenses. Gramm-Leach-Bliley 
Act, which generally placed restrictions on the exposé of non-public information 
to non-affiliated third parties, and required financial institutions, including health 
insurers, to provide customers or patient with notice regarding how their non-
public personal information is used including an opportunity to “opt out” of certain 
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disclosures. State departments of insurance and certain federal agencies adopted 
implementing regulations as required by federal law.

The Gramm-Leach-Bliley Act also gives banks and other financial institutions 
the ability to affiliate with insurance companies, which may lead to new competitors 
in the insurance and health benefits fields. It is the policy of the Congress that each 
financial institution has an affirmative and continuing obligation to respect the privacy 
of its customers and to protect the security and confidentiality of those customers’ 
nonpublic personal information. In furtherance of the policy in subsection (a) of 
this section, each agency or authority described in section 6805(a) of this title shall 
establish appropriate standards for the financial institutions subject to their jurisdiction 
relating to administrative, technical, and physical safeguards (Code, 1999).

1.  To ensure the security and privacy of customer and patient records especially 
financial and health insurance related data.

2.  To safeguard against any expected threats or hazards to the security or integrity 
of such records

3.  To safeguard against unauthorized and illegal access to such records which 
could result in substantial harm or inconvenience to any customer or patient.

CONCLUSION

In conclusion, this chapter has addressed the several law and policies which are 
available for the very sensitive big data of HIV/AIDS patients. Globally there 
are several organizations which are providing the data repository for HIV/AIDS 
data. Privacy, confidentiality, and security are dangerous issues as the health care 
organizations are approaching the EHRs. Protecting HIV/AIDS patient information 
is now becoming a global issue for the current era through continuous legislative and 
monitoring modifications as well as constitutional, private initiatives and technical 
approaches. This chapter investigates how current information security legitimate 
framework and policies provides adequate security, privacy, and confidentiality to 
HIV/AIDS EHRs. Several countries have different law and policies for implementing 
information security these policies should address both private and public interests 
to provide the maximum level of protection to highly sensitive HIV/AIDS data.
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Currently, there are many legitimate frameworks provide policies for the privacy 
and confidentiality of PLWHA data like privacy and security regulations of HIPAA. 
The Personal Information Protection and Electronic Document Act (PIPEDA) 
safeguard Individual’s HIV/AIDS health information against use by profitable 
enterprises across regional and national boundaries in Canada. The National HIV/
AIDS Strategy and the Patient Protection and Affordable Care Act, HITECH The 
Federal Data Breach Notification Law, ISO 27799:2016, The Genetic Information 
Nondisclosure Act of 2008 (GINA), US freedom of information act. Technologies are 
as yet insufficient and there is still an opportunity for improvement for the security 
of HIV/AIDS patient data. These types of data contain sensitive patient information 
which can have an impression on the patient’s health and even their life. HIV/AIDS 
patient data involve different health information management activities for different 
purposes and information security is important for all these functionalities. There 
are ongoing discussions and progresses in the area of consent mechanisms to ensure 
information security of patients. As discussed earlier in this paper, requirements 
of consent for use of health information should not impede medical research and 
disease surveillance.

Consequently, there is a need for both technical and legitimate approach to address 
this efficiently to maintain HIV/AIDS patient privacy and fulfill the requirements 
of research and the epidemiology. Several risks associated with those healthcare 
organizations that do not follow a good security and privacy rules and regulations 
are primarily considerable. Several technical approaches for monitoring HIV/AIDS 
patient information securely incorporated into EHRs could be one of the solutions to 
this problem. Technically many authorization mechanisms integrating cryptographic 
techniques could possibly improve the information security of HIV/AIDS EHRs. 
Information security of these sensitive data should be considered extensively to ensure 
patient safety through providing secure EHRs to healthcare providers, clinicians, 
physicians, primary and secondary users of EHRs. Breach of information security 
can stem from a breach of confidentiality by authorized users and abuse of their 
access privileges. Therefore, ethical and legal responsibilities of users should also 
be considered for the information security of EHRs. This chapter focuses on the 
legitimate aspect of information security for HIV/AIDS sensitive EHRs and does 
not cover the various technical approaches for enhancing information security of 
HIV/AIDS EHRs.
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ABSTRACT

In the community of men who have sex with men (MSM) the prevalence of the HIV-
1 infection is still high. Promiscuity and condom fatigue are making unprotected 
anal intercourse (UAI) more common and sexually transmitted infections (STIs) 
presumably harder to track. Yet, MSM communities are peculiar in the sense that 
men can adopt fixed (insertive or receptive) or versatile (both practices) roles. Some 
old theoretical work predicted that the transmission of HIV-1 would be enhanced 
in MSM populations engaged more in role versatility than in role segregation, in 
which fixed roles are predominantly adopted. These predictions were based on the 
assumption that the probability of acquisition from unprotected insertive anal (UIA) 
sex was neglectable, which is an inappropriate assumption. This chapter shows that 
the increase of the HIV-1 prevalence among MSM due to role versatility holds under 
a stronger assumption of bidirectional virus transmission.
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BACKGROUND

The prevalence of the HIV-1 infection has decayed in the last decades in western 
heterosexual populations (Beyrer et al., 2012). However, in the community of 
men who have sex with men (MSM) the prevalence is still high, despite intensive 
campaigns and treatment programs that keep infected men as undetectable (Beyrer 
et al., 2012). Promiscuity and condom fatigue (Adam et al., 2005), which are not 
unique to the MSM community, are making unprotected anal intercourse (UAI) more 
common and sexually transmitted infections (STIs) presumably harder to track. Yet, 
MSM communities are peculiar in the sense that men can adopt fixed (insertive or 
receptive) or versatile (both practices) roles. Some old theoretical work (Trichopoulos 
et al. 1998; Van Druten et al. 1992; Wiley & Herschkorn 1989) predicted that the 
transmission of HIV-1 would be enhanced in MSM populations engaged more in role 
versatility than in role segregation, in which fixed roles are predominantly adopted. 
These predictions were based on the assumption that the probability of acquisition 
from unprotected insertive anal (UIA) sex was neglectable. However, as later shown 
(Goodreau et al. 2005; Vittinghoff et al. 1999), this assumption is inappropriate 
and HIV-1 can still be acquired, although at a lower rate, via UIA sex. Here I show 
that the increase of the HIV-1 prevalence among MSM due to role versatility holds 
under a stronger assumption of bidirectional virus transmission.

I aim developing a stochastic model to demonstrate that in MSM populations 
that practice UAI, the prevalence of the HIV-1 infection decays when there is a 
transition from role versatility to role segregation without assuming that the long-
term probability of acquisition from UIA sex with receptive infected partners is 
negligible. In other words, I will demonstrate, in a more realistic scenario that allows 
for bidirectional virus transmission, that the high prevalence of the HIV-1 infection 
in MSM populations can still theoretically be attributed to role versatility.

METHODS: A STOCHASTIC MODEL WITH 
DIFFERENT ROLE CLASSES

The following is assumed:

•	 The MSM population practices UAI.
•	 There is random mixing among individuals and sexual-role classes.
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•	 A corollary of the previous assumption is that there is not role assortativity, 
which is when versatile MSM preferentially choose other versatile MSM 
as partners, or when insertive MSM preferentially choose receptive over 
versatile MSM as partners, or when receptive MSM preferentially choose 
insertive over versatile MSM as partners. Versatile individuals have the 
same preference of being insertive or receptive when their partners are also 
versatile.

By defining H  as the prevalence of the HIV-1 infection at the MSM population 
(proportion of the population that is infected), and B, V and T as the proportion of 
males within the MSM population that have a receptive (B), versatile (V) and insertive 
(I) role (so that B V T+ + = 1 ), the prevalence is given by:

H P I B B P I V V P I T T= ( ) + ( ) + ( )| | |  (1)

where P I B|( ) , P I V|( )  and P I T|( )  are the probabilities that an individual 
within the population is infected given that his sexual role is receptive, versatile or 
insertive, respectively. These conditional probabilities are defined as follows:

P I B P I V V P I T T| | |( ) = ( ) + ( )ρ ρ  (2)

P I V P I B B P I V V P I V V P I T T| | | | |( ) = ( ) + ( ) + ( ) + ( )ι ι ρ ρ
1
2

1
2

 (3)

P I T P I B B P I V V| | |( ) = ( ) + ( )ι ι  (4)

where ρ  is the long-term probability of acquisition from URA sex with infected 
insertive partners and ι  is the long-term probability of acquisition from UIA sex 
with receptive infected partners. In other words, the probability that an individual 
within the population is infected given his sexual role is defined by the expected 
prevalence of the infection at each of his potential-partners’ sexual-role classes  
(E H B P I B B| |( ) = ( ) , E H V I V V| |( ) = ( )  and E H T P I T T| |( ) = ( ) ) 
weighted by the long-term probability of acquisition from UAI with insertive ρ  or 
receptive ι  infected partners.
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Notice that these very same probabilities, with some reformulation of ρ  and ι , 
can be used to estimate the number of sexual encounters until infection (K) and the 
incidence, or the number of new infections in an interval of length t, N(t) (see section 
Extensions”).

HIV-1 PREVALENCE AT DIFFERENT 
FREQUENCIES OF THE VERSATILE ROLE

For the HIV-1 infection previous models (Trichopoulos et al., 1998; Van Druten et 
al, 1992; Wiley & Herschkorn, 1989) have assumed that the long-term probability 
of acquisition from UIA sex with receptive infected partners is negligible ( ι→ 0 ). 
Under this condition, lim |

ι→
( ) =

0
0P I T  and equations (1-3) are simplified as follows:

lim | |
ι

ρ
→

( ) = ( )
0
P I B P I V V  (5)

lim | |
ι

ρ
→

( ) = ( )
0

1
2

P I V P I V V  (6)

lim |
ι

ρ
→

= +










 ( )

0

1
2

H B V P I V V  (7)

Observe that by assuming that the long-term probability of acquisition from UIA 
sex with receptive infected partners is negligible, the prevalence, as in equation (7), 
would tend to zero as the versatile role disappears (V → 0 ), confirming previous 
predictions (Trichopoulos et al., 1998; Van Druten et al., 1992; Wiley & Herschkorn, 
1989). However, some studies (Goodreau et al., 2005; Vittinghoff et al., 1999) 
suggest that the assumption ι→ 0  may be inappropriate. Then, in more general 
terms, as the versatile role disappears ( lim

V
B T

→
+( ) =

0
1 ) the probabilities that an 

individual is infected given his sexual role (2-4), and the prevalence of the infection 
at the MSM population (1), would be simplified as follows:

lim | |
V
P I B P I T T

→
( ) = ( )

0
ρ  (8)
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lim | |
V
P I T P I B B

→
( ) = ( )

0
ι  (9)

lim |
V

H
B B B P I B

→
= −


 +



 ( )

0
1 1

ρ
ι
ρ

ρ  (10)

Yet, a property of the HIV-1 epidemic is that it is more likely to acquire the 
infection by performing URA sex with infected insertive partners than UIA sex with 
infected receptive partners, without the latter being negligible (Beyrer et al., 2012; 
Goodreau et al., 2005; Vittinghoff et al., 1999; Bezemer et al., 2015). By incorporating 
into the last equation this condition (ρ ι� ) , which can be expressed as ι ρ/ → 0 , 
and knowing that ρ > 0 , the prevalence H, as in equation (10), would then tend to 
zero:

lim

/

V

H
→
→

=
0

0

0

ι ρ
ρ

 (11)

In other words, as the versatile role disappears (V → 0 ) and is more likely to 
get infected by performing URA than UIA sex with infected partners ( ι ρ/ → 0 ), 
the prevalence of the HIV-1 infection tends to zero (H → 0 ) (Figure 1).

DISCUSSION

Promiscuity (i.e. random mixing among individuals and sexual-role classes) is 
intrinsic to the present model. Therefore, I have shown that the prevalence of the 
infection in a promiscuous MSM population engaged in UAI would decrease as role 
segregation was practiced instead of role versatility without reducing the level of 
promiscuity and by allowing for bidirectional virus transmission. This is because 
in MSM populations engaged in role segregation the receptive partners, those most 
easily infected, are less likely to transmit the infection, while in MSM populations 
engaged in role versatility, the versatile individual, who is easily infected through 
URA sex, can rapidly transmit the infection through UIA sex. A negative feedback 
like this could explain why MSM populations in the Middle East, which exhibit 
strong role segregation because of cultural factors (i.e. anal intercourse among men 
is common before marriage and is a sign of manliness for the insertive partner), 
have a lower prevalence of the HIV-1 infection (Beyrer et al., 2012).
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By reworking an old prediction under a more realistic scenario of role-conditioned 
contact risk, I demonstrated, under a strong assumption of bidirectional virus 
transmission, that HIV-1 prevails among MSM because of role versatility. This 
should raise awareness among infectiologists and the general public that besides 
trivial factors that may impact the prevalence of HIV-1, such as condom usage and 
promiscuity, sexual role segregation may drastically limit the spread of the virus 
in MSM populations. The suppression of role versatility, as by definition happens 
in heterosexual partners, is enough to drop the incidence of the HIV-1 infection.

Figure 1. Schematic representation of the prevalence of the HIV-1 infection given 
different proportions of the sexual roles in the MSM population. The Finetti diagram 
is depicting the overall prevalence (H ) of the HIV-1 infection in the MSM population 
at different proportions of the receptive (B ), versatile (V ) and insertive (T ) roles, 
so that B V T+ + = 100% . H  scores are relative because ρ  and ι  are undefined. 
High H  scores are in red.
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EXTENSIONS

The original model was defined as follows:

−

+( ) −
−
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1

1
2

1

1

ρ ρ

ι ι ρ ρ

ι ι

V T

B V T

B V
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P

�

|

|

II T|( )





















=





















0

0

0

 (A)

By redefining ρ  as the probability of acquisition from one-time URA sex with 
an infected insertive partner and ι  as the probability of acquisition from one-time 
UIA sex with a receptive infected partner, it is possible to model new descriptors.

For instance, the number of sexual encounters until infection (K) given a specific 
sexual role is then described by a geometric distribution with probability P I B|( ) , 
P I V|( )  or P I T|( )  (B), and the expected number of sexual encounters until 

infection E K( )  given a specific sexual role is 1/ |P I B( ) , 1/ |P I V( )  or 

1/ |P I T( )  (C). In equations (B-E) R refers either to B, V or T.

P K k R P I R P I R
k

=( )= − ( )



 ( )
−

| | |1
1

 (B)

E K R
P I R

|
|

( ) = ( )
1  (C)

Similarly, the incidence, or the number of new infections in an interval of length 
t, N t( ) , given a specific sexual role, is described by a Poisson process (D) with λ  

defined as lim /
t
N t t

→∞
( ) , which by definition is the size of the MSM population per 

unit of time (S) times P I B B|( ) , P I V V|( )  or P I T T|( ) , that is λ = ( )P I R RS| .

P N n R
t e

nt

n t

=( )=





−

|
!

λ λ

 (D)

E P R t
t
|( ) = λ  (E)
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and the incidence at the population level is:

P N n
t e

nt

n t

=( )=





−λ λ

!
 (F)

E P t
t( ) = λ  (G)

where λ = ( ) + ( ) + ( )P I B BS P I V VS P I T TS| | |
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ABSTRACT

Protease (PR) is an important enzyme required for the posttranslational processing 
of the viral gene products of type-1 human immunodeficiency virus (HIV-1). Protease 
inhibitors (PI) act as competitive inhibitors that bind to the active site of PR. The 
I84V mutation contributes resistance to multiple PIs, and structurally, this mutation 
affects both sides of the enzyme active site. In order to get insights about this major 
resistance site to PR inhibitors using in silico approaches, in this chapter, the 
wild-type (WT) and mutant (MT) I84V of PR were modeled and docked with all 
PR inhibitors: Atazanavir, Darunavir, Indinavir, Lopinavir, Nelfinavir, Saquinavir, 
and Tipranavir. Docking results revealed that in comparison to the WT, the binding 
score was higher for the MT-I84V. Thus, it can be suggested that the high affinity 
towards inhibitors in the MT could be due to the presence of energetically favorable 
interactions, which may lead to tight binding of inhibitors with the MT protein, 
leading to the development of PR resistance against PIs in HIV-1 eventually.
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INTRODUCTION

Protease (PR) is an essential enzyme that is required for the posttranslational 
processing of the viral gag and gag-pol polyprotein gene products, which yields the 
structural proteins and enzymes of the type-1 human immunodeficiency virus (HIV-1) 
particle. HIV-PR is a dimeric aspartic protease that consists of two identical, non-
covalently associated subunits of 99-amino acid residues (Wlodawer & Erickson, 
1993). The active site is covered over by two P-hairpin structures, or “flaps,” that 
are highly flexible and undergo large localized conformational changes during the 
binding and release of inhibitors and substrates (Collins, Burt, & Erickson, 1995). 
To date several crystal structures of HIV-PR inhibitor complexes have been solved 
to aid the process of inhibitor design, these complexes enables to understand the 
mechanisms of resistance at an atomic level (Appelt, 1993; Fitzgerald & Springer, 
1991). Mutations of specificity-determining residues that would directly interfere 
with inhibitor binding constitute an obvious mechanism for resistance to PR inhibitors 
which are otherwise known as PI. On the other hand, mutations at the non-active 
site of the enzyme that indirectly interfere with inhibitor binding via long-range 
structural perturbations represent other resistance pathways. Such mutations that 
eventually result in an enzyme with enhanced catalysis and cleavage site mutations 
that lead to enhanced processing by mutant enzymes, and “regulatory’’ mutations 
elsewhere in the genome that lead to improved viral growth in the presence of PR 
inhibitors (Erickson, Gulnik, & Markowitz, 1999).

Clinically resistance to PIs such as Atazanavir ATV, Darunavir (DRV), Indinavir 
(IDV), Lopinavir (LPV), Nelfinavir (NFV), Saquinavir (SQV) and Tipranavir (TPV) 
has been well documented. More mutations are selected by the PI than by any other 
class of anti-retro virals. The effect of PI resistance mutations on individual PI may 
be difficult to quantify when many mutations are present in the same virus isolate 
or when mutations occur in unusual patterns. The effect of PI resistance mutations 
on drug susceptibility can also be modulated by gag cleavage site mutations and 
possibly other parts of gag that influence Gag-Pol processing (Guha & Haldar, 2012).

Twenty-three mutations in 16 codons of the PR gene related to major drug-
resistance to PIs were identified by phenotypic resistance assays according to 
the estimates of International AIDS Society (Rhee et al., 2003). Differences in 
polymorphisms in the protease gene have been reported among different subtypes. 
For examples, the D30N mutation is associated with subtype B viruses and the 
L90M mutation is favored in the subtypes G, CRF02_AG, and CRF02_AE isolates 
with treatment failure (Santos & Soares, 2011).
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Major mutations site of PR are 30, 46, 50, 83, 84, 90, while minor mutations 
sites are 10, 20, 24, 32, 35, 54, 71, 73, 77, etc., (Guha & Haldar, 2012; Rhee et al., 
2003; Wainberg, Zaharatos, & Brenner, 2011). Amongst the major drug-resistance 
to PIs, the signature D30N mutation causes high-level resistance to NFV (Santos & 
Soares, 2011) and R8Q/K confers high-level resistance to some of the earliest PIs. 
L90M mutation is associated with resistance to many PIs (Shafer et al., 2001). V32I 
is associated to reduce susceptibility to all PIs, except SQV (Shafer et al., 2001). 
Further, the drugs such as LPV and DRV shows high genetic barrier for resistance 
(Guha & Haldar, 2012). V82A/T/F/S cause resistance to IDV, RTV, and LPV, when 
present with other mutations, these mutations contribute resistance to NFV, ATV, 
and SQV. V82I is a polymorphism that does not appear to be associated with drug 
resistance (Shafer et al., 2001).

Of significance, when compared to others the I84V mutation contributes resistance 
to each of the PIs (Shafer et al., 2001). In addition, on the basis of the structural 
parameters of PR also, the most intriguing mutation is the I84V that affects both 
sides of the enzyme’s active site because of the symmetry of the enzyme. Since the 
inhibitor is asymmetric, the two mutations were predicted to have different effects, 
but the net result was a loss of interaction in going from the bulky isobutyl side chain 
of Ile to the smaller isopropyl side chain of Val (Erickson & Burt, 1996; Antunes et 
al., 2014). In line with this discussion, in our study, to understand the differences 
in the binding affinity between this clinically essential mutant (MT- I84V) and 
wild-type (WT) of HIV-1 protease protein which eventually lead to PR resistance. 
The MT- I84V of PR was allowed to interact with seven drugs such as ATV, DRV, 
IDV, LPV, SQV, NFV and TPV using in silico approaches in comparison to WT.

MATERIALS AND METHODS

Template Selection and Homology Modeling of Mutant PR

In the present study, the target PR protein sequence (P03369) was obtained from 
the Uniprot database (http://www.uniprot.org/) and submitted to protein alignment 
program (BLASTp) (Altschul et al., 1997) wherein the program searched the sequence 
against protein database (PDB) (http://www.rcsb.org/pdb/home/home.do). From the 
search, the crystal structure of PR enzyme of HIV-1 known as 4HVP was found as 
template and wild-type (WT) (Miller et al.,1989).
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Model Building

The residue Ile at position 84 of PR of HIV-1 in template was substituted to Val 
to create the MT (I84V) protein. Further, in the synthetic template protein 4HVP, 
A chain was retained and the heteroatoms such as water and others were removed, 
and command line options were provided for sequence alignment between WT 
and template, followed by a series of commands for model building using software 
MODELLER9v14 were provided (Sali, 1995).

Model Evaluation

Validation of the models was done by Ramachandran plot (Lovell et al., 2003). Further 
the deviation between the WT and the models upon structural superimposition was 
calculated using PDBeFOLD (Krissinel & Henrick, 2003).

Ligands

The ligands ATV, DRV, IDV, LPV, NFV, SQV and TPV used in this study were 
obtained from Chemspider database [http://www.chemspider.com]. Chemsketch 
software (ACD/Chemsketch version 10.0) was used to obtain the structure of the 
ligand in Mol format and the ligand was saved as Mol2 file using software Discovery 
Studio (Jones, Willett, & Glen, 1995).

Discovery Studio (DS)

The software v-2.0 was used for visualization purpose of modeled proteins, and 
docking data Jones, Willett, & Glen, 1995).

Docking Protocol

Docking was carried out with the help of software-GOLD (Discovery Studio, version 
2) The GOLD protocol is based on the concept of genetic algorithm wherein the 
receptor is held rigid while the ligands are allowed to flex during the refinement 
process. The input files for both the protein (WT and MT) and the ligands were 
generated. Followed by energy minimization, Hydrogen atoms were added to the 
model and ligands using auto edit option in GOLD before docking. The cavity atom 
file containing the atom number of binding residues was prepared for ligands such 
as ATV, DRV, IDV, LPV, NFV, SQV and TPV (Arg 8, Asp 25, Ala 28, Gly 27, Asp 
29, Gly 48, Gly 49, Ile 50, Pro 81, and Ile 84. The binding residues were selected 
based on comparison between the binding regions of 4HVP (Miller et al., 1989). 
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Dockings were performed under ‘Standard default settings’ mode- number of islands 
was 5, population size was 100, number of operations was 100,000, niche size was 
2, and selection pressure was 1.1. Ten docking poses were obtained for each ligand. 
Poses with highest GOLD score were used for further analysis. The docked poses 
of the ligands were visualized using DS. The scoring function of GOLD provides a 
way to rank the ligands relative to one another. Ideally, the score should correspond 
directly to the binding affinity of the ligand for the protein, so that the best scoring 
ligand poses are the best binders.

RESULTS

Template Selection and Homology Modeling of MT of PR

4HVP was identified as the template as it displayed maximum identity with the PR 
protein (Figure 1) using BLASTp search against PDB. Mutant model of PR was 
built based on substitution at codon 84 in the WT- protein sequence (P03369) of 
PR of HIV-1, using MODELLER 9v14 (Figure 2) respectively.

Evaluation of Residues

•	 Number of residues in favoured region (~98.0% expected): 89 (93.7%)
•	 Number of residues in allowed region (~2.0% expected): 5 (5.3%)
•	 Number of residues in outlier region: 1 (1.1%)

Figure 1. BLASTp result showing 92% identity between template (4HVP) A chain 
and the target WT-PR sequence (P03369) of HIV-1
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The created model was validated by structural superimposition that showed the 
root mean square deviation (RMSD) between the WT and MT as 0.6 Å, which 
suggests minimal deviation of WT compared to the MT model (Figure 3). Further, 
Ramachandran plot analysis (Figure 4) showed 93% of residues of the MT protein 
were in the most favored region indicating the good quality of the model.

Docking Between PR and Inhibitors

The three-dimensional model and WT proteins were used for docking with seven 
inhibitors such as ATV, DRV, IDV, LPV, NFV, SQV and TPV and the docked 
complexes were seen using DS (Figure 5-11). Docking of inhibitors with PRs 
resulted in ten poses. Of the ten poses, the best ligand pose was selected based on 
top GOLD score. In case of MT-I84V PR, the score was high for all the inhibitors 
and the score was low in case of WT (Figure 12).

Figure 2. Ramachandran Plot of MT of PR
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Figure 3. Superimposition of template-4HVP (green) and MT of PR (pink) showing 
an RMSD of 0.6 Å

Figure 4. Structure of PR -WT (green) and 3-D model of MT (pink), the residues at 
position 84 is displayed in stick model (dark blue)

Figure 5. Docking complex WT and MT of PR with ATV (green)
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Figure 6. Docking complex of WT and MT of PR with DRV (red)

Figure 7. Docking complex of WT and MT of PR with IDV (cyan)
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Figure 8. Docking complex of WT and MT of PR with LPV (magenta)

Figure 9. Docking complex of WT and MT of PR with NFV (mustard)
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Figure 10. Docking complex of WT and MT of PR with SQV (dark blue)

Figure 11. Docking complex of WT and MT of PR with TPV (light blue)
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Interactions Between PRs and Ligands 
at Their Ligand Binding Site

The interactions profile of WT and MT-PRs with seven PIs at their binding site is 
illustrated in Figures 13-19 and Table 1. In general, the inhibitor and enzyme make 
a pattern of complementary hydrogen (H) bonds between their respective backbone 
atoms. In case of WT-PR complexed with ATV, the number of H bonds was less 
(10) compared to the MT (18). Notably, the clinically essential residue Ile84 is 
catalytically significant as it was present in the active site. Residues: Arg8, Asp29, 
Gly27, Gly48 were directly involved in interactions with the drug-ATV in WT. While 
in case of MT-ATV complex, Arg8 and 105, Ile50 and 147, Gly48 and 145 were 
involved in interactions, other types of residual interactions are shown in Table 1.

Surprisingly, same numbers of H bonds (8) were found in WT and MT docked 
with DRV. In WT-DRV complex, Arg8 and 105, Asp30 and 127 were involved in 
direct interaction with DRV. In MT-DRV complex, Asp25, Gly27 and Ile50 were 
directly involved.

In WT-PR docked with IDV the number of H interactions was half (8) in number 
in comparison to MT (16). In WT-IDV complex, residues such as Asp29 and Gly27 
were directly involved in interactions, while in case of MT-IDV complex Asp25 and 
122, Gly49 and146 were involved in interactions with IDV.

In WT complexed with LPV, the numbers of H bonds were 8 in comparison to 
MT containing 14 bonds. In WT-LPV complex, Asp25 and Gly27 were directly 
involved in interactions. In MT complex, Asp25 and Asp122 were involved in 
interactions with the LPV. Of importance, the structurally relevant residue Val84 
was found to occur in this complex at the ligand binding site.

Figure 12. Docking score of WT and MT of PR with all PIs
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In case of WT complexed with NFV, the bonding pattern was very different 
with only 2 H bonds in WT in comparison to 12 H bonds in MT. The residue Ile50 
was directly interacting with the drug in WT and in MT complex, in addition to 
residue Ile50 as like in WT, residues Asp29, Asp126 and Ile147 were involved in 
direct interactions.

In contrast to other PIs, in case of WT-PR complexed with SQV, the occurrence 
of more number of H bonds (12) compared to MT (6). Residues Asp25, 29 and 30, 
Gly27 and 48 were directly involved in the interactions. In case of MT-SQV complex, 

Figure 13. Interactions of WT and MT of PR with ATV (green) at its binding site

Figure 14. Interactions of WT and MT with DRV (red) at its binding site
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more number of residues in addition to residues Asp29 and 30, other residues such 
as Asp126, 127 and Gly145, 146 were directly involved in the interactions.

Similar to the number difference WT complexed with LPV, in WT complexed 
with TPV the number of H bonds were less (7) compared to the numbers (12). In 
WT-TPV complex, the commonly seen residues like Asp30 and Ile50 were found 
in direct interactions, while in case of MT-TPV complex, also the frequently seen 
residues such as Arg8 and 105 were involved in interactions (Table 1).

Figure 15. Interactions of WT and MT of PR with IDV (cyan) at its binding site

Figure 16. Interactions of WT and MT of PR with LPV (magenta) at its binding site
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DISCUSSION

PR of HIV-1 is a crucial enzyme which is required for the replication of the HIV-1 and 
responsible for chronic infection of the virus. The enzyme contains a conserved triad, 
Asp-Thr-Gly, at positions 25-26-27, respectively (Erickson, Gulnik, & Markowitz, 
1999; Shafer et al., 2001). The hydrophobic substrate cleft of the PR recognizes 
and cleaves 9 different sequences to produce the matrix, capsid, nucleocapsid, and 
p6 proteins from the Gag polyprotein and the protease, RT, and integrase proteins 
from the Gag-Pol polyprotein (Erickson, Gulnik, & Markowitz, 1999). Therefore, 
this most important enzyme of HIV-1 is targeted by several inhibitors (ATV, DRV, 

Figure 17. Interactions of WT and MT of PR with NFV (mustard) at its binding site

Figure 18. Interactions of WT and MT of PR with SQV (dark blue) at its binding site
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IDV, LPV, SQV, NFV and TPV); however, resistance has also been observed to all 
these PIs.

Mutations sites of PR gene are classified as major and minor mutations sites, 
the major drug-resistance sites were associated with high-level resistance, while 
minor sites with low-level. It was found that around 23 mutations in 16 codons of 
the PR gene were the major drug-resistance sites (Rhee et al, 2003). In addition, 
differences in polymorphisms in the PR gene have been reported among different 
subtypes (Santos & Soares, 2011). Of all other mutations, the I84V mutation 
contributes resistance to multiple PIs (Shafer et al., 2001) and structurally, this 
mutation affects both sides of the enzyme active site. Thus, it is of interest to know 

Figure 19. Interactions of WT and MT of PR with TPV (light blue) at its binding site

Table 1. H bond formation at PIs binding site

PR With Inhibitors No. of HB HB Donor HB Acceptor Bond Distance 
(AO)

WT-ATV 10

A:ASP29:HN ATV:O 2.10

A:VAL32:HN A:ILE84:O 2.04

A:LEU76:HN A:THR31:O 1.97

A:ARG87:HH11 A:ASP29:OD1 1.86

B:ARG8:HE A:ASP29:OD1 1.93

B:ARG8:HH12 ATV:OAL 1.90

ATV:H4 A:GLY27:O 1.72

ATV:H15 A:GLY48:O 1.45

ATV:H25 A:ASP29:OD2 1.94

B:ARG8:HH11 A:ASP29:OD2 1.78

continued on following page
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PR With Inhibitors No. of HB HB Donor HB Acceptor Bond Distance 
(AO)

MT-I84V-ATV 18

ARG8:HH21 ATV:NBD 2.04

GLY27:H ASP25:OD1 2.09

GLY27:H ASP122:OD1 2.09

ILE47:H ILE54:O 2.23

ILE47:H ILE47:H 2.23

ILE50:H ATV:OAM 2.25

ILE54:H ILE47:O 2.10

ILE54:H ILE144:O 2.10

ARG105:HH21 ATV:NBD 2.04

GLY124:H ASP25:OD1 2.09

GLY124:H ASP122:OD1 2.09

ILE144:H ILE54:O 2.23

ILE144:H ILE151:O 2.23

ILE147:H ATV:OAM 2.25

ILE151:H ILE47:O 2.10

ILE151:H ILE144:O 2.10

ATV:H4 GLY48:O 2.02

ATV:H4 GLY145:O 2.02

WT-DRV 8

ARG8:HH22 DRV:O26 2.33

ILE54:H ILE47:O 2.10

ILE54:H ILE144:O 2.10

ARG105:HH22 DRV:O26 2.33

ILE151:H ILE47:O 2.10

ILE151:H ILE144:O 2.10

DRV:H1 ASP30:OD2 2.07

DRV:H1 ASP127:OD2 2.07

MT-I84V-DRV 8

A:GLY27:HN A:ASP25:OD1 2.37

A:ILE50:HN DRV:O9 2.18

A:THR80:HG1 A:VAL82:O 2.24

B:ARG8:HH11 A:ASP29:OD2 1.78

B:GLY27:HN B:ASP25:OD2 2.03

B:ILE50:HN DRV:O9 1.72

DRV:H19 A:ASP25:OD2 2.10

DRV:H21 A:GLY27:O 1.99

continued on following page

Table 1. Continued

 EBSCOhost - printed on 2/10/2023 5:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



165

Dissection of HIV-1 Protease Subtype B Inhibitors Resistance

PR With Inhibitors No. of HB HB Donor HB Acceptor Bond Distance 
(AO)

WT-IDV 8

A:GLY27:HN A:ASP25:OD1 2.37

A:ASP29:HN IDV:O4 2.05

A:ARG87:HH11 A:ASP29:OD1 1.86

B:ARG8:HE A:ASP29:OD1 1.93

B:ARG8:HH11 A:ASP29:OD2 1.78

B:GLY27:HN B:ASP25:OD2 2.03

IDV:H32 A:GLY27:O 1.90

IDV:H35 A:GLY27:O 1.99

MT-I84V-IDV 16

GLY27:H ASP25:OD1 2.09

GLY27:H ASP122:OD1 2.09

ALA28:H ASP25:O 2.40

ALA28:H ASP122:O 2.40

ILE54:H ILE47:O 2.10

ILE54:H ILE144:O 2.10

GLY124:H ASP25:OD1 2.09

GLY124:H ASP122:OD1 2.09

ALA125:H ASP25:O 2.40

ALA125:H ASP122:O 2.40

ILE151:H ILE47:O 2.10

ILE151:H ILE144:O 2.10

IDV:H21 ASP25:OD2 2.04

IDV:H21 ASP122:OD2 2.04

IDV:H35 GLY49:O 2.08

IDV:H35 GLY146:O 2.08

WT-LPV 8

A:GLY27:HN A:ASP25:OD1 2.37

A:ARG87:HH11 A:ASP29:OD1 1.86

B:ARG8:HE A:ASP29:OD1 1.83

B:ARG8:HH11 A:ASP29:OD2 1.78

B:ARG8:HH11 A:ASP29:OD2 1.78

B:ARG8:HH11 A:ASP29:OD2 1.78

B:GLY27:HN B:ASP25:OD2 2.03

B:ARG87:HH21 B:ASP29:OD1 2.28

LPV:H32 B:GLY27:O 2.09

LPV:H35 A:ASP25:OD2 1.94

continued on following page

Table 1. Continued
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PR With Inhibitors No. of HB HB Donor HB Acceptor Bond Distance 
(AO)

MT-I84V-LPV 14

GLY27:H ASP25:OD1 2.09

GLY27:H ASP122:OD1 2.09

ALA28:H ASP25:O 2.40

ALA28:H ASP122:O 2.40

VAL32:H VAL83:O 2.17

VAL32:H VAL180:O 2.17

GLY124:H ASP25:OD1 2.09

GLY124:H ASP122:OD1 2.09

ALA125:H ASP25:O 2.40

ALA125:H ASP122:O 2.40

VAL129:H VAL84:O 2.17

VAL129:H VAL180:O 2.17

LPV:H5 ASP25:OD2 1.85

LPV:H5 ASP122:OD2 1.85

WT-NFV 2
B:GLY27:HN B:ASP25:OD2 2.03

B:ILE50:HN NFV:O21 1.95

MT-I84V -NFV 12

GLY27:H ASP25:OD1 2.09

GLY27:H ASP122:OD1 2.09

ILE50:H NFV:O17 2.11

ILE54:H ILE47:O 2.10

ILE54:H ILE144:O 2.10

GLY124:H ASP25:OD1 2.09

GLY124:H ASP122:OD1 2.09

ILE147:H NFV:O17 2.11

ILE151:H ILE47:O 2.10

ILE151:H ILE144:O 2.10

NFV:H37 ASP29:OD2 1.84

NFV:H37 ASP126:OD2 1.84

continued on following page

Table 1. Continued
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PR With Inhibitors No. of HB HB Donor HB Acceptor Bond Distance 
(AO)

WT-SQV 12

GLY27:HN ASP25:OD1 2.37

ASP29:HN SQV:O 1.87

ASP29:HN SQV:OD1 2.46

ASP30:HN SQV:OD1 1.82

A:THR80:HG1 A:VAL82:O 2.24

A:ARG87:HH11 A:ASP29:OD1 1.86

B:ARG8:HE A:ASP29:OD1 1.83

B:ARG8:HH11 A:ASP29:OD2 1.78

B:GLY27:HN B:ASP25:OD2 2.03

SQV:H7 A:GLY48:O 2.09

SQV:H14 A:ASP25:OD2 1.86

SQV:H16 A:GLY27:O 2.10

MT-SQV 6

ASP29:H SQV:OD1 2.24

ASP30:H SQV:OD1 2.23

ASP126:H SQV:OD1 2.24

ASP127:H SQV:OD1 2.23

SQV:H7 GLY48:O 1.75

SQV:H7 GLY145:O 1.75

WT-TPV 7

A:GLY27:HN A:ASP25:OD1 2.37

A:ASP30:HN TPV:F40 2.45

A:ILE50:HN TPV:O 1.96

A:THR80:HG1 A:VAL82:O 2.24

B:ARG8:HH11 A:ASP29:OD2 1.78

B:GLY27:HN B:ASP25:OD2 2.03

B:ILE50:HN TPV:O8 2.01

MT-I84V -TPV 12

ARG8:HE TPV:O31 1.96

ARG8:HH21 TPV:O32 2.23

GLY27:H ASP25:OD1 2.09

GLY27:H ASP122:OD1 2.09

ILE54:H ILE47:O 2.10

ILE54:H ILE144:O 2.10

ARG105:HE TPV:O31 1.96

ARG105:HH21 TPV:O32 2.23

GLY124:H ASP25:OD1 2.09

GLY124:H ASP122:OD1 2.09

ILE151:H ILE47:O 2.10

ILE151:H ILE144:O 2.10

HB = Hydrogen bond; Å = Angstrom

Table 1. Continued
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the interactions of one such clinically and structurally relevant variant of PR such 
as V84I in comparison to WT with all PIs.

In the light of which, the MT-V84I was modeled and docked with 7 PIs in this 
study. The docking score suggest that in comparison to the WT, the binding score 
was higher for the MT-I84V with respect to all inhibitors. In general, an enzyme 
contains number of well-defined pockets, or subsites, in its active site region into 
which inhibitor side chains protrude, resulting in tight binding interactions between 
enzyme and inhibitor. In the present context, the high affinity of MT-PR towards 
inhibitors could be due to the presence of energetically favorable interactions between 
the MT protein and the ligands, which may lead to tight binding of inhibitors with 
the MT-I84V protein, this in turn may lead to slow release or no release of inhibitors 
which may lead to the development of PR resistance in mutant variants of HIV-1 
eventually.

Amongst all other types of protein-ligand interactions, hydrogen (H) bond 
interactions are of prime importance, as it contributes to the stability and integrity 
of ligand and protein complex. Similarly, in the present study, the presence of more 
number of H bonds in the MT in comparison to WT would be a probable reason 
for the high affinity as evident in all cases of PIs except in SQV, whose interaction 
profile was more in WT in comparison to MT. In case of NFV, many H bonds (12) 
in comparison to only 2 in WT, suggest that it could contribute more resistance 
compared to other PIs for this particular mutation- V84I. Besides H bonding, high 
score in MT could be attributed to less number of torsions in the MT’s side chain 
atoms and increased van der Waals, desolvation and electrostatic energy contributions.

The residues Arg8, Arg105, Asp29, Gly27, Gly48, and Ile50 were commonly 
involved in direct interactions with the respective PIs in WT and residues Asp25, 
Asp122, Gly27 and Ile50 were frequently observed in case of MT-PI (Table1). 
Further, in almost all interactions of PIs with WT and MT of PR, the presence of 
V84 and I84 is highly acknowledged (Figures 13-19).

Molecular dynamics (MD) is a most powerful method to determine the protein or 
enzyme’s binding activity during dynamic state of the protein in the current scenario. 
Although, in this study MD simulations was not performed due to lack of facility, 
yet, an effort to determine the binding affinity of WT and the structurally relevant 
MT-I84V protein of PR with almost seven PIs was undertaken for the first time to 
our knowledge. In short, presence of more number of H bonds somehow influences 
the high docking score leading to high affinity which will be reflected by the tight 
binding and slow or no release of inhibitors leading to resists the effect of inhibitors, 
as in case of MT-PR with inhibitors in comparison to WT may eventually lead to 
the development of PR resistance to PIs in HIV-1.
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ABSTRACT

In the last two decades, several advancement studies have increased the care of HIV-
infected individuals. Specifically, the development for preparation of combination 
antiretroviral therapy has resulted in a dramatic decline in the rate of deaths from 
AIDS. The term “HIV-associated neurocognitive disorder” (HAND) has been used 
to distinguish the spectrum of neurocognitive dysfunction associated with HIV 
infection. HIV can pass to the CNS during the early stages of infection and last in 
the CNS. CNS inflammation and infection lead to the development of HAND. The 
brain can serve as a sanctuary for ongoing HIV replication, even when the systemic 
viral suppression has been achieved. HAND can remain in patients treated with 
combination antiretroviral therapy, and its effect on survival, quality of life, and 
everyday functioning make it a significant unresolved problem. This chapter discusses 
details of the computational modeling studies on mechanisms and structures of 
human dopamine transporter (hDAT) and its interaction with HIV-1 trans activator 
of transcription (Tat).

HIV-Associated 
Neurocognitive Disorder:

The Interaction Between HIV-1 and 
Dopamine Transporter Structure
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INTRODUCTION

About 36.7 million people in the world suffer from the acquired immune deficiency 
syndrome (AIDS) disease caused by human immunodeficiency virus (HIV) and 
about 1.1 million people have died from this disease, according to the 2016 report 
of United Nations Programme on HIV/AIDS (UNAIDS) (Who, UNICEF, 2016). 
(See Figure 1 and Figure 2.) 70% of HIV-infected individuals suffer from HIV-
associated neurocognitive disorders (HAND) (Ernst et al., 2009; Zhu et al., 2009; 
Midde, Gomez, & Zhu, 2012; Robertson et al., 2007).

Even though our knowledge is improving and we’re learning more about HAND, 
there is no specific treatment for curing HAND. HAND affects survival, quality 
of life, and everyday activities, so the development of a HAND treatment remains 
important for HIV patients (Heaton et al., 1994).

All over the world, HAND is the major cause of cognitive impairment and persists, 
even in individuals who’ve received combination antiretroviral therapy (Heaton et 
al., 2010a; Tozzi et al., 2007). The spectrum of neurological complications in HAND 
are generally segregated into three main groups: asymptomatic neurocognitive 
impairment (ANI; 33%), mild neurocognitive disorders (MND, 20–30%), and 
severe, albeit rare, HIV-associated dementia (HAD; 2–8%) (Heaton et al., 2010b; 
McArthur et al., 2010).

The clinical impairments in HAND include attention, memory, learning, motor 
function, and behavioral changes. As combination antiretroviral therapy becomes 
more widely distributed in resource-limited settings, survival will improve and the 
long-term global impact of HAND will become even more important.

Adding to that, early HIV infection of the CNS is believed to contribute to the 
development of HAND. Evidence shows that the CNS can subsequently serve as a 
storage tank for ongoing HIV replication, so that limits the opportunity for a complete 
cure or eradication of the infection (Fois & Brew, 2015). Additionally, the incidence 
and progression of HAND are usually combined with the intake of recreational drugs 
like cocaine and methamphetamine (Buch et al., 2011). If HAND can be prevented 
at early infection stage, the quality of life for the patient will be improved and the 
economic burden will be lessened on the healthcare system.

Joining together lines of clinical observation, supported by imaging, (Wang et 
al., 2004; Chang et al., 2008) neuropsychological performance testing (Meade et 
al., 2011; Kumar et al., 2011) and postmortem examinations (Gelman et al., 2012), 
have implicated dopamine (DA) dysregulation with the abnormal neurocognitive 
function observed in HAND (Berger & Arendt, 2000). DA-rich brain regions (basal 
ganglia and related structures) are highly sensitive to the effects of both HIV infection 
and substance use.
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During the course of HAND, at the early stage, HIV-1 infects the monocyte, then 
it is passes to the brain through the blood-brain barrier (BBB) and becomes present in 
cerebrospinal fluid after approximately 2-3 weeks (asymptomatic infection) (Scheller 
et al., 2010) of being exposed to the primary infection (Davis et al., 1992; Nath & 
Clements, 2011; Williams et al., 2013). After that, the virus spreads perivascular 
macrophages and microglia and establishes a reservoir within the brain. These infected 
cells eliminate a large number of viral particles daily, which ultimately extend the 
viral load in the CNS. Furthermore, these cells secrete neurotoxic HIV-1 viral proteins 
that include structural protein gp120 and nonstructural protein Tat (trans-activator 
of transcription) as well as pro inflammatory cytokines and chemokines (Mattson, 
Haughey, Nath, 2005). Many studies observed that HIV-1 cannot immediately infect 
dopaminergic neurons but extracellularly discharged viral proteins through direct 
binding which lead to progressively destruct the neurons and cause subsequent 
neurodegeneration (Nath et al., 2000b; Ferris, Mactutus, & Booze, 2008). Among 
these proteins, Tat has been highly linked to progressive neuronal dysregulation, 
which leads to the development of HAND.

Tat can be present in DA-rich brain areas (Hudson et al., 2000; Del Valle et al., 
2000; Lamers et al., 2010) and in the sera (Xiao et al., 2000; Westendorp et al., 
1995) of HIV-1 infected patients. Long-term viral exposure can improve damage in 
the mesocorticolimbic DA system (Nath, Jankovic, & Pettigrew, 1987; Koutsilieri, 
2002) and to the brain pathways controlling motivation (Wise & Bozarth, 1987; 
Everitt & Robbins, 2005; Berridge, 2007). Lastly, Dopamine (DA) dysregulation has 
been combined with cognitive deficits in HIV-1 positive people (Purohit, Rapaka, 
& Shurtleff, 2011; Jacobs et al., 2013).

RISK FACTORS FOR HAND

Cardiovascular Risk Factors

These factors were attached to the declining in the cognitive performance in the 
Multicenter AIDS Cohort Study (MACS), adding to that the obesity, and diabetes 
are important factor for HAND in the CNS HIV Antiretroviral Therapy Effects 
Research (CHARTER) cohort (McCutchan et al., 2012; Becker et al., 2009). There 
were a study carried on 245 HIV individual in Italy suffered from diabetes, carotid 
intima-media thickness and cardiovascular risk factors including hyperlipidemia and 
tobacco use and they found that this factors were greatly compared with the lower 
cognitive performance (Fabbiani et al., 2013).
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Figure 1. People living with HIV

Figure 2. AIDS related deaths: 1,100, 000
Source: UNAIDS Estimates July 2016.

Figure 3. Timeline of advances in neuro-AIDS research [HIV-associated 
neurocognitive disorder (HAND)]
Note: AZT, azidothymidine; HNRC, HIV Neurobehavioral Research Center; MACS, Multicenter AIDS 
Cohort Study; UCSD, University of California San Diego
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Age

Elderly people (>50 years) are strongly associated with HAND (Fazeli et al., 2015; 
Valcour et al., 2004; Joska et al., 2011; Joska et al., 2012) this resulted from the fact 
that HAND risk is likely confounded by elevated the prevalence of cerebrovascular risk 
factors at older ages (Marquine et al., 2014) in the CNS HIV Antiretroviral Therapy 
Effects Research (CHARTER) cohort, Older HIV+ adults, increased systolic blood 
pressure, high Body mass index (BMI), high serum cholesterol, and a diagnosis 
of AIDS, all this factor were contributed with worse global neuropsychological 
performance, suggesting that small or large vessel atherosclerotic disease could be 
associated to cognitive impairment in older HIV+ individuals (Heaton et al., 2012).

Hepatitis C Virus Infection

Hepatitis C co-infection with HIV was found to double the risk of cognitive impairment 
in HIV+ individuals comparing with those without hepatitis C (Vivithanaporn et 
al., 2012).

HUMAN DOPAMINE TRANSPORTER

DA transporter (DAT)-mediated DA reuptake is important for normal DA homeostasis. 
Human dopamine transporter (hDAT) is particular clinical importance because its 
convoluted in many dieses such as Parkinson’s disease, schizophrenia and drug 
dependence . Dopamine (DA) is the native substrate for this receptor and it’s a 
critical neurotransmitter for both reward systems and locomotor control. Torres 
et al. (2003), found that hDAT plays an important role in controlling the spatial 
and temporal extra neuronal DA concentration. Its familiar that Cocaine is one of 
the most abuse drug all over the world and hDAT is the main target for cocaine in 
the neuronal system (Sulzer, 2011), its act through binding of cocaine to hDAT, 
cocaine blocks the reuptake of dopamine from CNS synapses and thus increased 
the duration of dopaminergic neurotransmission in brain areas associated with 
reward (Figure 4). Many people all over the world are addict with cocaine and up 
to now no US FDA approved medication for cocaine abuse (Uhl, 2003; Chen et al., 
2006). Adding to that, hDAT is also associated with transactivator of transcription 
(Tat) of HIV-1 this because HIV-1 Tat protein has been detected in the brain and 
the sera of HIV-1 patients (Del Valle et al., 2000; Hudson et al., 2000; Lamers et 
al., 2010). HIV-1 Tat plays a vital role in HIV-associated neurocognitive disorders 
(HAND) (Aksenova et al., 2006; Zhu & Reith, 2008; Zhu et al., 2009; Ferris et al., 
2010; Purohit, Rapaka, Shurtleff, 2011; Midde, Gomes, & Zhu, 2012; Bagashev & 
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Sawaya, 2013; Ferris et al., 2009) by disrupting intracellular communication (Kim, 
Yoon, & Kim, 2013).Through interaction with some important protein in the CNS 
receptors such as monoamine (dopamine, norepinephrine, and serotonin) transporters 
and N-methyl-D-aspartate NMDA) that are targets of some abused drugs including 
cocaine and methamphetamine (Ferris, Mactutus, & Booze, 2008; Ferris et al., 
2010; Purohit, Rapaka, & Shurtleff, 2011; Bagashev & Sawaya, 2013; Heaton et 
al., 2010c; Gaskill et al., 2009; Buckner et al., 2006; Nath et al., 2001; Meade et 
al., 2011a; Meade et al., 2011b; Chang et al., 2008; Kumar et al., 2011; Berger & 
Arendt, 2000; Sardar, Czudek, Reynolds, 1996; Kumar et al., 2009; Scheller et al., 
2010; Beuming et al., 2008; Koutsilieri et al., 2000; Koutsilieri, Meulen, & Reiderer, 
2001; Ernst et al., 2010; Ferrarese et al., 2001; Aksenov et al., 2012; Silverstein et 
al., 2012). By binding to hDAT, the HIV-1 Tat can block the DA uptake by hDAT.

So that, it is worthy to design and synthesis a drug which capable to block HIV-1 
Tat binding with hDAT without affecting the normal function of hDAT. Knowledge 
of the detailed 3D structure of hDAT is important for understanding the molecular 
mechanisms concerning how hDAT interact with with HIV-1 Tat and DA-transporting 

Figure 4. Schematic representation of dopamine synaptic terminals. HIV-1 penetrates 
the brain at the early infection stage and infects macrophages and microglial cells. 
These cells exude viral proteins that including Tat and other neurotoxic factors. 
Cocaine, a major psycho stimulant blocks DAT to inhibit DA translocation. Both Tat 
and cocaine elevate synaptic DA levels byinhibiting DA reuptake into presynaptic 
terminal. This increased DA induces further replication of virus in infected cells. 
Persistent exposure to the viral proteins, oxidative stress induced by increased DA 
levels and other chemokines aggravate the severity of the neurocognitive deficits 
in HIV-1 positive population.
Note: dopamine is synthesized in the presynaptic neuron starting from tyrosine to L-DOPA, and then 
the aromatic amino acid decarboxylase (AADC) catalyzes the formation of dopamine.
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process in hDAT, etc. This study may lead to rational drug design for new treatment 
used for drug addiction and HIV-associated neurocognitive disorders (HAND). 
Although there is no x-ray crystal structure reported for hDAT, but there is a large 
computational modeling and simulations on the hDAT mechanisms and structures 
have been reported in literature. These studies will be a good starting point for 
further studies on the structures and mechanisms of hDAT and rational drug design.

The hDAT Structure Modeling

Similar to other members of neurotransmitters like sodium symporters (NSS) family 
(Ragin et al., 2015), hDAT binds with dopamine released from the synaptic cleft 
and transports DA into presynaptic neurons (Vo et al., 2013; Janssen et al., 1992; 
Heaton et al., 2011).

This process can be divided into three conformational states of hDAT

1.  Outward – open state (the extracellular side of binding site is opened while 
the intracellular is closed).

2.  Outward occluded state (both extracellular and intracellular side are closed)
3.  Inward—open state (the extracellular side of binding site is closed while the 

intracellular is opened). See Figure 5.

Early X-ray structures of Na/H antiporter or lactose permease (LacY, e.g., PDB 
entry of 1PV7 with a resolution of 3.6 A0) were used as a template for homology 
modeling studies for the 3D structure of hDAT, but later Huang et.al (2007) found 
that this model was not suitable for homology modeling of any member of the 
NSS family. Instead of this, Huang X et.al (2007) used an x-ray crystal structure 
of leucine transporters from Aquifex aeolicus (LeuTAa) as a template for homology 
Modeling (Huang & Xhan, 2007). The x-ray crystal structure of leucine transporter 
from Aquifex aeolicus (LeuTAa) was considered a much more reasonable template 
because of the bacterial homolog of NSS, LeuTAa, which has a structural folding 
and physiological features that are similar to other NSS family members (Singh et 
al., 2008; Krishnamurthy & Gouaux, 2012; Yamashita et al., 2005). Based on the 
LeuTAa structures, many computational and experimental studies have been done on 
the structures of hDAT and its related transporters (Huang & Zhan, 2007; Stockner 
et al., 2013; Guptaroy et al., 2009; Gelman et al., 2012; Huang, Gu, & Zhan, 2009; 
Sucic, 2010; Gedeion et al., 2010; Koldsø et al., 2011; Henry et al., 2011; Shan et 
al., 2011; Midde et al., 2013). The LeuTAa-based 3D structures of hDAT have been 
established to be used in predicting the hDAT-Tat interaction (Purohit, Rapak, & 
Shurtleff, 2011). On the other hand, these structures are not executive; this is because 
the sequence identity is less than 25% between LeuTAa and hDAT.
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Recently, there are many x-ray crystal structures of drosophila DAT (dDAT) in its 
outward-open state (PDB entry: 4XNX, 4XPT, 4XPH, 4XP4, 4XP5, 4XP9,4XPA, 
4XPB, 4XPG, 4XP1, 4XP6, 4XPF, 4XNU and 4M48) (Jacobs et al., 2013; McCutchan 
et al., 2012; Becker et al., 2009). These structures have provided an extraordinary 
chance to refine and remodel the hDAT structure in the outward-open state.

Recently, Yuan Y et al. (2015) have reported the first homology model of hDAT 
settled on the dDAT structure. The resulted dDAT-based hDAT model in the outward- 
open state is similar to LeuTAa-based model in the outward-open state, but with 
some more accurate details in the remodeled structure. Its considered as a refined 
model to the LeuTAa-based model in the outward-open state. Adding to that, it is 
important to understand the detailed mechanism of the DA-transporting cycle in 

Figure 5. Schematic representation of the mechanisms regarding dopamine-
transporting cycle of human dopamine transporter. For the purpose of clear, 
conversion of hDAT conformation is reduced to the turning of an L-shape switch. 
Extracellular and intracellular lipid interfaces are represented by red and blue 
lines, respectively.(i) (A) Holo hDAT in outward-open state. Extracellular dopamine 
molecules are available to the hDAT-interaction site. (i) Holo hDAT in outward-
occluded state. The binding site is closed and no longer accessible for dopamine. 
(iii) Holo inward-open state with DA. The intracellular side of binding site is opened. 
(iv) Apo inward-open state without DA. Dopamine is released to the intracellular 
cytoplasm. (v) Apooutward-occluded state without DA. (vi) Apo outward-open state 
without DA.
DA: Dopamine; hDAT: Human dopamine transporter.
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hDAT to model the 3D structures of hDAT in the outward-occluded and inward-
open states. However, all the recent x-ray crystal structures of the dDAT study only 
provide 3D structure of dDAT in the outward-open state, so there is no x-ray crystal 
structure of dDAT in the inward-open or outward-occluded state.

Nevertheless, there are x-ray crystal structures of LeuTAa in all of the 3D 
conformational states (the outward-occluded, outward open and inward-open), and 
it is notable that the majority of differences in structures between the dDAT and 
LeuTAa in the outward-open state exist in the regions that are not engaged in the 
conformational motion from the outward-open state

to the outward-occluded and inward-open states. They were able to build up a 
reasonable model of hDAT in the outward-occluded and inward-open states through 
combination using all these available x-ray crystal structures of dDAT and LeuTAa 
(Yuan et al., 2015).

Outward-Open State Modeling

The dDAT structure was used as a template to module the outward-open state based on 
aforementioned x-ray crystal structures. Yuan et al. (2015) used the Modeler module 
(version 9v7) of Discovery Studio 2.5.5 to build the structure of the outward-open 
state of hDAT. The PROMALS3D server was used to make a complete multiple-
sequence alignment (Pei, Tang, & Grishin, 2008) on the amino-acid sequences of 
the human serotonin transporter and the human norepinephrine transporter, LeuTAa, 
hDAT, dDAT. The result from the sequence alignment indicates that that hDAT is 
highly homologous to dDAT with identity 46% (a sequence similarity of 59%). In 
addition, the amino acid sequence alignment between hDAT and dDAT showed 
that 12 regions with high homology can be assigned to 12 transmembrane (TM) 
because the helices are 60% similar. Because of that 40% sequence identity between 
the target protein and template so that the similarity is sufficient for building up 
a satisfactory homology model (Šali et al., 1995; Nayeem, Sitkoff, & Krystek, 
2006). Recently, Yuan et al (2015) created the initial structure model of hDAT and 
for missing residue they made conformational sampling and homology modeling 
(including 19 residues located at extracellular loop 2 of hDAT, the first 57 residues 
on the N-terminal and the last 20 residues on the C-terminal) and they added the Zn 
+2 to build up the Zn+2 binding site of this hDAT model (Yuan et al., 2015; Midde 
et al., 2015), which would contribute to the understanding for mechanism of Zn+2 
regulation on hDAT transporting DA (Loland, Norgaard-Nielson, & Gether, 2003; 
Norregaard et al., 1998).
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Outward -Occluded and Inward-Open States Modeling

Because all the accessible x-ray structures of dDAT represent the outward-open 
state of the DAT so that this crystal structure are not enough for routine homology 
modeling of the inward –open state and the outward occluded of hDAT. In principle, 
there are many computational methods that are used for constructing different 
conformation based on the starting conformation for example random-expulsion 
MD, enhanced sampling MD, normal mode analysis, and coarse-grained simulation 
(Lüdemann, Lounnas, & Wade, 2000). Because of the bias in the conformational 
conversion mode, some atomic details of stating conformation could be lost during 
the use of this method.

Luckily, according to available x-ray crystal structures, there is a pseudo twofold 
symmetry axis between TM1-TM5 and TM6-TM10 of the NSS members, and TMs 
2–5 and TMs 7–10 form a tube-like supporting frame for TM1 and TM6. Likely, 
the folding pattern of the 5 (TM1-TM5) + 5 (TM6- TM10) repeat is maintained 
between the LeuTAa and the NSS members, and also has been conjoined by other 
non-NSS members (Loland, 2014). See Figure 6.

Based on the recent finding, the x-ray crystal structures of other NSS members, 
including those for different conformational states (i.e., the outward- open, outward-
occluded and inward-open states) of LeuTAa (Singh et al., 2008; Krishnamurthy 
& Gouaux, 2012), and the mechanistic studies on monoamine transporters 
(Krishnamurthy, Piscitelli, & Gouaux, 2009; Wang & Lewis, 2010), they suggest 
that these NSS members should share the synonymous structural architecture and 
features for uptake of substrate and binding of ions, and they share the typical 
conformational states combined with the substrate transporting process.

Although it is acceptable to module both the inward-open states and outward-
occluded states of hDAT, starting from LeuTAa x-ray crystal structures wouldn’t 
be reasonable due to the quality of this module (because of the lower sequence 
similarity between LeuTAa and hDAT compared with the high sequence similarity 
between hDAT and dDAT). Therefore, by combining all x-ray structures for both 
dDAT and Leu TAa a more reasonable model for hDAT in the outward-occluded 
and inward-open states were constructed. As the structure differentiates between the 
dDAT and LeuTAa, the structures in the outward-open state exist only in the regions 
that are not involved in the conformational motion from the outward-open state, 
outward-occluded, and inward-open states. This lead to a total homology model 
of hDAT: homology models 1-4 (HM1-4), HM1 (dDAT-based outward-open state 
model of hDAT) and HM2 (LeuTAa-based outward-open state model of hDAT), of 
HM3 (LeuTAa-based outward-occluded state model of hDAT) and HM4 (LeuTAa-
based inward-open state model of hDAT and this strategy was validated by testing 
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conformational conversion induced by targeted molecular dynamics simulations 
(Yuan et al., 2015).

Although the dDAT and LeuTAa are similar in their x-ray structures, the dDAT is 
better template than LeuTAa for homology modeling (PDB entries as 3F3A [Singh 
et al., 2008], 2A65 [Yamashita et al., 2005] and 3TT3 [Krishnamurthy & Gouaux, 
2012]) this because there are some significant differences between the dDAT-
based hDAT models (Yuan et al., 2015; Yuan et al., 2016) and the LeuTAa-based 
ones (Hudson et al., 2000; Westendorp et al., 1995; Purohit, Rapaka, & Shurtleff, 
2011; Heaton et al., 2012). The Zn +2 coordinate residue, H375, is present on the 
extracellular end of TM7 in the dDAT based hDAT models into the loop region in 
the LeuTAa-based hDAT model, which is significant for fair modeling of the Zn2+ 
binding site (Yuan et al., 2015). Besides, a short U-turn loop in EL6, there was the 
hydrophobic residues, tyrosine 551,548,470 (Y551, Y548, Y470) and F553 in the 
dDAT based hDAT models, whereas this structural feature was missing in EL6 of 

Figure 6. Structural representation of the LeuT in the outward occluded conformation. 
The 5 + 5 structural repeat is emphasized by TMs 1 to 5 shown in blue and TMs 6 
to 10 in green. TMs 11 and 12 are gray. The bound leucine is located in themiddle 
(brown spheres).
Reprinted with permission of Elsevier from Loland CJ (2014). The use of LeuT as a model in elucidating 
binding sites for substrates and inhibitors in neurotransmitter transporters. Biochim. Biophys. Acta 
1850(3), 500–510 (2014).
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the LeuTAa-based hDAT model (Yuan et al., 2015). Reasonable modeling of this 
U-turn loop is significant for better understanding the role of many key residues, 
such as Y470 and H547 (Yuan et al., 2016). Moreover, TM12 in the dDAT based 
hDAT model is bound significantly by residue P573 at the middle-point of the helix 
(Yuan et al., 2015), making TM12 twisted away from the helical bundle and moved 
much more toward the lipid bilayer (Penmatsa, Wang, & Gouaux, 2015), whereas 
TM12 in the LeuTAa-based models was geometrically straight (Krishnamurthy & 
Gouaux, 2005).

Lysine 92 [K92] and Tyrosine 470 [Y470] 
in Dopamine Transporting

In the dopamine transporting process, TM1 and TM6 prove a significant motion 
during conformational conversion according to computationally modeled hDAT 
structures as TM1a and TM6b being significantly different in the outward-open 
and outward occluded states (Yuan et al., 2015; Midde et al., 2015). In addition, 
R85-D476 salt bridge was reported to be a key indication for the conformational 
conversion from the outward open to the outward-occluded state of hDAT (Schmitt 
& Reith, 2011; Manepalli et al., 2012). This because that TM1b (containing R85) 
also contacts directly with TM10 (containing D476) in the outward occluded state 
so that any structure change will affecting the interaction of TM1b with EL4, TM10, 
and TM10 and this will influence the motion of TM1b and effect the Dopamine 
uptake by hDAT (Yuan et al., 2015).

From MD simulation study, There are a slat bridge between D313(TM6a) and 
K92 (TM1b) and side chains in all of three typical conformational states of hDAT 
(Yuan et al., 2011; Midde et al., 2015), in addition, the motion of both TM1b and 
TM6a are required for the elimination, conformational conversion, of K92-D313 
salt bridge by K92M mutation is expected to isolate TM1b with TM6a, which may 
damage the DA uptake process (Midde et al., 2015), adding to that, TM1b also 
plays an important role in inducing the conformational conversion of hDAT . For 
the conformational conversion of hDAT from the outward-open state to the other 
states during the dopamine-transporting process its required a stable D476-R85 
salt bridge (Schmitt & Reith, 2011; Manepalli et al., 2012). The positively charged 
side chain R85(TM1b) forms direct intramolecular interaction with the negatively 
charged D476(TM10) side chain in the outward-occluded and inward-open state 
indeed the outward-open state hDAT so that by disturbing the D476-R85 salt bridge 
this would damage the TM1b and TM10 motion- related conformational conversion 
of hDAT (Yuan et al., 2016).
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To confirm the computational insight, Midde et al (2015) made in vitro 
pharmacological activity assays, and they found that K92M mutation will decrease 
the maximal velocity (Vmax) for DA uptake by approximately threefold (Midde et 
al., 2015), which is consistent with the computational insight. Adding to that, Chen 
et al. (2006) made a D313N mutation and they found that fourfold decrease in the 
Vmax for DA uptake, which further supports the interaction between K92 and D313. 
Adding to that, the, K92 is not involved in DA binding based on the computation 
model (Yuan et al., 2015), which is consistent with the watching that the K92M 
mutation did not significantly change the Km (Midde et al., 2015). Adding to that, 
according to the mentioned computational models, residues Y470of TM10 was 
formed by the hydrophobic and aromatic residues including L224, I230, I469, Y548, 
Y551 and F553 and stayed at the center of the local hydrophobic regions (Yuan et 
al., 2015; Yuan et al., 2016). In this region, residues Y548 (on EL6) and Y551 (on 
EL6) compact the aromatic side chain of Y470, so that, the tight interaction between 
Y548, Y470 and Y551 are anticipated to hold the position of Y470, and then stabilize 
TM10, which is significant for the hDAT activity (Yuan et al., 2016). In particular, 
the stable Y548-Y470-Y551 interaction (YYY motif) are present in all three typical 
conformational states of hDAT so that the stability of this motif is significant for 
the dopamine-transporting process (see Figure 7) (Yuan et al., 2016; Quizon et al., 
2016), so that the hDAT mutation can occur. For example, Y470A or Y470H is 
expected to attenuate the hydrophobic interaction among the three residues in the 
YYY motif, which would decline the effectiveness of dopamine transporting (Yuan 
et al., 2016). Midde et al. (2015) confirmed by pharmacological testing that Y470H 
or Y470A mutation only significantly declined the Vmax without a significant change 
on the Km, which is in agreement with the computational model. Based on the overall 
data collected from the computations and experiments (Yuan et al., 2015; Midde 
et al., 2015; Schmitt & Reith, 2011) on the effects of mutations Y470 and K92, the 
computational model on the dDAT template has helped to better our understanding 
of the DA transporting mechanism and the regulation of hDAT activity.

Modeling of hDAT–Tat-Binding Mode

It would be a great challenge to determine the hDAT–Tat-binding complex, especially 
when there are no available x-ray crystal structures of hDAT–Tat-binding complex 
in the physiological membrane environment. On the other hand, the molecular 
modeling techniques provide useful tools to module the possible hDAT–Tat 
interaction, this module (Huang & Zhan, 2007; Huang, Gu, Zhan, 2009; Yuan et 
al., 2015) has helped to determine how hDAT interacts with Tat. In 2013, Midde 
et.al published the first computational modeling study on the possible hDAT–Tat 
interaction, the LeuTAa-based hDAT model (Huang & Xhan, 2007; Huang, Gu, 
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Zhan, 2009) was used. This modeling provided a mechanistic insight concerning 
how HIV-1 Tat interacts with hDAT and inhibits dopamine uptake by hDAT. This 
study also proved that the hDAT–Tat binding does not interfere with hDAT–DA 
binding, but stopped the conformational changing from the outward-open state to 
the other states (outward-occluded and inward-open states), so that they block the 
DA uptake by hDAT. Adding to that, this study confirmed that the Y470 of hDAT 
contains key residue that is involved in the interaction between hDAT and Tat, and 
the Y470H mutation would reduce the hDAT–Tat binding (Midde et al., 2013).

Figure 7. Structural details of the residues Y470, Y551, H547, D476, and R85 on 
hDAT. hDAT is represented as a cyan ribbon, while the first part of trans membrane 
helix 10 (TM10a) and extracellular loop 6 (EL6) are colored in green and orange.
Reprinted with permission from Quizon PM, Sun WL, Yuan Y, Midde NM, Zhan CG, Zhu J, Molecular 
mechanism: the human dopamine transporter histidine 547 regulates basal and HIV-1 Tat protein-
inhibited dopamine transport, Scientific Reports 6, 39048, 1-14. Copyright 2016 American Chemical 
Society (Quizon et al., 2016).

 EBSCOhost - printed on 2/10/2023 5:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



185

HIV-Associated Neurocognitive Disorder

The MD-simulated hDAT–Tat-binding structure has showed that K92, Y88, and 
Y470 of hDAT are involved in the binding between hDAT and Tat (see Figure 8). The 
role of the K92, Y88, and Y470 of hDAT has been validated by DA uptake assays 
and site-directed mutagenesis. This agreement between both the computational and 
experimental data suggests that the computation predicted for hDAT–Tat-binding 
mode and mechanistic insights are acceptable and provide a new starting point to 
design pharmacological studies on the molecular mechanism of HIV-associated 
neurocognitive disorders (HAND).

Figure 8. The key residues involved in the binding between HIV-1 trans activator of 
transcription and human dopamine transporter in the outward-open state. Atomic 
interactions on the binding interface of the typical hDAT–Tat-binding structure. 
HIV-1 Tat protein is shown as ribbon and colored in gold, and hDAT is shown as 
cyan ribbon. Residues T-M1, T-P18 and T-K19 of HIV-1 Tat are shown in ball-stick 
style and colored in yellow. Residues D-Y470, D-Y88 and D-K92 are shown in ball-
stick style and colored in green. Dashed lines represent intermolecular hydrogen 
bonds with labeled distances. For D-Y470, the red point indicates the center of its 
aromatic ring, and the dashed line pointing to the red ball represents the cation–π 
interaction with labeled distance.
Reprinted with permission from Yuan Y, Huang X, Midde NM et al. Molecular mechanism of HIV-1 Tat 
interacting with human dopamine transporter. ACS Chem. Neurosci. 6(4), 658–665 (2015). Copyright 
2015 American Chemical Society (Yuan et al., 2015).
hDAT: Human dopamine transporter; Tat: Transactivator of transcription
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GENE THERAPY FOR HAND

Many mutations on hDAT residues not only interfere with hDAT–Tat binding, but 
also decline the dopamine uptake activity of hDAT, for example K92M, Y470H and 
Y88F (Yuan et al., 2016), a combined experimental and computational study has 
demonstrated that residue H547 of hDAT plays an important role in the dopamine 
uptake by hDAT and the hDAT–Tat interaction as H547 forms a hydrogen bond 
with residue R49 of HIV-Tat (see Figure 9). The hydrogen bond with the H547 side 
chain is expected to be broken with the H547A mutation and the mutation of this 
residue H547A not only attenuate Tat-induced inhibition of dopamine uptake, but 
also increase the Vmax of hDAT for dopamine uptake (196% increase in DA uptake). 
H547A displays a differential sensitivity to protein kinase C (PKC) (activator (PMA) 
or inhibitor (BIM)), which leads to either activation or inhibition of DAT function 
relative to hDAT, which indicates a change in basal PKC activity in H547A.

These findings demonstrate that histidine 547 on hDAT plays an important role in 
stabilizing basal DA transport and Tat-DAT interaction (Yuan et al., 2016; Quizon et 
al., 2016). This study may help to develop novel concepts for therapeutic treatment 
of HAND. For example, gene therapy as the HAND-related abnormal neurocognitive 
function is associated with dysfunctions in dopamine neurotransmission (Purohit, 
Rapaka, Shurtleff, 2011; Bagashev & Sawaya, 2013), so that by improving dopamine 
uptake through effective delivery of a gene for an engineered hDAT mutant (such as 
one including the H547A mutation) will improve dopamine update activity without 
binding with HIV-1 Tat. For development of effective gene therapy, it’s essential to 
have an hDAT mutant which doesn’t bind with Tat. Therefore, Tat will not affect 
the dopamine uptake activity of the hDAT mutant. Adding to that, the higher the 
dopamine uptake activity of the hDAT mutant, the more effective the gene therapy 
would be. On the other hand, one may develop a small molecule drug which can 
bind with hDAT to affect the hDAT functions in a way similar to the effects of the 
H547A mutation, so that interferes with the hDAT binding with Tat and improves 
the normal dopamine uptake activity of native hDAT (Yuan et al., 2016).
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DRUG ABUSE THERAPY

A typical target of a psycho stimulant, such as cocaine, is the dopamine transporter, 
which becomes the preclinical target in the early stages of drug abuse therapy. So 
that, by selective inhibition to dopamine reuptake that interacts with hDAT lead to 
effective therapy for cocaine abuse (Carroll et al., 2008; Carroll et al., 2009; Kimmel 
et al., 2007; Froimowitz et al., 2007; Yohn et al., 2016). The mechanism of this 
medication is based on the fact that dopamine can partially substitute for cocaine, 
thus declining cocaine self-administration and decreasing the desire for cocaine (Liu 
& Molino, 2007; Runyon & Carroll, 2006; Papakostas, 2006). It is also possible 
to make potent allosteric hDAT modulators that can partially interfere with DA 

Figure 9. A local view of DAT residue H547 and its direct interaction with Tat 
residue R49, the hydrogen bond with the H547 side chain is expected to be broken 
with the H547A mutation, which is consistent with decreased inhibitory activity of 
Tat on hDAT-H547A.
Reprinted with permission from Pamela M. Quizon, Wei-Lun Sun, Yaxia Yuan, Narasimha M. Midde, 
Chang-Guo Zhan, Jun Zhu, Molecular mechanism: the human dopamine transporter histidine 547 
regulates basal and HIV-1 Tat protein-inhibited dopamine transport, Scientific Reports 6, 39048, 1-14. 
Copyright 2016 American Chemical Society (Quizon et al., 2016).
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uptake by hDAT without affecting the hDAT–DA interaction (Richard et al., 2015). 
X-ray crystal structures of dDAT and LeuT-based hDAT models have been used to 
learn how the inhibitors interact with the transporter (Koldsø, Grouleff, & Schiøtt, 
2015; Forrest et al., 2008; Severinsen et al., 2012; Seddik et al., 2013; Claxton et 
al., 2010; Beuming et al., 2008; Dahal et al., 2014; Grouleff et al., 2015; Kristensen 
et al., 2011; Koldsø et al., 2012). Recently developed hDAT models may be used to 
rationally design more active dopamine reuptake inhibitors so that the more active 
inhibitor binds with hDAT in any of the three conformational states.

CONCLUSION

Although there is no x-ray crystal structure available for human dopamine transporter 
(hDAT) but the, docking, molecular modeling, and dynamics simulations have 
provided a good 3D structural models of hDAT in its three typical conformational 
states, its binding with HIV-1 Tat, and its DA uptake mechanism. Particularly, 
the computational studies have greatly predicted the first-ever hDAT–Tat binding 
model, and this module has been supported by all of the experimental validation 
tests so that the 3D structures of hDAT in different conformation states and the 
complex between both HIV-1 Tat and DA have given a more detailed structural and 
mechanistic insights related to how hDAT uptakes DA and how HIV-1 Tat increase 
the normal function of hDAT. The general of the 3D modeled structures of hDAT 
and its binding with DA and Tat are reproducible with available experimental data 
in literature, and have been supported by the experimental validation tests. The 
detailed structure and mechanistic insight resulted from the computational studies 
on hDAT and hDAT–Tat interactions since HIV-1Tat and DA do not compete in 
their binding with hDAT, this will be great for future rational drug design of novel 
strategies for the cure of HIV associated neurocognitive disorders (HAND) which can 
prevent Tat from interaction with hDAT without blocking the DA uptake by hDAT.
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