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1 Introduction

1.1 The background of solitons

In 1834, a young Scottish engineer named John Scott Russell [267] made a remark-
able scientific discovery about water waves when he was conducting experiments to
determine the most efficient design for canal boats. He described in his “Report on
Waves” (Report of the 14th meeting of the British Association for the Advancement of
Science, York, September 1844 (London 1845)): “I was observing the motion of a boat
that was rapidly drawn along a narrow channel by a pair of horses, when the boat
suddenly stopped — not so the mass of water in the channel which it had put in mo-
tion; it accumulated round the prow of the vessel in a state of violent agitation, then
suddenly leaving it behind, rolled forward with great velocity, assuming the form of
a large solitary elevation, a rounded, smooth and well-defined heap of water, which
continued its course along the channel apparently without change of form or diminu-
tion of speed. I followed it on horseback, and overtook it still rolling on at a rate of
some eight or nine miles an hour, preserving its original figure some thirty feet long
and a foot to a foot and a half in height. Its height gradually diminished, and after a
chase of one or two miles I lost it in the windings of the channel. Such, in the month
of August 1834, was my first chance interview with that singular and beautiful phe-
nomenon which I have called the Wave of Translation”. He believed that this solitary
motion is the steady-state solution of shallow water wave motion. Russell failed to
prove this and to convince the physicists of his argument at that time; he also com-
plained that the mathematicians failed to predict the solitary phenomenon from the
known fluid motion equations. A widespread controversy among physicists about the
solitary waves was caused, until 60 years later, when Korteweg and de Vries [147],
assuming a long wave asymptotic and a small amplitude, established the following
shallow water wave equation for movement in one direction only:

0 0(1, 2 1 &

a—? = ; %a(§q2+ §m]+ 506—)(2), (1.11)
where 1 represents the elevation of the surface above the bottom, ! represents the
depth of the liquid, g is the gravity acceleration, and a, ¢ are small but arbitrary con-
stants. They made a complete analysis of the solitary phenomenon and, finally, de-
rived the solitary wave solution with unchanging shape, which was identical to the
one described by Russell. In doing so, they proved the existence of solitary waves the-
oretically, while there still were unsolved questions: Is the solitary wave stable? Does
the shape of the solitary wave stay invariant or change after a collision? These ques-
tions have not been answered and some people even doubt that the shape of solitary
waves is destroyed when a collision occurs, since the solution for the nonlinear partial
differential equation of equation (1.1.1) cannot satisfy the principle of superposition.

https://doi.org/10.1515/9783110549638-001
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This argument lead to the notion of “instability” of solitary waves. Solitary waves were
buried for a long time, until new discoveries were made.

There exists another question: Can solitary waves, as Russell said, appear in other
physical fields than fluid dynamics? This was also an elusive problem during the be-
ginning of the 20th century. The silence was broken by Fermi, Pasta, and Ulam [78]
in the 1950s. They conducted numerical experiments (i.e., computer simulations) of
a vibrating string that included a nonlinear term (quadratic in one test, cubic in an-
other, and a piecewise linear approximation to a cubic in a third). They made a dy-
namical system of 64 particles with forces acting between neighbors with fixed end
points. Initially, all of the energy of these oscillators is concentrated on one site. Ac-
cording to the classical theory, energy equipartition will happen as long as nonlinear
effects exist. They thought that any weak nonlinear interaction can cause the system
to transition from nonequilibrium to equilibrium. The results of their computations
showed features that surprised everyone in the field. “Instead of a gradual, continu-
ous flow of energy from the first mode to the higher modes, all the problems show an
entirely different behavior.” In fact, after a long time, almost all the energy returned
to the original initial distribution, as shown in Figure 1.1. Finding an explanation for
this phenomenon was called the famous Fermi—Pasta—Ulam (FPU) problem. Because
the investigations considered the frequency space only, they did not find the solitary
wave, so a solution to the problem was not found. Later, people simulated this situa-
tion by replacing the lattice with spring chains with mass. The correct answers to the

300 |4

1
A\
N
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L1
—

100 \ g

5
51 ) A5 \J/ siA\\ 2
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t IN THOUSANDS OF CYCLES

Figure 1.1: The energy quantity is plotted, with the units for energy being arbitrary. The initial form of
the string was a single sine wave.

printed on 2/10/2023 3:23 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

1.2 KdV equation and its soliton solutions = 3

FPU problem were given by Toda, who studied the nonlinear oscillation in this mode
and obtained the expected solitary wave solutions.

In 1962, numerical results made by Perring and Skyrme [245], when they inves-
tigated the elementary particles using the sine-Gordon equation, showed that such
solitary waves did not disperse, i.e., solitary waves kept their original shapes and ve-
locities invariant after the collision.

In 1965, Zabusky and Kruskal [314] investigated the interaction process of the
“soliton” in a collisionless plasma in detail through numerical simulation. Their re-
sults confirmed the hypothesis that solitons pass through one another without losing
their identity.

The aforementioned results and the fact that stable “solitons” were observed in
several physical models in succession attracted the attention and interest of physicists
and mathematicians. A complete system describing solitons was formed gradually.

So, what is the definition of a “soliton”? Generally speaking, we call the localized
traveling wave solutions for nonlinear evolution equations “solitons”. The adjective
“localized” means that solutions for the field equation tend to zero or a certain con-
stant at spatial infinity [258]. We name the stable solitary wave that retains its original
shape and velocity after a collision “soliton”. In some literature, solitons are confused
with solitary waves.

In physics, the soliton is defined in terms of stable solutions for the classical field
equation whose energy density p(x, t) is finite and without dispersion, i.e.,

O0<H-= J p(x, )d™x < +oo, tlim maxp(x,t) # 0, for certain x,
—00

where m is the space dimension. That is to say, the soliton can be regarded as a finite
stable block mass with field energy without dispersion which cannot be destroyed
during propagation or collisions. For a lot of nonlinear wave equations, there are four
types of soliton shapes (as shown in Figure 1.2): the envelop type (bell-shaped), the
swirl type (upside-down bell-shaped), the kink type, and the anti-kink type.

Based on the study of elementary particles, topological and nontopological soli-
tons have been divided by Lee [156]. The respective definitions and investigations will
be discussed in Chapter 10, where works on nontopological solitons will be presented
briefly.

1.2 KdV equation and its soliton solutions

As mentioned, Korteweg and de Vries established the shallow water equation (1.1.1).
After modification and simplification, we have

U + U, + YUy, = 0, (1.2.1)
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(@) (b)

(c) (d)

Figure 1.2: Different soliton types, where ¢¢(&) denotes the traveling wave solution and u is the
velocity.

where p is an arbitrary constant. If u < 0, via the transformations u - -u, x - —x,
and t — —t, equation (1.2.1) transforms to

Up + ULy — Py, = 0. (1.2.2)

Thus, we set u > 0. Equation (1.2.1) is the well-known Korteweg—de Vries (KdV) equa-
tion.

Making u(x,t) = u(¢), £ = x - Dt, and D = constant and integrating twice with
respect to &, we have

2
3}1( d—?) =1’ + 3D’ + 6Au + 6B = f(u), (1.2.3)

where A, B are constants of integration. If and only if f > 0, equation (1.2.3) has a real
solution. If f(u) only has one real root, then it must be unbounded. Now, we assume
that function f(u) has three real roots, i.e., f(u) = —(u—¢))(u—¢;)(Uu—c3), ¢; < ¢; < C3.
We conclude D = %(c1 +C0+C3),A = %(clcz +C,C3+¢635¢1), B = %C162C3. The general form
of f(u) can be expressed by curve A in Figure 1.3.

The exact solution for equation (1.2.3) reads

c;—¢C 1
u=u(t) =c,+(c; - cz)cnz[ 317;11{)( - §(C1 +Cy+ @)t};k}, (1.2.4)
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ra b

Figure 1.3: The profile of f(u).

where k% = (c3 — ¢;)/(c5 — ¢). Equation (1.2.4) is usually called a cnoidal wave, whose

period is T, = 4K ij o since the real period of function cn is 2K, where K is the

Legendre elliptic integral.
Under K = 0, cn(&, 0) = cos ¢, the oscillation solution for equation (1.2.3) reads

c3-¢
u=6+acos[2 3 1{x—%(cl+c2+c3)t}, (1.2.5)

12u

where ¢ = 23, a = 252,

The case where K = 1, cn(¢, 1) = sech & corresponds to curve B in Figure 1.3, whose
period becomes infinite as ¢, — ¢, i.e., the soliton solution for equation (1.2.1) is

-G

1
U=c;+(c3-¢y) sechz[ W {x - 5(2(:1 + c3)t]» . (1.2.6)

If ¢; = ug,, c3 — ¢; = a, equation (1.2.6) transforms to

U=1Uy, + asechz[\jg{x - <uoo + g)rH, (1.2.7)

where u_, is the homogeneous state at infinity and a denotes the soliton amplitude.
From solution (1.2.7), we see that the velocity which corresponds to the homogeneous
state is proportional to the amplitude, while the width is inversely proportional to the
square root of the amplitude. The amplitude is independent of the homogeneous state.
Ifu,, =0,u=1,weget

u(x, t) = 3D sech? \jg(x - Dt), (1.2.8)

as shown in Figure 1.4.

It is known that a large range of wave equations with weak nonlinear effects can
be summed up as KdV equations assuming a long wave asymptotic and a small and
finite amplitude, such as (1) magnetohydrodynamics in cold plasmas, (2) motion in
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Figure 1.4: The amplitude of u(&).

nonharmonic lattice, (3) ion acoustic waves in plasmas, (4) longitudinal dispersion
fluctuations in an elastic bar, (5) pressure wave motion in a mixture state of liquid and
gas, (6) the rotation of a fluid at the bottom of a tube, (7) thermal excitation of the
phonon wave packet in nonlinear lattices at low temperature, etc.

1.3 Soliton solutions for the nonlinear Schréodinger equation and
some other nonlinear evolution equations

The cubic nonlinear Schrédinger equation

iUy + Uy, + vulu =0, (1.3.1)
or a more generalized form

Uy — Nty = yu - Blulu, (13.2)

where B = By +ify, r = 1y +ir;, 1 = V=1, and By, By, 7o, 11, X, V are real constants, and
other equations of this type have been found in many physical areas. For example, in
beam flow of nonlinear optics,

v
2k %Y v2w s T2y - o, (13.3)
0x ngy

aZ

where Vi =spt ? %. The case where m = 0 denotes the plane, while m = 1 results in

cylindrical symmetry; ¥ = aeikg, 0 = kx — wt + ks(x, r), k represents the wave number,

k . . .
andn= 2% =ny + %nzaz. For the flow in two dimensions, we have

w

n
21O\ 2Y = 2k, - ¥, - Y,

. 1.3.
. . (13.4)

In addition, the nonlinear Schrédinger equation can also be used to describe the Lang-
muir wave in plasmas, self-modulation of one-dimensional monochromatic waves,
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self-focusing of two-dimensional stationary plane waves, the motion of a supercon-
ducting electron pair in an electromagnetic field, etc.
Taking account of the traveling wave solution for equation (1.3.1), we set

u(x, t) = e™ Sly(&), & =x-Dt,

where r, s are undetermined, v is a real function, and D = constant. Substituting the
above u into equation (1.3.1), we get the ordinary differential equation

V' +i@r =DV + (s—rP)v+vlv[v = 0. (1.3.5)
Choosing r = %, S= %2 - a, and (a > 0) and omitting v/, we have
V'—av-w’ =0. (1.3.6)
Integrating once, we get
VieA+av®- %vl‘. (1.3.7)

For the special case wherev > 0, A = 0,

vix,t) = < 270( > ’ sech a(x — Dt). (1.3.8)

It is obvious that |u|?> o sech? a(x — Dt) and v(x, t) is called the envelop soliton. Next,
we consider a more general solution for equation (1.3.1). We have

u(x, t) = O(x, £)e?*0, (1.3.9)

where the real function @ stands for the envelop wave and 6 denotes the carrier wave.
Substituting equation (1.3.9) into (1.3.1) and separating the real and imaginative parts,
we have

Oy — DO, — DO2 —vD*> =0, v>0,

(1.3.10)
0, +20,0, + O, = 0.
Supposing 6 = 8(x - D;t) and ® = ®(x — D,t), equations (1.3.10) become
@, + D, 00, — ()2 + v = 0, (1.3.11)
DO, + 20,6, — D,d, = 0. (1.3.12)

Fixing t as a constant variable in equation (1.3.12) and integrating with respect to x,
we get

%26, - D,) = @(t). (1.3.13)

printed on 2/10/2023 3:23 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



8 = 1 Introduction

Note that 6, = % when ¢(t) = 0, so equation (1.3.11) becomes

[0]
j __ . by, (1.314)

@, Vp(P)

where
Vo4 1.5 2
p(®) = -5+ Z(D2 -2D,D,)®” + C.
If we take C = 0, D% - 2D,D, > 0, then ® = 0 is the double root for p(®) = 0 and the
last two roots are ® = +®,, with O, = \V#. In this case,

D= <Dosech[ \/ECDO(X - th)],

as shown in Figure 1.5.
}+o,

[
Do
P(®) /

_(I)O

Figure 1.5: The profile of ® with C = 0.

The traveling wave solution will not be obtained in the case where p(®) < 0. If C + 0,

under the conditions [%(Dg - 2D1D2)]2 +2vC>0orC > —%(Dé —2D,D,)and C < O, the

single roots +®;, +®, will be obtained for p(®) = 0, which can be found in Figure 1.6.
The term @ can be expressed in the form of the elliptic function

®= @1[1— {(1— §>sn2[g(x—th)]H %,

2

2
where the elliptic function sn obeys modr =1 - %.
2
The well-known sine-Gordon equation
Uy — Uy, +Sinu=0 (1.3.15)
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k‘I)

@

Dy

I*th

7¢1

Figure 1.6: The profile of ® with C < 0.

LDy T

(positive) (negative)

Figure 1.7: Kink and anti-kink solutions.

has the soliton solution
1
u=4tg™ + {(1-D%) 2(x - Dt)}. (1.3.16)

Kink and anti-kink types will be obtained based on the signs of the inside and outside
brace (as shown in Figure 1.7).

If the positive signs are taken for both the inside and the outside brace, solu-
tion (1.3.16) respects the kink type from ® = 0 (x = —oc0) to ® = 27 (x = +00). Oth-
erwise, if both negative signs are taken, the kink type will be obtained from ® = -2n
(x = —00) to @ = 0 (x = +00). The anti-kink type will be displayed under the different
signs chosen for the inside and the outside brace.

A lot of nonlinear evolution equations have soliton solutions, such as the nonlin-
ear Klein—Gordon equation, the Toda lattice equation, the Heisenberg ferromagnetic
chain equation, the nonlinear electronic filtering equation, the Boussinesq equation,
the Hirota equation, the Born—Infeld equation, etc.

1.4 The experimental observation and applications

The existence of solitons was first described by Russell in water waves. Apart from
the numerical calculations, experimental observations of solitons have been found
constantly. In the 1970s [132], the formation and propagation of ion-acoustic solitons
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were observed experimentally by Ikezi, Taylor, and Baker. Solitary pulses were ob-
served to follow the predictions of the KdV equation with respect to the shape and
velocity of the soliton. In laser target propagation, vortex solitary waves caused by
collapse and solitons generated by laser beams focusing in nonlinear medium have
also been found [122]. The problems of density pits and infrared shift, which cannot be
explained by classical theory in laser shooting, have been successfully explained by
virtue of soliton theory. In optics, the concept of optical solitons was first theoretically
proposed by Hasegawa and Tappert [123, 124]. They pointed out that the nonlinearity
of the index of refraction could be used to compensate the pulse broadening effect of
dispersion in low-loss optical fibers. Later, Bell telephone laboratories in New Jersey
reported narrowing and splitting of 7-ps-duration pulses from a mode-locked color-
center laser by a 700-m, single-mode silica-glass fiber [181].

The superconducting Josephson effect belongs to the most important subjects in
modern physics and electronic technology. In the two superconducting materials con-
stituting the Josephson junction, the phase difference ¢ between wave functions of
a Cooper pair satisfies the sine-Gordon equation [304]. The fusion of two relativistic
2mn-solitons of the same polarity into a single 47-soliton has been observed in a parallel
array of a Josephson junction [247].

In recent years, more aspects of solitons have been observed, in more fields. The
first reported observation of soliton explosions in a passively mode-locked fiber laser
was described by Runge et al. [266]. They reported the identification of clear explosion
signatures in measurements of shot-to-shot spectra of a Yb-doped mode-locked fiber
laser that is operating in a transition regime between stable and noise-like emission.
Soliton dynamics in charge-density waves on a quasi-one-dimensional metallic sur-
face have also been directly observed [183]. In silicon photonic crystals, soliton-effect
pulse compression of picosecond pulses in silicon, despite two-photon absorption and
free carriers, has been demonstrated [26].

More experimental observations will undoubtedly promote the theoretical work
of soliton theory.

1.5 The study of soliton theory problem

Since soliton phenomena have some common characteristics and have been observed
in many nonlinear physical problems, physicists hope to use soliton theory to dis-
cuss the motion of matter under the action of nonlinearity in plasma physics, elemen-
tary particle physics, and Bose—Einstein condensations. From a mathematical point
of view, soliton solutions have been solved for a certain kind of nonlinear evolution
equations. They share important characteristics, such as Backlund transformation,
infinitely many conservation laws, and the notions that they can be solved by the in-
verse scattering transform, they are completely integrable, etc. There are several appli-
cations of soliton phenomena in mathematical methods: the inverse scattering trans-
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form, which is based on the boundary problems for ordinary differential equations,
and the Gelfand-Levitan—Marchenko integral equation have been extended by Lax,
Zakharov, and Shabat and Ablowitz, Kaup, Newell, and Suger to deal with a large vari-
ety of solvable nonlinear evolution equations; certain function transformations, like
Backlund transformation, Darboux transformation, and the Hirota method, are effi-
cient ways to obtain soliton solutions; the extended structure method by the aid of
the exterior differential form and the Lie group is also a powerful tool. In addition,
numerical simulations have been developed to discuss the stability and interaction of
solitons.

Deift and Zhou [60, 62] introduced a new and general approach, named steepest
descent method, to analyze the asymptotics of oscillatory Riemann—Hilbert prob-
lems. Such problems arise, in particular, when evaluating the lone-time behavior of
nonlinear wave equations solvable by the inverse scattering transform. Fokas [81,
80] presented the solution for the initial boundary value problem of the nonlinear
Schrodinger equation in terms of the solution of a matrix Riemann—-Hilbert problem,
formulated in the complex k-plane. The Riemann-Hilbert approach in integrable sys-
tems has also been developed for a lot of mathematical and physical areas, such as
random matrices and orthogonal polynomials [64].

printed on 2/10/2023 3:23 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost - printed on 2/10/2023 3:23 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

2 Inverse scattering transform

2.1 Introduction

The inverse scattering transform was first introduced by Gardner, Greene, Kruskal, and
Miura during the procedure of solving the initial value problem for KdV equations [88].
After the generalization of Lax, Zakharov, and Shabat and Ablowitz, Kaup, Newell,
and Suger (AKNS), the inverse scattering transform has been developed into a gen-
eral and important method for solving a large range of nonlinear evolution equations,
including higher-dimensional and coupled ones. The main advantage of this method
is the possibility to obtain exact solutions through solving a combination of several
linear equations instead of the complex nonlinear equations [153]. In this chapter, we
will introduce the fundamental concepts, some results, and unsolvable problems of
the inverse scattering transform.

2.2 KdV equation and the associated inverse scattering transform

By the aid of the Hopf-Cole transformation

w
u= —za—x, (2.2.1)
w
the Burgers equation
U +uu, —au, =0, a>o0, (2.2.2)

can be transformed into the linear heat conduction equation
Wi = AWy, (2.2.3)

which has the solution

[, expl- 08 — L [ uy (€)' ldg

u(x,t) = = o 3
[2 exp[- &2 — L [0y, &)de")dE

(2.2.4)

where uy(x) is the initial value and ul;, = ug(x). When & — 0, solution (2.2.4) is
proved to be the generalized solution for the quasi-linear hyperbolic equation

u, + uu, = 0. (2.2.5)

The question is whether there exists a similar transformation like equation (2.2.2) for
the KdV equation. Consider the KdV equation of the following form:

U, — 6Ul, + Uy, = 0. (2.2.6)

https://doi.org/10.1515/9783110549638-002
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14 —— 2 Inverse scattering transform

If we take u(x, t) as a known function, u = v? + v, + A can be seen as a Riccati equa-
tion for the unknown function v(x,t). When v = ¢, /@, we get the one-dimensional
Schrodinger equation

Py —(U=A)p =0, 2.2.7)

where ¢ is a wave function, u denotes the potential, and A corresponds to the energy
spectrum. We notice that u is not merely dependent on x, but also on t. Therefore, ¢
and A are related to t as well. If the solution u for the KdV equation is smooth, bounded,
and decaying to zero at |x| — oo, then equation (2.2.7) exists with finite discrete spectra
Ay = —k,zn (m=1,2,...,N) for A < 0 and continuous spectra A = K (~o0 < k < oo,
k being a real constant) for A > 0. For a fixed t, we define the solution for scattering
problems of equation (2.2.7), where A > O satisfies the boundary conditions

P,k t) ~ e 4 bk, )e™, x > +oo,
(2.2.8)

ok, t) ~ a(k, t)e X — —00,

and the solution for scattering problems of equation (2.2.7), where A < O satisfies the
boundary conditions

{¢m(x, Kn(£),1) ~ Con(Kn(8), D)€, X — +o00, (2.29)

O (X, K (£), £) ~ 5%, X — —00,

where b(k, t) is the reflection coefficient, a(k, t) is the transmission coefficient, and c,,
represents the decaying factor. This satisfies

J @idx =1, la’+ b =1, (2.2.10)
which can be found in Figure 2.1.

In quantum mechanics, the scattering problem for the Schrédinger equation is the
following. Given potential u, we set the scattering data k,,, ¢, a(k), and b(k) and the

¢z, 1)

kx

ae - — e*ik‘a:

- beik:z:

AV

Figure 2.1: The scattering data.
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2.2 KdV equation and the associated inverse scattering transform = 15

wave function ¢ at infinity. The inverse scattering problem is to solve the potential u
by the given scattering data k,,, c¢,;, a(k), and b(k) and the wave function ¢ at infinity.
The potential u will be solved by

u(x,t) = —2iK(X, x, t), (2.2.11)
dx
where K satisfies the Gelfand-Levitan—Marchenko integral equation

Kx,y,t) + Bx +y,t) + J By +z,t)K(x,z,t)dz =0, y>Xx,
X

(2.212)
K(x,z,t) — 0, z — oo,
where the kernel B(x, t) is given by
N 1 (o )
B, = ). e+ - [ bl tyedk (2.213)
m=1 2 J)-co

where ) corresponds to the discrete spectrum and j corresponds to the continuous
spectrum. We see that the inverse scattering problem cannot be successfully solved
from the above expressions. The evolution of u is decided by K for equation (2.2.11),
while K satisfies the Gelfand-Levitan—-Marchenko integral equation (2.2.12), which is
solved by the scattering data of kernel B(x, t). However, the scattering data were deter-
mined by u. To break the endless loop and solve the potential u for the KdV equation,
we notice the following important relationship between a KdV equation and the cor-
responding Schrodinger equation.

Theorem 2.2.1. Taking into account the Schrodinger equation (2.2.7), we have
P —U=-ADP =0, —00<x<+00,

where the discrete eigenvalues A, A, ..., Ay are constants if u(x, t) is the solution for the
KdV equation and decays to zero as |x| — oo.

Proof. Inserting u = % + Ainto the KdV equation (2.2.6) and multiplying by ¢, we
have

/\t(p2 +[@R, - @,R], =0, (2.2.14)
where
R= Pt + Qxxx — 3(u + /\)<px-

The eigenfunction and its derivatives which correspond to A, tend to zero at [x| — co.
Integrating equation (2.2.14) with respect to x, we obtain

[ee]
At J (pfldx =0.
(¢

Because f_cfo (pﬁdx =1, wehaveA,; = 0,i.e., A, = constant. The proofis completed. [
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If A, is constant, this means that the discrete eigenvalues and the scattering data of
the inverse scattering problem of the Schrddinger equation can be solved through the
initial value u,(x) of the KdV equation. By virtue of A, = 0, equation (2.2.14) transforms
into

YR — Ry =0,
which is equal to R, — (u — A)R = 0. Because it is of the same form as equation (2.2.7),
R can be written as the linear combination of the eigenfunction of equation (2.2.7), i.e.,

R= Pt + Qyxx — 3(“ + A)QDX = C(P + D¢» (2215)

where C and D are related to t and ¢ and ¢ are the linear independent solutions for
equation (2.2.7). If we take ¢ = ¢ jg %, we have Theorem 2.2.2.

Theorem 2.2.2. Under the condition of Theorem 2.2.1, the scattering data for scattering
problem (2.2.7) can be expressed as

Calt) = cu(0)e™,
b(k, t) = b(k, 0)e®%, (2.2.16)
a(k,t) = a(k,0),

where c,(0), b(k, 0), a(k, 0) are determined by the initial value uy(x) of the KdV equation.

Proof. For the discrete spectrum, where ¢, is the eigenfunction and ¢,, = ¢, g %,

we deduce that ¢, is exponentially unbounded as x — +co. Therefore, D(t) = 0 can
be obtained from equation (2.2.15). Multiplying equation (2.2.15) by ¢, and integrating
over an infinite interval, we get

® (1 5 e 3 5 2 R
J E(pn tdx + J PnPryxx — Eq)n,x - 3/1(pn de = CJ -~ (pndx'

—00 —00 -

Because I_OZO (pfldx = 1and due to the boundary condition, the integrations on the left
side are equal to zero, so c(t) = 0. Considering <p~cn(t)e’k"" atx - +coandu — 0
(x — +00), the following relationship will be obtained from equation (2.2.15):

ch(t) - 4lcc,(t) = 0,
Le., ¢, (t) = ¢, (0)e".
For the continuous spectrum, A is independent of t and ¢ satisfies equation (2.2.15).

Taking advantage of the steady radiation condition of the plane wave, i.e.,

o ~a(k, t)e"ikx, X — —00,
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and inserting it into equation (2.2.15), we have

. . . X -
(a, +ika + 3KPa)e ™ = Ca(k, t)e ™ + ge_'k" J e ax,
0

D (*
at+4ik3a=Ca+EJ e dx.
0

Furthermore, we deduce
D=0, a,+ (4ik’-C)a=0.

Substituting ¢ ~ e ™ 4 b(k, )e™ (x — +00) into equation (2.2.15) and collecting the
coefficient of linearly independent functions e*™ to zero, we get

C=4ik’, b, ~8ik’b=0, blk.t) = b(k0)e™ "

It is easy to see that a; = 0, which means a(k, t) = a(k, 0). The proof is completed. [

Theorems 2.2.1 and 2.2.2 provide the procedures for solving the initial problem for
the KdV equation by virtue of the Schrédinger equation and the following scattering
problem:

{ut—6uux+uxxx =0, -oo<x<oo0,t>0,
u(x, 0) = ugy(x).
As a first step, we solve the eigenvalue problem

DPxx — [uO(X) - A](p =0, (2-2-17)

where the scattering dataat t = 0, i.e., k,, c,(0), b(k, 0), can be given. The evolution of
¢, (t) and b(k, t) can be obtained from equation (2.2.16), which gives

N o .
B(X + y, [’) = Z Ci(t)e*kn(X+y) + % J b(k, t)elk(x+y)dk

n=1 -

e Itk ory) . 1% i8I t+k(x+)]
= Y @R [ ik, 0)e Yk,
= 2 J_oo

As a second step, K(x,y, t) will be determined using the Gelfand-Levitan—Marchenko
integral equation

(o)

K(x,y,t) + B(x +y,t) + J By +z,)K(x,z,t)dz =0, y > «x.
X

We deduce

ulx,t) = —2£K(x, x; t).
dx
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Bk,

Gel’fand-Levitan-Marchenko

A Aoy Ay
Schrédinger Cy(1),....C\(H)  K(x,3.f)
/b(k,z) u=-20K(x,5,1)
u(x,0) u(x, )

Figure 2.2: The procedures of initial problems for the KdV equation.

Following the above procedures (as seen as in Figure 2.2), the initial-value problem
for a nonlinear equation (KdV equation) has been transformed into the problem of
solving two linear equations. One is the Sturm-Liouville problem of the second-order
ordinary differential equation. The other is solving a linear integral equation. Next,
we take two examples to explain this.

If we take uy(x) = -2 sech? x, the corresponding eigenvalue problem for equa-
tion (2.2.17) can be solved exactly by a hypergeometric function. The normalized
constants which correspond to the discrete eigenvalue k; = 1 are ¢;(0) = V2 and
b(k,0) = 0, so we get b(k,t) = 0 for t > 0. The related Gelfand-Levitan—Marchenko
integral equation can be expressed as

(o)
K(x,y,t) + 26377 4 287 J K(x,z, t)e?dz = 0.
X
Assuming that K(x, y, t) is a separable variable and inserting K(x,y, t) = L(x, t)e” into
the above integral equation, we get

Lix, t) +2e37% + 2% L(x, t) j e ?dz =0,
X

X _2eX—y

—2e
Lix,t) = = Kx,y,t) = =T

It is easy to verify that K(x, y, t) is indeed the unique solution for the Gelfand-Levitan—
Marchenko integral equation. Therefore, the exact solution for the initial problem of
the KdV equation is written

892x—8t

2
m = -2sech (X - 4t)

ulx,t) =
If we choose u(x,0) = uy(x) = -6 sech? X, there are two different eigenvalues, k; = 2
and k, = 1. If b(k, 0) = O, the solution for the KdV equation is

3 + 4 cosh(2x — 8t) + cosh(4x — 64t)
[3cosh(x — 28t) + cosh(3x — 36t)]2

u(x,t) =-12
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In the following part, we aim to get the N-soliton solution via the inverse scattering
transform with reflection coefficient b(k,t) = 0. We only take the discrete spectrum
into account. The related Gelfand-Levitan—-Marchenko integral equation is

N N o
K(x,y,t) + Z c,zn(t)e_k'"(“y) + Z c,zne_k"‘"j e K (x,z,t)dz = 0, (2.2.18)

m=1 m=1 X

where ¢, = ¢, (t) = cm(O)e“kf"t and k,, > 0. Assume K(x,y, t) in the form of

N
KO6y,t) == ) Cnmx)e™ ™, (2.2.19)
m=1

where ¢,, is an undetermined function and c,, is the normalization factor. Substituting
equation (2.2.19) into equation (2.2.18) and making the coefficient of ekmy equal to zero,
we derive the following linear algebra equation of ¢,,(x):

—(k +k,)x

N
PuX) + Y CCy v () = cpe ™
m=1

m=12,...,N. (2.2.20)

We denote the matrices

okt .
I'=6m), C= <Cmcnm>’ = (P, P2, PN)

E = (cie ™, ce7®, ., cNe_kNX)T.
Therefore, we rewrite equation (2.2.20) as
(I+C)p=E. (2.2.21)

To make sure that equation (2.2.20) is solvable for ¢, we need to prove C is positive
definite. In fact,

— (K +hc,)x 2

Zmepnmn, J [mece ]dz>0

m=1n=1

which means I + C is positive definite. The unique solution for equation (2.2.20) can
be obtained using the Cramer rule. Set Q,,,, as the algebraic cofactor of element a,,, of
matrix I + C and expand it at the nth line, to obtain

e—(km+k,,)x
A = det(I + C) = Z(&mn + Cmc —>an>

n
- ky, +ky,

P, x) =A™ z cpe Q.
m
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From equation (2.2.19), y = x, we have

K(x,y,t) =— Z Cppp(x)e X
=-a" Z z Cmcne_(km+k")Xan
m n

ad
=A o= A
The potential u(x, t) for the KdV equation without reflection coefficient can be given
as
dZ
u(x, t) = -2— logdet(I + C). (2.2.22)
dx?

Owing to the symmetrical structure of K and B in the Gelfand-Levitan—Marchenko
integral equation, there are two ways to solve K and B. One way is to first decide B
based on the scattering data and then solve K. The other way is to solve B by virtue of
the Gelfand-Levitan—Marchenko integral equation and then K, which satisfies the lin-
ear hyperbolic equation. This is another method to solve the inverse scattering trans-
form problem, as shown in Figure 2.3.

B(En0) = Bn
o

Kf - 3’LLK§ + ngg =0

K(&n0) —————————=— K(&n 1)
Kee— Key—uK =0
Ke(€,0) = =5 u(€) w24 K
Ke(€nt) =0 d

E+n —o0
u(&,0) u(&, t)

Figure 2.3: The inverse scattering transform procedure for KdV equation.

2.3 Lax operator and the generalization of Zakharov, Shabat,
AKNS

Consider the general nonlinear evolution equation
u; = K(u), (2.3.1)

where K(u) denotes the nonlinear operator defined in a certain proper function space.
We find two linear operators, L and B [153], which are dependent on the solution u for
equation (2.3.1), satisfying the following Lax equation:

iL, =BL-LB=[B,L], i=+V-1, (2.3.2)
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2.3 Laxoperator and the generalization of Zakharov, Shabat, AKNS =— 21

where Bis the self-adjoint operator. From equation (2.3.2), we derive the eigenfunction
¢ which corresponds to the operator L and eigenvalue E, i.e.,

Ly = Eg. (2.3.3)
If the time evolution of ¢ satisfies
ip; = By, (2.3.4)

we can confirm that E is independent of t. In fact, we differentiate equation (2.3.3) with
respect to t and we get

i[(pfj—f +Eii—f] = i[L(pt + %q)]
=iLg; + [BL - LBl
= L(igp; — Bp) + EBgp.

Because of equation (2.3.4), igo% = 0 will be derived.
To solve the initial problem of equation (2.3.1), we put forward the following steps,

as seen as in Figure 2.4:

(i) The eigenvalue problem. Solve the scattering quantities (eigenvalue, reflection
and diffusion coefficients, etc.) through the given initial value u(x,0) at t = O.

(ii) Time evolution of scattering data. Based on equation (2.3.4), consider the asymp-
totic solution of B at |x| — co and compute the evolution of the scattering data.

(iii) The inverse problem. Construct u(x, t) from the Gelfand-Levitan-Marchenko in-
tegral equation.

Take the following KdV equation as an example:

U — UL + Uy, = 0, (2.3.5)
u(x,0) | u(x,t)
Eigenvalue Inverse
problem problem
Time evolution

Scattering data at t=0

A,

Scattering data at t>0

Figure 2.4: The solving procedures for general nonlinear evolution equations.
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with the initial condition
u(x, 0) = uy(x). (2.3.6)

Denote the second-order differential operator hierarchy L(t) as

aZ
L(t) = 5t u(x, t), (2.3.7)

where u(x, t) is the solution for equation (2.3.5), u(-, t) € L,.
The eigenvalue problem for operator L reads

~Qyx T U, ) = Ep. (2.3.8)

As mentioned in Section 2.2, for a given u,(x), we can solve the scattering quantities
(k> Cps 1 =1,2,...,N; a(k), b(k), 0 < k* < co).
Make the self-adjoint operator B as

3
B= —41‘6% + 3i<u% + % -u>, (2.3.9)
where u(x, t) satisfies the KdV equation (2.3.5). The operators L and B satisfy equa-
tion (2.3.2). Based on equation (2.3.4), the boundary condition of ¢ at infinity, and the
notion thatu(x, t) — 0 (|x|] — o), time evolution of the scattering quantities can easily
be obtained, which follows from the results of Theorem 2.2.2. We solve the Gelfand—
Levitan—Marchenko integral equation and u(x, t) for the initial value problem of the
KdV equation will be given.

We should point out that not all the nonlinear equations (2.3.1) can be solved by
the inverse scattering transform. The main difficulty is that the proper operators L and
B for equation (2.3.2) cannot be found easily. Even though a certain B is found for a
given L, B is trivial probably. For example, for L = aa_;z + u(x, t), choosing B = i%, we
have L; = w, [B,L] = i[D,u] = iu,, iL; = [B,L] = u; = u,, which is a traveling wave
equation with explicit solution u = f(x — t). Although some confusion exists, a large
variety of nontrivial nonlinear wave equations can be solved by the inverse scattering
transform. Next, we state the generalization of Zakharov, Shabat, and AKNS.

Consider the linear problem

Ly =, (2.3.10)
where
. d ,
_( iz -t _ <v1(x, t))
L= <ir(x,t) -4 > V=lmn) (2.3.11)
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q(x,t) and r(x, t) are the differential functions, and { is constant. B is assumed in the
form of

(2.3.12)

(a(x,t;() b(x,t;())
cx, ) -akx )’

where a, b, c are all the undetermined functions. The time part of the Lax equation

satisfies

dv

— = Bv. 231
ldt 1% (2.3.13)

We rewrite Lax equations (2.3.10) and (2.3.13) as

{ivl,x ~iqv, = {u, 0310
irvy vy, = (v, -
and
{ivu = av, + bv,, (2.315)
Vye = CVy — av,. -

We differentiate equation (2.3.14) with respect to t and differentiate equation (2.3.15)
with respect to x, to get

{ivl,xt —iqvy — iqvyy = (vyp (2.316)

vy + 1y — Wy = (Vo

and

{iV1,xt = aVy +avy, + byvy + by, (2.3.17)

IVZ,Xt = CXV1 + CVI,X — aXVZ — aVZ)X.

Omitting v; ,; and v, ,; in equations (2.3.16) and (2.3.17), we have

{axvl +avyy + byvy + bvyy = (v + igev, +1qvyy, (2.318)

CyV1 + CVyy = QyVy — AVy, = i1 V) + i1V, — (Vz,t-

Insert equations (2.3.14), (2.3.15) into equation (2.3.18) and omit vy, v, V¢, Vo, tO
obtain

a, vy + a(-ilv; + qv,) + b,v, + b(i{v, + rvy)
= —i{(av, + bv,) + igq,v, + q(cv; — avy), (2.3.19)
CyVq + C(=ilvy + qv,) — a, v, — a(ilv, + rvy)

= irvy + r(avy + bv,) +i{(cvy — avy). (2.3.20)
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Collecting the coefficients of v; and v, in equations (2.3.19) and (2.3.20), respectively,
we have
vi:  a,+br=gqc,
¢, — 2i{c = ir; + 2ar,
Vi by +2ilb =g, - 2aq,
cq-a, =br

and we get the following equations, which (a, b, ¢, 1, q) satisfy:

oJa

— =gqc—rb, 2.3.21
= qc—r (2.3.21)
@ +2i(b = 1— - 2agq, (2.3.22)
ac a

po 2ilc = la + 2ar. (2.3.23)

In order to maintain unity, we denote

dv A B
E—MV, M—<C —A)

Thus, equations (2.3.21)-(2.3.23) can be rewritten as

A, =qC-1B, (2.3.24)
B, +2i(B = q; - 2Aq, (2.3.25)
C, —2iC =r; + 24r, (2.3.26)

where A = A(x,t;{), B=B(x,t;{), C = C(x,t;{), r = r(x,t), and q = q(x, t).

Equations (2.3.14)—(2.3.15) and (2.3.24)-(2.3.26) compose the foundation of the in-
verse scattering transform. For given initial values r(x, 0) and g(x, 0), equations (2.3.14)
are used to decide the discrete eigenvalues (which are time-invariant) and the asymp-
totic behavior at |x| — oo of all the eigenfunctions v;(x, 0;{), v,(x, 0;{) at the initial
time. If a certain set of (r;,q;,7,q) is given, (4, B, C) will in principle be solved from
equations (2.3.24)-(2.3.26). As a next step, time evolution of the asymptotic behavior
of eigenfunctions v,, v, at [x| — oo will be computed from equations (2.3.15). This in-
formation is sufficient to enable us to reconstruct the potentials r(x, t), g(x, t) at later
times. Certainly, we cannot carry this out simply, since r, g are unknown. However,
the above procedures provide us the ways to solve the exact solution for nonlinear
evolution equations via the inverse scattering transform.

First, we find some special solutions for equations (2.3.24)—(2.3.26), based on
which a general kind of nonlinear evolution equations will be obtained. We make the
following assumptions of A, B, C:

N N N
A=Y A" B=Y B =) ¢ (2.3.27)
n=0 n=0 n=0
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2.3 Lax operator and the generalization of Zakharov, Shabat, AKNS =— 25

Collecting the same powers of {" in equations (2.3.24)-(2.3.26), it is not difficult to see
A™ = qy (ay is independent of x and can depend on t), B¥ = ¢™ = 0. BNV and
CN are derived from equations (2.3.25) and (2.3.26), while A%V can be obtained
from equation (2.3.24). Reiterating the process, all series of A™, B™, ™ will be de-
rived. Specially, the last two equations for ¢* are

0, , RO
q;=2A"q+B,"”,
{ ! x (2.3.28)

T = 2407 4+ C)(CO).
Taking N = 3 as an example, we have

A=AQ+ 400+ AP 4 a5,
B=B+BY¢+B?¢,
C=CY4+cW¢+c?¢

Inserting them into equations (2.3.24)—(2.3.26), we have

A© = gc© _ 1B
AD = gc® _yg®,

AD = gc@ _ 1B,

BY +2iB® = 240,

B? +2iBY = 24,

¢ —2ic®@ = 24V,

c? - 2icV = 249y,

A@ = a,, B? = iasq, c? = iasr.

Solving the above equations, the coefficients of A, B, C are obtained. A, B, C can be
expressed as

| 1 1 i
A= a3(3 + az(z + <§a3qr + a1>( + Eazqr - Za3(qrx —q,T) + ao,

. . 1 . i 1 i
1B= 1a3q(2 + <1a2q - §a3qx>( +ia,q + §a3q2r ~ 50y - Za3qxx, (2.3.29)

. . 1 . i i
C= la3r(2 + <1a2r + §a3rx>( +iaqr + §a3qr2 + Eazrx - Za3rxx.
The corresponding evolution equations, i.e., equations (2.3.28), transform to

i 1 .
0= q: + Za3(qxxx - 6qrqx) + iaZ(qxx - zqzr) -l qy — Zao%

] 1
O0=r+ %a3(rxxx - 6qrry) — Eaz(rxx -2q7) —iayr, + 2a,r,
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which include some special cases:
(i) Ifay=a, =a,=0,a;=-4i
(@) ifr =-1(KdV equation),

¢ + 649Gy + G = 0, (2.3.30)
(b) if r = ¥q (MKdAV equation),
Gt + 64°dy + Gy = O- (2.331)
(i) Ifay =a, =a;=0,a,=-2i,r=Fqg" (nonlinear Schrédinger equation),
d¢ — iy, 7 2ig°q" = 0. 2.3.32)

For the KdV equation (2.3.30), the scattering problem (2.3.14) reduces to the Schro-
dinger equation

Vo + (¢% +q06 )V, = 0. (2.3.33)

As is well known, for a real g(x, t), ¢? is real. The corresponding discrete eigenvalues
are located at the imaginary (-axis and are related to the stable solitons. Generally
speaking, the discrete eigenvalues which correspond to the localized pulses in the
solution g(x, t) are complex.

In a similar way, we can expand A, B, C in the negative powers of {. For instance,

for
Ao ;) = 20
¢
Bot:¢) = 2%0,
¢
Coot;0) = S0
¢
we obtain
a, = %(qr)t, 4, = —4iaq, 1, = —4iar. (2.3.34)

We list several special and important cases:
(i) Ifa=jcosu,b=c=sinu,r=-q= %ux (sine-Gordon equation),
Uy, = sinu. (2.3.35)

(i) Ifa = ﬁ coshu,-b=c= [i‘ sinhu,r=¢q = %ux (sinh-Gordon equation),

u,; = sinhu. (2.3.36)
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2.4 A more general evolution equation (AKNS equation)

The discussion in the former section suggests the question whether the evolution
equations can only be solved by the inverse scattering transform in the finite power
series expansions of {. In this section, we will show that a wider class of evolution
equations indeed exist [6].

Assume that A, B, C satisfy the boundary conditions

Ax, t;¢) = Ap({),
B(x,t;¢) — 0, (2.4.1)
Cix,t;{) - 0, |x|]— oo.

For the case where A, B, C take on different values on the right x — +co and left
X — —00, the results can be found in [151].

In order to deduce the necessary integral conditions, we shall formally solve equa-
tions (2.3.24)-(2.3.26), which can easily be given in terms of a specific solution of equa-
tion (2.3.14). Therefore, we first examine the fundamental solutions for the eigenvalue
problem of equation (2.3.14).

Assuming q(x, t),r(x,t) — 0 as |x| — oo, for real {, we define the linearly indepen-
dent solutions for equation (2.3.14), which satisfies the following asymptotic values:

ST,

4 (2.4.2)
_ < 0 > ix

()" x— oo

Y- <(1)) €%, x - +oo,

4 (24.3)

Y — <(1)> e, x> +oo.

It is customary to let the scattering data a({, t), b({, t), a({, t), b({, t) be the coefficients
relating to the following two sets of linearly independent solutions:

; ~idx
p=ayp+byp — (‘Zi(x ) X — 400, (2.4.4)
- he i
¢ =by-ap — (lj;e,(x), X — +00. (2.4.5)

The coefficients a({, t), b({, t), a({, t), B({ ,t) are given by the Wronskian determinant of

(P, (p9 l/)y ll)y i-e-y
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{a = W(p, ),
b= _W((pil’b)’ (2.4.6)
{51 = W@, ),
b=W(@,y),

where W(u,v) = uv, — vy, W, ) = 1. Since W (¢, p) = -1, we have

aa +bb =W(@,P)W(@, ) - W(p, p)W(p, )
= (@1, — P)( @10 - 0o1) — (@10 — @) (@1, — Pihy)
= =101, — Y1) + P19, (WY1, — i)
=010 -1 =1
We will show in Section 2.5 that a((, t) can be analytically extended into the upper
half plane (Im ¢ > 0); a({, t) can be extended into the lower half plane (Im { < 0). The
discrete eigenvalues {(k}l,:’:1 of equation (2.3.14) in the upper half plane (Im { > 0) are

given by the zeros of a({, t), where @((}, t) = bi (t)Y (. t). Similarly, the zeros of a((, t)
in the lower half plane (Im { < 0) are also eigenvalues. At these zeros,

Pr(Gr ) = b (G ).

Because of our choice of normalization in equation (2.4.2), without loss of general-
ity, we assume that B,C — 0 (x — —oo) in equations (2.3.24)-(2.3.36). From equa-
tion (2.3.24), we find that A(x, t; {) — constant (x — —oo) and it is convenient to set

Jim AR 60 = AL, @4.7)

where A_({) is an arbitrary function of ¢. Since pe?-! and pe™-! satisfy equation
(2.3.24), we have

A-A_ B
@ = < c A A_) o, (2.4.8)
_ A+A_ B _
@ = < c A+ A_) Q. (2.4.9)

We check the asymptotic behavior at x — +00, i.e.,
(ate"i("> ~ ( A, -A_ lim,_, B) (ae‘i(" )
be™ ) \lim,_,.,C -A,-A_ )\ be® )’
from which the time evolutions of the scattering data are given by

a,=(A, -A )a+B.b,
{ (=, -4 ja+B, (2.4.10)

b, =C,a—(A, +A)b,
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a, =-(A, -A_)a-C,b,
{_‘ ¥ v Q.4.11)

by =-B.a+ (A, +A_)b,

where A, = lim,_,, A, B, =lim,_,, . Be?*, C, =lim,_,,., Ce"%*. Under the special

case A, = A_, B, = C, =0, equations (2.4.10) and (2.4.11) transform into

a(,t) = a((,0),
b({,t) = b(,0)e” 44",
a((,t) = a(,0),

b((.t) = b({, 00",

(2.4.12)

To solve equation (2.4.12), it is necessary to find the general solution for equations
(2.3.24)-(2.3.26) and determine A, B, , and C, . Assuming I(u, v) in terms of the bilinear
form, we have

I(w,v) = J (—quyv, + reugvy)dx. (24.13)

—00
A, B,, and C, can be written as
=-I(,Y) + A_(aa - bb),

A,
B, = -1, ) + 2abA_, (2.4.14)
C, = I}, ) + 2abA_.

The inverse relation to equations (2.4.4) and (2.4.5) reads

{ ¥ =—ap+bp, (2.4.15)

Y = b + agp.
Inserting equation (2.4.15) into equation (2.4.14) and substituting A, , B, , C, into equa-
tions (2.4.10) and (2.4.11), we have

{at =@y, (.4.16)
b, = 1(p, ),
{‘:1[ =@, 2.4.17)
b, = -1(@, ).

Thus, the time evolution of scattering data from equation (2.4.16) can be expressed as
b bija-ab b 1
)= " 2~ (ba-ab
<a>t a? aab[ - acb]

QIS

1 _ = _
= [I(p, bp + ag)a — I(p, —ap + bp)b]
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_bl(p.9)
“a ab
Similarly,
(E) ZEI(JMP)
ale a ab ’
.(E) _biw.y) (2.4.18)
ale a ab ’
(g) _bIW, )
a)y a ab

To this point, we have made no assumptions about g and r, except for the fairly
weak condition that the integrals I(u, v) are defined. In principle, for any g; and r;, we
should be able to compute the time evolution of the scattering data from one time step
to the next and determine g(x, t) and r(x, t) at later times from equation (2.4.18).

At present, we focus our attention on the analytic expressions for the evolution
equation. For arbitrary complex functions Q({) and Q({), if we choose

1, ¥) = 2Q({)ab, (2.4.19)
I, ) = —2Q(¢)ab, (2.4.20)

equation (2.4.18) can be linearized. Equation (2.4.19) may be written as

J_oo [(re + 207 + (=g, + 20({)q)5]dx = 0. (2.4.21)

In fact, we notice that
1) = | (awd+rda
—¢1¢2|Sooo =-P1l_oo
= (-ap, + E@l)(‘a‘Pz + B(pZ)'—oo
= ab.

On the other hand, from equation (2.3.14), we obtain
o _ [* d (2 2
“Pihl7e, = - a(lpl'ﬁz)dx =- (q; + rpy)dx.
-0 —00
Therefore, equation (2.4.21) can be derived. As can be verified from equation (2.3.14)
that the vector ¥ = (?,2) satisfies
LY = 0¥, (2.4.22)

where T means the transpose,

1 (—a%—zq [Zrdy  -2q [ -q(ydy )

L=— 0 00
2i or jx r(y)dy % +2r fx -q(y)dy

(2.4.23)
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If we define u = (r, q)T and 03 = ((1) _01 ), we rewrite equation (2.4.21) as
fo [o3u; + 2uQ({)]Pdx = 0. (2.4.24)
If Q({) is an entire function, we conclude
QY = QL)Y (2.4.25)

Defining the adjoint operator L* as

L 1 (2=l qndy 2 [T r(y)dy
L' == : ; . , (2.4.26)
A\ 29[ -qydy -5+2q[_ rydy
equation (2.4.24) transforms into
(]
J [o5u, +2Q(L" )u]Wdx = 0. (2.4.27)
—00
Similarly, equation (2.4.20) gives
© A 7 7 72 32\T
J [o5u; +2Q(L )u]¥dx =0, ¥ = (Pi,93) . (2.4.28)
—00

In the special case of Q = Q, in order to satisfy equations (2.4.27)-(2.4.28), it is suffi-
cient to denote

o3u; +20(L )u = 0. (2.4.29)
Without loss of generality, taking Q({) = A_({), we have
o3u; +2A_(L )u = 0. (2.4.30)

Equation (2.4.30) is the nonlinear evolution equation whose linearized dispersion re-
lation is defined by A_({) and which can be solved by the inverse scattering transform.
For instance,

Q) = A_() = -2i%,

It + 1 (rx)
= > L == >
T3t <—qt> "= 2i\q, (2.4.31)
2
2[-20(1) ] = i(r"" 2 )
xx ~ 2q r
which yields
" (T —2q7°
( >+1< o= 207 ):0, (2.4.32)
—4q; Axx ~ 2q r

which is exactly equal to equation (2.3.32) with r = ¥q~.
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It also follows that

I, ) = —2A_({)bb, (2.4.33)
I(p, ) = —2A_({)ab, (2.4.34)
(@, @) = 2A_({)ab. (2.4.35)

From equation (2.4.14), we note that
A, =A, B,=C,=0. (2.4.36)

Therefore, the inverse problem can be solved by scattering data. In the theory of con-
servation law, we show that equation (2.4.36) leads to the existence of an infinite se-
quence of integrated densities {c,};-;, which stand for motion constants. The first
three are

¢ = qudx, cy = % j(rqx -rqdx, c3= J(qxrx +q°r)dx. (2.4.37)

We also note that, when g — 0 as x| — oo and r = -1, equation (2.3.14) is associated
with the eigenvalue problem of the Schrédinger equation

Voxx T ((2 +q)v, =0 (2.4.38)

and the related evolution equation is

gy + ¢(4L5)qy = O, (2.4.39)
where
L*——la—z— +1 rod (2.4.40)
s =452 9T 30| W 4.

¢(k?) = w/k, and w is the dispersion relation of the linearized equation. It is easy to
verify that w = —k° yields

¢ + Guxx + 649, = 0. (2.4.41)

We extend these ideas by allowing the dispersion relation Q({) to be a ratio of entire
functions, i.e., Q({) = Q;({)/Q,({). Then the analog to equation (2.4.30) is

Q,(L")o3u; + 20, (L )u = 0. (2.4.42)

If we take Q = ia/2(¢ — (), equation (2.4.42) becomes

re—2r [ (qr)dy - 2ir
l' ( xt _[_TOO qr).ay {1 t ) - —ia <r> (2.4.43)
2i\g,-2q _f_oo(q?’)td)’ +2iq; q
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When &(k?) = #, an equation will be derived from equation (2.4.39), i.e.,

(o)
QFﬂm—M%+M4.%W+%=Q (2.4.44)
X

which reduces to the KdV equation under the long wave approximation and small
amplitude assumption.

A further extension of the analysis is possible and an even wider class of evolution
equations can be obtained. The inverse scattering transform is still solvable if we do
not choose Q(t) = Q(t), even in the cases where there are no motion invariants.

2.5 Solution of the inverse scattering problems for AKNS
equations

In this section, we make a comprehensive study of the solvability of the inverse scatter-
ing transform problem. For the eigenvalue problem which is not self-adjoint, we still
can derive the Marchenko equation. First, we provide a discussion of the analytical
properties of the scattering data.

(1) Analytical properties of the scattering data.

For the eigenvalue problem given by equation (2.3.14) on the interval —co < x <
+00, we assume q and r vanish sufficiently rapidly to zero as [x| — oo, so in these
limits, the right-hand side in equation (2.3.14) can be neglected. Set ¢, @, 1, 1]) to be the
Jost functions of equation (2.3.14), satisfying the boundary conditions (2.4.2)-(2.4.3).
@ and ¢ are linearly independent, as are ¥ and . Therefore, for real {, we have

o({,x) = alOP({, x) + bOP(, %), (2.5.1)
P x) = —a(OP(, x) + bOP, %), (2.5.2)

which define a, @, b, b. From equation (2.3.14), if u(¢,x) and v({, x) are solutions for
equation (2.3.14), then we have

dW(u,v) _

0, 2.5.
dx (25.3)

where

W (u, v)=uy (¢, x)v5 (¢, x) — u5(, x)v4({, X). (2.5.4)

In fact, equation (2.5.3) will be derived from

(U x + Uy = quy] - vy + Uy [V, — 1V, = 1v4]

Uy, —iQuy = ruy] - vy — vy, + vy = qv,] = 0.
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The relations (2.4.6) and W(@, ) = 1imply

a(§)a) + b(§)b¢) = 1. (2.5.5)

The inverse of equations (2.5.1)—(2.5.2) are expressed as

(I, x) = —a)P({,x) + b, x), (2.5.6)
V(¢ x) = ), %) + b)), X). (2.5.7)

By virtue of ¢, , — i{y, = r; and the boundary condition ¢, — 0 (x — —o00), we have

) x . .
e y00 = J V() p(y)dy. (2.5.8)

Substituting equation (2.5.8) into ¢, , + i{pp; = q¢, and considering ¢; — e (x -
—00), we obtain

X

g0 =14 [ MUx 0 0)dy, (2.59)
where
M, x,y) = r(y) jx 0N g(z)dz. (2.5.10)
y

Under suitable conditions, we extend ¢ into the upper half of the {-plane ({ = ¢ + in,
n > 0). To see this, let

R,(x) = J_ Iv"||ro)|dy. (2.5.11)
mmzﬁlﬂmmw, (2512)

where we assume r and g to vanish sufficiently rapidly as x — —co for at least some of
these integrals to exist when n > 0. For > 0, we have

€%, 00 <1+ j lq(2)|dz j ro)le® o, )|dy

1+ [ Qh@dz | Rwleoi0ldy

[Ro(0)Qo(X)]*  [Ry(x)Qp(x)1?

<1+ Ro00Q00) + =0+ — 33

or

|e%0,00| < In(S(0), (2.5.13)
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where S(x) = 2(Ry(x)Qq (x))l/ 2and I5(S(x)) is the zero-order Bessel function with imag-
inary argument. By equations (2.5.1) and (2.5.4), we know (plei(X — a({)as x — +oo.
Thus, we conclude that a({) is bounded in the upper half of the {-plane (y > 0) if
Ry(00) and Q(o0) are finite. Returning to equation (2.4.6), we see that the Neumann
series solution of

X

o0 =1+ [ MExydy

+r M((,X>y)dyJ_y M.y, z)dz + - -- (2.5.14)

is absolutely convergent in the upper half plane. Furthermore, one may differentiate
equation (2.5.14) with respect to { and find that ei<X<p1(x) is analytical if n > 0. To be
analytic for n = 0, it is easy to see that simply requiring R, (co) and Q,(co) to be finite
is not sufficient. For instance, since { occurs in an exponential in equation (2.5.10),
differentiation will give a (z — y)-term. To ensure the first differential to exist at = 0,
q and r must vanish faster than x as x — +co. Upon doing the same for @, i, i as
for ¢, we have the following theorem.

Theorem 2.5.1. Under the conditions
Ry(00) < 00, Qpy(00) < 00, (2.5.15)

ei("<p((, X), e‘i("l/)((,x) are analytic functions of { (n > 0), while e‘i¢‘¢((, X), ei("l,_b((, X)
are analytic functions of { (n < 0). In addition, the above four functions are bounded
when 1 = 0. Furthermore, for a given integer n satisfying

Ri(00) < 00, Qoo) <00, 1=0,1,2,...,n, (2.5.16)

these four functions are also n-fold differentiable at n = 0 with respect to (. If equa-
tion (2.5.16) is true for all n, then the range of analyticity will include the real {-axis
(m=0).

As a corollary, we have the following results from equation (2.4.6).

Corollary 2.5.2. When equation (2.5.15) is satisfied, a({) is an analytic function of { for
n > 0 and a({) is an analytic function of { for n < 0. If equation (2.5.16) is satisfied for
all n, both a({) and a({) are analytic whenn = 0.

When the more stringent conditions are placed on r and g, one can prove the fol-
lowing theorem.

Theorem 2.5.3. If there exist the finite and positive constants R, Q, and K, which satisfy

[reo)| < Re 2K lg(x)| < Qe 2K, (2.5.17)
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for all x, then ei("<p(( , x),e’i(xl/)(( ,X) are analytic functions of { whenn > -K, while
e p((, x), €¥P((, x) are analytic functions of { whenn < +K.

Immediately following from equation (2.4.6), we have the following corollary.

Corollary 2.5.4. If equation (2.5.17) is satisfied, a({) is an analytic function of { when
n > -K, a{) is an analytic function of { when < +K, and both b({) and b({) are
analytic when -K < n < +K.

We note that, when q and r are on compact support, K in equation (2.5.17) can be
chosen as large as desired, so we also have the following corollary.

Corollary 2.5.5. Equation (2.5.16) is true when r and q are on compact support. Then
e p(L,x), eP((, x), e Y(¢, x), and eP({, x) are entire functions of {. Therefore,
a((), a({), b((), E(() are also entire functions of {.

We return to equations (2.5.8)—(2.5.10) in the upper half plane of {. When [{| —
—00, we get the asymptotic series

it X 1
@€ —1- 2 J r(y)q(y)dy + O(E)’ (2.5.18)
it 1
0, - —ﬂr(x) + O< (2> (2.5.19)
and, similarly,
Pe ™ - —cq(X) + 0< (2> (2.5.20)
i g i
b 1o | roramay +of (2) @5.2)
while, for { in the lower half plane, the asymptotic series as |{| — oo are
Pre™ - ——Cq(X) + O( (2> (2.5.22)
Pre® o 1- - r q)r(y)dy + <l> (2.5.23)
) 2( . (2 e
_ 1
1,01e -1+ R J q)r(y)dy + O<(—> (2.5.24)
Dol L i)
P,e 20 r(x) + O< 7) (2.5.25)
Thus, in each respective half plane as |{| — oo, we have
c 1
a§) = 1- 5 J qu)r()dy + O<E>’ (2.5.26)
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_ 1 ([« 1

a@)H1+EELwWWMw®+O<g>- (2.5.27)
When a({) has zero point {; (k = 0,1,2,...,N) in the upper half plane (n > 0), with N
being a finite number, at { = {;, we have

0 = b, (2.5.28)

where b is the proportional factor. In the case where r and g are on compact support,
by = b({}). In addition, a({) possesses the zero point g_“k (k=0,1,2,...,N) in the lower
half plane. At { = {;, we have

® = bip. (2.5.29)

If r and g are on compact support, b(k) = b((;). N and N are finite numbers.

Unlike the Schrédinger equation, whose zero points must be simple as a conse-
quence of being self-adjoint, the above eigenvalue problem may have zeros of any or-
der for a and a. However, these cases can be analyzed as the limit of the case where
all zeros are simple. For example, a double zero of a({) at ¢; is simply obtained when
letting a have two simple zeros at {; and {; and then {; — (.

Whenever r is linearly related to g or g*, simplifications occur. First consider the
case

r=agq, (2.5.30)

where a is any nonzero, finite, complex constant. In this case, we have

W({x) = SP(-¢,x), (2.5.31)
P(Ex) = —é&p(—(, X), (25.32)
where
0 1
S-= <a 0). (25.33)
Consequently,
a({) = a(=¢), (2.5.34)
b(() = —ib(—(). (25.35)

The zeros of a and a are paired such that

N =N, (2.5.36)
=0, k=12,...,N, (2.5.37)
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by = -=by. (2.5.38)
In the case where
r=aq", (2.5.39)

where «a is a nonzero, finite, real constant, we have

PG x) = SP* (¢, x), (2.5.40)
(¢, x) = —i&p*(( ", x), (2.5.41)
which gives
a)=a*({’), (2.5.42)
b({) = —ib*((*). (2.5.43)

Similarly, the zeros of a and a are paired, but in a different manner, i.e.,

N =N, (2.5.44)
G=G k=12..,N, (2.5.45)
by = —ib;. (2.5.46)

If equations (2.5.30) and (2.5.39) both hold, which means r and r* are both proportional
to g, then {j is either purely imaginary or —{;" is also another eigenvalue.

(2) The inverse scattering transform.

First, we will obtain the integral representations for the four Jost functions defined
by equation (2.3.14), from which we will obtain the inverse equations of the Marchenko
type. For simplicity, we assume r and g to be on compact support so that the solutions
for equation (2.3.14) and the scattering data will be entire functions of {. We define
the contour C to be the contour in the complex {-plane, starting from { = —oco + i0*,
passing over all zeros of a({), and ending at { = +oo + i0*. Similarly, we define C as
the contour starting from { = —co +i0~, passing under all zeros of a({), and ending at
{=+00+1i0".

Consider the integral

' (', %) i
e (2.5.47)
Jc a¢") ¢'-¢

with { under C. From equations (2.5.18), (2.5.19), and (2.5.26), we find the value of the
above integral to be —izr (} ). Through equation (2.5.1) and closing the contour for the

integral containing i in the lower {-plane, from equations (2.5.24)—(2.5.25), we deduce

i i _ 1 L d(, b({,) l if'x
Y, 0e” = (0> + i J;: —(, 7 a((,)ll)(( ,X)e , (2.5.48)
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for { below C. Similarly, considering the integral

as' o', x) _iex
Jc T —¢ alh e’ (2.5.49)
for { above C, we obtain
-ige _ (O 1 d¢' b({") 5 o\ ic'x
Y, xe " = <1> 5 L 7T alh (¢, x)e ™%, (2.5.50)

Likewise, replacing (pei(x and (pe*ig’( by l/)e’i(x and lbei(", respectively, in the above con-
tour integrals, we get

—i d¢' b({’' ' —il'x

P x0e ™ = - <?> - ﬁ L 7 E : ag,;z/)(( x)e 8, (2.5.51)
i (1 1 d¢' b(") 2\ i

o({,x)e” = <0> = o JC = (F{I) (¢ x)e" %, (2.5.52)

where { lies between the contours C and C.
Assume that @, @, P, Y can be represented as

Y((,x) = <(1)> e ¢ JOO K(x,5)e%ds, (2.5.53)
Y, x) = (é) e 4 JOO R(x,s)e ds, (2.5.54)
o, x) = ( > i JX L(x,s)e Sds, (2.5.55)
_ _ 0 —i{x s ifs

P, x) =- <1> e~ J L(x,s)e™ds, (2.5.56)

where K, K, L, L are column vectors. Inserting the above expressions into equa-
tions (2.5.48) and (2.5.50)—(2.5.52) and taking the Fourier transformation, we will get
the following Marchenko type:

R(x,y) + ( >F(x +y)+ JOO K(x,s)F(s +y)ds = y > X, (2.5.57)
1 o0

K(x,y) - <0> Fix+y)- J K(x,8)F(s +y)ds = y > X, (2.5.58)

Lx,y) + <(1)) Gx+y) - J L(x,s)G(s+y)ds =0, x>y, (2.5.59)

Lix,y) + <(1)> x+y)+ J L(x,s)G(s +y)ds = x>y, (2.5.60)
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where
F(z) = % L %ei(zd(, 25.61)
F(z) = % L 2E—ge"’¢zd(, (2:5.62)
Gz) = % L f%e‘“zd(, (2.5.63)
G(z) = % L-: %;e"zd(. (2.5.64)

As the next step, we will prove the existence and uniqueness of the integral ker-
nels K(x,s),K(x,s),L(x,s),L(x,s) for equations (2.5.53)-(2.5.56). Substituting equa-
tion (2.5.53) into

+1 =q(x)yY,,
{lpl,x '(lpl qx), (2.5.65)
Yox —ih, = r(0)Yy,
we have
oo
J e[ (@x — 95)K; (X, 5) — qO)K,(x, 5)]ds
X
- [g00 + 2K;(x, )] + lim [K; (x, 5)e™*] = 0, (2.5.66)
J e [(0x + 08)K5(x, S) — r(X)K;(x,s)]ds
X
1 i¢s1 _
Slg(l)lO [K>(x,s)e™*] = 0. (2.5.67)
It is necessary and sufficient to obtain the following relations:
0y — 0)K (x,8) — g(x)Ky(x,8) = 0, (2.5.68)
0y — 0)Ky(x,8) — r(x)K;(x,s) = 0, (2.5.69)
which satisfy
1
Ki(x,x) = —Eq(x), (2.5.70)
SlLIgo K(x,s) = 0. (2.5.71)

In order to ensure the existence of the solutions for equations (2.5.68)—(2.5.69) under
the conditions (2.5.70)—(2.5.71), we introduce the coordinates

1 1
U= E(X +8), v= E(X -5). (2.5.72)
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Upon transforming to these coordinates, equations (2.5.68)—(2.5.71) become

0,K (u,v) — q(u + v)Ky(u,v) = 0, (2.5.73)
9K, v) = r(u + VK (,v) = 0, (2.5.74)
K,01,0) = -5, (2575)
y}élllooK (u,v) = 0. (2.5.76)

From the theory of characteristics, the solution exists and is unique. Similarly, we can
prove that K, L, L exist and are unique.

Finally, we consider the existence and uniqueness of the solution of Marchenko
equations (2.5.57)—(2.5.60) under the following restrictions:

r(x) = -q" (x) (2.5.77)
or
r(0) =q" (0 (2.5.78)
and
Q(c0) = J: |gldx < 0.523. (2.5.79)

Neither of these restrictions is necessary. Requirements which are both necessary and
sufficient have not yet been determined.

Taking account of the homogeneous equations corresponding to equations
(2.5.57)—(2.5.58) (y > x), we have

@1(y) + ro @5(S)F(s+y)ds =0,
9 (2.5.80)

@,(y) - J @,(s)F(s +y)ds = 0.

X

Suppose p(y) = (&) is a solution for equation (2.5.80) which vanishes when y < x.
By the Fredholm alternatives, it is sufficient to show that ¢(y) = 0. We multiply equa-
tion (2.5.80) by ¢; and @, respectively, and integrate in y, via

o0 2 0 5 )
j lo: )| dy = J lp;n|dy, i=12
X —00

to obtain

j_ {|¢1|2+|¢2|2+j_ [¢z(s><pi‘(y>F<s+y)—<p1(s)<p;‘(y)F(s+y)]ds}dy:0. (2.5.81)
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We consider two special cases. First, whenr = —q*, F(s+y) = F*(s+y) will be deduced
from equations (2.5.40)—(2.5.47) (a = —1). Hence, equation (2.5.81) becomes

L {kpﬂz + |goz|2 +2iIm J_ 0] ) P(S)F(s + y)ds]»dy =0. (2.5.82)

The real and imaginary parts must be zero, so we know that ¢(y) = 0 and the solution
for equations (2.5.57)—(2.5.58) exists and is unique. Second, if r(x) = g* (x), the problem
is formally self-adjoint, the spectrum lies on the real axis, and F(s +y) = -F*(s+y).In
this case, equation (2.5.81) transforms into

| {|<p1|2+ 0aF + 2Re |

—00 —

(0]

0] )Po(S)F(s + y)ds]»dy =0. (2.5.83)
If we require
la(Q)] >0, (n=0), (2.5.84)

there is no discrete eigenvalue on the real axis, so

_ 1 b i
F(z) = o L)O a(()e dq. (2.5.85)

The Fourier transform of ®; (y)is

¢;(é) = J ;e ¥dy, (2.5.86)
which satisfies Parseval’s relation
© 1 (® .2
J lojl*dy = - J p;1°ds. (2.5.87)
—00 T J-co

Substituting equations (2.5.85)—(2.5.87) into equation (2.5.82) and reversing the order
of integration, we have

| ool +osor + 2re GEm0050 | Jag 0. @sse
If
b)
@) <1, (2.5.89)
then
b(&) . . . % . .
\zRe[%gol(—fxoz(s)] < 2pu-0)3©)] < 191 + 15,
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Hence the only solution for equation (2.5.88) is ¢ = 0, which implies the existence and
uniqueness of the solution for equations (2.5.57) and (2.5.58). In the case wherer = g,
due to the relations @a + bb = 1, a = a*, and b = b*, equation (2.5.89) can be rewritten
as

1
la®> > > (2.5.90)

which is more stringent than equation (2.5.84). The above condition is satisfied if
L

|a(<“)—1|<1—vj

(2.5.91)
From equation (2.5.13), we deduce

|a(¢) - 1] < I5(2Q(c0)) -1 < 1 - %

Therefore, the condition Q(co) < 0.523 in equation (2.5.79) is sufficient.

2.6 Asymptotic solutions for the evolution equations (t — o0)

In previous sections, we explained the method of inverse scattering transforms and
pointed out that a class of nonlinear evolution equations can be solved as initial value
problems by this method. In this section, in order to determine the asymptotic behav-
ior of the solution for equation (2.4.30), we need to solve the following integral equa-
tions (y > x):

K(x,y;t) - <(1)> F(x +y;t) - J K(x,s;t)F(s +y;t)ds = 0,
X

. (2.6.1)
K(x,y;t) + <(1)>F(x +y;t) + J K(x,s;t)F(s +y; t)ds = 0.

The asymptotic solution will be shown to be similar to that of the KdV equation, al-
though there are some important differences. In the following, we will discuss sep-
arately the contribution to the solution from the discrete spectrum, the continuous
spectrum, and their combination. In addition, we will make the estimate on the dis-
crete spectrum.

1. The discrete spectrum

Firstly, we consider the solvability of equations (2.6.1). An important difference
between the scattering problem (2.3.14) and the eigenvalue problem (2.3.33) is that
equation (2.6.1) does not necessarily have a solution and the solution for the evolution
equation will become unbounded after a finite amount of time. We explain this with an
example. Let g(x, 0), r(x, 0) be the smooth initial data which satisfy equation (2.5.15). In
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addition, the spectrum of g(x, 0), r(x, 0) consists of two kinds of discrete eigenvalues,
i.e., ¢ (Im{ > 0)and ¢ (Im{ < 0). Then

F(z,t) = —icei%on(()t,
«[ (2.6.2)

F(z,t) = ice” 2 0O0

where c and ¢ are constants and A, ({) is related to the linear dispersion relation. In
this case, the integral kernel is degenerate. From the relations

K (x,x;t) = —%q(x, t),

K(x,x;t) = % JOO q(x, t)r(x, t)dx, (2.6.3)

X

Koo x;t) = 51(6.),

we have
2igeXho)t-2i0x
)t = T
q(x,t) DD
ice Aot +2ilx
{rgt) = -—r—-——, 2.6.4
(x, t) DoD) (2.6.4)
) 2icee?Ao©-AoENt+2(¢-0x
q(x, t)r(x, t)dx = —
! L (¢ =D, 1)
with
DOGE) =1 ﬁ 2 Ao(©)-Ao§Nt+2i¢-x (2.65)

The problem is that, if Ay({), g(x, 0), r(x, 0) are unrestricted, D(x, t) = 0 locates at a cer-
tain countable set of points (x, 0). At these points, the homogeneous integral equations
corresponding to equation (2.6.1) have infinitely many solutions and equation (2.6.1)
has no solution. None of these points (x,t) occurs at t = 0, since g(x,0), r(x,0) are
smooth and decay rapidly as |x| — oco. However, after a finite time, both g(x, t) and
r(x, t) become unbounded at the particular location x of D(x, t) = 0. Thus, it is possible
for g, r to satisfy equation (2.5.15) initially and to evolve with time in accordance with
equation (2.4.30). At a particular location at x, g, r will burst. This kind of “bursting”
solitons will not occur in the KdV equation, while the existence of “bursting” solitons
represents a major difference between the scattering problem (2.3.14) and the eigen-
value problem (2.3.33). For the eigenvalue problem (2.3.33), whose solution satisfies
the constraints

ro (1+ x)luldx < o0, (£ =0), 266)

-0
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the solution satisfies the above conditions at any future time for ¢t > 0. The occurrence
of the “burst” in a physical problem would require a reexamination of the assump-
tions.

However, if we set

r(x,t) =aq*(x,t), abeing real constant, (2.6.7)

a “burst” will never happen. We deduce D(x, t) # 0, since the first conserved density
jfzo grdx is time-invariant and j;o qrdx is bounded. The global solution for the evolu-
tion equation can be obtained from equation (2.6.4).

We note that equation (2.6.7) includes two special cases, @ = 1, a = -1, in which
a unique solution for equation (2.6.1) is known to exist, while the necessary and suffi-
cient conditions for the existence of the solution for equation (2.6.1) in a general case
have not been confirmed. For simplicity, we assume that a unique solution for equa-
tion (2.6.1) exists. The solution for equation (2.6.4) can be written as

q(x, t) = ice " sech 6, (2.6.8)
with

@ =i(Ao(§) + Aot + (§ + Ox iy,
0= (Ao(0) = Ag))t +i(¢ = Ox +y,

2y _ cc
€=
Solution (2.6.8) is the basic soliton solution with speed
Ao() - Ao(K) }
-i(¢ - )
with an amplitude proportional to ({ — {) and a wavelength proportional to 1/({ — ¢).

These waves are basically nonlinear. We take two examples to illustrate this. For the
Zakharov-Shabat problem

V= Re{ (2.6.9)

Qi — 4 —2i9°q" = 0, glig = 4o,
where Ao ({) = -2i¢%, r = —q*, ¢ =c*,and { = {* = & — in, the solution reads
qix, t) = 2726[74,'(527,12){72@“@] sech[2n(x - xo) + 8nét]. (2.6.10)

The above soliton is an envelope of oscillating waves, with the amplitude and wave-
length depending on 7, which can keep the invariant profiles during the propagation
with velocity 4¢. For the sine-Gordon equation

U, = sinu,
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the physical variables are

X
X=x+t, T=x-t, uz—J 2qdz,

—00

with Ay({) = %, r=-q,{ = —-{ = —in, and ¢ = —c. The soliton solution reads

u(X,T) = 4tan_1{exp[<cn + %)(X -Xo) + <)1 - %)T] } (2.6.11)
which is called a kink solution.

For any problems solved by equation (2.3.14), as long as the spectrum is purely dis-
crete and the integral kernel is degenerate, equation (2.6.1) can always be solved. Of
course, the conditions for the existence of solution for equation (2.6.1) must be satis-
fied. The N-soliton solutions for some evolution equations have been obtained in this
way. For large time ¢, N-solitons propagate with different velocities and the asymptotic
solutions are the well-separated N-waves in the form of equation (2.6.8). The separa-
tion process has been discussed in detail for the case where r = —g* by Zakharov and
Shabat [317]. They pointed out that the asymptotic effect on the soliton interaction is
just a phase shift.

What we know from equation (2.6.9) is that solitons corresponding to a locus of
eigenvalues share the same speed. Instead of separating each other as t — co, a multi-
soliton structure forms, which cannot occur in the solution for the KdV equation. In
the Zakharov-Shabat problem, the locus which is defined by Re({) = &, has been
analyzed. For the sine-Gordon equation, the locus is given by |{| = ¢, and the solution
is given as

1[ neost§((T - Tp) — (4 - v)X)}
§ cosh{n(v(X - Xo) - (4 -}

u(X,T)=4tan”

wherev = 2+(1/2|{ ). We have mentioned that the nonlinear evolution equation which
was generated from an arbitrary ratio of entire functions, 4,({), can be solved by the
inverse scattering transform. If A;({) has any poles, we can see from equation (2.6.9),
when the eigenvalues are near a pole of A,({), the corresponding solitons move with
extraordinary speed. This can occur in the sine-Gordon equation (4,({) +i/4{), where
these high speeds are close to the speed of light. Of course, these high speeds will have
other physical interpretations, but their existence should always be significant.

2. The continuous spectrum

In this section, we consider the contribution from the continuous spectrum to the
asymptotic solution for the evolution equation. We start with the simplest possible
case, in which the initial data satisfy

R(00)Q(c0) = jm Irldx LOO \qldx < 0.817 (2.6.12)
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and
R(00)Q(00) < 0.383. (2.6.13)

Equation (2.6.12) guarantees that there are no discrete eigenvalues, while equa-
tion (2.6.13) guarantees the validity of the methods of the inverse scattering transform.
The scattering data give

b(k) i(kx+2iA, (k)t)
Fet) = Jooa(k) o dk, (2.6.14)
Foot) = L J Zéllg oilkcr2iAg ()0 gy (2.6.15)

As t — 00, the dominant wave numbers in F and F at a particular location x are those
whose phase is stationary. We have

x' (k) = —+21A (k) = (2.6.16)
x(k) = x(ko)+(k k0>2 " (ko) 2.6.17)

As a specific example, under A,({) = -2i¢?, the evolution equations are

iq; + —2(gr)q =0,
{.Qt dxx (q )q (2.6.18)
iry —ry +2(gr)r =0.
Then equation (2.6.16) becomes
’?‘ = -8k, (2.6.19)

and the deformed path passes through (k,) at an angle of 7 for F and -7 for F, which
make the same sign as y"' (k,). Asymptotically, as t — oo, for % being fixed, we have

F(x,t) = ;b(_% exp[ i <X>2t+ El] +0(t7%)
© avmta(-3;) 16 4 ’
2

Fox ) = %ﬁzzéz exp[1i6<x> -7 ]+0(f%).

The integral equations (2.6.1) can be combined into

(2.6.20)

K(x,y;t) - F(x +y;t) + J J Ky (x,z; )F(z + s; t)F (s + y; t)dzds = 0. (2.6.21)
X

There is a similar equation for K, (x, y; t). We seek an approximation solution for equa-
tion (2.6.21) in the form of

1 i 2 I,
KX Y;t) = —f X, Y)exp| =X+ YY)t - —i|+--- 2.6.22
Y30 = =) pl X+ it-] 26.22)
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with X = ’?‘, Y = ’—t’ Substituting equations (2.6.20) and (2.6.22) into equation (2.6.21)
and computing the integral at the stationary point, we have
_( X+Y
fX,Y) = - :(_Xw) (_X+Y (2.6.23)
a
where
{§, ifX #Y,
a=47 .
Z, le = Y
Because q(x, t) = 2K;(x, x; t), we get
b, x 2
1 (=20 [ i <x> n ]
X, t) ~ exp|—( =) t-—=il, 2.6.24
qtot) 2\/_1___ FRTar xp| 4\ 7 7 (2.6.24)
4t7a™ 4t
b 2
1 bx) i(x\ 7
r(x,t) ~ N2l lé b x) exp[—z<?> t+ Zl . (2.6.25)
2200 a1

Condition (2.6.13) ensures that the denominator of equation (2.6.23) does not vanish.
For the KdV equation, the solution corresponding to equations (2.6.24) and (2.6.25) is
not a uniformly valid asymptotic approximation and it is essential to seek the similar-
ity solution. The asymptotic approximation solution for the KdV equation

U + 6UU, + Uy, =0 (2.6.26)

can be written as
3
ro( (5 )46 ()2t
T o)

W

where ry(k) is the initial reflection coefficient. The similarity solution for equa-
tion (2.6.26) reads

u(x, t) (2.6.27)

FOD = ——— £, + ——= () +- ] (2.6.28)

(3t)2/3 [

where f(n) satisfies the following nonlinear equation:

(3t 1/3 (3[-)2/3
" +e6ff —(2f +nf') = 0. (2.6.29)

All the other f; () satisfy linear equations, with n = (3t)‘/3 = 0(1). If [ry(0)| > 1, f(n)
has the second-order pole and is unbounded at finite locations. For |ry(0)| < 1, f() is
oscillating at  — —oco, which is in the form of

F(n) = 2d(-n)* cos 8 — 2d*(-n) "2 (1 - c0s 26) + O(() %), (2.6.30)
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where
2 3 > _3
0= §(—n)2 -3d°In(-n) + 8, + O((-n)"?)

and d and 6, are the constants depending on r,(0). In the case where |ry(0)| = 1, f(n)
is in the asymptotic form (n — —-0), i.e.,

1 1 11 2 5 -z -
fO) = 5= 5272 + 57 = S+ 0(C2)7). (2631

In this problem, equations (2.6.24) and (2.6.25) are uniformly valid, but we still expect
the similarity solution to play a role in the asymptotic development of the solution.
The similarity solution is written as

1 i x2
q(x,t) = Qut ™2 exp< % XT +2iQyR, log t), (2.6.32)
_1 ix?
r(x,t) = Ryt™? exp(—z e 2iQyR, log t), (2.6.33)

where Q, and R, are constants. Equations (2.6.32) and (2.6.33) will be matched to equa-
tions (2.6.24) and (2.6.25). In fact, g or r grows unboundedly as t — oo if [Im(Qy, Ry)| >
%. This behavior reflects an inherent instability in equation (2.6.18). In the regions
where the spatial curvatures (g,,,,,) are small, equation (2.6.18) is approximated by
the simplified equations

{zqt -2(gr)q =0, (2.6.34)

ir, +2(gr)r = 0.

When (gr) is a constant and Im(gr) # 0, q or r grows exponentially. However, equa-
tion (2.6.13) ensures that this instability does not occur and the solution behaves well.

Therefore, if the initial conditions satisfy equations (2.6.12) and (2.6.13), the solu-
tion for equation (2.6.18) can be approximated by equations (2.6.24) and (2.6.25). If the
initial data are “small”, i.e.,

(o) (o)
R(c0)Q(00) = J |r|dxj lgldx < 1,
-0 —00
and the nonlinear terms in the evolution equation are unimportant, we expect its so-
lution can be well approximated by the solution for the linearized problem.

3. Estimates of the discrete spectrum

The outstanding feature of nonlinear evolution equations which can be solved by
the inverse scattering transform is that their solutions achieve comparatively simple
asymptotic states as t — +co. The contribution from the continuous spectrum decays
and the dominant asymptotic solution is determined by the discrete spectrum of the
scattering problem at t = 0. In this section, we derive some simple bounds for the
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discrete eigenvalues of equation (2.3.14), for example for the location of the zero points
of a({) and a(().

As we know, if g(x) and r(x) are related, the zeros of a({’) can be deduced from
the zeros of a({), while, if g(x) and r(x) are independent, the zeros of a({) should be
recomputed. We assume that

J Ix|"|q(0)|dx < oo,
o (2.6.35)
J Ix|"|r(x)|dx < oo,

for all n, so we conclude that a({) and a({) are analytic on the whole plane, including
the real axis Im ¢ = 0. For simplicity, we write

R- JOO rldx, Q= JOO \qldx (2.6.36)
—00 -0
and we make the following analysis:

(1) a(¢) has only finitely many zeros on Im({) > 0. As has been pointed previ-
ously, equation (2.6.35) guarantees that a({) is analytic for Im({) > 0 and a({) — 1as
[¢] — oo. It follows that the zeros of a({) are all isolated and lie in a bounded region.
Therefore, a({) has at most a finite number of zeros here.

(2) a(¢) can have zeros on Im({) = 0. A soliton cannot occur since there is no
square-integrable eigenfunction.

(3) Let N be the number of zeros of a({) with Im({) > 0, including the nonsimple
multiplicity zeros. Assume |{;| to be the radius of a circle which contains all the zeros
of a({). Making &, > |{y| and &_ < —|{y], as |[£,| — oo, we have

%{arg(a(&r)) —arg(a(¢.))} — N. (2.6.37)

(4) As aforementioned, if r is proportional to g or g*, the zeros of a({) are paired
with the zeros of a({). In addition, if r(x) and g(x) are real, the zeros of a({) itself
occur in pairs. This pair of eigenvalues is associated with a special solution, named
“breather” or Om-pulse, which behaves differently from the usual soliton.

(5) If r(x) = +q" (x), the eigenvalue problem (2.3.14) is self-adjoint. There are no
eigenvalues with Im({) > 0.

(6) For arbitrary r and g, a({) has no zeros for Im({) > 0 under the condition

RQ = J |r|de lgldx < 0.817, (2.6.38)
or more precisely,
Io(2VRQ) < 2. (2.6.39)
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Equation (2.6.39) implies that, for Im({) > O,
la({)-1| < 1. (2.6.40)
In fact, from equations (2.5.8), (2.5.9), and (2.5.13) and
; i _
lim @,(0e™ = a((),
we have

aQ)-1= j "z) j a2 dy(p,e%)dz,

-c0 2
IﬁO—HS[:h@ﬂgnmeWWw@Mz
<I,(2VRQ) - 1. (2.6.41)
Therefore, to prove equation (2.6.40), we only need to set
1,(2VRQ) < 2.
(7) The asymptotic method requires not only equations (2.6.38) or (2.6.39), but also

b($)b(§)

2©a®) <2, (2.6.42)

for all real . Thus, we deduce
RQ < 0.383.

Because ad + bb = 1, equation (2.6.42) can be rewritten as

[1-a®a(®)| < 2la&)a(&)).
If we let a(é)a(¢) = a + i, the above relation becomes
2 2
<a+ %) +/32 > <§> .
Thus we require |aa| > % and |a| > %, lal >
Finally, we require

1
L

1 _ 1
@@ -1 <1- 7 fa@-1<1-

and the condition which satisfies both requirements for all real ¢ is

1
IO(Z\/R_Q) <2- ﬁ,
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i.e.,
RQ < 0.383.

(8) Approximations of the largest eigenvalues {, require some additional smooth-
ness of g(x) and r(x) and the first three upper bounds on { have been derived.
(a) Let g(x) be continuously differentiable for x and set

qp, =max|q'c)l, A= J |gridx, B =I,2VRQ). (2.6.43)

If

(] > ’[—f[m {A2+%};] —(, (2.6.44)

then a({) # 0. Thus, all the discrete eigenvalues must lie within a circle whose radius
satisfies || < {,, with {, determined by equation (2.6.44).

We give the proof that equation (2.6.44) implies |a({) — 1| < 1. From equation
(2.6.41), we deduce

[e'e) . [e¢] .
I= J q)e* gy = J q(z +p)e*@dp
z 0
oo .
=q(z) J e*Pdp + J q'(z + mpe*@dp,
0

where 0 < m < p. We have

Iq(Z)I
1| < , (2.6.45)
2(¢] 4n2
where n = Im ¢. Substituting equations (2.5.13) and (2.6.45) into equation (2.6.41), we

require
1
VR 37 | Iraldc s R g f <1

Using [{|* > n* and equation (2.6.43) yields

R !
G B{‘ﬂ{| n ﬂ},
2 4
from which equation (2.6.44) follows.
(b) If g(x) € c?, a better bound than equation (2.6.44) will be obtained. Setting
q,, = max, |q" (x)| and with ¢; satisfying

LeVRO |5

lrqldx + lrq'|dx + 13Rq;,',} <1, (2.6.46)
81y

2|¢;] Lx, 4|€11|2 j

a({) # 0 will be derived as || > |(;].
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(c) Note that the quantities obtained in equations (2.6.45) and (2.6.46) are related
to the polynomial conserved densities of integral rank. Therefore, another bound on
¢, will be obtained by virtue of conservation laws directly. If, for some {;, > O,

|Cyl
R 2.6.
Z PG <00 (2.6.47)

then a({) # O for [{| > |{y].

2.7 The mathematical theory foundation of the inverse scattering
transform

In the former sections, the sketch of procedures of solving problems by the inverse
scattering transform was introduced. However, it is just a process of obtaining the
formal solution, where the strictness of mathematics should be examined. For exam-
ple, for the existence of solution of the eigenvalue problem for the one-dimensional
Schrodinger equation in quantum mechanics, could the potential g(x) be deter-
mined uniquely by the bounded state and the reflection coefficient? What condi-
tions should a scattering matrix satisfy to make sure g(x) € L% (denoting L% : {p(x) :
fzo IPOI(1 + x?)dx < oo})? Under what condition does the unique solution for the
Gelfand-Levitan—Marchenko integral equation exist? Especially, if we intend to seek
the solution for a differential equation via the inverse scattering transform, we need
to examine and prove the differentiability of the reflection coefficient, the differentia-
bility of the integral equation’s solution, the differentiability of the functions which
are constructed by the inverse scattering transform, and whether the functions satisfy
differential equations. We call all above questions, which should be answered by the-
oretical mathematics, “the mathematical theory foundation of the inverse scattering
transform”. In this part, we only sketch some important results and give a taste of
some proofs. More details can be found in [59].

Lemma 2.7.1. For each k, Im k > 0, the integral equation

meck) =1+ JOO Dy(t - x)g(B)mit, k)dt

—00
has a solution m(x, k), which uniquely solves the Schrédinger equation
m' + 2ikm' = g(x)m
with

(P oaike g, 1 iy
Dk(y)_J’Oe dt—zl,k(e 1),
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where the boundary condition m(x, k) — 1as x — +oco. In addition, ' means the deriva-
tive respective to x and m(x, k) satisfies m(x, k) = m(x, —k) and obeys the following esti-

mates:
(6)]
Im(x, k) - 1] < 10K _ constantj CONStant -,
’ B (. k| :

(ii)

1+ max(-x,0)) [+ |t])]g(t)|dt

|m(x,k)—1|sK( +max(-x,0)) [ (1 +t])lg(®)]
1+ |k|
(1 + max(-x, 0))
Ky——— 2.71
=% 1+ |k 2.71)
(iii)
dm(x, k) [Za+1ehlgo)lat
bl .
0 ) ax | = 1+ |k
KB
S1+|k|’ —00 < X < 00.
(iv)
[ 1q(0)lat
|m’(X,k)l < K4X1+T, 0<x< o0,

where n(x) = j:o |g(t)|dt and constants K and k]- depend on
J 1+ |x|j)|q(x)|dx, j=0,1,2.

For each x, m(x, k) is analytic in Im k > 0 and continuous in Im k > 0. In particular,
by (i), m(x, k) — 1 € H*", where H*" respects the Hardy space of the function h(k),
H*" = {h(k) € L*(-00, c0),supp h € (-00,0)}, and

A=l j 2 h(io)dk.
T J-co
Finally, km(x, k) is continuous everywhere for all Imk > 0, k + 0, with m(x,k) =
d%m(x, k. If qix) € LY, then m(x, k) also exists and is continuous at k = 0, so we

have the estimate.

)

m(x, k)| < constant 1+x%), VImk=>0, qe€ L.
2
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Proof. The iterates of the Volterra integral equation always converge. We have

m(, k) =1+ Zgn(x, k),

n=1

where
g k) = J Dy (xy = %)+ Dy (X = X )q(x1) - - - q (X )y - - - dxy,

XX <SX
1 ([ lgldt)"

lq0q)| -+ |qa)|dx; - - dxy = — —F—vm.

1
8- 0] SJ Tk n

XX S <Xy [k|"

Note that [D;(y)| < L Imk > 0 has been used, so the proof of (i) is given.

k| >
Alternatively,

gnx, k) < J (1 = x) 0 = X1) - (X = X)|q0ey)| -+ | 0x) |y - - s

XX <Xy

< L 3 0 = X)06 = %) -+ (X, = 0)|q06)] -+ [g(x,)|dxy - - dxy,

<Xy

(€ -0lg@lan”

n!

where |D;(y)| <y, k = 0,and y > 0, so we have
[m(x, k) - 1] < e'Yyx),
where
o0
yoo = [ (e~ xlaae
X
We know that

o0

Im(x, k) <1+ j (£ 0|a@®||m(e. b|dt

X
14 LOO tlq(0)||m(e, )| de + LOO(—X)|q(t)||m(t, o|dt
<1+ LOO tlq(0)||m(e, )| de + LOO(—X)|q(t)||m(t, o|dt.
Note that the second inequality holds for x both positive and negative. Also, we have
1+ I:O tlg)||m(t, k)|dt <1+ (1+ ARV () J:O tlgt)|dt =K < co.

Setting M(x, k) = m(x, k)/K(1 + |x]), p(x) = (1 + |x|)|q(x)| € L', we get

IM(x, k)| <1+ rop(t)|M(t, k)ldt,
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which can be solved by iteration as above to obtain

[M(x, k)| < exp{Loo(l + |t|)|q(t)|dt} <K, < oo,
ie.,
|m(x, k)| < Kp(1+ Ix]).
As above,
Im-1] < j:o tlg(®)||m(t, k)|at + LOO(—X)|q(t)||m(t, k)|dt
<e"y(0) J:O tlg()]dt + (0K, Loo(l +1t])|g()|dt.
For x < 0, we have
0
Im—1] < K5(1 + |x]) L (1+1t1)|q(t)|dt,
while, for x > 0, we have

(o)
Im-1] < &yx) < &® J t|q(t)|dt.
X

Combining with (i), (i) will be obtained. The estimates (iii) and (iv) will be followed
by substituting (ii) in the following equation:

m (k) = — J KX g pym(t, k).
X

A direct calculation implies that m solves the Schrédinger equation uniquely with
m — 1as x — +oo. The locally uniform convergence of the series for m proves the
analyticity in Im k > 0 and the continuity in Im k > 0.

Next, we consider the estimate of m(x, k). We have

mx, k) = JOO D (t - x)q(t)ym(t, k)dt + ro Dk(t - x)q(t)m(t, k)dt. 2.7.2)

X X

For q € L}, via the inequality

: X T 0 ik
|kDy (t = x)| = J u[ae ]dus2|t—xl,
0

we have

Jm KDy (t - )g(O)m(t, k)dt

X

< K(1 + max(-x, 0)) Jm(t - x)|q(t)|dat

<K(x) < 00.
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We see that m(x, k) exists (k # 0, Imk > 0) and kr(x, k) is continuous even as
k — 0.1In fact, lim;_, kri(x, k) = 0. For q € L, through
<(t-x)>

t—x A
IDy(t —x)| < J 2iue”™ du
0

we have

UOO Dy (t - x)q(t)m(t, k)dt

< J (t - x)°|q(®)]|m(t, k)|dt.

Assuming x < 0, we get
Ry
j £lq()||m(t. b|dt
X

oo 0
= L t2|q(t)||m(t,k)|dt+J £lq(®)||m(t, k)| dt

[e) 0
sjo t2|q(t)||m(t,k)|dt+xzj lg(®)||m(t, k)|dt

< constant(1 + x%),

where the final step is derived from |m(t, k)| < K(1 + max(-t, 0)). If x > 0, then
j £lq(®)||m(t, k)|dt < K J |q(6)|dt.
X 0

Therefore, for all x,

o0

J lg(®)||m(t, k)|dt < K(1 - x max(-x, 0)).

X

Now supposing x > 0, we have

j (t—x)2|q(t)||m(t,k)|dtsj £lq(0)||me. b|dt < K.

Ifx<o,
Loo(t - )°[q(0|m(¢. kldt
<2 LOO £lq(®)||m(e, k|dt + 2¢* LOO lg(®||m(t, k)|dt
<2K(1+x°) + 20K ro lg()](1 + 1t])dt
<K (1+X°). h
Therefore,

joo(t —x)°|g(®)||m(t, k)|dt < Ky(1 - x max(-x, 0)),
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so that

(oe)

|m(x, k)| < K,(1 - x max(-x,0)) + J' (t = x)|q(0)||m(t, k)|dt.

X

After iterating, we have
|m(x, k)| < K,(1 - x max(-x, 0))e'™,

This bound ensures that the iterates of m(x, k) in equation (2.7.2) converge uniformly
in k, which makes it clear that m(x, k) exists and is continuous everywhere inIm k > 0,

including k = 0.
Finally, for any x,

G k)| < Ko(1 452 + LOO tq(0)||(t, K)|dt + () L°° (e, bo)dt
<Ky(14x%) + j:o tq(0)||rt, K)|dt + Ix] LOO la(||ri(e. bo|dt
<K(1+X°) + K21+ %) EO t|q()|dt + Ix| LOO |q(t)||(t, k)|dt,

ie.,

hok) <1+ ro(l + 2)|a@||hce, old,

with h = I'g"((l’:ill . Iterating this, we have
3

Ih(x, K| < exp{ro(l + t2)|q(t)|dt}>,
ie.,
(e, k)| < Ky(1+ %),

which proves (v) and the lemma. O

In the following, the special characters of zeros of m(x,k) in Imk > 0 will be
shown.

Lemma 2.7.2. For any x, m(x, k) has a finite number of zeros in Im k > 0, all of which
are simple and lie on the imaginary k-axis. If k = iB (B > 0) is a zero for m(x, k), then
k? = —p? is a nondegenerate eigenvalue of the operator H = —dd—; + q(y) acting in L?
(x < y < o0) with a Dirichlet boundary condition at y = x. For any x, m(x, k) has no
zeros forreal k except possibly at k = 0. If m(x, 0) = O, we say that the Dirichlet operator
_dd_yz +q(y)onL? (x < y < o) has a virtual level. k* = 0 is not an eigenvalue of the
operator.
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By Lemma 2.71, m - 1 € H*" and
_ 0 2iky
mx, k) =1+ J B(x,y)e” dy,
0

where B(x,y) € 120 < y < oo) for each x. B has many properties which are listed in
the following.

Lemma 2.7.3. The integral equation

B(x,y) = ro q(t)dt + Jy dz Joo dtq(t)B(t,z), y =0,
+y -z

X 0 X+y

has a real and unique solution B(x,y), which satisfies
B(x,y) < % n(x +y).
Especially, B(x,y) € L' " L (0 < y < co) with

1B )|, < €neo,  ||Be ), < ey

B(x,y) is absolutely continuous in x and y and satisfies

< enx + y)n),

2
—B(x,
|ax xXy)+qx+y)

< 2¢"n(x +y)nx).

0
I@B(x,y) +qx+y)

B(x,y) solves the wave equation

2 2

0 0
mB(x, y) - ﬁB(x,y) +q)B(x,y) =0, y=0,
with boundary condition —aB%‘—;{m = —%fm =q(x).

mx, k) =1+ Jgo B(x, y)eZiky dy is the Jost function in Lemma 2.7.1.

Proof. The equation is solved by modifying the iteration of Agranovich—Marchenko
as follows:

By) = ) Ky(xy),
n=0

%mw=qu¢
xX+y

y 0
Ky (X, y) = J dzJ' q(OK,(t,z)dt, n=0,1,2,....

0 X+y-z
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We now show that

|Kn(X>Y)| Y ( )

n(x +y), nx=0. (2.7.3)

Assuming that equation (2.7.3) is valid for n (it is obviously true for n = 0), we have

y oo "
|Kn+1(X) )’)l S JO dz L+ |q(t)|rl(t " Z)yn_(!t)dt

<nx+y) J dz J la(®)] yn('t) dt
=nx +y)< |q(t)|y—('t)<J dz>dt + J |q(t)|y "®) <J dz)dt)
x+y-t
= n(x +y) < |q(t)|y ® (t - x)dt+J |q(t)|y "®) ydt>
<nocey) | |q<t)|<t—x>yn—(!)dt
o0 ([ - x)lg(w)ldu)
<nix+y) | la®le-x) ! - dt
n+1
Sy

The proof of induction is completed. We obtain |B(x,y)| < "®n(x + y). Especially,
IBGX, oo < €n(x) and

IBox, ), < e j:o n(x +y)dy = " y(x).

It is obvious that B is absolutely continuous in x and y. A quick calculation shows that
B solves the wave equation. In addition,

|—B(x Y)+q x+y)‘

= I—J qx+y-2z)B(x+y-2z,2)dz
0

y
< J lgix +y - z)|ey(x+y_z)r1(x +y)dz

< enix + ynK).

The calculation for %2 (X 9BUy)

is similar. Finally, if we define
(&) .
mi, k) =1+ J B(x,y)e?™ ay,
0

the above estimates imply that m’ (x, k) exists and

m'(x, k) = Jo [%B(x, y)]ezy{ydy
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_ (]9 A 2iky JOO[E ]Ziky
—L [aXB(x,y) ayB(x,y) e”dy + . ayB(x,y) e”Vdy

=- JOO[JOO q(t)B(t,)’)dt]eszydy — B(x,0) - 2ik JOOB(X’y)ezikydy.
0 X o

This in turn implies that m"” (x, k) exists almost everywhere and we have
m'" + 2ikm' = gm,
where [m(x, k) - 1] < [B(x,)ll; < @¥y(x) — 0as (x — +00). Therefore, m is the unique
Jost function of Lemma 2.7.1. The proof is completed. O
Set my(x, k), my(x, k) as the Jost functions of Lemma 2.7.1. Let f; (x, k) = ellx my(x, k),
Hx k) = g ik m,(x, k), so fi(x, k) and f,(x, k) solve the Schrédinger equation
f' +qf; =Kf, j=12,

lox Ix

where f; ~ e as x — +oco and f, ~ e as x — —co. Now f; (x, k) and f,(x, k) are two
independent solutions for real k # 0, since the Wronskian

(i K, fy(x, =K)] = f{ 06 k)fy (%, =k) = fi(x, k)f} (x, —k) = constant
= ngrnoo(eikx(ik)e’ikx — e (—ik)e ™ + o(1))
=2ik + 0.
Similarly, [f,(x, k), f>(x, —k)] = =2ik + 0.

It follows that there are unique transmission coefficients T;(k), T,(k) and reflec-
tion coefficients R, (k), R,(k) satisfying

Ry(k) 1

fZ(Xr k) = Tl(k)fl(x’ k) + Tl(k)fl(x» _k))
_ Ry(k) 1 B
file. k) = Tz(k)fZ(X’k) + _Tz(k)fz(x’ k),

for real k # 0. For m; and m,, the relations are

T,(k)my(x, k) = R, (k)e*™m, (x, k) + m, (x, —k),
T,(k)m, (x, k) = Ry(k)e ™ my(x, k) + m,(x, =k).

We define the scattering matrix

T,(k) R,(k)
Sty =1 2 > k +0.
®) (Rl(k) ) *
Then
1 1 1
Ty~ 2R
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62 —— 2 Inverse scattering transform

R, (k) _ i
Ty(k) 2k (206 k), fi 06 K,
R,(k) _ 1

Tyk) _ 2ik 1,06 -, f;06 K]

from which we see that
T, (k) = Ty(k) = T(k),
Ry () Ty(=k) + Ry(~k) Ty (k) = 0

and

T(k) = T(-k), R;(K) = Ry(-k), Ry(k) = Ry(-k).
Inserting the one algebraic relation into the other, we get
TG + R, ()] = 1= T + R, (0|

Here, we conclude that S(k) is a unitary matrix for each real k # 0. Using the properties
of m;(x, k) in Lemma 2.7.1, we have

00 < 2kt _ 4

k) =1
my(x, k) +J ik

—00

)q(t)ml(t, ot
i e_Zik< L[ egmye k)dl‘>

+ <1 - zlik ro aOmy(t, k)dt> +o(1).

—00
On the other hand,
R, (k) o2k
T(k)
R 1
T(k) T(k)
The integral representations for the scattering coefficients are obtained as follows:

Ryl _ 1 % i
T(k) — 2ik J_Ooe q(Omy(t, k)dt,

1 1 (*°
5w j_m g(Omy (¢, kydt.

The main properties of scattering matrix S can be displayed by the following theorem.

my(x, k) = my(x, k) + TLmz(x, —k)

(k)
+0(1).

Theorem 2.7.4. Let q(x) be a real potential in L%. Then

Ty(k) Rz(k)>

Stk) = <R1(k) T,(k)

is continuous for all real k + 0, while S(k) is also continuous at k = 0 if q(x) € L%. S(k)
has the following properties:
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(I) Symmetry. We have
Ty(k) = Ty(k) = T(k).
(I) Unitarity. We have
T(k)Ry(k) + Ry (k) T(k) = 0,
TGO + Ry =1 = T + Ry
so that
TR, |R(0)| <1, j=12

(II1) Analyticity. T (k) is meromorphic in ImK > O with a finite number of simple poles
iBy, ..., 1B, on the imaginary axis, while B; > 0, whose residues are

-1

z<f; 06 B0 iﬁj)dx> L j=12...n

The numbers —f2,..., —ﬂfl are the simple eigenvalues of operator H. T(k) is contin-
uousinlmk >0,k # 0, ify,...,1B,. If qg(x) € L), then T (k) is continuous inImk > 0O,

k+1iBy,....1B,.
(IV) Asymptotics. We have:
@
T(k) =1+ o(%) as |k| = oo, Tmk > O,
(ii)

Rj(k) = O<%> j=12 aslk| - oo, kisreal

Moreover, if q(x) has N-order derivatives which are in L' (oo < x < o), then
Ri(k) = 0(1/k"*") as |k| — oo, k is real.
(iii) If H has no eigenvalues, then

T(k)-1€ H™, |T(k)|<1, everywherein Imk > O0.
(V) Rate at k = 0. We have
|T(k)| >0 forall Imk >0, k # 0, |k| < constant|T(k)|, as k — O.

If g(x) € L2, there are two possibilities:

(i) O < constant < |T(k)| and hence Rj(k) < constant < 1,j = 1,2, or

(ii) T(k) = ak +o(k),a + 0,ask — 0,Imk > 0, and 1 + Ri(k) = ajk + o(k),j = 1,2,
ask — 0, kisreal.
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(VI) Realness. We have

T(k) = T(-k), Rk =Ri(-k), j=12.

Theorem 2.7.5.
Rkk) 1 J o0 o 2ikt
- I
T(k) 2ik (B,
1 . 1 1 sikt
7= 1 ik J g(t)dt Sk Jo IL(t)e ™ dt,
where

L] < [q)| + KL(y) € L' (~00 < y < 00),
y/2

|H2(y)|<K<J | t)|dt+joo

|q(t)|dt> e’ (0<y<oo),
with
L) - {Jy lg())dt, y=o0,
Lyoo|q(t)|dt, y < 0.

Theorem 2.7.6. The asymptotics for T(k), m;(x, k), m,(x, k) are displayed as follows:
(i) Ifqx) eLy,

2

L% Gikex) 1 1
my (k) =1+ ik L (e Dg(t)dt + ——— 20 k)2 (J (t)dt) + o<k2 >

2

o L ket ( > (l)
my(x, k) =1+ S L)O(e -Dgt)dt + ——— 20 k)2 J qtdt ) +o 2 )

2
1 1 o0 1
Tk)=1+ ik J q(t)dt 2(2ik)2 <L}O q(t)dt> + o( k2>

(i) Ifq0) € Li, ¢'(0) € L,

ml(x’k)zl_ilj a0t 2(2k)2(J adt )2_(62151):))2”(%)’

i =1 [ at0ats el ([ o) - 8o L)

The proof is straightforward.
Theorem 2.7.7 will display some important expressions and estimates of potential
q(x) and scattering data.

Theorem 2.7.7. Assume q € L} with bounded states —p2 < --- < —BZ, norming con-
stants ¢j,j = 1,2,...,n, and the reflection coefficient R satisfies:
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@
g(x) = lim A r kR(k)e* ™ m? (x, k)dk + Z (2¢; exp(~28;%)) m* (x, if})
S, j >

- lim lj da @j KR()e2X m (x, k)dk)
b—oco b n

+ Z(ch exp(—iﬁjx))'mz(x, iB;),

j=1
where the convergence of the Cesaro means is almost everywhere.
(ii)

qx) =F'(x) +ZJ F'(x + t)B(x, t)dt+j Fl(x + t)(B, * B,)(t)dt

™M=

+ ) (2c; exp( ZB]X)) m; 2(x, iB;)

I
—_

J
=0'(x) + 2J Q' (x + t)B(x, t)dt + Jm Q'(x + t)(B, * B,)(t)dt,
0

where

Q(t) = F(t) + ) 2¢jexp(-2B;t).
j=1

(iii) If kR(k) € L,

2. o0 1KX
qx) = ;l LX) kR (k)e* ™ m?(x, k)dk +le (2cj exp(- Zﬁ]x)) m*(x, iB;).

Theorem 2.7.8. Let q(x) € L} and

Q(y) = F(y) + ) 2¢jexp(-2B;).
j=1

Q(y) and F(y) are absolutely continuous with

2

a0 -0l < k([ lacwlat)
where K, (x) is nonincreasing,
LOO [F'(0)|(1 + |t])dt < Ky(a) < oo,
LOO |F(t)|dt < K5(a) < oo,

forall x and a.
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66 —— 2 Inverse scattering transform

Theorem 2.7.9. The necessity and sufficiency of the conditions for the matrix

<T1(k) Ry (k)

Ry(K) Tz(k)>’ oo <k<oo,

being the scattering matrix of real potential q(x) € L, are:
(i) Symmetry. We have T,(k) = T,(k) = T(k).
(if) Unitarity. We have

2 2 2 2
[T + [Ry (k)| = |Tk)|" + [Ry(l)|” =1,
R (k)T (k) + Ry(k)T (k) = 0.
(iii) Analyticity. T(k) is analytic in the open upper half plane and continuous down to
the axis.
(iv) Asymptotics. We have
1

Tk)y=1+ 0< K]

), Imk > 0,

Ri(k) = o<|—,1<|>, Kisreal, i = 1,2.

(v) Rateatk =0.|T(k)| >0,Imk > 0, k # 0 and either

(1) 0<c<|Tk)| foralllmk >0, or

(2) T(k) =T(0)k+o(k), T(0) # 0,Imk = 0,1+ R;(k) = p;k +o0(k),i=1,2, kisreal.
(vi) Reality. We have

Ti(k) = T;(-k), R;(k) =Rj(-k), j=12
(vii) We have

j(y)=%J Ri(e’dk, j=1.2,

which are absolutely continuous with
o0
J |F{(6)|(1+ £)dt < co,
a
a 2
J |F2’(t)|(1 +t7)dt < c(a) < oo,
=00
forall —co < a < oo.
For the KdV equation, the soliton solution can be constructed via the inverse scat-

tering transform. In addition, the smoothness and decay of the solution corresponding
to the initial function as |x| — oo will be obtained.
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Consider the initial value problem of the KdV equation

Uy — 6UUy, + Uy, = 0,
Uli—g = UX).

Let the initial function U(x) satisfy:

i) Ux)ec®R),s>3,

(i) US*'(x)is piecewise continuous,

(iii) U (x) = o(|Ix|™N) for certain N > 0,j < s + 1.

We solve B, (x,y, t) from the Marchenko equation
+00
B,(x,y,t) + J Q,(x+y+z,t)B.(x,z,t)dz + Q. (x +y,t) = O, (2.7.4)
0

where

Q. (61) = F(60) +2 ) ¢i(He™,
j=0

F,(x,t) = % JOO R0 = 28 g

Therefore, let
u(x, t) = -B*°(x,0,t) = B>*°(x,0, )

be the solution for the initial value problem of the KdV equation, with
: ; aViaN oy

BV (x,y,t) = 93f9B = <—> <—> <—> B

ey 0=0909B={5 )\5 ) \a

The existence and smoothness of the solution for the initial value problem will be
given by the following two theorems.

Theorem 2.7.10. For fixed x, t,

+00
+ J (1+ |s|)|(21_;0(s, t)|ds < co, forx R, (2.75a)

X

+00
- J (1+ |s|)|Qli’0(s, t)|ds < co, forx R, (2.7.5h)

X

where either equation (2.7.5a) or (2.7.5b) will be satisfied. The corresponding equa-
tion (2.74) has the solution B, (x,y, t), which satisfies

(oe)
J_rJ’ (1+ |x|)|Bf_;0’O(x, 0,t)|dx < co, forx eR.

X
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Theorem 2.7.11. For fixed t, conditions
+00
+ J (1+ 52)|Qt(s, t)|ds < co, forx eR (2.76)
X

and
R.(§) =-1+Af+0(&) if lim &a,(£) #0,
§-0 2.77)
T(¢)=aé+0), a#0,asé—0
are satisfied, so the solution for equation (2.7.4) fulfills
-B**%(x,0,t) = B"*°(x,0,¢).
Moreover, if u is defined as
u(x,t) = -BY*°(x,0,t) = B*°(x,0, 1),

then the related Schrodinger equation

L = Py + u 0P = O

has the scattering data (2.4.12).

Theorems 2.7.10 and 2.7.11 can be verified via the integral representation of reflec-
tion coefficients R, (¢) about the initial function U(x). From Theorems 2.7.10 and 2.7.11,
we obtain the solution u(x, t) for the initial value problem of the KdV equation. u(x, t)
satisfies

(o)
J (1+ |x|2)|u(x, t)|dx < co, forallt eR.

We have the following theorem.

Theorem 2.7.12. (a) Ifj + 3l < 2[N] - 6 — u, then solution u(x, t) for the initial value
problem exists. In addition, ubb (x,t) exists at t + 0.

® w0t - UPx) ast — 0,j=0,1,2.

(c) Fort>o0,

W09 .y O(Ix|'z3" NI EY - % 5 100, j<2IN] -6 -1,
’ O(x|"24 D), x5 oo, j<2.

(d) Fort<O,

1 .
; O(|x|"24 %), X — +00, j <2,
u(],o)(x,t): (| |]_ ; N)u — 400, j
O(Ix|EINIF3) x — —c0, j < 2[N] -6 -1,
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-1 K
where 6 = 1G,N>6+ S

0, Jost functions f, (x, 0) are linearly dependent,
2, Jost functions f, (x, 0) are linearly independent.

From Theorem 2.7.12, we see that, if t < 0, u decays fast as x — +oo and slow as

X — —0Q.

2.8 Higher-order and multi-dimensional inverse scattering
problems

In Section 2.3, we considered the second-order inverse scattering problem, which can
be written in the form of the following matrix:

v=(in)
V2

vV, =i( (_01 ?) Ve ((r) g) v, (2.8.1)
v, - Qv, Q:(é_i). (2.82)

Now we consider the higher-order inverse scattering problem,
4
Vn

{VX = i(DV + NV, 083

Vt = QV;

where D = (d;6;), N; = 0, and d, is a constant. By virtue of V,; = V;, and {; = 0, we
have

Q. = N; +i{(DQ - QD) + (NQ - QN), (2.8.4)
or
Q. =N, +i{[D,Q] + [N, Ql. (2.8.5)

We aim to find Q to satisfy equation (2.8.5). Under equation (2.8.5), the two equations
of (2.8.3) are compatible, from which we can derive the nonlinear evolution equation.
Expand Q as

Q=0"¢+ QY. (2.8.6)
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Substituting the above expansion into equation (2.8.5), we have
QP¢+Q” =N+ [N, Q]+ ¢{[D, Q7] + [N,Q”]} + i¢”[D, Q"]
Collecting the coefficient of { 2 we have
i(p,Q"] =
or
Z(DikQ;S-) - Q,%?ij) =0.
k
From Dy, = 6;.d;, we get
(d; - d)Qy’ =o,
SO
Q)Y = ¢;5;. (2.8.7)
Setting g; = constant and comparing the coefficient of {, we have

Q¥ =i[D,Q”] + [N,Q"].

Therefore,
Q) =Y (D Q) - Q' D) + Y (N Q' - QY Nyg),
k k
i(d; - d))Q" + (g; - ¢)Ny = 0
Ua; 77 + 45 — q;)N;;
or
o 44 o
— T N, i#], 2.8.8
Q; = id. - i #]j (2.8.8)
and ng.o) =0ifi=j.
Definition. Assuming a; = %q‘:%zf_ = aj;, we have
i~
QY = ayNy, i#]. (2.89)

Comparing the coefficient of { (0), because Qio) = N; + [N, Q(O)], we get

1]x =N + z( kak]Nk] - Qi szk])
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Therefore, N(N — 1) numbers of evolution equations are obtained. We have
Nije = aiNijx + Z(alk - a15)Ny Ny, (2.8.10)
or

Nije = aNijx + Z (@i — ai)NycNyg.

k#i,j
Making N;; = UUN]1 (i > j), equation (2.8.10) and its conjugation are compatible if
030); = —0y; (i > k > j) and g;; is real. Thus, the number of equations will decrease. In
fact,
Ni;,t - ]lX + Z (au akl) kaz
k#j,i
Multiplying by oy, because a;; = a;;, we get

*
Ny it = 4 Nux + Z(a)k A1) i ]kai‘
k#j,i

Considering 0 = -0y 03;, we have

Nij,t=a1] iix T Z Qi — ak]) ka]

k+#ij
In another form,
Nij,t— 1]x+ Z Qi — ak]) kok] ]k
k>j>i
+ Y NyNy(ay - ag)+ Y opNgNg(ag - ay).
j>k>i j>i>k
Example 2.8.1. Ifn=3,
0 Np N 0 4 4
N =| oxNp 0 Ny | =| ondy 0 4
o3Nj3 opNy 0 o3d; 0pA; 0

Denoting ay, = Vy, aj3 = V5, ay3 = V3, using equation (2.8.10), we derive

Arr = ViAyy + 03(Vy - V3)AjAs,
Ay = VoAy, + (V) - V3)A4s, (2.8.11)
Asp = V3Az, + 0 (V) - V))AT Ay,
where —03, = 0,,03,. Equations (2.8.11) are named three-wave equations. For simplic-
ity, introducing 4, = ia;u;, A, = —ia,u,, A5 = iasus, and

2 2
S R Y S Y
(A A T2 7 M A AT A A M

aq

a —
a)(V, - V3)
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equations (2.8.11) become

_ V . *
Uy = Vhlyx + 031qUoUs,
Uy = Vollyy — iquyus,

Uz = V3lis, + Oyiquy .
We expand Q to ¢ 2 and obtain
Q=Q2¢+ Q¢+ Q.
We insert this into
Q, = N; +i¢[D,Q] + [N, Q]
and the following relations will be obtained:

BijNijxx + €iiNijix — Z Yiic (NiteN i)
k#i,j

=N+ ) (e — €a)NyNy; + N {2ﬁijNikaj + Y (By + Vi) NyeNyg

k#ij k#i,j

=B + ykji)Nikai} + Z (BiiNitcNijx = BicNiilNirex)

ki
+ Z Z (yikmejNimNmk - ykijikamij)’
k#i,j m#ij
with
qng) _ q]gz)
a;: = —— =a;,
T ) T
Bij = m = _ﬁji»
G B S
yUk l(dl _ d]) Y]lk Yklp
qlgl) _ q}l)

&j = m = &jj.

In fact, collecting the coefficients of { 3 ¢ 2, ¢ 1 ¢ 0. we have

iiD,a?]=0, QV =i[D,Q?]+[N,Q"],
o =i[D,Q"] + [N.Q%],
QY =N, +[N,Q?], QP =q”6y, Dy = d;by.
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From Q? = i[D,Q"] + [N,Q%?], i.e.,

iZ(DikQ%) Dk] + Y (Ny 1(5) (Z)Nk]) 0,
x

k
we have
q - q
(1)
QU = l(d d) aijNij.
From
Q(l) — I[D, Q(O)] + [N Q(l)]
aNy = i(d; - d)QY + Y (ay; - ag)NycNyg + (QF - QP )Ny,
k+ij
we derive
) (1
Q- Y N .Y @ —ag) %
i(d; - dj) Nia + G 1di—d) T id - dy)
Njj = BijNjjx - Z ViikNixNy; + €Ny

kei,j

— 73

Substituting the above into Q;O) =N; + [N, 091, equation (2.8.13) will be obtained.

Example 2.8.2. For the Boussinesq equation

th - Wxx - 6( ) + Wxxxx 0,

0O O 1
N = N21 0 (1 + W3)N31 5
Ny 1 0

where W, = e™1/3

, whose eigenvalue problem is
Yr + A+ QY + Q¥ =
With Ql = N31,X + NZl’ Qz = (2 + W3)N31.

Example 2.8.3. If we take

0 A iB
N=(0 0 A" ],
-i 0 O
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the equations which describe the interaction between the infragravity and capillary
waves in shallow water will be obtained. We have

iA, +AA,, = AB,
{ £ (2.8.18)

B = —a(|AP),.

Next, we consider the inverse scattering transform for higher dimensions. The
eigenvalue problems for the y-variable added are

g—‘;(x, y,t) =ild(y)v(x,y,t) + J N(x,y,z; t)v(x,z, t)dz, (2.8.19)
%(X,y, t)= j Q(x,y,z; t)v(x,y, z; t)dz. (2.8.20)

Because v,; = v, and {; = 0, we have

Q(%,y,25t) = Ny(x,y,z;t) + i(d(y) - d(2))Q(x,y, 25 t)
+ ro [Q(x.Z',z;t)N(x,y,2;t) - N(x, 2, z;t)Q(x, y,2'; t)]dz’.  (2.8.21)

Expanding Q as Q = QW + {Q(O), the following integral-differential equation will be
derived:
Ni(x,y,z:t) = a(y, 2)Ny(x,y, z; 1)
+ J [a(y,Z") - a(y,2)]N(x,y,z";t)N(x, 2, z; t)dz’, (2.8.22)
—00
with a(y, z) = [c(z)-c(y)]/ild(z)-d(y)] = a(z,y). The symmetry condition N(x,y, z; t) =

o(y,2)N*(x,z,y;t) (y > z) will be satisfied if o(y,z')o(z',2) = -0(y,2),y > z’' > z. Now,
we take account of the two-dimensional case. We have

V, =i(DV + NV + BV,,
{ x= 1D Y (2.8.23)
Vi=QV +CV,.
We set {; = 0, so, as B, D, C are constants,
Ve =1DIQV + CV,] + N,V + N(QV + CV,) + B(Q,V + QV,, + CV,,),
Vix = QV + Q[i(DV + NV + BV, ] + C[i(DV, + N,V + NV, + BV, ].
By virtue of V,; = V,,, collecting the coefficients of V, V,, V,,,, we get
V,,: [CB]=0, (2.8.24)
V,: i{[C,D] +[Q Bl +[C,N] =0, (2.8.25)
V: i{[Q,D]+[QN]+Q,+CN, -BQ, =N;,. (2.8.26)
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We take the simplest case, so

C-= Ciéij’ B-= bi5i1~, D= diﬁij, Nl“ =0,

where a;, b;, d; are constants and
Z(cikBkj — Bikaj) =0= Cibi - Cibi’ from equation (2824),
k

i¢[C,D] + Z(Q,-kBkj - By Qi) + Z(cikai - Nycyj) = 0, from equation (2.8.25).
k [

We deduce
G =G
i = ﬂ
Qi = q;» q;is constant.

Ny, i#),

Following the definition

we get
Qj = ayNy, 1+#].
From equation (2.8.26), we deduce
i ;(Qikaj - Dy Q) + Z(Qikaj - Ny Q)
+ Qjix + Y (CycNygy — By Qi) = Nyj,. (2.8.27)
Fori # j, this becomes

i{[ayNy;(d; - dy)] + (q; — g;)Ny; + z (@ — ag) NNy
k#i,j
= Nij,t' (2.8.28)

+ aijN"

iix + CilNjj

ijx

- bja;Ny;,,

Fori = j, it is satisfied logically. Notice that there exists { in equation (2.8.28), while
g; = q;(¢) is chosen. Since g; is undetermined, we take

q; - g; = ia;(d; - d)).
Equation (2.8.28) develops into

Nij,t = ai}-Nij)X + ﬁijNij,y + Z (aik - akj)Nika]-, (2.8.29)
ki
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where the group velocities in the y- and x-directions are written, respectively, as

B - b = b]C] - Cibj
ij = Gi — Pidjj b —b
1 )
C; — C]'
ai' = .
J
b~ b,

Nj; = o;N;; are compatible if 0;; = —0y.03; (i > k > ).

Example 2.8.4. Take N, = A;, Ni3 = A4,, N,; = A; in the following three-wave equa-
tion:
Ay = apAix + BroAyy + aplags - a3)AA3,
AZ,[ = a13A2’X + ﬂ13A2’y + (alZ - a23)A1A3, (2.8.30)
Asp = anAs, + Brdsy + 0y(ap — ap)AAs.

If we take

Vi=QV + ¢V, + ¢V,

# (2.8.31)

in equation (2.8.23) and we set B, ¢;, ¢, to be diagonal constant matrices, then
0o A
N = 2.8.32
(o o) (2832)
and the evolution equations will be
1A + Ay +Ayy +(Q - QA =0,
Qux +kiQuy = F[(AA7), - k4 (AAT), ], (2.8.33)
QZ,X + kZQZ,y = i[(AA*)x - kZ(AA*)y]’
with
K, = ib, k= ib,

Vbib, vbib,’

The higher-dimensional nonlinear Schrédinger equation is included in equation
(2.8.33). We have

iA, + V2 A + kA’A* = 0.
If it is independent of y, equation (2.8.33) reduces to

iA, + A, T24%A% =0,
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which is the classic nonlinear Schrodinger equation. Similarly, if the x-coordinate is
independent, it becomes

A, +A,, £2A°A% = 0.
For the two-dimensional case, the KdV equation
Uy + 6(UL )y + Uppyy + 3b2uyy =0,
whose corresponding eigenvalue problem is
Vi + A+ u)v + by, =0,

can be obtained from

(30 05 2 0 %)
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3 Asymptotic behavior to initial value problems for
some integrable evolution nonlinear equations

3.1 Introduction

It is well known that the asymptotic behavior of solutions for nonlinear integrable evo-
lution equations has been studied for a long time. Significant and interesting work on
the long-time behavior of nonlinear wave equations solvable by the inverse scattering
method was first carried out by Shabat [278], Manakov [173], and Ablowitz and Newell
[4] in 1973. The decisive step was taken in 1976 when Zakharov and Manakov [316] were
able to write down precise formulas, depending explicitly on initial data for the lead-
ing asymptotics of the nonlinear Schrédinger (NLS) equation in the physically interest-
ing region x = O(t). A complete description of the leading asymptotics of the solution
of the Cauchy problem for the Korteweg—de Vries (KdV) equation, with connection for-
mulas between different asymptotic regions, was presented by Ablowitz and Segur [5],
but without precise information on the phase. In a later development [277], they used a
modification of the method of [316] to derive the leading asymptotics for the solution
of the modified KAV (MKdV), KdV, and sine-Gordon equations, including full infor-
mation on the phase. The asymptotic formulas of the Zakharov—-Manakov type were
rigorously justified and extended to all orders by Buslaev and Sukhanov [41] in the
case of the KdV equation and by Novokshenov [191] in the case of the NLS equation.
Also, both Novokshenov [192, 193] and Sukhanov [286-288] extended the method to
other equations.

The method of Zakharov and Manakov, pursued rigorously in [191-193], involves
an ansatz for the asymptotic form of the solution and utilizes techniques that are
somewhat removed from the classical framework of Riemann-Hilbert (RH) problems.
In 1981, Its [133] returned to a method first proposed in 1973 by Manakov [173], which
was tied more closely to standard methods for the inverse problem. In [133], the RH
problem was conjugated, up to small errors which decay as t — oo, by an appropri-
ate parametrix, to a simpler RH problem, which in turn was solved explicitly by tech-
niques from the theory of isomonodromic deformations. This technique provides a vi-
able and, in principle, rigorous approach to the question of long-time asymptotics for
a wide class of nonlinear wave equations [134]. Finally we note that, in [40], Buslaev
derived asymptotic formulas for the KdV equation from an exact determinant formula
for the solution of the inverse problem.

What emerges from the developments in [133] is the following. In realizing one’s
hope for a nonlinear stationary phase or steepest descent method, the classical anal-
ysis of an oscillatory integral at the points of stationary phase must be replaced by
the analysis of an explicitly solvable RH problem localized at the points of stationary
phase.

https://doi.org/10.1515/9783110549638-003
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Recently, Deift and Zhou [60] developed a steepest descent method for oscilla-
tory RH problems. The method is computationally systematic and yields, with rigor-
ous error estimates, the long-time asymptotics of a general class of integrable systems.
A key ingredient in the method is to deform the given RH problem to an equivalent RH
problem on an augmented contour adapted to the directions of steepest descent of the
associated phase factor (€37 2% for MKdV). The jump matrix v, for the deformed
RH problem converges in L' n L? n L®(dz) to the identity as t — co away from any
neighborhood of the stationary phase points (+z, = i\/g for MKdV). The problem
then reduces to an RH problem with nontrivial jumps only in a small neighborhood of
the stationary phase points. After scaling at each stationary point, one again obtains
an RH problem of the isomonodromy type, which can be solved explicitly as in [133]
above.

In this chapter, the elegant approach to the calculation of the asymptotic solu-
tions proposed by Ablowitz and Segur [5] is presented for the case of the KdV equation.
Moreover, we illustrate the nonlinear steepest descent method of Deift and Zhou [60]
by calculating the long-time asymptotics of the defocusing NLS and the MKdV equa-
tion.

3.2 Asymptotic solutions of the KdV equation

The discoveries of solitons by Zabusky and Kruskal [314] and of the inverse scattering
transform by Gardner, Greene, Kruskal, and Miura [88] have made a substantial im-
pact on mathematical physics. The basic ideas of their work, which they used to study
the KdV equation

U; + 6Ul, + Uy, =0, (3.21)

have been shown to apply to a wide class of physically relevant problems. In particu-
lar, in this section, we consider the asymptotic solution of the KdV equation (3.2.1).

We begin by reviewing certain aspects of the inverse scattering transform. It is
assumed that u(x, 0), the initial data for (3.2.1), is infinitely differentiable and vanishes
rapidly, along with its derivatives, as |x| — oo. Further, the spectrum of u(x, 0), as a
potential in

P + [I2 +u()]ip = 0, (3.2.2)

is assumed to be purely continuous (here it suffices that u(x,0) < 0). The reflection
coefficient r(k) and the transmission coefficient [a(k)]™" are defined for real k by re-
quiring that the solution of (3.2.2) satisfies

Yock) ~ [at)] e ™, x - —co,

~ ey r(k)eikx, X — +00. (3.2.3)
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We can show that

lato)] "'+ [rf =1, |r(k)| <1, fork #0,
if [r(0)| =1, then r(0) = -1, (3.2.4)
[r(k)| = 0(k™), ask — oo, r(-k) = r*(k).

The time-dependent scattering data are

rik; ) = r(k)e®t,
a(k;t) = a(k).

(3.2.5)

We define

Blx,t) = % J F()e s g (3.2.6)

-0

B(2x, t) satisfies the linearized KdV equation. The solution of (3.2.1) can be found by
solving the following linear integral equation (for y > x):

K(x,y;t) + B(x + y; t) + J K(x,z;t)B(z + y; t)dz = 0, (3.27)
X
from which we derive
u(x, t) = ZiK(X,X; t). (3.2.8)
dx

The asymptotic t — oo solution of (3.2.1) when no solitons exist can be described
in terms of several different regions connected by matching zones (see Figure 3.1). In
the following, we will give the detailed asymptotic analysis.

L. x > O(t). For large, positive x, the integral in (3.2.6) can be evaluated asymptot-
ically by the method of steepest descent [3]. The result is
r(ix/2)e >t

_ -1
B0 = e [14.0(71), (3.2.9)

/\/\/\/\/\/\/\

o

III

Figure 3.1: Several different regions.

printed on 2/10/2023 3:23 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

82 —— 3 Asymptotic behavior to initial value problems

where ¥? = %. The integral equation (3.2.7) has the following convergent Neumann
series solution:

K(x,y;t) = -B(x +y;t) + j B(x+z;t)Bz+y;t)dz +---.
X

Substituting the representation in (3.2.9) into this series, we show that the series is
also asymptotic (in this region only), so that

K(x,y;t) ~ —-B(x + y;t), (3.2.10)

to leading order. From (3.2.8), it then follows that, for x/t = O(1),

ulx,t) =

s 1 X \3/2
r(dA[2)(X)ie 2507t
2yx & [1+0(t™)]. (3.211)
2v3mt

N

The representations in (3.2.9) and (3.2.11) are not uniformly valid as x/t — 0. To obtain
such representations (which one needs in order to match), we write

Bot) = — ro r( X )ei(""/2+"3/3)dk, (3.2.12)
4313 Jooo \2(31)13
where np = x/ (3t)!/3. After expanding r(k) in a Taylor series near k = 0 and using the
definition of the Airy function,

(S BN
Ai(n) = % J K1) g (3.2.13)
we finally obtain a representation corresponding to (3.2.11) which retains its validity
as x/t — 0 (but x/t"? > 1). We have
r(0) .., ir' (0)
———Ai +
GoB W 55p
~ irl!l(o)
3123(3t)°3

r”(O) Ai”'(

<1
AT+ G

u(x, t) = — n

3.2.14
r(4) (0) ( )

4!24(302Ai(5)(11) +oee

A () -

where n = x/(3t)1/3.

In the limit  — oo, the representation in (3.2.14) reproduces that in (3.2.11). This
solution still is in the “linear” region (corresponding to (3.2.10)) and provides the
boundary conditions for the similarity region, in which the nonlinear terms become
important.

I x| < O(t% ). In this region, the asymptotic solution of (3.2.1) is self-similar. It is
convenient to define new variables:

1= g 4= G0 F00,
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where F satisfies the following partial differential equation
Fyyn + 6FF, — (2F + nFy) + 3tF; = 0. (3.2.15)

As 1 — oo, the solution of (3.2.15) must match that in (3.2.14). This suggests an expan-
sion of the form

F(n,0) = £ + GO 3 /() + GO 3 f5(0) + GO () + -+ (3.2.16)

Substituting into (3.2.15), we obtain the following hierarchy of ordinary differential
equations:

£ 4 6ff — (2 + flf') =0, (3.2.17a)

A"+ 6(F) - Gfi +nf}) =0, (3:2175)

2 46U~ (4fs +f3) = 37, (3:2:17¢)
m-1

fl 4 6(fF) = [+ 2y +fy] = =3 Y. (i) (3217d)

k=1

Comparing with (3.2.14), we obtain the following “initial conditions” for each of these
functions as n — oo:

f(m) ~ -r(0)Ai' (n), (3.2.183)
fitn) ~ @Ai”(n), (3.2.18b)
f) ~ r2'(2(2)) Ai" (), (3.2.18¢)
fnl) ~ —MAi‘W”(U) (3.2.18d)
" m!(2i)™ ' -

Between (3.2.17) and (3.2.18), each of the functions in (3.2.16) is completely specified.
In particular, if

r(0) = -1
holds, then, as n — —oo,
I R NN, SR NN S DN /) N5
f) = 5= 527+ S(2m)7 = 527+ 0((20) ) (3.219)

Repeated differentiation of (3.2.17a) yields the following sequence of differential equa-
tions, which can be compared with (3.2.17):

" +6ff —[2f +nf'] =0, (3.2.20a)

printed on 2/10/2023 3:23 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

84 —— 3 Asymptotic behavior to initial value problems

(" +6(ff") - [3f +nf"] = 0, (3.2.20D)
)"+ 6(fF") ~ [4f" + nf""] = -6[(f")] - (3.2.200)

Comparing (3.2.17b) with (3.2.20) and using (3.2.18b), we see that

zr "0) ,,

fin) = ~310)

—=f'(. (3.2.21)
As n — —oo0, it follows from (3.2.19) that f; (1) approaches a constant.

Equation (3.2.17c) determines f,(n7), which has both a particular solution and a
homogeneous solution. The particular solution is apparent from comparison with
(3.2.20c), as we have

fp() = 5 ( lzrr(g))> £ ). (3.2.22)

At every order, there is a particular solution in this sequence. Substitution of these
particular solutions into (3.2.16) yields the Taylor series expansion for f(n + 175),

f) +nof' () + %néf”(n) + %rzéf’”(n) +oee, (3.2.23)
where
_ i)
To = =5 0)GO)B"

The effect of these terms is to determine an “asymptotically preferred” coordinate sys-
tem, in which the asymptotic solution is “centered”. It is straightforward to show that
this coordinate system is obtained from the original one (in which r(k) was calculated)
by a translation. We write

X =x+ X, (3.2.24a)
__ir'(0)
=510 (3.2.24b)

With respect to this preferred coordinate system, r’(0) vanishes, as do n, and all of the
terms in (3.2.23) except the first. We note that the reflection coefficient in the translated
coordinate system is found to be r(k)e’Zik"O.

There remains a homogeneous solution, h,(n), at the same order as (3.2.22), which
satisfies the following problem:

R +6(fhy)' — (4h, +nhy) = 0, (3.2.25a)
hy(n) - MAi"'(n) asn — oo, (3.2.25b)
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where

M=o {r"0)r(0) - [ (0)]}. (3.2.25¢)
The relationship between reflection coefficients in simply translated systems (dis-
cussed below (3.2.24)) shows that M is invariant under translations such as (3.2.24).
In addition, the fact that 1 — |r(k)|? is nonnegative implies (by the Taylor series about
k = 0) that M is nonnegative. Using (3.2.19), we can show that, as 1 — —oo, one solu-
tion of (3.2.25a) grows exponentially. Numerical integration confirms that this branch
dominates the solution of (3.2.25) as B — —co. In particular, as B — —oo,

hatn) el 0 (2 {1 B2 027 (3.2.26)

where k¥ = 0.80 (x is obtained by numerical integration). The point here is that, as
n — —00, f(n) grows linearly, so h,(n) grows exponentially. Thus, no matter how small
(3t)"2/ might be, the third term in (3.2.16) dominates the first for -1 large enough.
We emphasize that this behavior is found only under the condition that r(0) = -1.
Otherwise, f(n7) in (3.2.25a) is given by (3.2.17) rather than (3.2.19), h,(n) oscillates as
n — —o0, and the expansion does not become disordered.

The next important term in the breakdown of the expansion in (3.2.16) is the par-
ticular solution of f, () which is forced by h,(n). It satisfies the differential equation

il + 6(ffup)’ = (6fap +nfyy) = ~6hyhS. (3.2.27)

The behavior of f,, as n — —oo is found by using (3.2.19) and (3.2.26) in (3.2.27). As

n - —co,

(KM)* 2 agy”

o , (3.2.28)

f4p(rl) ~

so this term is exponentially larger than h,(n).
Collecting the dominant terms in the asymptotic expansion in (3.2.16), we find
that, under the condition that r(0) = -1, as n — —oo,

u(x,t) = (373 (-2) —% - %(—zm‘% #oe {07 kM2
e (e M e 0 P (3.229)

III. —x > O(t). The central concept in this region is that of a modulated similarity
solution. The solution of (3.2.1) tends to a self-similar form, modulated by two func-
tions that depend on the initial data. The more important of these two functions is
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then determined by the conservation laws. This concept was originally developed in
[276] to solve the NLS equation. The procedure here is analogous.

As discussed above, as 1 — —o00, there is a self-similar solution of (3.2.1) which
has the form

& -3k/2
U= G [ Z Agp (=) - (-1 cos(2k +1)0
k=0

+ 3 By (1) - (=) >V sin(2k + 1)9}
k=1

—1 N -3(k-1)
+ Ao + Y A=) - (=) 2%V cos 2k0
(3t)2/3(—n)1/2[ ° kzl 8

+ Z By (1) - (-1) > sin ZkG],
]

where

2 _ < _3j
0= §(—n) 32 4 k1n(-n) + > 6(-n) i,

j=0
A= Ay B =Y By,
j=0 =

0,-, Aji, B, K are constants, 0y, A¢; = 2d are arbitrary, and the others are determined
as follows: Ay o = -2d%, Aoy = 2d°, x = -3d°,.... Thus,

u(x, t) ~ (3t)_2/3 [2d(—n)1/l‘ cos@ — 2d2(—n)_1/2(1 - c0s20)], (3.2.30)
with

0~ %(—11)3/2 -3d? In(-n) + 6.

IV. —x = O(t% (In t)§ ). This region acts like a collisionless shock wave across which
the asymptotic solution changes smoothly from the growing similarity solution in II
to oscillations in III. The analysis of this region is rather complicated, so we only list
the result:

u(x,t) ~ (3t)_§ (—rl)% < w > ’ cos 6,
3n (3.2.31)

2 31
0~ 5(—12)2 - E(ln%) In(-n).

For a detailed derivation, we refer the reader to [5].
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3.3 Nonlinear Schrédinger equation
We consider the long-time asymptotic for the Cauchy problem of the defocusing NLS

equation

{iqt +qy —2lqI°g = 0, (5.31)

q(x,0) = go(x) € S(R).

We begin by giving a sketch of how to get the RH problem from the inverse scattering
transformation of the NLS equation (3.3.1). Equation (3.3.1) admits the following Lax
pair representation:

oY = (~izo3 + Q(x, 1))y,

.2 ~ (3.3.2)
oY = (-2iz°05 + Q(x, t,2)),

where

_(1 0 (0 g\ - I
03—<0 _1>, Q(X’t)_<6(x,t) N ) Q(x, t,2) = 22Q - iQ, 05 — ilq|° 5.

Let u(x, t,z) = P(x, t, Z)ei("z+2‘zz)‘73. Then we obtain an equivalent Lax pair

Uy +iz[os, 1] = Qlx, O,

B . (3.3.3)
M +2iz°[03, ] = Q(x, t, 2)u,
which can be written in full derivative form as follows:
(0% 60 ¢ 7)) = Wik t,2), (3.3.4)

where ad 03 denotes the commutator with respect to g;. Also, (exp ad 03)A can be com-
puted easily as follows:

ad o34 = [03,4], €474 = e 4>,
where A is a 2 x 2 matrix and the exact 1-form W is defined by
W(x, t,2) = @ 20345 gy + Qudt). (3.35)

We define two particular solutions of (3.3.3) as the 2 x 2 matrix-valued solutions of the
associated Volterra integral equations. We have

X : '

wootz) =1+ J e DG g0l (x' t,2)dX, (3.3.6)
—00
x ,

W, t,z) =T+ J e Z0XDadTs ! s (X, £, 2)dX (3.3.7)
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Let the columns of a 2 x 2 matrix u be denoted as ([u]; [ul,). It follows from (3.3.6) and
(3.3.7) that, for all (x, t), [i;]; and [y, ], are analytic and bounded in {z| Im z > 0}, while
[11]; and [p,]; are analytic and bounded in {z| Im z < 0}.

The fact that Q and Q are traceless implies det yi(x,t,z) = 1forj = 1,2, so
dets(z) = 1. From the symmetry properties of Q and Q, it follows that the eigen-
function u(x, t, z) satisfies

(F(X» t»Z))ll = (],l(X, tvz))zzr (V(X) l‘)Z))lz = (V(X’ t’Z))Zl'

On the other hand, two solutions I of the system of differential equations (3.3.3)
must be simply related. We have

H(x, t,2) = py(x, t,z)e_i(z“zzzt) adosg(7y. (3.3.8)

From the above symmetry property, we write the spectral matrices s(z) in the following

form:
a(z) b@)
- — 339
@ (b(Z) a(Z)) (339)
Define
(% [Hz]z), Imz > 0,
m(x,t,z) = il (3.3.10)
([th @) Imz < 0.

Then, for each x and ¢, the 2 x 2 matrix function m(x, t, z) solves the following RH
problem in z:

(i) m(x,t,z) isanalyticinzfor C\R,
() m(xtz)=m (x,t,2)v,(2), zeR, (3.3.11)

(iii) Zlilgo m(x,t,z) =1,

where
m,(x,t,z) = liII(l) m(x, t,z + ig),
E—
. 2 . 2 ; 2
Vx,t(Z) _ e—z(xz+2tz )03V(Z)el(xz+2tz )03 = e—l(xz+2tz )ad U3V(Z), (3.3.12)
2
v(z) = (1 - @] "‘Z)> ,
r(z) 1
where r(z) = % lies in a Schwartz space and
sup [r(z)| < 1
zeR
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is the reflection coefficient corresponding to the initial data gq(x). If we expand the
limit in (iii), we have

mx,t,z) =1+ %0 + O<1> (3.3.13)
z z
and we obtain the following expression for q(x, t):
q(x, t) = 2i(my(x, 1)), = 2i lerglo (zm(x,t,2)),- (3.3.14)

We now begin the analysis of the long-time asymptotics for the defocusing NLS
equation (3.3.1) based on the RH problem (3.3.11). Let § = 22+ ’?‘z with stationary phase
point z, = Z—’t‘ For simplicity, we restrict ourselves here to the physically interesting
region |z,| < M for some fixed constant M. The matrix v admits the following triangular

VvV =

i (3.3.15)
(2 DO 206 T)
= l .
EARVANE SN ZACEEE
We choose 8(z) analytic and invertible in C \ R such that
5_(z)(1- |r(z)|2), z < 2o,
0,(2) = 16_(2) = 6(2), z >z, (3.3.16)

6(z) — 1, asz — oo,

where + refers to the orientation of R from —oo to co. The solution to (3.3.16) is given
by the formula

1 J log(1 - [r(&))

6(z) = exp{ﬁ . F-2

d{]», Z¢R (3.3.17)

It is easy to check that §(z) and 67Y(2) are uniformly bounded in z for |z,| < M.
The function i1 = m6~ % satisfies an RH problem across R with the following jump
matrix:

f/x’t(Z) — e—ltead0'3 (5?3‘/623)

» 1 0 e
e itd ad o5 ( 1672 . ) < 1 1—\r\+2 )) z <z,
= i 0 1 (3.3.18)
—itad o 782 10
0N (1) (L), 2oz

Note that, as 6% is diagonal, we can replace m by 1 in (3.3.11).
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Having made the above definitions, we now describe the strategy. Suppose that
the coefficients

r r

I S 33.19

T 0319
can be replaced by some rational functions
r r

T ol > r > 3.3.20

=) [ o (320

respectively. Then, if the poles of these functions are appropriately placed, the RH
problem on R can be deformed to the contour X, as shown in Figure 3.2.

7

T o 1 0
6ad0367it9ad03 <(1) [1 _1 ‘le] ) 64(1636 itfados < ] 1)

. 10z 1 —I[r
(;adog Cfit()adcrg ([ 3 ] ?) 6&(:1(73 efztﬁadag <0 1[ ] )
L—|r?

Figure 3.2: The contour =.

Reif >0 Reif <0

20

Reif <0 Reif >0

Figure 3.3: The signature table for Re i6.

Using the signature table for Re i (see Figure 3.3), we now see that the scalar factor-
ization (3.3.16) for § and the triangular factorizations (3.3.18) for v have been chosen
specifically to ensure that the jump matrices for the deformed problem X converge
rapidly to an identity away from any neighborhood of z,, as t — co.

To verify that the coefficients (3.3.19) can be replaced by the rational functions
(3.3.20) with well-controlled errors, we proceed as follows. We expand (i + 2)9r(2) in
a fifth-order Taylor series around z, to obtain

i+ z)lor =Ug+ U (Z—2Zp) + -+ Us(Z - zo)5 + (i + z)loh.
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We set
[r] = Mo + (2 —20) + -+ + Ps(z — 20)°
(i+2)10
and
B= (z - zo)2
(i+z2)*°
Observe that
h r-[r] -z )4
B = T = (z+1'(;6 g8(z;zy), z =2z,
where
9 ?
gl + £ + a—zf < C(M).

Since 6(z) = 2(z - zo)2 - 22(2, is one-to-one from (z;, o) to (—Zzé, 00), we consider

a function of 8. We have

ﬁ(@) =

{2(2(9)), 6> -2z,
B

0, 0 <-22.

It is easy to check that % € H%(dh, 00 < 0 < o0).
Now, by the Fourier theory with respect to the variable 6, we have

—_

(3o (o
where
(1o o 2 (3o
Thus,
e \/%ﬁ f ef<2f-s>9@(s>ds + v%Beft@ jtm ef“-”e@(s)ds
=Ry +hy.

By the Plancherel identity, as % € H?,

VN 2

(e

ro (1+ 52)2

-0

ds < oco.
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(3.3.21)

(33.22)

(3.3.23)

(3.3.24)

h
7 as
B

(3.3.25)

(3.3.26)

(3.3.27)

(3.3.28)
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Hence,

|hy(2)] < (33.29)

|z +i]2t3/2

On the other hand, hy;(z) has an analytic continuation to the line z, + e™“R,, where
it satisfies the estimate

hp(2)| € ——, 3.3.30

again by (3.3.28). Thus,
sl L r2nre o <z<o0) = o(t™>"?), (3.3.31)
Wyl pzare g semim, ) = OET). (33.32)

An arbitrarily high order of decay in (3.3.31) and (3.3.32) can be obtained by using a
higher-order Taylor expansion in (3.3.21) at z,. This procedure can be found in the
following section for the MKdV equation.

Now deform the RH problem for ¥ on R to the contour, as shown in Figure 3.4.

1 0
hro=2 1

20 /4

ados  —itfado: 1 —r 10 1 0
{‘5 e 3(0 1><[r] 1)} <h15*2 1)

Figure 3.4: Deformation contour.

It turns out that the error estimates (3.3.31) and (3.3.32) are sufficient to ensure that the
contributions of h;;6 2 on zo+e”™/* R, and h;67? on (z,, co) are negligible for the leading
asymptotics as t — co. Repeating the above arguments for the remaining functions in
(3.3.19), we see that they can all be replaced in the RH problem ¥ by the appropriate
rational functions in (3.3.20) with effective error control. Deforming the contour as
above, we arrive at the RH problem on X, as shown in Figure 3.2.

We define the scaling operator N : L*(2) — L*(Z - z,) and

f(2) > NF(2) :f<\/% +z0). (3333)

—itf ad o3 [

Denote the jump matrix in Figure 3.2 by 6°4%e 7]. A straightforward computa-

tion shows that, as t — co,

. . iz2
Naad o3 e—u‘G ados []7] N (6O)ad Uszw ados e & ad o3 [‘7] (ZO)> (3.3.34)
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where

50 _ (8t)’7""e2itz§ex(zo)’

v=v(zy) = —% log(1 - |r(zo)|2) >0, (3.3.35)

Z,

1 (% 2
X@) =5 [ log(z - dlog(1 - &)

[V](zy) is defined by Figure 3.5.

1 0
[r(zo) 1]

Figure 3.5: [V](zg).

i

It follows from the exponential decay of e™ 4 V](z,) that the asymptotic formula
in (3.3.34) hasan L' N L* N L (2 - z,) error of order (log t)/ ¢/ Since 6° is independent
of z, m° is the solution of the RH problem on X — z,, 50

ad 03[

2
. i ~
m?— _ m(zzwad@e ~-ado; 7]

m® -1 asz — 0o,

o), (3.3.36)

if and only if (6°)24%mP is the solution of the RH problem for the jump matrix given
by the right-hand side of (3.3.34). Deforming the RH problem (3.3.36) on X — z, to the
real axis, we obtain precisely the following RH problem:

—ivos

z2 5
Z ado; Zl_vu3 v (ZO )Z+ ;

S0 N _ 200y 2
m,(z) =m_(z)e (3.3.37)

rho(z) —1 asz — oo.

Reinserting the z-independent factor (6°)24% and the scaling factor 1/ V8t, we obtain

0o t) = ) V2(8%) (1), + 0< lngt ) (3.338)
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if m® = I+z7'm) + 0(z™2). We set

. iz?
¥(z) = m°(2)z" e 7
and we can represent the RH problem (3.3.37) as

Y, (2) = Y_(2)v(zp),
i? . (3.3.39)
Y(z)es Bz "5 5T asz — oo.

The factorization problem (3.3.39) can be solved explicitly in terms of parabolic cylin-
der functions [60]. The solution is then substituted in equation (3.3.38) to obtain, fi-
nally, the asymptotics for g(x,t). We fix M > 0 and state the asymptotics results as
follows.

Theorem 3.3.1. Let g(x,t) be the solution of the Cauchy problem of the NLS equa-
tion (3.3.1). If the initial value g, (x) € S(R), then, ast — oo, we have

1 2 .
qxt) = £ 2a(zg)e w ME1OSED | 0< —lotg d > (33.40)
for |zo| = | - x/(4t)] < M, where
1 2 2 v(zo)
v(zp) = 5 log(1-1r(zp)|") >0, |a(zo)| = TO’

Z,

" log(z, - §)d(log(1 - [r®)) + 7

+argI'(iv) — argr(zp).

arga(zy) = }T j

Here, T is the gamma function.

Finally, we will indicate how to use the estimates on the jump matrices obtained
above, to obtain error estimates on the asymptotic solutions. In other words, we show
how to use the estimates (3.3.31) and (3.3.32) to bound the contribution of h; and hy; to
the asymptotic solution. Other error estimates are similar.

We recall the solution procedure for RH problems. For an oriented contour I with
a factored n x njump matrix v = b_'b +» the RH problem on T,

m,=m_v onl,

(3.3.41)
m-—1 asz — 0o,
is solved as follows [20]. Set w, = +(b, —I)and w = w, = w_. Let
[ f© dE )
(C.f)(z) = L s SELLVETAL (3.3.42)
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and denote the Cauchy operator on I'. As is well known, the operators C, are bounded
from L*(T) to L*(T) and C . — C_ =1, where 1 denotes the identity operator.
Define

C,f=C,(fw.)+C_(fw,) (3.3.43)

for the 2 x 2 matrix-valued function f and let u be the solution of the basic inverse
equation

u=I+C,u (3.3.44)
Then
mz) =1+ J Mﬁ z€ C\T, (3.3.45)
r &-z 2m

is the solution of the RH problem (3.3.41). Substituting equation (3.3.45) into (3.3.14),
we learn that

a0 =21+ () ([ moweorag)

— (], o) (3:346)

- [ @-conwe)

2
Here we have, for example (cf. (3.3.15)),

W =Wy = (W+)x,t + (W—)x,t’

0 0 0 -re 2 (3.3.47)
e =0 o) Wu=(g 7).

Let usillustrate how to control the error when we replace r by [r]. For the RH problem in
Figure 3.4, the error in the jump matrix is controlled by (3.3.31) and (3.3.32). In general,
let us assume that two sets of data w, and w/, differ by

Iws = Willpagzazs = O™)
and |w, ll;1qz2nz = O(1). We also assume that
1 =€) Mo pe = OQ. (3.3.48)

The estimate (3.3.48) indeed holds for the NLS equation (see [61]), so the following
estimates are easily derived:

ICI = CyIllz = O(|w = w'|2) = O(t™), (33.49)
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ICy = Cyrllpoz = O(Jw = W'||e0) = O(t7H), (3.3.50)
A=) == Cp) Mgz = OIC, - Cull) = O(™). (3.3.51)

We finally obtain the uniform estimate
J((l -C,) 'Dw = j((l -C,)'C,Dw + jw
= J((l - C‘Cv)flCW,I)w' + Jw' +0(t™). (3.3.52)

If w and w' correspond to r and [r], respectively, this shows that we can replace r
by [r] in the asymptotic solution of the inverse problem with a controlled error.

If theinitial g, lies in the weighted Sobolev space H LI f e I2(R) : xf.f' € L*(R)},
then the following result holds.

Theorem 3.3.2 ([63]). Letq(t), t > O be the solution of (3.3.1) withq, = q(x,t = 0) € H"!
and fix0 < k < % Then, ast — oo,

ix2 . 1
a0 ) = t 2 a(zg)e it VE108CD | oGOy (3.3.53)

where a and v are given as above. The error term O(t‘%”k ) is uniform for all x € R.

3.4 MKdV Equation

In this section, we consider the asymptotics of the solution y(x,t) of the following
MKdV equation:

J’z-6)’2)’x+)’xxx=0, —00 <X <00, t>0,

(3.4.1)
y(x,0) = yo(x) € S(R),
as t — oo. The MKdV equation (3.4.1) admits the Lax pair formulation
+iz[o3, u] = Qx, ),
My 3 M U (3.4.2)

}lt + 4i23[03,y] = Q(X) t)Z)}l)

where

(1 0 (O y(x,t)) A S -
03—<0 _1>, Q_<y(x,t) o )’ Q=14z"Q-2iz(Q° + Qy)03 + 2Q° — Q.

Similar to the method used to construct the RH problem for the defocusing NLS equa-
tion (3.3.1), we directly write the RH problem for the MKdV equation as follows:

{m+(z) =m_(2)Vy(2), Z€R, (34.3)

m(z) - I, Z — 00,
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where

m,(z) = ll_r)l;l) m(z + ig; x, t),

o o (3.4.4)
Vx,t(z) _ e—1(4tz +xz)03v(z)el(4tz +xz)03’
1- L)
v(z) = < @)l r(z)>, (3.4.5)
r(z) 1
where r(z) lies in a Schwartz space and satisfies
r(z) = -r(-z), sup|r(z)| <L (3.4.6)
zeR
The solution of the inverse problem is given by
y(x, t) = 2i ler{)lo (zm(x,t,2)),- (34.7)

In particular, here 6 = 42> + ’?‘z =4(2° - 32(2)2) with two stationary phase points

X
+Zn = +1|—. 3.4.8
) \f i (3.4.8)

As before, we restrict ourselves to the physically interesting region, here described by
M1« zo < M, M > 1for any fixed constant M > 1. This implies x < O.

In this case, the signature table for Re if consists of six regions, as shown in Fig-
ure 3.6.

Reif <0 Reif >0 Reif <0

Reif >0 Reif <0 Rei6>0

Figure 3.6: The signature table of Re if.

Let 6(z) analytic in C \ R be the solution of the following scalar RH problem:

8,(2)=6_(2)(1-|r@)), Izl < 2o,
=6_(2), lz| >z, (3.4.9)

6(z) — 1, Z — 00.
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This problem can be solved by the following formula:

vi

8z) = (z 'Z°> @), (3.4.10)
Z + 2,
where
1 2
ve-oo log(1-|r(zy)[") > 0O, (3.4.11)
1o (1-Ir@)P ) dg
=— 1 —_— | . 3.4.12
X&) =35 J_zo °g<1— rzo)2 ) €~ 2 B412)
After conjugation, we have
=02 2\-1
0y, &0y _ -itbo, 1 0><1 -6, (1-rl%) ) itfo,
6-vieb, 7 = e <r5:2(1— r»H™* 1/\o 1 e ll<z
. __ 2 .
el ) e

(3.4.13)
Consider |z| < zy and let k = 4q + 1, g € Z, be any positive integer. Splitting

p(2) = -F2)(1-r)) (3.4.14)
into even and odd parts, we obtain
p(@) = Ho(2®) + zHy(2°)

for suitable smooth functions H,(-), H,(-) € S. Then, by Taylor’s formula with remain-
der, we have

2

k1 (% k
H() =+ )+ -2+ [ HEV D ),
° 0
2N 0. .0/2 .2 0/.2 zklzz(k+1)2k
Hy(2) =i+ 1 = 2) + -+ (2 - 2) + 1 [ BE D)@ =) ay.
° 0
Set
. 2 24 . 2 2\
R(z) = Ry(2) = Zuf(z -zg) +zZy?(z -z5), h(z) =p(z)-R(2), (3.4.15)
i=0 i=0

where R(z) is a polynomial in z of order 2k + 1, such that

dp(z)
i

_ dR(2)
z=1z, dz

dh(z)
z=1z, ’ dz

z=12,
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As h(z) vanishes to arbitrarily high order at z = +z,, it is possible to split it further in
analogy with (3.3.27). We proceed as follows.

For 0 < z, < M, set a(z) = (z* - z2)7. Consider the Fourier transform with respect
to 6, so

—

(ﬁ)(z) - \/Lz_n J_O:O eisg(z)<g>(s)ds, |z| < zo, (3.4.16)
where
@ (s) = _\/% EO e—is@(z)( g >(Z)d9(z), seRR. (3.4.17)

As z — 6(z) is one-to-one in |z| < z,, we define

a(z(0))’

h(z(8
h(@) _ ((9)) —82(3) =0(zy) <0< 0(-2p) = 82(3), (3.418)
a 0, 0] > 823,

Thus, as|6] — 8z, 0] < 823, we have 2(8) = 0((z%(6)-23)"*"™9). As dz/d6 = (12(z*(6) -
z2))™!, we see that

geHj(—oo<0<oo), 0<j< %. (3.4.19)
Split
1 0 ol Y\ 1 t ol B\
h=——a(z J e’59(2)<—>sds+—az J e’59<—>sds
\/ﬂ()t a() m()_m a()
= hI(Z) + hH(Z). (3420)
Then we find
|e—2it9(2)h (Z)l < L (3.4.21)
1 - tp—l/Z’ B
for |z| <zy < Mandanyp < (3q + 2)/2.
On the other hand, from the signature of Re if, we deduce
—2it6
le 2@ hy,(2)| < e (G4.22)
for z on the lines
2(u) = 2o +uzoe ™4, 0 <u< V2, (3.4.23)
2(u) = —z5 + uzge™*, 0 <u< V2, (3.4.24)
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where z, < M. Finally, fix 0 < € < V2. Then on the part € < u < V2 of line (3.4.23) and
(3.4.24) away from +z,, we have
e 20DR(z)| < e < oI (3.4.25)
for 0 < z, < M, where
T =tz = (-x/1263). (3.4.26)
Forz, > M, we set

((z/z9)* - 1)

a(z) = 117 (3.4.27)
rescale the phase
3 2
= z° -3z5z
bz) = —=, (34.28)
3z;
and, noting that 12tz(2) = —x, obtain t0(z) = |x|6(z). Thus, in this case, we get, for
Zy > Mﬁl,
2 C 3q+2
|e ZItQ(Z)h[(Z)l < W, |Z| <Zyp, P < q (3.4.29)
and, on the lines (3.4.23) and (3.4.24),
L [ — (3.4.30)
== 1z i pxgar2” o

Finally, for 0 < € < V2 as above, on the part € < u < V2 of the lines (3.4.23) and (3.4.24)
away from +z,, we have

|e’2’w(2)R(z)| < (‘.(20)6;4/3|x|zou2 < C(Zo)e7(452/3M)lxI (3.4.31)

for z, > M™*, where C(z,) is rapidly decreasing as z, — co.

For |z| > z,, it suffices to consider z > z,, as the case where z < -z is similar.
By the method used in Section 3.3 and the above discussion, we can get the estimates
for p(z) = r(z). By taking complex, a similar splitting with similar estimates can be
obtained for the factors r(1 - |r|») 7}, r(z).

We summarize the results as follows. Let [ be an arbitrary positive integer and let
k = 4q + 1 be sufficiently large, so that 3q+2)/2-1/2 > 3q+2)/3-1/2 > q/2 > q/3 are
all greater than I. Let L denote the contour
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L:{z=2zy+2zoue®™* : —co < u < V2}
U{z=-zy+ zouei"/ 4 _co<uc< V2} (3.4.32)

and set

Ly : {z =2y +zoue®™* : e <u < V2}

Ufz=-z,+ zoueim4 ce<u< V2 (3.4.33)

Lemma 3.4.1. Let

— 2,-1
- 1 - > >
p(2) = { r@A-@) el <z (3.4.34)
r(2), 2| > z,.
Then p has a decomposition
p(z)=h(z) + hy(z) + R(z), z€R, (3.4.35)

where R(z) is piecewise rational and hy;(z) has an analytic continuation to L satisfying

C
] —==, Z€R,0<zy<M,
|e—21t9(Z)hI(Z)l < (1+|ch‘ it » (3.4.36)
weon ZER 20> M

c
' —==, 2z€L, 0<zy<M,
|e—21t9(z)hH(Z)l < <|(1+|z| )t (3.4.37)

C -1
RO zel, zg>M ",

~2it0(z) _1662T) zel, 0<zy<M,
e R(2)| < ) (3.4.38)
Clzp)e PN 2 e L, 2o > M.

Taking conjugates
p2) = h;(2) + hy(z) + R(z) (3.4.39)

leads to the same estimates for 2@ h;(z), €@y, (z), and e#®@R(z) on RUL.

We then get

{mﬁ(z) = mg(z)vit(z), zZ€Z,
’ (3.4.40)

mi(z) -1, Z — 00,

on a contour %, as shown in Figure 3.7. On R c Z, the coefficients of vﬁ)t(z) depend on
h; and on £ \ R, they depend on both R and hy; (in addition to §,).

printed on 2/10/2023 3:23 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



102 — 3 Asymptotic behavior to initial value problems

/4 /4
/4L 2o\ /4

Figure 3.7: The contour X.

Figure 3.8: The contour ='.

Ast — oo, we get e 2@, —, 0.0n =\ R, the term e 2@ h;; also converges to 0.

Similarly, on the finite “triangulaire” part of £ \ R away from +z,, the contribution

from R(z)e %% can be neglected. We are left with the RH problem
m! (z) =m' (2)v, (2), z€Z,

, (3.4.41)
m(z) -1, Z — 00,

on X', which is a union of two crosses, ' = £, U Xy, as depicted in Figure 3.8.
Moreover, ast — oo, the interaction between the RH problem on £, and X5 tends
to zero faster than the leading order of the solution and the contribution of £, U Zp/
to y(x, t) is simply the sum of the separate contributions from the two RH problems on
>, and 2p . Symmetry implies that we need only to consider the RH problem on Zp:.
We first extend Zp to a full cross by setting the jump matrix on the dotted lines in
Figure 3.9 equal to the identity matrix I. Define the scaling operator

N:L*(Sp) — LS - zp),

f(z) = Nf(z) =f<

z
+Zq |.
48z, °>

Instead of (3.3.34), we have

. . 2
N5ad 03 e—zt@ ad oy V] — (5g)ad Uszvz ad g3 e T ad o3 [1(zo), (3.4.42)
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Figure 3.9: The extended contour of £/

where [V](z,) appears in Figure 3.5 and
89 = (192t22) 7 5% ) (3.4.43)
Thus, the calculation of the long-time behavior of the MKdV equation reduces to the

same explicitly solvable isomonodromy problem as in the NLS equation. The result is
the following. Let

P(zp) = argT'(iv) + 37" —argr(zy)

Z 1- 2
1 j ’ 1og< IrG)l 2) @ (34.44)
)z, 1-1r(z)l?/ § -2
where T is the standard gamma function. Denote
1
2
Vg = —i(%) cos(16tz] - v1og(192tz]) + (zy)). (3.4.45)
0

For all x, let

—X

20 =\ (3.4.46)

and let M be fixed constant greater than 1.

Theorem 3.4.2. Suppose y,(x) lies in a Schwartz space with the reflection coefficient
r(z). Then, as t — oo, the solution y(x, t) of the MKdV equation (3.4.1) with initial value
Yo(x) has uniform leading asymptotics

logt

y0o t) :)/a+O<T>

. . -1 -X
in the region M~ < \/ﬁ <M.
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4 Interaction of solitons and its asymptotic
properties

4.1 Interaction of solitons and its asymptotic properties as
t - oo

Solitons can keep their original amplitude and shape after a nonlinear interaction,
which was first found by Kruskal and Zabusky using numerical calculations [314].
A few years later, Lax gave a rigorous analytical proof [153]. In addition, Lax analyzed
the process of interaction between two solitons in detail and pointed out that:

(i) In the case where the velocity ¢; > ¢, the first envelop is higher and faster than
the second one. If the first one is located on the left side of the second one, then the
first one overtakes the other. During the interaction, we find the maximum value (peak
value): the bigger one absorbs the smaller and cancels it out (as seen as in Figure 4.1).

(ii) In the case where the velocity c; = c,, the bigger envelop catches up with the
smaller one. With the decreasing of the bigger amplitude and the increasing of the
smaller one, there exist two peak values. Next, this process will be exchanged in what
follows. In addition, Lax analyzed the behavior at t — co. u(x, t) is the solution for the
KdV equation

U + Ul + Uy = 0, (4.1.1)

where u — 0 as x = +oo. There exist n discrete positive numbers ¢;, ¢, ..., cy (named
u as the eigenvelocity) and the phase 67, which satisfy

s(¢-67.¢), c=g

0, C+ Cj,

lim u(x +ct,t) = «| (4.1.2)
t—+00

where s stands for the soliton solution for equation (4.1.1), § = x - ¢;t.

In the next part, based on the N-soliton solutions obtained through the inverse
scattering transform, we will prove Lax’s theory via algebraic analysis, which reads
as follows. Solutions for the KdV equation at t — oo will be made up from the soliton
with N eigenvalues, if there exists a soliton with N eigenvalues k;, ks, ..., ky att — —oo,
except for some phase shifts.

From equation (2.2.19) in Chapter 2, we have

N
K(x,y,t) = - Z cmgome_k'"” ,
m=1

d d « .
u= —ZEK(X,X; t) = Za mZ::1 CnPm€ ™,

https://doi.org/10.1515/9783110549638-004
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C1

Figure 4.1: The interaction process when ¢; > c;,.

=

d N,
=2 Y ful0) = 2mz:1f'"(x)’

m=1

with
fm(x) = Cm<pme_kmx

To compute Y, f; (t = +00), we need to determine f,, and rewrite

N e —(kp ke, )x k
‘mX
(pm(x) + z ¢ Cn k k (pn
as
N
2 f 00+ Y I o2, N).
= ky, +ky,
Upon derivation with respect to x, we get
!
2 2k X fn(X) —2 2k X
X = -2k,,c .
" n0) = ko + ki m

(4.1.3)

(4.1.4)

(4.1.5)

In order to discuss the asymptotic behavior at |[¢| — co, we choose the motion coordi-

nate system

£=x-4kgt, p=12...N,

(4.1.6)

where /lp = —klz, means the eigenvalue of the pth soliton, 4k12, is the velocity, and Zk;7 is

the amplitude. We have

c,2e®m = ¢, (0)7 exp{—8k,, (k2 - kf,)t + 2k &}
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= (&) exp{ -8k, (K2, - kf,)t},

where ¢, () = cm(O)‘zekaf. We substitute the above expression into equations (4.1.4)
and (4.1.5), to obtain

C(&)e Snlln )t +i I _y “.17)
m " Lk, th, o
—8k,, (K2, ~I)t 1 < fri —8k,, (I3, —~I2)t
Cp(&)e ™) e N T = Dl ey (e T (4.1.8)
= ky, +ky,

Now, assume k; > k, > --- > ky > 0.

(1) Asymptotic behavior at t — oo.
Taking the limit of equation (4.1.7), we have

- ;
I 1, m=12...,p-1,

nzlkm+kn

< i f

c f, + n_ =1, m=p,

PP &k, + Ky

fm=0, m=p+1,... N,

which can be simplified as

o fn

=1-¢,6 f (m=1,2,...,p), (4.1.9)
n=1 km + kn prmpip
)4 fl ’
2 k :k = ~Cpbmp(Apfy +1,) (M =1.2,....p), (4.1.10)
n=1"m n
fr:lz—zkmfmzo, (m=p+1,...,N). (4111)

Matrix K, = (ﬁ) (m=1,2,...,p) possesses a positive determinant. In fact,

e~ Km+ka)x )

"k, + Ky,
1 N, 25Nk
:det< ) ¢ e " am=t X
ky + kg rln:[1 m

sodet = (ﬁ) > 0.f,, and f,, can be solved from equations (4.1.9) and (4.1.10) through
Gramer’s rule. We have

0<detC= det<cmc

p

fndetK, = Y Kuy — ,Kpmf, (m=1,2,...,p), (4.1.12)
n=1

fmdetK, = ¢, Ky (2kpf, - f) (M =1,2,...,p), (4.1.13)
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where K, is the cofactor of the matrix element (ﬁ). Denote L, as the matrices of
K, in which the elements of the last line are 1. Letting m = p, we get

detL,
- detK, +c,detK, ;’
b 2¢,k,f, detK,,_;
P detK, +c,detK, ;

fy

Summing up equation (4.1.13) and considering the expressions of fos £, ', we obtain

p p
Y fndetK, ==Y ¢,Kpm(2Kkyf, —f;)
m=1 m=1

p cpdetK, 4
== Y Kpmk, p<1 - )
= detK), + ¢, detK, 4
i K £k detK,
=->c
pSpm/p<p
= detK, +c,detK,_;
detL f 2% detK,
=—c,de
P PP P detK, + ¢, detK, ;
detK),
(detK, + ¢, detK, ;)*’

2
= —2k,c,(det L)

Therefore,

2k, c

p
lim fl=- pp
t—00,¢fixed mZ::1 m [deth ‘e detK, ;
detL, D detL,

12
Subtracting the last line from the other lines of K,, we obtain

P (k, — k
detk, = mao = Hw) o
m:1(kp + k)

In like manner, subtracting the last line from the other lines of L,

bk, -k
detL, = W detK,, ;,
102 (ks + k)
detK, [Tno Ky~ kn)
detL, T[Ih_ (k,+ky)’

detK, ; _ 1.2 (ks + k)
det LP an_:ll (kp - km)
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Noticing that cp = Cp(0)” —2e2¢ , we define {p as

2 — 2
Kk, _ (0) ﬁ(kp—km>
2k Ky + K

P m=1
and infer
d 4k, c
lim = lim 2) fy=—x3 L
t—ooéfixed  t—oodfixed = [Hf;zl(kp—km) + an:l(kﬁkm)]z
[Ty (kp i) pl_[fn;ll(kp_km)
4k, cp
- Ko 1 k +k Ky, ko,
H (k K 2[ p ( Cp (k )4]

e, ] ﬂmk m(ﬁ thn ]
8k2[2k p]—[<”i i: )] [1+2k p]—[<”i f: )]2

_ 8K o8] 4 5]
= —Zk;sechZ[kp('f -¢,)]
= ~2kZsech?[k,(x - 4kt — &,)],

which means that there exists a soliton at the surroundings of x = 4k;t with amplitude
ZkIZ, and velocity 4k12,.

(2) Asymptotic behavior at t — —oco.
From equations (4.1.7) and (4.1.8), we get

v

L =1-¢,6,pfp, (Mm=p,....N),
m=pkm+kn pYmplp
N f/ I

n = — 2k N = ’”-,N)
=y kim + Ky CpOmp pp+fp) (m=p )

fr=-2kufm=0, (m=12,...,p-1).

The discussion when ¢ — oo is similar. Defining &, as

2 N _ 2
{ ekafp = C ©) H <kp k’") ,
P 2k ky + Ky,

P m=p+1

we obtain

. 2. 42 2, 3
tE{nOO u(x, t) = —2kysech” [k, (x — 4kt - &,)]
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and phase shifts

N L= Y S S A .
gp_fp_k_[rnz_:10g<lcm+kp>_ Z 10g<kp+km> '

14 =1 m=p+1

There is another method to analyze the interaction between finite solitons. The KdV
equation reads

U + Suny, + Uy, = 0. (4.1.14)

Via introduction of the transformation u = p,, we find
15
(pt)x +6 pr + (pxxx)x =0
X
Integrating this with respect to x, we get

1
D+ Eapi + Dyex = O. (4.1.15)

Substituting the transformation 6p = 12(log F), into the above expression and omit-
ting and meshing some terms, we have

F(Fi + Fyp)y — Fx(Fi + Fyp) + 3( Fxexx) =0. (4.1.16)
Take notice of the operator L = aa 5 in equation (4.1.16), while F = 1+ e a9+t (a,

s being real constants) is the speaal solution for F; + F,,, = 0. Due to the nonlinearity
of equation (4.1.16), the linear superposition is not useful. We expand the interaction
term as

F=1+FY 4+ F? 4

and we get the following series of equations by substituting the above expansion into
equation (4.1.16):
{FV+FQ}, =0,

XXX

{F? +FQ L, = -3{FS) + FOFQL L,

XXX XXX

3
We terminate the first two terms of FV as FO = fi+th f= e HOS*EE (j = 1,2), which
satisfy the first equation. F® can be solved as

{F(Z) +FQ } =3a,05(a, - a1)2f1 fo

XXX

FO _ (ay - ;)
(o + ay)?

———=hh
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In addition, we obtain F G - F® - ... = 0. Consequently, the exact solution for
equation (4.1.16) can be expressed as

(ay - ay)’

(ay +0(1)2

=1+f+h+ ——Shf (4.1.17)
which possesses the terms of fi, f,, but not the terms of f12 and fzz. Similar results can
be generalized to N - f;. Assuming F = Y7, f;, we have

=1+ zf; Z al}ffk + Z ajklfjfkfl +--e al,Z,...,Nflfz - fy

j j#k j#k+l

In fact, it can be proved that F = det |F,,,|, with F,,;,; = 6,0+ az% fm» which corresponds

—(km+kn)x

toC = (6 + W) from the inverse scattering transform. Taking N = 2, éu = ép, =
12(log F),,, and equation (4.1.17), the solution for the KdV equation (4.1.14) reads

ou

- {affl + “ﬁfz +2(a; - al)zflfz + (o = ap)/(a + 0‘1)]2

x (2f2f, + R+ fi + o+ (@ - a) /@ + a) A} (4148)
fj = exp[-a;(x - 5)) + & 2t].

— 0 - - 3 0
The one-soliton solution u = 3azsech2% can be expressed via f = e ¥* "t wijth
0 = ax - o’t, 0y = sa and

bu__of
12 (1+f)?

When f = 1, u arrives at the maximum amplitude 3a® at x = s + a’t with velocity
¢ = o’. For several instances, we discuss the interaction and asymptotic behavior at
t — +oo based on equation (4.1.18).

Case 1. f; = 1, with f, being very large or small at area (x, t). We have:
(1) iffi=1landf, «1,

2
% =~ (10:1]]:11)2 is exactly the a; wave;
(2) iffy=1andf, > 1,
du _ l@-a)/+a)lPafify  aify

2 {fh+ (- a)/(a+a)PRAPE ~ (1+f)?

with

fi- (u)zfl,

a + 0y
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112 —— 4 Interaction of solitons and its asymptotic properties

which is still the following a; wave with phase s;:

2
- 1 o+ oy
$;=5—-—log({ —— ).
a -0

Case 2. f, = 1, where f] is very large or small at area (x, t). We will get the a, wave.

Case 3. 6u = 0, where both f; and f, are very large or small.

Case 4. f; ~ 1and f, = 1 denote the interaction area.

Taking account of the notion that a, > a; > 0, as t — —co, we find an a; wave. We
have

2
fi=1l, x=s;+ajt,
f = e—az(x—sz)mgt _ e—az(s—sz)—az(rxf—as)t <1,

which means that there is an a; wave at the point of x = s; + aft.
We find an a, wave,

2
1 a2+a1> 5

=1, x=s,-—log| —— ) +a5t,
f 2" g(az—al 2

fi>1,

which means that there is an a, wave at the point of x = s, — alz log(%)2 +a5t, while
éu =~ 0 at other points.
Ast — oo,

2
1 a+a
a,wave: X=5;— —10g<#> +aft, fi=l, f>1,
ay -0

awave: X=S5, +a§t, LH=1 fix],

éu =~ 0 at other points.

Therefore, we conclude that the parameters a; and &, keep unchanged after the inter-
action, apart from some phase shifts, so we have

2
. 1 o, +a

a, moving forward — log( =— | ,
a -0

2
. 1 o+

a, moving backward — log< 21 ) .
a -

The interaction time and location at f; = 1and f, = 1 are

2 2
S-S a5S1 — AS
X=S§ +0(2t=S +a2t’ t:_#, X:M
1 1 2 2 0(2—0(2 0(2—0(2
2 1 2 1
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4.2 Solution behavior for KdV equation under weak dispersion
action and WKB method

Consider the Burgers equation
U + Uy, = €Uy, (€ > 0),
where u, — uas € — 0 and where u is the generalized solution for
u; +uu, = 0.
As for the KdV equation
Up + Uy = EUyyy,

two problems concern us. Isu, — uestablished ate — 0? Andis u(x, t) the generalized
solution for u; + uu, = 0? Generally speaking, the answer is negative. That is to say,
the solution for the KdV equation cannot tend to any discontinuous solution which
contains a shock wave.

The solution u, for the KdV equation

Up + UL, = €Uy, (4.2.1)

satisfies the conditions that u, and its derivatives tend to zero as (|x| — o). Also,

(0] [ee)
J u(x, t)dx = J u(x,0)dx = M,

j %uﬁ(x, t)dx = j %uz(x, 0)dx =E.

Integrating u; +uu, = 0 withrespect tox € (-0, +00), replacing the order of derivation
and integration of t, and mining the jump on the discontinuous line x = x(t), we get

dMm 1,
E+D[u] = 2[u ]

where D = 20 [f] = f, —f = f(x(t) + 0) - f(x(t) - 0),and M = [ u(x, t)dx. Due to

the momentum conservation, we get ‘%’I = 0 and the shock wave relationship

_dx 100
Cdt 2w’

We multiply u; + uu, = 0 by u and integrate it with respect to x, i.e.,

dE 1,] 1,5 _J"O 15
i +D[2u]—3[u ], E= L (x, t)dx,
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from which we derive £ = L1u)?. Furthermore, we conclude that dE
2

at < 0, due to
the entropy condition u_ > u, . As to the solution for equation (4.2.1), there exists the
identity % = 0 (E = E,). Thus, we declare that, as € — 0, the solution u, for the KdV
equation (4.2.1) cannot tend to any discontinuous solution which contains a shock
wave for equation u; + uu, = 0. Next, we will examine the asymptotic behavior of the
solution for equation (4.2.1). Suppose that the solution for equation (4.2.1) exists in the
smooth transition zone with thickness Ae, which connects two different states, while
Ae — 0 as € — 0. Introducing the moving coordinate system & = %(t), t' =t x(t)is
the unknown shock wave trajectory. As u(x, t) = u(é,t'), we multiply equation (4.2.1)
by A, i.e.,

€ A72 u&r - (u - D)Uéf = A-ut,. (422)

Assume that uy is bounded and A-uy — 0 as A — 0. While we set A = o(e%) =€,
equation (4.2.2) tends to the following differential equation as € — 0:

uf&' - (l.l - D)ué' =0,

where u — u; as & — +oo and u — ug as & — —oo. In this situation, solution u(¢,t') is
composed of the oscillatory solution, as seen in Figure 4.2.

hu

U b./\/\/\/

Uy

Figure 4.2: The profile of u.

Concerning qualitative theory, we have the following theorem.

Theorem 4.2.1. The shock wave solution of the quasi-linear hyperbolic equation

u + (f(w), =0 (4.2.3)

can never be obtained through the limit of the traveling wave solution for the KdV equa-
tion

u + (f(w), = €Uy (4.2.4)
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Proof. Consider the shock wave solution

Uy, x-Dt<O,

ux,t) = {
u;, x-Dt>0,

where D(u; — ug) = f(u;) — f(ug) and ' (u;) < D < f'(ug). Take account of the traveling
wave solution u(x, t) = u(¢) for equation (4.2.4), with

gD (D), 1de
T e > Tt \ e Jag T edd

Therefore,

u" = [-Du+fw)]'.
We integrate once and obtain

u’ =-Du+f@)+C,

where u(¢) - uyasé — —coandu(é) —» uasé — +oo. One important question comes
to mind. Do the continuous solutions with f(u;) — f(ug) = D(u; — uy) for the boundary
value problem of the above ordinary differential equation exist?

Under the transformations

{u' =v,

v/ = —Du + f(u),

the aforementioned second-order ordinary differential equation can be transformed
into the boundary value problem of ordinary differential equations. Making

P(u) = %Du2 ~F), Fw=fw, Huv)= %vz +P(u),

they will be converted into the canonical equations

{u' =v = Hy,
v = —Du + f(u) = -Hu,

where (u,,0), (u;,0) are two critical points and v — 0 (|| — o0). If the two critical
points (uy, 0) and (u4, 0) are connected by a trajectory, they must be on the same energy
surface, since H(u(¢),v(£)) is a constant along the trajectory. In other words, we can
deduce P(uy) = P(u;) from H(uy,0) = H(u;, 0). What we can prove is that the equality
P(uy) = P(uy) cannot be satisfied at least along the weak shock wave curve. In fact, a
weak shock wave which is connected to the left side of the state can be represented
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by a single parameter 0. We have u = u(0), s(o)(u(o) — ug) = f(u(o)) - f(uy), and
s(0) = f'(ug). p fulfills

p(u(0)) = %s(a)uz(o) - F(u(0)).

Differentiating with respect to o, we find

p(u(o)) = %S(o)u2 + s(o)uit - f(u(o))i.

From the RH condition, s, = f (uy = f(uy) = 0), the above relationship can be simpli-
fied to

p(u(0)) = %S(a)uz #0.

Owing to f"(u) # 0 and 5(0) # O, P(u,) # P(u;) can be derived. That is to say, the
aforementioned integral curve which connects the two critical points does not exist.
O

5 .

Figure 4.3: The contour of u.

As
1,
H(u,v) = Ev + P(u),

we see the equipotential line of H on the (u, v)-plane, as shown in Figure 4.3. There is
no trajectory since (i, 0) is the center point of the linearized matrix (Z““ Z“V ).
The one-dimensional isothermal aerodynamics equations

{ut—vx =0,

(4.2.5)
Ve + (P(w)), =0,

with P'(u) < 0 and P"'(u) > O give similar results (see Theorem 4.2.2).

Theorem 4.2.2. The shock wave solution for equations (4.2.5) cannot be seen as the
limit of the traveling wave solution for the corresponding dispersion equation.

For hyperbolic equations, in order to ensure the convergence of viscosity tends to be
zero, the higher-order viscosity term must be of even order, at least for the second and
fourth order.
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Now, we construct the approximation solution u, via the Wentzel-Kramers-
Brillouin (WKB) method. We have

U + Uu, = ezum, (4.2.6)

where €% < 1. As we know, the WKB method is an important approximation method
in mathematical physics, which has been used to solve the linear ordinary differential
equation

Py +V)P=0, € <1, %.2.7)

where V(x) is the slow-varying function at o(6). Equation (4.2.7) has the following form
of solution:

(x;€) ~ (0, x;€) = W(x)eie, 0= , (4.2.8)

which means that the unknown function ¢ is replaced by two unknown functions W
and B and the variable x is replaced by two independent variables 6 and x. This kind
of settings makes the solution to be a cycle of 8. There are no exponentially formed
solutions (4.2.8) for nonlinear partial differential equations. We expand u(x, t; €) as
the series

u(x, t;€) ~ UB,x, t;€) = UY0,x,t) + eUY (O, x,8) +- -+, (4.2.9)
where 0 = 6(x, t; €). Assume that the cycle of 8 is 1. Then
U@, x,t;e) =U(O + 1,x,t;¢€).

The approximate solution u(x, t;e) = U(0(x, t;€), x, t; €) will be obtained if 0(x, t;€) is
given. In respect of the KdV equation (4.2.6), make

_ B(x, t;€)
==

0

with B = o(1). The variables L = B;, K = B,,and [l = % = % are independent of 6. We
have

0 Lo 0 0 Ko o

— et =, — 5 —— 4 —.

ot €00 ot ox €00 ox
We multiply equation (4.2.6) by €/K, to obtain

1
Uy + UUy + K*Upgy + e[ 7 U+ UU) +3(KU)xg

+ ez{ 1 [Ky - U+ 3(KUX)X]} + e31Um = 0. (4.2.10)
K o K
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118 —— 4 Interaction of solitons and its asymptotic properties

Substituting equation (4.2.9) into (4.2.10), we will get a series of differential equations
of U? (i = 0,1,...). The first one is

0)7(0) | 17(0)17(0) | 1(0)*77(0) _

FVUy” + U7 Ug” + K™ Uggy = 0, (4.2.11)

where 19 and K'© are the first terms of the expansion series of [ and K, respectively.
Integrating twice, we get

%1(0’[U<°>] " %[U(O)f " %[K(O)] (U0 = mu® +n, (4.2.12)

where m and n are integration constants of x and ¢. With fixed x and ¢, the solution for
equation (4.2.12) can be expressed as

UQ@0,x,t) = -1 = (19 + 2m){a + (b - a)C2[2¢ (k)0 - 6p): K]}, (4.2.13)

where k? = g, C, is a Jacobi elliptic function, .7 are Legendre’s complete elliptic
integrals, and a, b, and c are roots for Uéo) =0.

Wheni>1,
2UP = N(UY,. 19, KD, ),
with
2 0 2 0
= 1(0)_ _U(O) K(O) iy
56 300 T 3

In principle, we could go on forever, since the inhomogeneous term N; only has a lower
order. What is important is that, at e — 0, the limit solution for equation (4.2.6) should
be equation (4.2.11), not u; + uu, = 0.

4.3 The soliton stability problem

In this section, we take account of the linear stability problem of solitons, i.e., the
stability problem of the small perturbation of stationary wave solutions for the KdV
equation,

Up + Uy + YUy = O, (4.3.0)

which possesses the soliton solution

Ug(x) = —uoo<1 —3sech’, %x) Uy, > 0. (4.3.2)

We add the perturbation term v(x, t) to equation (4.3.2), so that

u=uy(x) +vixt), |v|< |yl (4.3.3)
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Substituting the equation (4.3.3) into (4.3.1), we obtain
Ve + UgVy + UgxV + Uiy = O. (4.3.4)

Assuming v(x,t) = f(x)g(t), g(t) e’ and 0 = constant, we get the relationship
which f satisfies,
&f
dy?

4(1-3 sechzy)cdl—{/ — (24sech’y tanhy + )f = 0, (4.3.5)

wherey = %X’ a=(-80/ug,)\U/uy,. The boundary condition is
f—=0, lyl— oo (43.6)
Three independent solutions for equation (4.3.5) are given as
fio = A - 2% + 4dd_y22 [e% W sechy]
= M [ (A - 2)% + se”Vsech{A, (A - 2)
- 2(A - 1)tanhy + 2tanh’y}], k=1,23, (4.3.7)
with A; being the roots for the following cubic equation:
P -4l-a=o0. (4.3.8)

Specially, whena = 0, A4, = 0,2,-2, f; « sech?y tanhy (k = 1,2,3), the three indepen-
dent solutions are

fi= sech’y tanhy = fo
f, = 3yf, + tanh? y — 2sech?y, (4.3.9)
f5=15)fo +2 sinh? y+7 tanh? y-8 sechzy.

Notice that equation (4.3.8) has multiple root A = i% ata = l%, which leads to

fi = f, in equation (4.3.9). Therefore, it is essential to choose three new independent
solutions. Now we have

( 2
fi = (Ao — 2% + 4dd_y2 [e% W sechy],

16 = vfi + 31 - 81y + 4)e™ + sd%[e%‘”y sechy], (4.3.10)

2
f5 = A5(A - 2% + 4dd—y2 [ W sechy],

where (Ay,A3) = (2/V3,-4/V3) or (-2//3,4/+/3). The triple root for equation (4.3.8)
will not be given. It is easy to deduce that, except for f;, in the form of equation (4.3.9),
the arbitrary combination of solutions (4.3.7), (4.3.9), and (4.3.10) cannot satisfy condi-
tion (4.3.6). From the above analysis, we conclude that solutions for the KdV equation
are stable under the small perturbation. More details about the nonlinear stabilities
of the soliton and the cnoidal wave can be found in [50].
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4.4 Water wave and wave equation under weak nonlinear action

The KdV equation was first established in 1895 by Korteweg and de Vries under the
assumption of the long wavelength approximation and a small but finite amplitude of
the water wave. Next, we give the derivation of the KdV equation, taking account of the
incompressible inviscid fluid in constant gravity field with space coordinates system
(x1,%5,¥), velocity u = (uy,u,,v), and acceleration of gravity in the —y direction. We
have

V-u=0, (4.4.)

Ju 1
— . =—-=VP -gj. 4.2
5 +u-V)u pV gij (4.4.2)

Considering the irrotational motion, i.e., rot u = 0, the velocity potential u = V¢, and
the equality

V<%u2> =(u-Vju-rotu,-u=u-Vu, (4.4.3)

integrating equation (4.4.2), we obtain

- 1
P20 Bt - g, - 5(V9) - gy,
o
where B(t) is the arbitrary function and p, is an arbitrary constant. Making

o =¢p- JB(t)dt,

we derive
b—-DPo

u=ve Po

1
:_d_zwdf_g. (4.4.4)

In the following steps, we denote ¢’ = ¢. From equation (4.4.1), we find
V.-u=0 = Vp=0. (4.4.5)
The surface equation reads
fOx,x5,y,t) = 0. (4.4.6)

On this surface, the fluid particle cannot pass through the surface, so the velocity of
the fluid which is orthogonal to the surface must be equal to the normal velocity of the
surface. The normal velocities of equation (4.4.6) and the fluid are written as

fe

2 2 2
Vil +ly
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4.4 Water wave and wave equation under weak nonlinear action = 121

and
ulfx +u2fx +ny
lz 12 +f2 ’

respectively. The equal condition between them is

ft + ulfx1 + u2fx2 + vfy =0. (447)

Particularly, equation (4.4.7) transforms into
Nt + Uity + Wy, =V, (4.4.8)
when y = n(x, Xy, £) and £ (11, X5, ¥, ) = 106, X5, ) ~ .
In addition, p = p,, (ignoring the air motion on the free surface) and

Ne + P, My, T Px, Ny, = Py>
(4.4.9)

1
P+ (0, + 0, +9)) +8n =0,

wherey = n(x;, x,, ), Uy = @y, Uy = ¢y, and v = .. Under solid boundary conditions,
the normal velocity of flow must be zero, i.e., n- Vg = 0. Especially ¢, + ¢, ho, +
®x,hox, = 0 at the bottom y = —h,(x;,x;), while ¢, = 0 at the horizontal bottom y =
—hg. Thus, we put the problem forward as follows. The velocity potential ¢ and surface

n satisfy

vip =0, (4.4.10)
Ne + P, M, + Px, M, = Py> ( )
1 4.4.11

P+ (0, + 0L, +9)) -8 =0,
¢,=0, y=-h (4.4.12)

For simplicity, we consider the one-dimensional case, i.e., n = n(x,t), ¢, = 0,y = 0,
and introduce two variables,

a h}
a_%) ﬁ_l_z’

Where a is the amplitude, lis the wavelength andy = hy +n.Making x = X',y = hpy’,
t="%",n=an, e = gl‘"” ,and cj = gh, and omitting
equatlons from equatlons (4 4.5), (4.4.11), and (4.4.12):

wl

, we obtain the following

By + Pyy = 0, O<y<l+an, (4.4.13)
p,=0, y=0, (4.4.14)
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122 — 4 Interaction of solitons and its asymptotic properties

1
Ne + APy — Eq)y =0
1 y=1+an. (4.4.15)
'1+<Pt+§0“Px+ EE%‘O

The formal solution for equations (4.4.13) and (4.4.14) reads

" yzm asz 2m

(2m)! 2x2m (4.4.16)

where f = f,(x,t). We substitute equation (4.4.16) into the first equation of equa-
tion (4.4.15), to obtain

1+ an)

ne+ a[fx -1+ an)nxf;xﬁ - fxxxB +-
Farapf - 30 an>3fxxxxﬂ + (") =0,

i.e.,

+{(1+an)f}, - {%(1 + an)3fxxxx + %a(l + an)zfxxxnx }B + o(ﬁz) =0. (4.4.17)

Similarly, we substitute equation (4.4.16) into the second equation of equation (4.4.15),
to obtain

W+ fot 3002 = S @D+ 0ffo — af2}B+ 0(F) =0, (4418)

Ignoring the first order of B in equations (4.4.17) and (4.4.18) and taking the derivative
of equation (4.4.18) with respect to x, we find

{m +{1+anw}, =0 w=F. (4.4.19)

w; + aww, +1, =0,

Otherwise, if we keep the first order of 8 in equations (4.4.17) and (4.4.18), the following
equation will be obtained:

{(1"'“’7 } B Wioex T O((Xﬁ,ﬁz):
(4.4.20)

Wi + QWWy + 1 — EBWxxt + O(“B>B2) =

It is easy to see that equation (4.4.20) will be transformed into 1; + 1, = O under the
assumption that w = 1 and omitting the first order of a and . We expand w with
respect to « and f3, so we have

w:n+aA+ﬁB+O(a2+,82),
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where A and B are functions of 17 and its derivatives. Substituting the expansion into
equation (4.4.20), we get

1
N¢ + Ny + Ay + 211y) +ﬁ<Bx - grlxxx> + O(az +B2) =0,
1
Me + My + A(Ay + 177y +ﬁ<Bt - Erlxxt> +0(a? + %) = 0.
Because n; = -1, + O(a, ), the derivative of ¢ in the first order can be changed to the

derivative of x. Especially, when we choose A = —%nz and B = %nxx, the above two
equations will be unified as

3 1
M+ + Earlrlx + gﬁrlxxx + O(az + ﬁz) =0, (4.4.21)
with
_ 1 5, 1 2 2
W=n= o+ Py + 0@ + ).

Neglecting the second-order term of equation (4.4.21), the classical KdV equation will
be derived:

3 1
Mo+ M+ SO+ Pl = 0. (4.4.22)
Furthermore, we obtain the Benjamin equation,
3 1
Mo+ M + 5000y~ 2Bl = 0, (4.4.23)

when Moo = “Mxxt+
Here we propose to derive a class of generalized wave equations with weak non-

linear interaction, which we call KdV or Burgers equation [284]. We have

ng + (nu), =0, (4.4.24)

(nu); + (nu2 +P), =0, (4.4.25)

P = P(f,n,u, fi, ny, uy, fi, g wyj, - ), (4.4.26)
F(f,nu,,finy up, i, ny, wg5,..) = 0, (4.4.27)

where n and u denote the number density and particle velocity, respectively, and sub-
scripts i,j denote differentiation with respect to the space and time variables x and
t. P is the function of the state variables (n, u, f) and their derivatives. The state vari-
able f here serves as a parametric function, which defines P as a functional of n, u and
all their derivatives. Equation (4.4.24) is the familiar law of conservation of particles,
while equation (4.4.25) represents the law of momentum conservation. To give some
idea of possible forms for P and F, we list several examples of physical interest.
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124 —— 4 Interaction of solitons and its asymptotic properties

(1) Gas dynamics. Here f stands for the thermodynamic pressure. For P and F, we
have

P=;%@-¢mg, F=P-Ap', mn-=p, (4.4.28)
where p is the density and y is the viscosity coefficient.

(2) Shallow water wave. The number density n now stands for h, the elevation of
the water surface above the bottom of a channel. In this case the state is defined by
only two functions h, u, as

P= %gh2 - %h3(uxt + Uy +UD). (4.4.29)

(3) Hydromagnetic waves in cold plasma. Here f stands for the magnetic field
B(x, t) and we have

1
P:EB{ F=B-n-(B,/n), =0. (4.4.30)

(4) Ion-acoustic waves in cold plasma. Here f stands for the electrostatic potential,
Y(x, t) denotes the wave function, and

1
P=e¢—§¢i F=n-ée’+y, =0. (4.4.31)

At equilibrium, all the derivatives in P and F are canceled out and we leave out the
dependence of P and F on u to preserve Galilean invariance of the system, i.e.,

P =P(f,n), F(f,n)=0. (4.4.32)
Thus, equation (4.4.25) can be rewritten as
oPof oPon
nu; + nuu, + P, = 0, XzﬁaJr%&,
via
OF of  OFn _
of ox  onox

Eliminating %, we have

2

a 2 Fn ]
u+uu, + —n, =0, a =|P,—-—=—P¢]|.
t X n X n Ff f
Ifa® >0,
n; + (nu), =0,
e (4.4.33)
Uy +uu, + —n, =0
n
are hyperbolic equations with two characteristic directions % = u + a, where a is

defined as the velocity. In the limit of infinitesimal perturbations around a uniform
state, we obtain the wave equation with a constant speed of propagation,
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2
U — Aol = 0,

where qa, is the wave speed of the uniform state. We view the KdV and Burgers equa-

tions as designed to describe the slow change of one of these two waves due to both

nonlinear and dispersive (or dissipative) effects characterized by the dependence of P

and F on the derivatives. Now, we introduce two independent variables,

{5 =e"(x - apt),

a+1
t)

(4.4.34)

T=¢
where € denotes the amplitude of the initial disturbance and is assumed to be small
compared with unity. The exponent a > 0 is an undetermined number, while a, de-
notes a certain constant velocity. By virtue of equation (4.4.34), we obtain the follow-
ing forms of equations (4.4.24) and (4.4.25):

€n, + (U - ag)ng +nug =0, (4.4.35)
€uy + (U — ap)ug + n*1P$ =0. (4.4.36)

We now assume that the state variables (n, f, u) can be represented asymptotically as
series in powers of € about an equilibrium state A = (n,f,u) = (n,,f,,0), i.e.,

n=ngy+ en(l) + €2n

f=fo+efP+efP 4.,

W4ty ...

@, ...

u=0+¢€u

We substitute the above transformations and expansions into the Taylor series of P and
F around the equilibrium state A. In the first order of approximation, all the deriva-
tives of the state variables with respect to x and t are dropped, so we have

P =Py + Py (f — fo) + Py, (n = 1g) + P, (u—1up) + O(€),
F =Fy +F; (f - fo) + Fy (= ng) + F, (u—1up) + O(€?).

Due to the Galilean invariance of the system, P, = F, = 0.From po = P;f @ +Py n®

and Ffo%,l) +F,,Oag—? = 0, we deduce

oP® of on® [ Fu ]an(l) »on"
Ny

o _p Y _ip M _|p _Mep [ _ 2
oF ~hgg Timo o [l IETRR N T:

Within the second order of the above expansion, we obtain

W 4 @ 1ppl 4 26100

2 _ 2,2 1)
P ~a0n$ +4, nf P w0

¢

where constants aé, A, B, and C are listed as follows:
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ag A B 4
Gas dynamics  2KT/m 0 -va, O
Water waves ghy 0 0 sahy
Hydromagnetic By 1 0 1
lon-acoustic 1 0 0 1

Comparing the first order of € in equations (4.4.35) and (4.4.36), we have

2
a
m_2 o

(O] (6] -
gy’ = e

aonf = nou{ 5
Integrating these above equations and noting the boundary condition for n® and u®
at & — oo, we get

aon(l) = nou(l) .

In the second-order approximation of equations (4.4.35) and (4.4.36), we obtain

@ , @, (1) 2

M0 =
My +U N+ NoU” + 17U, — aghy =0,
i.e.,
do (1, (1) @ @ _
n +2n0n Mg = Aon;” + Moy 0.
Moreover,
aQ a A _a) 1B o 1 o 7@ 4 O @ _
non +n0n ng +e* Mg e n&( " L =0.

o))

We now eliminate n®? £ ) and Uy and obtain the evolution equation for n?, i.e.,

a 21 C

.1 B
+ € T’l&f + € —n&«{

£ 2% 0. (4.4.37)
2a0 2ny

If B # 0 (for a dissipative system B < 0), we set @ = 1 and C = 0. The resulting

equation of equation (4.4.37) is the Burgers equation. On the other hand, if B = 0 (for
a dissipative system) and a = %, we obtain the KdV equation

A 3
nf) + (— + ﬂ)n(l)n( ) 4 in( ) = 0.
2a, 2n, ¢ 2a, 133
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5 Hirota method

5.1 Introduction

The Hirota method [127], which obtains the special solution via certain transforma-
tions, is an important and direct method to derive the N-soliton solutions for certain
nonlinear evolution equations, apart from the inverse scattering transform and struc-
tural continuation methods. This method is not only applicable for the KdV, modified
KdV (MKdV), sine-Gordon, Toda lattice, and Boussinesq equations, but has also been
extended to a multitude of nonlinear evolution equations [118, 303]. The Bicklund
transformation can also be obtained through the Hirota method [46, 302].

First, we take the KdV equation as an example to introduce the fundamental the-
ory of the Hirota method. The KdV equation takes the form of

U; + 6UU, + Uy, =0, (5.1.1)

which satisfies the boundary condition u = 0, [x| — co. We will solve equation (5.1.1)
via the perturbation method. Letting u = w, and integrating equation (5.1.1) with re-
spect to x, we get

W +3W2 + Wy = O. (5.1.2)
Here, the constant of integration is 0. Expanding w as the series of €, we have
w=e€ew,; + ezwz e, (5.1.3)

Substituting equation (5.1.3) into (5.1.2) and collecting € at the same order, we get the
following equations:

2

(a * ﬁ)wl =0 14
2

(a * ﬁ)wz =3 619
2

<& + $>W3 = —6(W1)X(W2)X> (5'1'6)

whose formal solution in the form of perturbation series will be obtained. We consider
the similar method of Padé approximation, since these series may converge slowly or
even diverge.
Substituting w = G/F into equation (5.1.2), we have
(G(F - GF,)/F* + 3(G,F — GF,)*/F*
+ (GXXXF - 3Gxxe - 3Gxex - GFxxx)/Fz
+ 6(FG,F2 + FGF,F,, - GF2)/F" = 0. (5.1.7)

https://doi.org/10.1515/9783110549638-005
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Introducing a free parameter A, we notice that the complicated expression (5.1.7) with
two unknown functions F and G can be rewritten as

[G,F — GF, + 3A(GF - GF,) + Gy F — 3G Fy + 3Gy Fyy — GFy | /F?
+3(GyF — GF)[GyF — GF, - 2(FF,, - F2) - AF*]/F* = 0. (5.1.8)
Hereby, the following two equations are obtained:
G¢F - GF; + 3A(GyF — GF,) + Gy F — 3G Fy + 3Gy Fy — GF =0, (5.1.9)
2(FFy - F2) + AF? = (G,F - GF,) = 0, (5.1.10)

which can also be expressed as
3

[% - % + 3)[(% - %) + <% - %) ] -G, t)F(x',t") e =0 (5.1.11)
and
3 2\
[(& - W) + A]F(x, t)F(x',t") e
- <2 - i>G(x, HF (X', t") =0, (5.1.12)
ox ox' x=x' t=t'
where D, and D; are the bilinear derivative operators defined by
n m
DiDYf-g = (% - %) (a% - %) fo,Hgx',t") it (5.1.13)
Thus, equations (5.1.11) and (5.1.12) can be transformed into
(D; +3AD, + D2)G -F = 0, (5.1.14)
(D2 +A)F-F-D,G-F=0. (5.1.15)
Through equation (5.1.15), we get
A =(G/F), — 2108 F) 4. (5.1.16)
Especially,
G=2F, (5.1.17)
will be obtained when A = 0. Therefore, we have
u = (G/F), =2(10gF),,. (5.1.18)

Substituting G = 2F, into equation (5.1.14), the following simplified D-forms can be
obtained:

(D, + D))F, - F =0, (5.1.19)
or

D, (D, +D)F-F=0. (5.1.20)
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5.2 Some properties of the D operator

Define D, and the differential operator a% as

D, = 6D, + €D, % = 6% + e%, (5.2.1)

where § and € are constants. The properties of the D operator can be shown as

@M
(1)
(1)
(I10)
(IIL.1)
(II1.2)
(IV)

Dla-1= <%>ma,
Dla-b=(-1)"D]'b-a,

D}'a-a =0, mbeing odd,
D'a-b=D""a,-b-a-b,),
Da-a=2D""a,-a, mbeing even,
D,D.a-a=2D,a;-a=2D;a, -a,

D;n exp(p,x) - exp(p,x) = (p; —Pz)m exp[(p; + py)x].

Assuming that F(D;, D,) is the polynomial of D; and D,, we have

(Ivy)

V)
(VD)

(VL1)

(V1.2)

(VL.3)
(VL4)
(VII)

F(D;,D,) exp(Qt + p;x) exp(Q,t + p,x)
=F(Q; - Qpp1 —P2)/F(Q; + Qp, p1 +P2)

- F(Dy, D) exp[(Qq + Qy)t + (py + py)x],
exp(eDy)a(x) - b(x) = a(x + €)b(x — €),
exp(eD,)ab - cd = [exp(eD,)a - c] - [exp(eD,)b - d]

= [exp(eD,)a - d] - [exp(eD,)b - c],

oa
D,ab-c= <a>bc +a(D,b-c),

Dlab-c= <g>bc + 2<g—Z>Dzb -c+a(Db-c),
Dlac - bc = (D}a-b)c® +3(D,a-b)Db - c,
D} exp(px)a - exp(px)b = exp(2px)Dy'a - b,
exp(6D;)[exp(eD,)a - b] - [exp(eD,)c - d]

= exp(eD,)[exp(6Dy)a - c] - [exp(6D,)b - d]

= [exp(6D; + €D,)a - d| - [exp(-6D; + €D, )c - b].

The following expressions will be useful during the transformation from nonlinear

differential equations to bilinear forms:
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(VIID) exp<e% )(a/b) = [exp(eD,)a - b]/[cosh(eD,)b - b],

(VIIL1) a%(a/b) - DZZQ b

(VIIL2) ;—;(a/b) - Dﬁ;)zz~ b_ (%)Di’z' b
(VIIL3) %(a/b) - Dﬁ; b 5D = b Dﬁll;- b
(IX) 2cosh<e%> logf = log[cosh(eD,)f - f],
(IX.1) aa—; logf = %,

(IX.2) % logf = D%;Z'f - 6< D%;Z‘f )2.

Using the following expression, we transform the bilinear forms to the original non-
linear equations:

0 15}
(X) exp(eD,)a-b= {exp [2 cosh(ea ) log b] } [exp(e& >(a/b)] .
Making ¢ = a/b and u = 2(log b),,, we have
(X1)  (Da-b)/b’ =y,
(X.2) (D2a-b)/b* =y, +up,
(X3) (DRa-b)/b” = Py +3uthy,
(X4)  (Dga-b)/B* = Progex + 6Ulr + (U + 30,
(XI)  exp(eD,)a-b = exp[sinh(e:i) log(a/b) + cosh(e,‘i) ~10g(ab)].
ox ox
Letting ¢ = log(a/b) and p = log(ab), we have
(X1.1) (D,a-b)/ab = ¢@,,
(X1.2) (D2a-b)/ab =py, + @2,
(XL3) (D}a-b)/ab = Py + 30upsx + Py
(XL4) (D)l:a : b)/ab = Proc T 4PxProx + 3(pxx)2 + 64))2(pxx + (pi

We take the verification of expression (X) as an example, since all the above properties
can easily be verified. We have

2cosh<e%> logb =log b(x + €) + log b(x — €),

exp<62>(a/b) =a(x+e€)/b(x+e€).
ox
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From expression (V), we deduce
exp(eD,)a-b = a(x + €)b(x —€).

Therefore,

exp(eD,)a - b = exp

2cosh<ei> log b] . [exp<e£>(a/b)],

ox ox

which is exactly expression (X). Expanding expression (X) as the power series € and
truncating at the same power, expressions (X.1)—(X.4) are obtained.

5.3 Solution of the bilinear differential equation
In order to solve equation (5.1.20), we expand F as the power series of €, to obtain
F=l+efi+€fy+---. (5.3.1)

Substituting the above expression into equation (5.1.20) and collecting the same order
of €, we get

o(0 o

2&(& N ﬁ)fl =0 632
o(0 o

25 ( at o )fz = -Dy(D; + DY)f - fy» (533)
o(0 o 3

zax ot * ox3 f3 = —D,(D; +Dx)(f2 i+ ) (5.3.4)

Next, we focus on two kinds of solutions: (I) polynomial solutions and (II) exponential
solutions.

As regards case (I), we find the following solution for expression (5.3.2):
fi=ag+ax+ ax’ + a3x3 +a,x* + bt - 24a,tx. (5.3.5)

We choose f, = 0 when a, = 0, 3a,a; = a3, and b = 12a;. Therefore, the explicit

solution for equation (5.1.20) writes
F =1+ €[ag + ayx + Gayaz) "> + a; (o +121)]. (5.3.6)

Under the boundary condition of u|,_, = 0, a; = 0. Without loss of generality, choos-
ing € = 1, we obtain

F = a3[x° + 12(t + constant)] (5.3.7)
and

u = 2(log F),, = —6x(x> — 24t)/(x> + 12t)’. (53.8)
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As regards case (II), we solve expression (5.3.2) as
N
fi =) ajexp(Qt + px). (5.3.9)
j=1

Here, O;+ p? = O where p; and g; are constants. Substituting equation (5.3.9) into (5.3.3)
and by virtue of (IV) and (IV.1), we obtain

N
fo =Y exp(A; + 1; + 1), (5.310)
i>j
where exp(17;) = a; exp(Q;t + pjx) and
i —pj)[Qi -Q;+ (p; —p,')3]
(p; + PPIQ; + O + (p; + p))°]
= (0; - p)’ /(i +p)’*. (5.3.11)

exp(4;) = -

Substituting equation (5.3.10) into (5.3.4), we get f; via (V1.4) and equation (5.3.2), so
we have

N

f3= Z exp(Aj + M; + 1j + M) (5.3.12)
i>j>k
with
exp(Ayy) = exp(A;; + Ay + Aj).- (5.3.13)

Following similar procedures, we get fy and the explicit solution of F as follows:
N
F = z eXp(ZAU]Jl]J] + Z}lﬂb), (5.3.14)
u=0,1 i>j j

where ), ; denotes the summation over all possible combinations of i = 0,1, y, =

0,1,...,uy = 0,1 Zfij means the summation over all possible combinations taken
from the N-elements. The parameter € has been included in g;. Equation (5.3.14) and
u = 2(log F),, give the N-soliton solutions for the KdV equation.

5.4 Application to the sine-Gordon equation, MKdV Equation

Firstly, we take the sine-Gordon equation

Px — Py = Sin Y, (5.4.1)
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with the condition g—‘f — 0 (]x|] — 00), into account. We set

p(x,t) = 4tan [g(x, H)/f(x, 1)], (5.4.2)
where
(N/2)
flx.t) = Z z aly, i, ..., 1) - €XP(N; + My, + -+ + 1, ) (5.4.3)
n=0 N‘n
((N-1)/2]
gooty= Y Y (- ojomen) - €XPOYy, + 1y, o4 m, ), (54.4)
m=0 N2m+1

(n)

. . . a(ik)il)) nz= 2)
a(iy, iy . . . 1py) : {1 k<l

n=0,1,
Pac — P)* = (Qu — )’
i + pi)? = (Qyc + Qy)?
__ i =D + Dy — )’
@i — P + Qi + Q)
mi=px-Oit-ng, pi-0f =1,

aly, i) =

where p; and n? are both finite arbitrary real constants, which determine the amplitude
and phase of the ith soliton, respectively. For example, in the case where N = 3, the
solution is written as

fOot) =1+a(l,2) exp(n +1,) + a(l,3) exp(n; +13) + a(2,3) exp(n, +13),
8(x, t) = exp(n,) + exp(ny) + exp(ns) + a(l,2,3) exp(n; + 1, + 13),

a(1,2,3) = a(1,2)a(1,3)a(2,3),

ni=px-Qt, pi-0Qf =1,

where 1; remains finite as t — oco. When Q3/p; > Q,/p, > Qi/p; > 0, p; > 0, and
g(x, t)/f(x,t) = exp(n;), the soliton solution will be obtained as follows:

. 0
i(,0) = =22 = ~2p; sech(ny)

In the following part, we will show a brief proof that solutions (5.4.2), (5.4.3), and
(5.4.4) solve equation (5.4.1). Substituting solution (5.4.2) into equation (5.4.1), we have

f8xx = 28 + fx8 — (84 — 218t + fu8) = &> (5.4.5)
fof =22 + fo = (Fuf = 27 + )
= 88 — 287 — (8ug — 287 + 88y)- (5.4.6)

As the next step, consider solutions (5.4.3) and (5.4.4). Then the above expressions can
be rewritten as
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n
Y Y aliy by, i)aliys i)

=0 n°l
Ry (i iy B3 Ty i - 0g) = 0, forn=1,3,5,...,<N, (5.4.7)
n
¥ Y Dty by i@l i - i)
=0 n°l

'hz(il,iz,...,il;il+1,il+2,...,in):O, forn:2,4,6,...,SN, (5.4.8)
with

h(il, iz, ceey il; il+1, il+2, ceey ln)
2
= +pi, + -+ Dy~ Py, ~Pi, ~ "~ Pi,)
2
S Qe Q- O O )

U1 U142

For certain n, the following identities are formed from expressions (5.4.7) and (5.4.8):
n ~
z (H 0,~>b(01x1, 05X, ..+, OpXy)

01,02,...,0p=%1 \ i=1

(091, 09X, ..., 0pX,) = 0, ifnisodd, (5.4.9)

n
Z <H ai>b(01x1, 05Xy, - ., OpXy)

01,0300, =1\ i=1
hy(01X1, 05X, . .., 0,X,) = 0, if nis even, (5.4.10)
with
~ (n) ,
b(01X1, 09Xy, ..., OpXy) = H(akxk - o),
k<l

R n n n /! n
h1(01X1,02X2,...,Uan) = Hoixi Z H o | — nUiXi,

i=1 i=1 =1 1% i=1
R n n n !
hy(01x1, 0%, .., 0%) = | Do || Y [ o ),

i=1 i=1 =11

Xi :pi + Qi'

In fact, denoting the left side of equation (5.4.9) as D, (x;, X5, . .., X,,), We see it has the
following two properties:
(i) D, is a symmetrical homogeneous polynomial,

(i)
4 L 2 232
Di(Xqs -+ s X))y max, = 8% l_I(X1 —=X;) D(X3,X45 .. » Xp),
i=3

at Xl = in.
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It is easy to see that equation (5.4.9) is satisfied at n = 1. Assuming that equation (5.4.9)
is satisfied at n - 2, via (i) and (ii), we find that D, is the 2n(n - 1)th-order symmetrical
homogeneous polynomial

(n)
[0 -0
k<l
On the other hand, we conclude that D; = O for certain n, since it is straightforward to
find that D, is the polynomial of the n’th order. Similarly, we find D, = 0.
Secondly, we consider the following MKdV equation:

Ve + 24V2vx + Ve =0, (5.4.11)
d
v(x,t) = @ (5.4.12)
ox
tan p(x, t) = g(x, t)/f (x, t), (5.4.13)
with
[N/2]
f(X, t) = Z z a(il’ iz, i3, N izn) exp(fil + gl'z e+ gizn)’ (5.4'14)
n=0 N‘n
[(N-1)/2]
gooty = Y Y linbye. i) eXPEG & 4o+ &, ) (54.15)
n=0 N92m+1
n s s
a(l :l > n= 2,
a(il, i2’ o ln) — Hk<l ( k l)
1: n= O, 1,
. i — ) 0 3
alipi) =~ PEPO e po0-2%, 0;=p}.
ot ®i + pp)? s it =4 i~
When N =3,

fx,t) =1+a(1,2)exp(é; + &) + a1, 3) exp(é; + &3) + a(2,3) exp(é + &3),
g(x, t) = exp(§)) + exp(&,) + exp(&) + a(1,2,3) exp(§; + & + &),
a(1,2,3) = a(1,2)a(1,3)a(2,3), & =px - pit.

When t — co, the soliton solution reads
v(x,t) = p;/2sech ],
with

g/f =exp(&), p3>p,>p; >0,
gtf - gft + gxxxf - 3gxxfx + 3gxfxx - gfxxxx =0, (5'4'16)
ffxx - zfxz +fxxf + 88xx — ng +8x8 = 0. (5-4-17)
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The above two expressions can be written in the following forms:

o 0 o o\
(G 3) (5% 3w Jseonrec. O =
<a d > [foatf (X' t') + g(x, g (x',t')] =0
ot ox ’ R I

(5.4.18)

(5.4.19)

Reconsidering equations (5.4.14) and (5.4.15), we rewrite equations (5.4.16) and (5.4.17)

as

ZZa(ll,lz, S DY (CITOR TR

1=0 n°l
Ty ips e iipegs .. niy) =0, n=1,3,5,...<N,

n
la,e nage s .
z Z(—l) a(iy, iy .. 501, s - - -5 1)

1=0 n°l
My(ipsiys i iy rig) =0, N=2,4,6,...<N,

H;:L)l lk, il)’ n>2

@iy iys...riy) = {

1, n=0,1,
2
o (Pac—pa)
aiy, iy) = ———=,
(Dix + Pi)
hl(i]’iZ""’il;il+1""’in)
_ (3, .3 3 .3 3
i, + Py Dy B, D)
3
+ Oy, +Py, + D, Dy, P
hy(iy, iy s iy -5 Iy)
2
=y +pi, + - +Py,—DPi, " —P)

Furthermore, we get

Z B(Olp1>02p2’~">0npn)

01,0%,..,0p =21

-hy (0101, 02Dy, - .., Oppy) = 0, ifnisodd,

n
> (Hffi)b(olpl,ozpz,...,onpn)
i=1

01,07,...,0,=%1
- hy(01p1, 02D, .., Oppy) = 0, if niseven,
(n)

B(Glpla 03025+ Orbpn) = H(U]<pk - Ulpl)zy
k<l

hy(o1py, ..., 0npp) = _(O-lpf + Ufl i)(o-lpl L% R ann)3’

hZ(Ulpl’ [ERR} ann) = (Ulpl %) 53 Unpn)z-
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Denoting the left side of equation (5.4.22) as D;(p;, Py, - - -»Py), We see it has the
following three properties:
(i) D, is a symmetrical homogeneous polynomial,
(ii) D, is the even function of p;,p,,...,Pn;
(iii)
n

2
Dy(py,....Pn) = 220 (P% —an) D3, p4>--->Pn)>

m=2
ifp, = p,.

It is easy to see that equation (5.4.22) is satisfied at n = 1. Assuming that equa-
tion (5.4.22) is satisfied at n — 2, we find that D, is the 2n(n — 1)th-order symmetrical
homogeneous polynomial. On the other hand, it can be seen that D, is the polynomial
of the n(n — 1) + 3th order. Thus, we conclude that D; = 0 for certain n. In a similar
way, we can prove equation (5.4.23).

Thirdly, we consider the nonlinear lattice equation

d’r —br, —br,
L=gle’m-e ™|, n=12 (5.4.24)

m
dt?

wherer, =y, — ¥, and a and b are constants. Via the transformation

ab

—br, _ _
o (e 1) = (logf,); (5.4.25)

Hirota obtained the following N-soliton solution for equation (5.4.24):
N N
fn(t) = Z exp |: Z Bl}]‘lll‘l} + Z yixi:| > (5.4.26)
§=0,1 i i=1
where

x; =Bt —kn+y; ki y; being constants,
12

ab k;

s = o —_— 2 i —l,

ﬁl +< - > sin >
m (B, — B;)? — 4sinh? 2

m 2 . 12 Ktk ?
25 (Bi + Bj)” — 4sinh® ==~

ePi =

where ), _,; denotes the summation over all possible combinations of y; = 0,1, u, =
0,1,...,uy =0, 1.
Fourthly, we take the nonlinear electric filter equations

2

% 10g(1+ Viy(t)) = Vigyy () = 2V, (8) + V4 (0) (5.4.27)
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and
av.
dtn = (1 + Vrf)(In _In—l)’
dl (5.4.28)
d_;l = (1 +Ii)(Vn—1 - Vn)

into account. N-soliton solutions for equation (5.4.27) have been obtained under the
transformation

V, = [tan™' g, /f], (5.4.29)

and f,, g, are in the forms of

W N N
fult) = Z eXp[ZBijViVj +Zpixi:|’

4=0,1 i i=1
(e N N
ga(t)= ) exp [Z Byt + ) piX; ] ,
4=0,1 i<j i=1
where
a; =Pt —kin+y;
.k
Bi = +2sin EI

5 (Bi—B)’—4sinh?

e’ =- Ktk ’
(B + B;)? - 4sinh® =3

where Z,(P:o,l and Z,(i)m denote the summation over all possible combinations of y; =
0,1, u, =0,1,...,uy = 0,1. Particularly, we require that

N() N(e)
z }; = even integer, Z }; = odd integer.
i=1 i=1

Fifthly, as for the Hirota equation

ip; + 3ia|(p|2(px + PPy +10Q 0 + 6|<p|2<p =0, (5.4.30)

the N-envelop soliton solutions can be expressed as

¢ =glf,
, N N
ft)y=) "exp [Z Byt + ) Hixi ] ,
§=0,1 i i=1

, W W
g, t) = Z EXP[ZBUVW}"'ZMXI'])

u=0,1 i<j i=1
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" " el o
g (xt)= Z exp ZBijﬂiyj"'zyixi ,

4=0,1 i<j i-1
x; = kix - Bit +y;,  kj, y; all being constants,
B = —ipk + ok, j=1,2,...,2N, i= V-,
Kin=k's Bin=PB, j=12...,2N.

Here,
Bijzlog[%(l<i+kj)2], fori=1,2,...,N;j=N+1,N+2,...,2N
ori=N+1,N+2,...,2N;j=1,2,...,N,
a

Bi]'=—10g|:20_
ori=N+1,N+2,...,2N; j=N+1,N+2,...,2N,

(ki—kj)z], fori=12,...,N;j=12....N

where ), _,; denotes the summation over all possible combinations of y; = 0,1, u, =
0,1,..., 0oy = 0,1. The sums 3, o, ¥, o;, and ¥,/ satisfy

! ! " " n n
YoM=Y Muns Y Mi=1+ ) pns 1+ ) = ) Uy
u=0,1 u=0,1 u=0,1 u=0,1 u=0,1 u=0,1
5.5 Bilinear Bicklund transformation

As we know, we can obtain the bilinear forms for some nonlinear evolution equations
through the Hirota method. We consider the hilinear differential equation

FD,D)f-f=0 (5.5.1)
and construct a new differential equation
[F(Dy, DS - f'1ff — f'f'[F(Dy, Df - f] = 0. (5.5.2)

Obviously, if f satisfies equation (5.5.1), we deduce that f’' is another solution for
equation (5.5.1), corresponding to equation (5.5.2). Therefore, equation (5.5.2) gives
the Bicklund transformation of f’ and f for equation (5.5.1). The following exchange
formulas should be mentioned and used:

(1)  exp(D;)[exp(D,)a - b] - [exp(D5)c - d]

= exp D, - D, [exp(D2 ;DB +D1>a.d] . [exp<D2;D3 —D1>c.b],

2

where D; = €;D, + §;D;, €; and §; are constants, andi =1,2,3,

2) (D2a-b)cd - ab(D’c-d) = D,[(Dya - d)cb + ad(Dyc - b)),
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3) (DD - f)f ~f'f'(Dif -f) = 2D, (Def" - f) - fF',
@) (Dif" - - f'f (D - f) = 2D (Dyf" - F) - fF,
) (DY -fMF - F'F (D -f) = 2D (D3 - £) - ff" + 6D (Dif" - £) - Dy(F - f).
We take the KdV equation as an example, whose bilinear form is given by
D (D; +coDy +DY)f f =0, (5.5.3)

where ¢, is a constant. Assuming that f is a solution for equation (5.5.3), f’ is another
one. f and f' satisfy

[De(D¢ + oDy + DR - Fff = F'f' [Dy(De + oDy + DY)f -f] = 0. (5.5.4)
By virtue of exchange formulas (2)-(5), equation (5.5.4) becomes

2D, {[D; + (co + 30D, + DIIf' - f} - ff'
+6D,[(D; —uD, - Nf' - f](Df -f') = 0, (5.5.5)

where A and y are arbitrary constants. Supposing that f is a solution for equa-
tion (5.5.3), f' is another solution for equation (5.5.3) in the case where

[D; + (co + 30D, + D2)f' -f =0, (5.5.6)
(D2 -uD, - A)f' -f =0, (5.5.7)

which are exactly the Backlund transformations for equation (5.5.3). Similarly, we can
obtain the Biacklund transformation for the following nonlinear equations:
(D) Boussinesq equation. We have

(D -D2-DY)f -f =0, (5.5.8)

whose BTs read as

{(Dt+aD§)f'-f=0, 559)
(aD,D, + D, +D)f' -f =0,
where a® = -3.
(II) Kadomtsev-Petviashvili equation. We have
(DD, + D + DY)f -f =0, (5.5.10)
whose BTs read as
{(Dy sy (5.5.11)
(-aD,D, + D; +D)f' -f =0, -

where a® = 3.
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(I11) Higher-order KdV equation. We have
D, (D, +D))f -f =0, (5.5.12)

whose BTs read as

D' -f=A'-f,

D, %wi ) %Di o (5.5.13)
(IV) Shallow water wave equation. We have
D, (D, - DD} +D,)f -f = 0, (5.5.14)
whose BTs read as
{(Di - Df’ = N'-f, | 65515
(BD,D, - Vf' -f = uDf" - .
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6 Backlund transformations and the infinitely many
conservation laws

Backlund transformations were first discovered for the famous sine-Gordon equation
at the end of the 19th century. They are usually treated as nonlinear superpositions to
create a new solution from a known one.

6.1 Sine-Gordon equation and Backlund transformation

We consider the nonlinear Klein—Gordon equation

P — P+ F' (@) = 0. (6.1.1)

If F'(p) = g, it is called Klein-Gordon equation; if F'(¢) = sin ¢, it will be the sine-
Gordon equation

Qi — Py +8iNY = 0. (6.1.2)

In the case where sin ¢~¢, the above two equations are equivalent. When sin ¢~¢ —
%(p3 ,i.e.,F(p) = %(p2 - ﬁ(p“, we have the following ¢*-field equation:

1
Pt — Pox + 0 — ;(p3 =0. (6.1.3)
When we choose F'(¢) = sin ¢ + Asin 2¢, equation (6.1.1) becomes
©it — Py +Sin@ + Asin2¢p = 0, (6.1.4)
which is called a double sine-Gordon equation.
Passing to the light cone coordinate,
x—t X+t
T T
equation (6.1.2) transforms into
Py =sing. (6.1.5)

The sine-Gordon equation was first derived in the course of investigation of surface
geometry with constant Gaussian curvature K = —1. Many physical problems can be
reduced to equations of this type, such as the propagation of vortices in Josephson
junctions. In studies of general superconducting junctions, Josephson found that the
current flow through a superconducting junction satisfies

dp 2e
dat h
where v denotes the voltage and ¢ = ¢, — @, is the phase offset between two super-
conducting wave functions. ¢ satisfies the next sine-Gordon equation

J =Jysing, v,

https://doi.org/10.1515/9783110549638-006
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2el], .
Pxx T Pyy — LC(ptt = TO sme,

where L, C, e, ],, h are all the physical constants. Other related physical problems in-
clude crystal dislocations, wave propagation produced in the direction of magnetiza-
tion in ferromagnetic material, etc.

It is easy to find the traveling wave solutions for equation (6.1.2). Setting ¢ = (&),
& = x - Dt, and D = constant > 0, equation (6.1.2) converts to

(D* - 1)®y +sin @ = 0. (6.1.6)
Multiplying @, and integrating, we obtain

%(DZ —1)®; + 2sin’ %d) = A, (6.1.7)

where A is the integral constant. The soliton and periodic wave solutions for equa-
tion (6.1.2) are obtained from equation (6.1.7). If we take A = 0, D? -1 < 0, we have

tgd/4 = + expl(1- D?) 1 (F — &),
or
@ =4tg + {+(1- DZ)_%(X -Dt)}, for& =0, (6.1.8)

which is the soliton solution for equation (6.1.2). Periodic wave solutions for equa-

tion (6.1.2) can be expressed in detail as follows:

(1) The periodic wave solution will be obtained when0 < A < 2, D?’-1 > 0, ® oscillates
about @ = 0 in the interval -, < ® < @, and O, = Zsin‘l(%)%.

(2) The periodic wave solution will also be obtained when 0 < A < 2, D> =1 < 0, and
® oscillates about @ = 7 in the interval m — @, < © < 1 + D,

(3) The helicon wave solution will be obtained when A < 0 and D*> -1 < 0, as

1

3

(szi{ 2 <|A|+Zsin29>}.
1-D? 2

(4) The helicon wave solution when A > 2 and D? - 1 > 0 will be expressed as

1

b

(I)S(:i{ 2 (A—Zsin29>}.
D?-1 2

(5) The kink solution will be obtained when A = 2and D?> - 1 > 0, as

tan< s n) = exp{(D* - 1)

(€ - &),

where -1 < © < 7.

Lamb solved the soliton solutions for the sine-Gordon equation via Backlund transfor-
mation. As for equation (6.1.5), we introduce the following Backlund transformation:
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a_(p, = a_(p +2Asin<(p+—(p,>
2 b

0 0

‘f, d , (6.1.9)
99 _ 99, zsm<u>
on o A 2 /)

where A is an arbitrary parameter. From equation (6.1.9), considering the derivative of
the first equation with respect to r, the derivative of the second equation with respect
to §, and the original equation ¢, = sin ¢, we deduce the new equation ‘p’fn =sing’,
which has the exact same form as the original. Choosing ¢ = 0 as the seed solution,
another solution ¢, can be expressed as

(6.1.10)

x - Dt )} p_L1-X
Vi-p2/I T 1+ A
(@, is a soliton solution for the sine-Gordon equation.

Generally speaking, for the sine-Gordon equation, Backlund transformation is a
method structuring a new solution from a known one. In other words, Backlund trans-
formation is a transformation between N-soliton and N + 1-soliton solutions. In ad-
dition, with the so-called “commutation principle”, we can get a new solution from
several existing solutions based on algebraic manipulation, while the integration of
equation (6.1.9) is not essential. That is what the principle says: “Based on the initial
solution @, for equation (6.1.5), we will get the same ¢,, no matter the orders of equa-
tion (6.1.9) with respect to A; and A,.” From the above analysis, we get the following
nonlinear superposition formulas:

P3 —Po D, + D, <‘P1—‘P2>
t = t . 6.1.11
g< 7 ) D,-D, - (6.1.11)

Q= 4tg! [exp(i

If oo = 0, ¢; and ¢, take the forms of equation (6.1.10). Inserting them into equa-
tion (6.1.11), the following Perring—Skyrme solution for equation (6.1.5) will be ob-
tained:
sh(x/V1- D?
g(p/4 — M,
ch(Dt/V1-D?)
which can be seen as the following superposition of two kink solutions:
sh(Dt/V1 - D?
tg(p/4 = #)
Dch(x/V1-D?)

which can be seen as the interaction between kink and anti-kink solutions. If we take
D = ib in equation (6.1.13), another soliton solution for equation (6.1.5) will be shown
as

(6.1.12)

(6.1.13)

_ sin(bt/ V1 + b?)
ch(x/Vi+b?)

whose evolution state displays the periodic attraction and repulsion between kink and
anti-kink solutions, named “breather”.

tgp/4 (6.1.14)

printed on 2/10/2023 3:23 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

146 —— 6 Bicklund transformations and the infinitely many conservation laws

Figure 6.1: The relationships between solutions @y ; and @y, j.1-

Now we generalize the procedure of finding soliton solutions for the sine-Gordon
equation via Backlund transformation. We assume that the special solutions ¢,
©, ..., @ for equation (6.1.5) will be obtained from the following Bécklund transfor-
mations:

1 1
E((pi’x - @j_1x) = ajsin §(<p]- +@j_1),
(6.1.15)

1 1 .1
5Gjt = Pjre) = & sin (¢ = ¢j-1),

where @, = 0. Under suitable initial conditions, solutions for equation (6.1.5) can be
related by two parameters a; and g; as follows:
Prj1 = Baj(pk]»
Prs1j = B, P> (6.1.16)
Pr+tjr1 = BajBak (pk]- = Bak : Ba]-(pkj’
where B, is the Backlund transformation for g;. The relationship between the solu-
tions can be found in Figure 6.1.
N-soliton solutions for the sine-Gordon equation can be expressed as follows:
(i) ifj> 0, theng;,;=0and

1
—kix+ i t+yj

®jj = 4tg‘l[e | y;j is constant, (-1) /k; < 0; (6.1.17)

(i) ifj > I, then

| =

=

: ] tg( Prj-1 = Pl ) (6.118)

1
©1j = Pri1j-1 + 418 [ 4

+

=]

=

11 il
(—1) Fl < (—1)]E

We note that, in order to derive the N-soliton solutions through Backlund transforma-
tion, it is essential to know all the lower-order soliton solutions, which can be found
in Figure 6.2.
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Jege,

Qo as ay ag

ekeks

Figure 6.2: Lamb profile for N-solitons. The numbers in brackets stand for the numbers of solitons.

6.2 Backlund transformations for a class of nonlinear evolution
equations

We presented the Backlund transformation for the sine-Gordon equation in the last
section. In fact, a lot of nonlinear evolution equations have corresponding Backlund
transformations. The transformation z(x,y) — z'(x',y’) satisfies

P=f(xy.z",p'.q'),
[ A A A (6'2'1)
q =g(X Y »2Z2,D .49 )’
where p = g—i, q = g—;,p' = ax" and ¢’ z,. In a similar way, we denote r = %,
2 2 2,1
s:a—zt:a—zr’:a—zs’:a andt’:a,2 Setting x = X' andy = y/,

oxoy’ ay?’ ox'?? ox'oy’?

dp_dq

considering the integrable condition of z, we have

Q =fy/ =gy +fzrq’ - qz/p’ + (fp/ —gq/) +fqlt’ +gp1r’ =0. (6.2.2)
For equation (6.2.2), two cases exist: (1) the equation is identical to zero, i.e.,

fpl —gq/ qu/ ngr = 0,
fy’ —dx +fz'q, _qz’p, =0,
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or (2) Q = 0 gives the second-order Monge-Ampére equation. The former case results
from contact transformation, while the latter one results from Backlund transforma-
tion. By virtue of the Backlund transformation, eigenvalue problems of the inverse
scattering transform and infinitely many conservation laws will be obtained. For ex-
ample:

(1) Backlund transformation for the sine-Gordon equation
S =sinz (6.2.3)

can be expressed as

%(p—p') = asin[%(z+z')],

(6.2.4)
1(q +q¢)=a’ sin[l(z —z')].
2 2
Making I’ = tan[(z + z')/4], from equation (6.2.4), we have
1
T, +al - Ep(1 +T%) =0. (6.2.5)
We know the Riccati equation
T, +2pT + Qr’+R=0, (6.2.6)
which is equivalent to
Wy, + pwy; = —Rw>,
{ L TP 2 (6.2.7)
Wy —PW, = Qwy,
with T = w; /w,. Therefore, equation (6.2.5) is equal to
Wy, + 1aw ! pw.
1x T 56W = SPW),
2 2 (6.2.8)

1 1
Wyx — anz = —EPWD

which are exactly the eigenvalue problems of the inverse scattering transform corre-
sponding to equation (6.2.3).

If a is very small in equation (6.2.4), infinitely many conservation laws for equa-
tion (6.2.3) are obtained. In fact, taking z’' (x,, a) in the form of

o .
Z'(xy,a) = Zz)-'(x, nd, a—o0, (6.2.9)
=0

substitution of equation (6.2.9) into (6.2.4) gives

Sad-s [(zal 9k

printed on 2/10/2023 3:23 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



6.2 Backlund transformations for a class of nonlinear evolution equations = 149

where z;, = z and z] = 2z, as a — 0. Because the coefficients of higher-order terms are
equal, we get

2 =2z,,
1
25 =2z, + §(zy)3,
1, , (6.2.10)
z, =2z, + 2(2,) 2,
3
Ze =22, + 3(zy)zzyyy + SZy(zyy)2 + %(zy)5 )
The energy-conserved form of equation (6.2.3) is written as
1,2 ' _
E(ZX ), +(cosz' —1), =0. (6.2.11)

Reconsidering equation (6.2.10) and collecting the same order of a, we get infinitely
many conservation laws. Next, we give the following terms of conserved density:

15
Ty = =z,
0 2 X
2
Ty = 22,2, + 82y Zyx + 2,220
1527 = 2252 + 42yyyyxZyx + A2ypyyyn + 62y, 2y 22

2 2 3
+32yyyy2,2 +102y),2,, 2,2 + 52, 2,,2, + 82,2, 2,

+ 8z§zyxzyyx + %z;‘zyxzx e
(2) Recall the KdV equation
Uy + 6UUy + Uy = 0. (6.2.12)
Making z = ffoo u(x',y)dx', we get

g+3p°+a=0, a=zg,,. (6.2.13)

Assuming the Backlund transformation for equation (6.2.12) in the following form:

=f(z,7.p"),
A, 6210
the second equation of equation (6.2.14) can be simplified to
a=9(zz.q4.p.1r) (6.2.15)
since
r=ff+fa0 +f,r. (6.2.16)
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The second-order mixed derivative of z can be written as
d
d—s =f,q+f»q +fys'

or

dq _ ! ] ! '
a _(pzp+(pz’p +(pq/S +(pp:r +Pua.

Due to the equality of the mixed derivatives and z' satisfying equation (6.2.13), we
define function Q(z,z',p,p’,q.q',r,1") as

Q= -8 +£,a+f2q — 9.0~ @0 — 91’ +9.(qd +3p7)=0.  (6.217)
Selecting Qg = f,» — ¢, = 0, with f independent of ¢’ and r’, we have

(pqrqr = (pqlrl =0, (6.2.18)
Qq’ :fp’fz +fo _ffp’z _plfp’z’ - r’fpp’ +¢@p =0.

Because Qg1 = ~f,1, + @ = 0, we deduce
fop = @y = a(z,2',7"), (6.2.19)
where a(z,z',r') is undetermined. Considering
Qiyiyr = =3fpp =0 (6.2.20)
and equation (6.2.18), equation(6.2.19) can be written as

f(z,2,p') = b(z,2")p' + c(z,2),
o(z.2,q,0',7") = b(z,2")q +A(z,Z,p' ) +v(z,Z,p"). (6.2.21)

In the following steps, we will determine A, ¢, and v. From equation (6.2.17), we have
Quiyr = =201, =0,
from which we deduce that A is independent of p’. In addition,
v(z,2,p") = vy(2,2" )0 + vi(z.2 )0 +vo(2.2), (6.2.22)

since Q1 = 0. We deem b(z,z') as a constant, so

p=bp +c,
(6.2.23)

g=bq +Ar' + vzp'2 +vip' + v,
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where b is constant and c, A, and v; (i = 0,1,2) are the undetermined functions of z
and z'. Substituting equation (6.2.23) into Q, we get the following seven equations to
solve five unknown functions and a constant:

2v, = —(bA, + A1), (6.2.24)
A=—(bc, +cy), (6.2.25)
vy =Ac, - cA,, (6.2.26)
VoC, — CVyy + 34— bvy, — vy, = 0, (6.2.27)
Vi€, — CVyy — Vour — bV, = 0, (6.2.28)
bv,, + vy =0, (6.2.29)
VoCy — Vg, = 0. (6.2.30)

For z belonging to equation (6.2.13), we find the third derivatives of equation (6.2.23)
as follows:

2
a=ba' —Ar' + 2v,p'" + p'[2bcc,, + 2cc,, + c,(bc, + c,)]

+c%c,y +cc2 =0, (6.2.31)
v,-b+b*=0, (6.2.32)
bc,, +2b+c,y =0, (6.2.33)
c’Cyy +CCE+Vy+3¢” = 0. (6.2.34)

From equation (6.2.30), we derive v, = (z')c(z,z'), where 1(z') is undetermined. In-
tegrating equation (6.2.34) once, we have

c+2+P+Kc?=0. (6.2.35)

Choosing K = 0, we obtain c,, = -1 from equation (6.2.35) and c,,; = —b from equa-
tion (6.2.33). Combining equations (6.2.32), (6.2.24), and (6.2.25), we get

Cprpr = 2b+ b7 (6.2.36)
Integrating equation (6.2.36), we have
c(z,z')=m- %[z2 +2bzz' - b2+ b)z"?] + kz + 12,

where k, [, m are integral constants. Supposing m # 0, k = [ = 0, the following rela-
tionships are obtained from equations (6.2.24)—(6.2.30):

A=2b(z-2),
vy = =2bm — b(2% - 222 + b*2"?),
v,=b-b?
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Y =-2m-2b(1+ b)z"%.

Taking b = -1, Backlund transformation for the KdV equation (6.2.12) can be expressed
as

’ 1 2
p+p =m--=(z-2'),
{ J ) (6.2.37)
q+q = (z-2")(r-r")-2p* +pp’ +p").
Ifz' = 0 for the KdV equation, equation (6.2.37) can be simplified to
_ 15
{ p=m 2z ,
q=2zr- sz = -2mp,
whose solutions can be solved as
1 [(m : ]
z = (2m)2 tanh <3> (x - 2my)
and
1
_ 1 -
u = p = msech’ <%> (x - 2my) |, (6.2.38)

where u is a solution for the KdV equation (6.2.12). If we set T = z — Z’, from equa-
tion (6.2.37), we have

1
Q—§ﬁ+m—mza

which is equal to

1 (6.2.39)
Vo = — §V1.

(3) Recall the modified KdV (MKdV) equation

{le = (2p - m)v,,

2
Uy + 6U Uy + Uyyy = 0. (6.2.40)

In a procedure similar to the KdV equation, the integrated form of equation (6.2.40)
becomes

q+3p2+a:0.

The Bicklund transformation writes

p=hbp +asinv,

o , P 1 , (6.2.41)
q=bq —2a|br'cosv+p smv+§a(p+bp) ,
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where b = +1. Setting I' = tan[%(z + bz")], we have
I,+al -p(1+T%) =0,
which is equivalent to the following eigenvalue equations of the scattering problem

for equation (6.2.40):

1
WlX + anl = sz,
1 (6.2.42)
W2X - EaWZ =pW1.

(4) The complex conjugation form of the nonlinear Schrédinger equation reads

ig+r+ 2’z =0,
(6.2.43)

—ic'1+f+222=0,
where “-” denotes the complex conjugation. The Backlund transformation for equa-
tion (6.2.43) is
;1. .
p=p - Elwr+1kv,
1 1 (6.2.44)
9=q'+57(p+p") ~ky + (1wl + VP),
wherew =z+2z',v=z-2', 7= +i(b - 2|v|2)1/2, and n, b, k are real constants. Making
I'=(b- 2|v|2)1/2/\/§y, from equation (6.2.44), we get
. A, L ’ . N |
Z[T, +kT+ 7 2(2T° +2)] =2/ [, +ikT + 7 2 (2 T"+27)],
which is equivalent to the following equations:
1. _1
Wy, + izkw1 =-T 2Zw,,
1 . (6.2.45)
Wy, — Eikw1 =T Zzw;.

6.3 The commutativity of Backlund transformation for the KdV
equation

The KdV equation
Uy + 6UUy + Uy = 0, (6.3.1)

remains invariant under the boundary terms

1 "2
u =p-u,-z(u-u),
Bﬁul: * * 2 (6.3.2)

uy, = —u'y + (U= ) (U — ') - 2l +uady + u')z(],
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where f is the arbitrary Backlund transformation parameter. The integrated form of
equation (6.3.1) reads

u, + 3U + Uy = O. (6.3.3)

Theorem 6.3.1. Ifuz = Bgu, (i = 1,2) is the solution for equation (6.3.3), which is
obtained by Bdcklund transformation with seed solution u, and parameter 3;, we get
another new solution ¢ for equation (6.3.3),

@ =uy+ 2B - By)/(ug —up,), (6.3.4)
where ¢ = Bg Bg uq = Bg, By u,.

Proof. Obviously, we have

Ugy +Up x =P1 — %(uo - uﬁ1)2> (6.3.5)
Uoy + U, x =P - %(uo - uﬁz)z, (6.3.6)
Ug x +Ugp,x =P2— %(uﬁl - uﬁ1ﬁ2)2> (6.3.7)
Up, x +Ug,p x =P1 - %(Uﬁz - Uﬁzﬁl)z, (6.3.8)

where ug g, = Bg Bg ug and ug g = Bg Bp uy. If we set ¢ = upp = upp, from equa-
tions (6.3.5)—(6.3.8), we obtain

1
Ug x—Ug = B1— B+ E(uﬂl —ug )(2up —ug —ug ), (6.3.9)
1
uﬁl)x - Uﬁz)x = ﬁZ _Bl + E(Uﬁz - uﬁ1)(uﬁ1 + uﬁz — 2([)) (6310)
Equation (6.3.9) minus equation (6.3.10) is

@ = ug + 2By — By)/(ug, —up,)).

It is easy to verify that equation (6.3.4) is a solution for equation (6.3.3).
Similarly, Backlund transformation for the MKdV equation

2
Vy + 6V Vy + Vyp = 0 (6.3.11)
can be expressed as
u, = au', +Bsin(u+au'),

By = qu, = au'y, - B[2aus, cos(u + au') + 2u)’(2 sin(u + au') (6.3.12)

+Bluy +auy)],  a=+l,

where f is the arbitrary Backlund transformation parameter. O
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Theorem 6.3.2. Ifu, (i = 1,2) is the solution for equation (6.3.11), which is obtained by
Bdcklund transformation with seed solution u, and parameter B = B; (i = 1,2), we get
another new solution for equation (6.3.11),

tan( L _2u° ) = a(ﬁi tzz ) tan( u ) (6.3.13)

where ¢ = B Bg uq = Bg Bg u,.
Example. Taking u, = 0, we get from equation (6.3.12)
ug = 2tan”! €M, (6.3.14)
where
Wi =Bx - By +vi (6.3.15)

and y; (i = 1,2) is an integral constant. The following solutions is obtained from equa-
tion (6.3.13):

By + B, ) sinh{3 (41 ~ 1)} (6316)

=2t ‘1[< .
¢ ==otan Bi- B, Cosh{%(y1+y2)}

6.4 Bdcklund transformations for the higher-order KdV equation
and multi-dimensional sine-Gordon equation

In [270], Sawada and Kotera pointed out the following higher-order KdV equation:
U, + 180Uty + 30(Ullyyy + Uylyy) + Uy = O, (6.4.1)
which possesses the bilinear form
D (D + DY)f -f = 0. (64.2)

Based on equation (6.4.2), Sawada and Kaup [269] constructed the Biacklund transfor-
mations

15,2 35\
(Dt - 3/3Dx - EDX>f f=0, 6.4.3)
(D}-p)f' -f=0, (6.4.4)

where f is the Biacklund transformation parameter. To prove the Backlund transfor-
mations, we need to verify that

P=f"-f'DD;+D2)f -f - fiDy(D; + D2)f' -f' = 0. (6.4.5)
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By virtue of the exchange formulas, equation (6.4.5) can be developed to
P=D[2f" 1) (Df 1)+ 2" f)- (D3 - 1)
- 2D ) DU 1)+ S ) (D)
2D 1) (D 1) 3D ) (D)

=D2(f' -f)- (DS -£) - 3(f' -f) - (DYf' -f)
+15(D3f" - f) - (D' - £)] +5DUf' - f) - (DY - f) (6.4.6)
= D[15B(f" - £) - (D" - £) + 15B(Df" ) - (F' )] = 0. (64.7)

Backlund transformation for the three-dimensional sine-Gordon equation

3 42 2
0 0
— = 6.4.8
(; 8x1.2 e >u sinu ( )
has been carried out as follows:
o . o0 . 0 -ip
{I('j_x+101(¥+w3ax3 O'zat}‘{ 3 }

= exp{ifo, exp[-ipo, exp(-10;)]} sin{ # ]» (6.4.9)

where 0, 0,, 05 are Pauli matrices, I is a 2 x 2 identity matrix, 0 < 0 < 271, 0 < ¢ < 27,
and —oo < T < 0o. @ and f satisfy

s 1.2 3 1.2 .3

zﬁ_ﬁ a(x’,x%, x>, t) = sina(x',x,x°, t), (6.4.10)
i=1 X

s 1.2 3 1.2 3

Zﬁ_ﬁ B(x',x",x°,t) = sinh B(x", x",x°, t), (6.4.11)
i=1 9X

respectively. We rewrite equation (6.4.9) in the new form

0 . a—1i . . [a+i
{I&+IP}{ > ﬁ} = [4, +i4,] sm{ zﬁ}, (6.4.12)
where
0 .0
on-la > 036 3 lo-za)

(6.4.13)

0 1 0 —i 1 0
a={1 o) 27\ o) 57 \o 4
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and
A, =1Icosé,
B < sin@sin ¢ cosh (cos ¢ — sin @ sinh 7) sin 9) (6.4.14)
27 \(cos @ + sin@sinh 7)sin 6 —sinf@singpcosht '

Dividing equation (6.4.12) into the real and imaginative parts, we get

I%{%} + P«[g} =4, sin<%> cosh<§> -4, cos(%) sinh<§), (6.4.15)

P{g} —Ia%{g} =A; cos(%) sinh<§> +4, sin(%) cosh(é). (6.4.16)

We construct the most simple nontrivial solutions for equations (6.4.10) and (6.4.11).
Making 8 = B, = 0 and a = a, = 0 in equations (6.4.15) and (6.4.16), we derive

a,(x', x5, x°;0,9,7) = 4tan""{a, exp R}, (6.4.17)
8050, 1) = {4 tan‘l{la1 expRl, R<O, (64.18)
4 cosh™ {a;expR}, R>0,
where
R =xcos 0 +x*sin @ cos ¢ + sin @ sin (x> cosh T + t sinh 1) (6.4.19)

and g; (i = 0,1) are integral constants. It can be verified that equation (6.4.17) is the
soliton solution for equation (6.4.10), while 8 is not amongst the soliton candidates.

6.5 Backlund transformation for the Benjamin—Ono equation

The Benjamin—Ono (BO) equation, which describes one-dimensional internal waves
in deep water, is expressed as

u; +2uu, + Hlu,,] =0, (6.5.1)

where H is the Hilbert operator, defined by the Cauchy principal value integral

Hf () = }TP ro 1@ 4

—0Z—X

To get the bilinear form for equation (6.5.1), we introduce the following transforma-
tion:

.0 ,
u(x, t) = za(log[f If1), (6.5.2)
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S5t
z=ux+ee'?
x
Figure 6.3: Profile of contour C.
where
N N
foc[JOe=2a®), foc [Jx=2n(0)),
n=1 n=1

zn,z:l are complex functions, and Im z, > 0, Imz;, <0,N € Z*. Thus,

uzi(%_%>:ii{xj2{l _X—lzn}

n=1

and

i o 1 Y1 1
Hu:iPJ Z{ .- }dz.
T Jewz-xZlz-2, z-2z,

(6.5.3)

(6.5.4)

(6.5.5)

To compute equation (6.5.5), taking the contour C (as shown in Figure 6.3) and by

virtue of the residue theorem, we have

1 1 1 1
— - - dz =res(z = z,).
2m Jez-xlz-z, z-2z,
Therefore,
X—€
limi_J 1 r 1 ]dz
=02 Jooo z-Xx|2-2, z-2z,

1 1 1 1
+11m—J - ]dZ
e=02mmi Je,z-xlz-2z z-2z,

1 (*® 1 1 1
+1im—,J [ - ]dz
€e—02m Jrez-X12-2, z-2z,

1

CXx-z,
1 *© 1 1 1
—PJ. [ - :|dZ
2mi ) z-Xxl2z-2, z-2z,

1 1 1[1 1

- -lim o - ]dz
X-2z, €e02mle,z-xlz-2, z-z,
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1 1 (° 4 - 1 1 .
= - lim J e'e ’9[ = - 5 ]ezelede
X—2z, e-0|2mi x+ee® -zl x+ee’ -z,

1 1
+_
xX-z, 2

:1[ 1 1 ] (6.5.6)
2lx-z), x-2z,

1 1 ]
X-z, X-z,

As a result, we derive

n=1 n n
N/ 1
- _n;<x—z,g " x—zn>
fi f]__9 :
|+ x| - -5 ol (65)
Substituting equations (6.5.2) and (6.5.7) into equation (6.5.1), we have
2 2
2 [i2oslr'ir)) - [ 2 rosls11)| - 5 (10gls'r)) | -

Integrating the above expression with respect to x and taking the integration constant
as 0, we have

2

i (oglf"if)) - | - logly'1f])| - 25 (oglf'f] -

ie.,
i(ff, = f'fe) ~ fex + 2xfx —f'fix = 0, (6.5.8)
which can be rewritten as
[i(ftlf _f,ft’) - (f)zxf - 2f;:fx’ +f’fX’X’)]X’=X,t’:t =0, (659)
or
el ! a
(i -1 - (2 - ) -0 -0

Thus, the following bilinear form for equation (6.5.1) is obtained:
(iD,-D2)f' -f = 0. (6.5.10)

Assuming that (f,f') are a pair of solutions for equation (6.5.10), while (g,g’) are de-
fined by the following Biacklund transformations:

(iD, - 2iAD, - D2 - W)f - g = 0, (6.5.11)
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160 —— 6 Bicklund transformations and the infinitely many conservation laws

(iD; - 2iAD, - D2 - w)f' -g' = 0, (6.5.12)
(D, +idf -g' = ivf'g, (6.5.13)

where A, i, v are undetermined parameters, we can prove that g and g’ satisfy
(iD;-Dy)g' -g = 0. (6.5.14)
In fact, equation (6.5.14) can be satisfied logically, if we derive
P=g'g(iD, - Dy)f' -f - f'f(iD, - D})g' -g = 0. (6.5.15)
Taking account of
g's(DSf" - f)~f'f(Dig'-8) = fe(Df' -g') ~f'8' (DS - ),
equation (6.5.15) can be rewritten as

P=fg(iDf' -g')-f'g'(Df -g) - g8' (DX -f) +f'f(D2g’ - )
= 2iA[fgD,f" -g' —f'g'D,f - g + [feDif' -’ —f'g'Dif - 8]
-g'gD¥f' -f+f'fDlg - g.

By virtue of the exchange formulas

feDf'-g' -f'g'D,f-g=Df'gfg, (6.5.16)
feDf' -g' —f'g'Dif g =D, [(Df -8)-f&' +f'g - (Df &), (6.5.17)
f'fDig' -5 -g'sDXf' -f =D,[(Dyg' -f)-f'g +fg' - (Df' - 8)] (6.5.18)

and equations (6.5.17) and (6.5.18), we have

feDif'-g' ~f'g'Dif -g+f'fDig g -g'gDif -f
=2D, [f’g : (Dxf ’ g’)]' (6.5.19)

In addition,
cd(D,a-b)—ab(D,c-d) =D,ad - bc, (6.5.20)
so we derive

P= ZIADxf,g fgl + 2Dx[f,g : (Dxf gl)]
=2D,[f'g- (D, +iNf -g']. (6.5.21)

Considering equation (6.5.13), we get

P= ZDx[f’g . (ivf'g)] = 2iVDx(f,g 'f’g) =0,
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which is exactly what we need to prove. As

9 :
= i (log[g'/g]), (6.5.22)

a new solution for the BO equation (6.5.1) is obtained.
Consider the modified BO equation

- 2, + 2ve'u, + Huy, + u, Hu, = 0, (6.5.23)
where H is the Hilbert operator and A, v are constants. In a similar way, via the follow-

ing transformation:

!
ux,t) = uy + log[];_‘%], (6.5.24)
we can prove that u(x, t) is another solution for equation (6.5.23) under the following
Béacklund transformations:

(iD, - 2iAD, - D2 - u)f -g = 0, (6.5.25)
(iD; - 2iAD, - D> - w)f' - g’ = 0, (6.5.26)
(D, +iNf-g' =iv'f'g, V' =ve'. (6.5.27)

Consider the wave propagation equation of streamline flow in finite depth,
U, + 2uu, + Glu,,] =0, (6.5.28)
where G is the integral operator and

Glu(x, t)] = %/\ fo [coth g}l(x' -x) - sgn(x’ = x) [u(x, t)ax’, (6.5.29)

where A 7! is the parameter related to the depth of the flow. For the shallow water wave
A — o0, it becomes the KdV equation. For the deep water wave, A = 0, it reduces to
the BO equation. We make

.0 -
u(x, t) = za—x(log[f/f]), (6.5.30)

where

N
fit) l_[ [1+ exp{A[A(Imz,)(x — At) - Z,]}], (6.5.31)
n=1

wherez,(n =1,2,...,N) are complex, 0 < Almz, < 71, and f is the complex conjugation
of f. Backlund transformations for equation (6.5.28) read

(iD¢ +i(A - 21")D, - D> — ' )f -g = 0, (6.5.32)
(iD; +i(A-2A")D, - D2 - J')f -g = 0, (6.5.33)
(D, +iN)f -g =i'fg, (6.5.34)

w S ULV un min m .
here A', ', v' are undetermined parameters
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162 —— 6 Bicklund transformations and the infinitely many conservation laws

6.6 The infinitely many conservation laws for the KdV equation

As is well known, mass, momentum, and energy conservation laws are the three im-
portant conservation laws in physics. In mathematics, if a physical problem can be
described by a differential equation in the form of

u; = K(u), (6.6.1)

the corresponding conservation law can be written in the divergence form

or , ox _

bl n~2
ot Tax 0 662)

where T and X are related to the unknown function u(x, t). T denotes the density con-
servation and X is named flow conservation. When X is zero at the area boundary, it
is sure that the invariant I = f Tdx is independent of time.

Infinitely many conservation laws are closely related to the existence of soliton
solution. More and more instances indicate that the nonlinear equations which have
soliton solutions have a high possibility of possessing infinitely many conservation
laws. On the other hand, the conservation integral is an important mathematical tool,
based on which we can make a priori estimate on the solutions for differential equa-
tions. The a priori estimate is the core and key of the existence and uniqueness theo-
rems of solutions for differential equations. As pointed out by Lax, infinitely many con-
servation laws are an important characteristic to distinguish the KdV equation from
other nonlinear evolution equations.

For the KdV equation

U — 6UU + Uy = O, (6.6.3)
the first corresponding conservation is
u, — (u® + Uyy), =0, (6.6.4)
from which we obtain the momentum conservation
[o0) (o)
J u(x, t)dx = J u(x, 0)dx = M, (6.6.5)

—00 -0

where u and its derivatives are zero as |x| — co.
Multiplying the KdV equation by u, we get the second conservation form

1 1
(—u2> + <—2u3 +uu, — —uﬁ) =0 (6.6.6)
2 t 2 X
and the energy conservation

E= J %uz(x, t)dx = J %uz(x, 0)dx = E,. (6.6.7)

-0

EBSCChost - printed on 2/10/2023 3:23 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



6.6 The infinitely many conservation laws for the KdV equation —— 163

The third conservation law can be expressed as

<u3 + %ui) + <—gu4 + 30Uy — 6ULL + Uy Uy, — %uf(x> =0. (6.6.8)
t X
Furthermore,
®f(3 1, (3 1,
J u o+ Eu" dx = j u(x,0) + Eux(x, 0) )dx. (6.6.9)
=00 -0

These conservation laws were first derived by Whitham [306] and Miura [180], who
gave the conservation forms explicitly. In addition, the infinitely many conservation
laws have been obtained via a certain function transformation by Miura.

The MKdV equation

QV=V,—6W, + V=0 (6.6.10)
is related to the KdV equation by the following relationship.

Theorem 6.6.1. If v solves equation (6.6.10), we conclude that u = v* + v, satisfies

equation (6.6.3), i.e.,
Pu = u; — 6uu, + uy,, =0.
Proof. Itis obvious that Pu = (2u + %)Qv, S0
Qv=0 = Pu=0.
Equation (6.6.3) remains invariant under the following scale transformations:
t—t, x—>x'-6ct', u—-u+c

where c is a constant. Here, setting

t'=t X =x+ 23?1.‘, u(x, t) =u(x',t") + ﬁ €>0,
and v(x, t) = ew(x’, t') + 2i€, we rewrite the transformation u = v> + Vv, as
u(x',t") = wx',t'") + ew, (X', t') + EwA(xX', t).
Omitting /, we have
0 = Pu = u; — 6Uly, + Uyyy

- <1 + e% + 2€2w>[wt - 6(W + W)W, + Wy, | = LRW,
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where
Rw=w, - 6(W + €2W2)W + W
t X XXX+

We claim that u is independent of €, since € is not present in the KdV equation. There-
fore, fromu = w+ew, +elw? (ex1), we derive that wis a function of u and €. Expanding
w with respect to €, we have

W =Wy +EW; + €W,y + -+

—u—eu, — WU —uy) +-,

wherew; (i = 0,1,2,...) are polynomials of u, u,, u,,, . . .. Substituting the above expan-
sion into

Rw = w, + (-3w? - 26w’ +w,,), =0

and collecting the coefficients of higher-order terms that are zero, infinitely many con-
servation laws for the KdV equation are obtained. O

6.7 Infinitely many conservation quantities for the AKNS equation

For the generalized Ablowitz—Kaup—Newell-Suger equation

{Vl,x = —i{vy +qv,, 671)
V2’X=i(V2+W1, -
the boundary conditions of the eigenfunctions @, @, ), are
0~ <(1)> e - < 01> ¢ X oo,
0 i&x = 1 —i&x
Y~ L)e P~ 0)€ > X oo, (6.7.2)

where g,r — 0 as [x| — oo and { = & + in is the eigenvalue. Applying the Wentzel-
Kramers—Brillouin method, we find

ve !~ (?) * % (— Ix”qqrdx’> e
(g (5
22’

o - <(1)> b (f_xoo qrd"') . (6.73)

1 r
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6.7 Infinitely many conservation quantities for the AKNS equation

pe - (0)_ L q
ve (—1) 2 (j* qrdx’)+ ’
a(§) = w(p, )~ 1—2(J grdx' +---,

A0 = W D)ol + —— o
aQ) = wig. D1+ 5 j_ooqrd“ ,

where w(u,v) = uyv, — vju,. At x — oo, we have

()
which leads to

a(§) = lim (¢,¢).
Making e? = <p1ei(", from equation (6.7.1), we get

((P1ei{X)X = ‘J‘Pzei(x>
(‘Pze_lcx)x = r‘Ple_l(X-

Eliminating ¢, and using the definition of , equation (6.7.7) develops to

1 5 N

or

b= g+ ot |
(px 2 ( q (px q q . N
Making { — oo in equation (6.7.3), we have
ix (1
pe” ~ 0 +0(1/¢).
We expand ¢ with respect to (, to obtain

- (P1 ?,
Y=o T air " 21( Z

(21( m

— 165

(6.7.4)

(6.7.5)

(6.7.6)

(6.7.7)

(6.7.8)

(6.7.9)

(6.710)

(6.7.11)

Meanwhile, the first examples of a series of solvable equations produced by equa-

tion (6.7.9) read

X
DPrx=—qr = ¢ = —J qrdy,
—00
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X
Pox = Q<%> =qr, = @,= —J qr,dy, (6.712)
X —00
X
P3=- Jl (qr,, - qzrz)dy.
The general recursion formula for ¢,, is

(p n-1
¢n+1 = Q<_n> + z (pk(pn—k) (n=1), (6-7.13)

97x ia

where ¢, = 0 and $; = —qr. Noticing that a({) is independent of ¢, the following
conserved quantity will be obtained:

Ina() = lim In(p;e®) = 1

. S .. Pn
im ;)}Lr(l)lo Qi (6.7.14)

For simplicity, we write C,, = lim,_, ., @,,n=1,2,...,and
(e}
= amay,

—00

(o)
C = j qr,dy, (6.7.15)
-0

G = j (aryy - 4r)dy.
For a kind of higher-order KdV equation,
up + uluy, +up =0, (6.7.16)

where p, q are nonnegative integers, p > 2. Kruskal and Miura [148] have predicted the
number of conservation laws for equation (6.7.16) in 1970, as shown in Table 6.1.

This prediction has been proved perfectly through symmetric function methods.
For the more generalized KdV equation

U + (f(u))x = ﬁuxxx’ (6.717)
q
0 1 2 23
4
B 1 1 1 1
3 00 00 oo oo
#F
>5 ) 3 3 3

Table 6.1: Numbers of conservation laws for equation (6.7.16).
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there exist three conservation laws for f(u) being the polynomials of u:

Tl =u, Xl :f(u) _ﬁux)p
T,= L2 x,- Juf’(u)udu - Buu,, + 1Buz

2 P > 2 o XX 2 X

) B (" (6.718)

T,=2 du,

= S+ | Faodu

2 2 B, 1,

X; = ﬁf’(“)ux + B U Uy — ?uxx + Ef () — Bf (Wuy,.

By virtue of infinitely small transformation and symmetry, it has been proved that
there exist at least three conservation laws for the following nonlinear evolution equa-
tion:

U =HWuy,...,uy), u= Pu, 9= — (6.7.19)

when H = %g, where g is the grad polynomial and H(u,uy,...,u,) is the constant
coefficient polynomial of u;.

Infinitely many conservation laws for the Boussinesq, the nonlinear Schrodinger,
and the derivative of the nonlinear Schrdodinger equations have also been obtained
through Bicklund transformation [175].

6.8 Darboux transformations

Darboux transformations were originally developed by Gaston Darboux while study-
ing the linear Sturm-Liouville problem [175]. Since the analysis of the inverse scatter-
ing transform is more difficult, Darboux transformations provided a convenient way
to study solitons and their interactions for linear and nonlinear partial differential
equations, including the nonlinear Schrédinger, KdV, Kadomtsev-Petviashvili, Toda
lattice, and sine-Gordon equations, amongst others.

In 1882, Darboux [175] studied the eigenvalue of the Sturm-Liouville equation

-0, +ux)® = A0, (6.8.1)

which is usually referred to as the one-dimensional stationary Schrédinger equation
in quantum mechanics, where u(x) is the given potential function and A is the spectral
parameter. The following transformation was applied:

ufl] =u-2(ndy),,,
Dy x ) © = Wr(®,, D) (6.8.2)
O, oo

o[1] = (ax -
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where Wr is the Wronskian determinant and @, is the special solution for equa-
tion (6.8.1) with A = A;. We easily verify that

— @, [1] + u[1]O[1] = AD[1]. (6.8.3)

The above transformation (6.8.2) is the classical Darboux transformation.
One way to understand the above transformation is the operator factorization
method. We consider the second-order differential operator

d
L=-D*+u, D=—,
dx
introducing a factorization L — A = AA*, where
A=D-v, A"=-D-v

are the first-order operators, which are formally adjoint to each other. The following
construction is entirely algebraic and all operators are considered as formal differen-
tial operators without boundary condition.

Definition 6.8.1. For any differential operator P of arbitrary finite order, which has
possibly complex-valued coefficients, we define P* as

X d
(P*f)g - f(Pg) = --Q(f.8)
for arbitrary C* functions, where Q is the polynomial of f, g.
For example, when P = A, we have
(A"N)g - f(4g) = - (o).
dx

To construct the general operator factorization, we take ® # 0 as a solution for
the eigenvalue problem

L-1)P=0 (6.8.4)
and make
A=0D0, A*=-07'Do. (6.8.5)
Next, we need to verify
A"A=L-A (6.8.6)

Infact, A* A is a formally self-adjoint second-order differential operator, whose leading
term is —D?. Hence, A* A is of the form —D? + g. From the form of A, we find A*A® = 0,
i.e., (=D* + q)® = 0. Therefore, through (6.8.4) and (6.8.5),

printed on 2/10/2023 3:23 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

6.8 Darboux transformations =— 169

The proof of (6.8.6) is complete.

Thus, every solution ® for (6.8.4) may result such a factorization, but it is not the
Darboux transformation we need. Similarly, we conclude that AA* has the same lead-
ing term with A* A, namely,

L] = -D* +u1].
It is easy to find that
u[l] = u-2(In®),,
and the eigenfunction for L[1] is
(L] -0 =o.

Obviously, the above invertible transformation is the Darboux transformation (6.8.2).

However, one problem of the classical Darboux transformation is that the higher
iteration cannot be carried out with the same spectral parameter. Recently, gener-
alized Darboux transformation has been improved by using the limit technique to
construct the rogue-wave solutions, especially the higher-order rogue-wave solutions.
More details as regards generalized Darboux transformation are listed in [121, 120, 115].
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7 Multi-dimensional solitons and their stability

7.1 Introduction

After having encountered a large number of problems as regards one-dimensional
solitons, we now consider the following question. Do multi-dimensional solitons ex-
ist? If so, how do they behave? This is a widespread concern and a very important
question. A lot of work has been done on the multi-dimensional solitons problem and
some meaningful results have been obtained which are, but a lot more work will need
to be carried out. Of course, the problem of multi-dimensional solitons is a complex
and difficult problem, which involves a series of problems that must be solved. In the
current situation, there are at least the following questions to be dealt with. (1) Do soli-
tary waves and standing wave solutions exist? From a mathematical point of view, this
problem is related to the existence of nonzero solutions to some boundary value prob-
lems for nonlinear elliptic equations. (2) Are these solitary waves and standing wave
solutions stable? And can they collapse in a finite time? This question is currently
a big issue in physics. (3). Are these solutions soliton solutions, i.e., do their wave
forms and amplitudes remain unchanged (or changed slightly)? Some of these spe-
cific questions have been answered in part. In [65, 128], the authors pointed out that
there does not exist a multi-dimensional fully stable solution to the nonlinear wave
equations for a class of real (uncharged) scalar fields. In other words, if there exists a
fully stable solution, it can be stable only in the case of plane geometry. Some suffi-
cient conditions for the existence of solitary wave and standing wave solutions of the
nonlinear Klein—Gordon equation were studied in [24, 283]. The existence conditions
of multi-dimensional nonlinear Langmuir solitary wave and periodic wave solutions
were discussed in [89, 301]. The conditions for the existence of solitons formed by a
three-dimensional scalar field were studied in detail in [82] and a general theorem for
its stability was given. Numerical results were given for some special problems. The
existence and stability of the three-dimensional ion acoustic solitons in low-voltage
magnetized plasmas was shown by Zakharov. Three expressions of soliton solutions
to the two-dimensional sine-Gordon equation were given in [126]. The solitary wave
problem for the multi-dimensional nonlinear Schrédinger equation was discussed in
[2] and [171]. The cylindrical solitons in water waves were considered in [176] and the
numerical results were also given. Guo et al. have derived the two-dimensional Boussi-
nesq equation and the KdV equation and also discussed the problem of their solitary
wave solutions. The stability of the soliton of the nonlinear Klein—-Gordon equation
in nonlinear field theory was considered in [13]. It was shown that the soliton was
unstable with the nonlinear cubic term, but it was stable when the nonlinear term is
quintic. The problem of the existence and collapse of the multi-dimensional plasma
solitons was studied and discussed in [315] and [58]. From the point of view of current
research, considering the existence of multi-dimensional solitons, a large number of

https://doi.org/10.1515/9783110549638-007
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papers are devoted to the study of fully symmetric stable solutions, such that the prob-
lem is reduced to one dimension in mathematics, i.e., to study the spherical symmetric
or column-symmetric model. As for the dynamics of multi-dimensional solitons and
the investigation of the formation of the interaction process, the use of computer nu-
merical calculation is widespread. From this point of view, it promotes the develop-
ment of computational methods and computational mathematics for a new class of
evolution equations. In this chapter, we introduce the existence results of the multi-
dimensional solitons for several important nonlinear evolution equations and their
stability and collapses are briefly introduced and commented on.

7.2 Existence problem for multi-dimensional solitons

We define the solitary wave as a solution of the wave equations when its maximal am-
plitude sup, |@(x, t)| is not vanishing as ¢t — co, but, for any ¢, it vanishes as |[x| — co.
From the point of view of physics, some physical quantities, such as electric charge,
energy, etc., are concentrated in a limited area of space in any time (i.e., nondisper-
sive). Solitary waves generally have two special forms: (1) traveling waves, ¢ = u(x—ct),
where c is a constant vector, and (2) standing waves, ¢ = exp(iwt)u(x), where w is a
real number and i = v~-1. Solitary waves are usually referred to as traveling waves,
but in recent years, standing waves with oscillation factor are also known as solitary
waves. For example, the traveling wave solution with oscillation factor for the nonlin-
ear Schrédinger equation has been called envelope solitary wave. In some literature,
solitary waves are confused with solitons, but solitons should be understood as soli-
tary waves with “some certain safety factor”, that is, the amplitude and shape of the
solitary waves are not changed or only changed slightly by an interaction. In the fol-
lowing, we discuss the existence of solitary waves and solitons for several important
nonlinear wave equations.

(I) The real nonlinear Klein—Gordon (NLKG) equation.
We have

Qi — A + m2<p +f(p) =0, (7.2.1)

where x = (X, X5,...,X,) € R", A is the Laplace operator, and m > 0. We assume that
fo)=0,f (re') = f (r)e. If @ posses the standing wave from solution (2), then equa-
tion (7.2.1) becomes

—Au + (m2 - wz)u +f(u) = 0. (7.2.2)

We will show that there exists a nontrivial solution to (7.2.2), and the solution vanishes
exponentially as |x] — oo when f(u) satisfies some growth conditions and |w| < m.
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If (7.2.1) has the traveling wave solution (1), then we have

Z azu 2 _
=Y aj——— +m’u+f(u) =0, (7.2.3)
i aXiaX]'

where a;; = §;; + ¢;¢;. If |c| < 1, then (ay) is positive definite. In fact, we have };; a;§;é; =
€7 = (c- &% = (1 - (c)?)|€)P for all & = (&,,&y,...,&,) € R". Through some rotation
transformations, (7.2.2) and (7.2.3) can be reduced to the following equation:

-Au+Fu)=0, xeR", (7.2.4)

where F(u) = f(u) + (constant)u. We always assume F(0) = 0, which means that equa-
tion (7.2.4) always has the trivial solution u = 0. We also assume F is a real continuous
function. Let G’ = F, G(0) = 0. Then we easily obtain some necessary conditions for
the solution of equation (7.2.4).

Theorem 7.2.1. Ifu(x, t) is the solution of (7.2.4) and vanishes as |x| — oo, then we have
(n=-2) J Vuldx = —(n—2) J uf (u)dx
=-2n J G(u)dx. (7.2.5)

Therefore, if SF(s) or G(s) (n # 1) or H(s) = (n — 2)sF(s) — 2nG(s), or —H(s) is positive
(s # 0), then (7.2.4) only has a trivial solution. For any nontrivial solutions, the energy is
positive, as we have

E(t) = H%wuﬁ - G(u)]dx
1
== J IVuIde.
n
Proof. We prove (7.2.5). Assuming it represents the complex conjugation of u, we have

—(Awi = V(Vu - i) + |Vul*.

Multiplying (7.2.4) by & and integrating with respect to x and assuming u and its deriva-
tive vanish as |x| — oo, we get

j[wuﬁ +Re @tF (u)]dx = 0.
On the other hand, r% = ) x;ii; and the identities
_ _ 1 2 n 2
—Reu;u; = —Re(upqiy); + (Exilujl >i + <1 - §>|ui| ,
Re Fu)x;i; = (x;,G(u)); — nG(u),
j[(n - 2)|Vul? + 2nG(u)]dx = 0.

This immediately yields (7.2.5). O
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LetL=-}q; %;X. +a,, where the constant matrix a; is positive definite and a, is
a positive constant. Aésume F,(s), F,(s) are real continuous functions, s € [0, c0), and
G4(S), Gy(s) are the indefinite integrals of F;, F,, respectively. We assume they satisfy
the following conditions:

Fi(s) =0, Fy(s)>0, s>0, (7.2.6)

Fi(s) = 0(s), Fy(s)=o(s), whens — 0, (7.2.7)

Fy(s) = o(sl +Fi(s)), s— oo, (7.2.8)

Fy(s) = o(s' + Gy(s)/s), s — oo, (7.2.9)
wherel="2andn > 3.

Theorem 7.2.2. Assume that the conditions (7.2.6), (7.2.7), (7.2.8), and (7.2.9) hold. Then
there exist A > 0 and the solution u € H' of

Lu + F,(u) = AF,(u), (7.2.10)
where u is nonnegative; u exponentially decays to zero as |x| — oo and f Gy (u(x))dx < co.

Remark. Theorem 7.2.2 is still true when n = 1 or n = 2 and it can be established in
weaker conditions at this time. In what follows, we give a few examples of how to use
the results of Theorems 7.2.1 and 7.2.2.

Example 7.2.3. Given -Au+u - [u/f'u=0,x e R, n>3,q > 1.
Applying Theorem 7.2.1, we have

|S|q+1

2
F(s)=s—|s|%s, G(s)= > - .
2 qg+1

Letal=2"1- (g + 1)7L, so while the coefficients of

<nT_2 )sF(s) -nG(s) = -s* + (1 - a'n)|s|7*!

have the same symbol, i.e.,a <norq > 2—3, there does not exist a nontrivial solution.

Thus, we assume 1 < g < Z—j Any solutions must satisfy the identity (7.2.5), that is,

a(n-2) J |Vu|2dx L J |u|2dx
a-n

= nJ lul7dx.

If we set F;(s) = 0, Fy(s) = |s|q"ls, L =-A+1I, A =1, then, from Theorem 7.2.2, we know
that the nonnegative solution exists.
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Example 7.2.4. Given —Au+(m’—w*)u+|ulP tu-Alul?'u = 0, wherex € R", m*>-w’ > 0,
and p, g are two numbers which are different from each other and bigger than 1. We
discuss four situations.
Case A: 1 < g < max(p,
tions for some A > 0. Note that

'”2) Theorem 7.2.2 asserts that there exist nontrivial solu-

G(s) = 1(m2 - w?)s? + LlsllfJ+1 - Llslq+1
2 p+1 q+1
is bounded from below, so there exists A, such that G(s) is nonnegative while A > A,.
By Theorem 7.2.1, there only exists the trivial solution. From Theorem 7.2.1, we know
that, if the nontrivial solution exists, the energy integral must be positive. At this time,
we have the energy density

1 1
Slod” + S1Vol + Glp)

1
= EIVul2 + WU+ G(u).

If w > 0 and Ais slightly larger than A, , then it easy to prove the above is positive. These
solutions have been calculated in [315] whenn = 3, p = 5, and g = 3. Interesting results
were obtained. When the energy density is positive, the perturbation of the positive
solution with respect to the initial conditions is stable. Under the above selection of
p, g, nand choosing m? - w* = 1, we have

As4=(23)(§}ls3>< Lozl ( As3>

=25+ l/12 °,
le Ay (1 1 2) 6
G(s —s -5 —=5">|--=A"|Js".
©=35+6 7352\ 3%
Then we get A, = (4.3)"%
Case B: p < q < ™2, Applying Theorem 7.2.2, we can show that there exists an

n-2
infinite sequence of nontrivial solutions for each A > 0.

CaseC:p < &= "+2 <qletal=2"+(g+1) 'andp ' =2+ (p+1) . Thena<n<p
and

nT_ZsF(s) — nG(s)

- <1 - >|s|p+1 <1 - E>21|s|°‘+1.
B a

By Theorem 7.2.1, there exist nontrivial solutions.
Case D: "*2 < p < q. We do not know whether there exist nontrivial solutions.
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Remark. For the existence of nontrivial solutions to the equation —Au + F(u) = 0, we
substantially required F'(0) > 0. In fact, assume —a = F'(0) < 0, let f(s) = F(s)/s + «,
assume u(x) to be a nontrivial solution and small at infinity, and let q(x) = f(u(x)).
Then the equation can be written as —Au + qu = au. Assume u(x) to be sufficiently
small at infinity, such that g(x) = O(|x|™). Then it is easy to see that the operator
—A + g has no positive eigenvalues, which is a contradiction. Therefore,

F'(0) = 0.

We now consider the solution of the axisymmetric problem. The axial solution u(r)
is continuous for r = |x| # 0 and satisfies the following equation:

-1
u,r+nTur—F(u)=O, 0<r<oo,

where F(u) = u + Fy(u) — AF,(u). Then

n-1

), =y, + —

r

is continuous, so u ¢ Cz, r # 0. Let

F(u(r))

q(r) = e

=1+ F|(0) + p(r).

From (7.2.6) and (7.2.7), we have p(r) — 0 and r — oo. Thus, we have gq(r) > % for

sufficiently large r. Set v = rY/2y, Then v satisfies
n-1)(n-3
[q(r) -1 )] o,
(), 3]

Thus w = v* satisfies w,, > w for sufficiently large r. From this, we can derive the
exponential decay of w and u.

In fact, for the large r, we deduce that Q = e’ (w, + w) is nondecreasing. If Q
remains nonpositive for large r, then we have (e'w), = e”’Q < 0, so we can derive
w = 0(e")(r » 00).1fQ > 26 > 0, then w, + w must not be integrable near infinity, but
since u € H', functions v?, vf, w, and w, are all integrable in the interval k < r < co.
This is a contradiction and, therefore, we have proved the exponential decay of the
solutions.

The relation of the axial solution and a class of definite solutions is as follows.

Theorem 7.2.5. AssumelL =1-A, F, = 0, and F, is a continuous real function such that

(i) sFy(s)>0, s#0,
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(i)  F,(s) = 0(Isl’), Is| — oo, and
p<(n+2)/(n-2)=1,
(iii)  F,is an odd function and F,(0) = 0.

Then, for any y > O, there exist infinite axial solutions (A, +u;), k = 0,1,2,...,to Lu =
AF,(u), while

Lug, uy) =y.
Theorem 7.2.6. Assume F is a real continuous function and satisfies

(i) F(s)/s > -c0, s— 00,
(ii) SF(s) > aG(s), a>2,
(iii)  F(s) = o(s), s—0,
(iv)  Fy(s)=O0(IslP), Is| » o0, p<(n+2)/(n-2) =1L

Then there exists at least one nontrivial solution for the equation Lu + F(u) = 0. If F is
an odd function, then there exist infinitely different solutions +u, (k = 0,1,2,...).

Example 7.2.7. Given —Au + u — [u|?'u = 0,1 < g < ™2, By Theorems 7.2.5 and 7.2.6,

n-2°
we can derive that there exist many axial solutions ug, uy, U, . ...

Example 7.2.8. Given —Au+u + |uf’ 'u-Aju|" 'u=0,1<p < g < 2. ForanyA > 0,

we can derive that there exists at least one nontrivial solution by Theorem 7.2.6. For
large p, g, this problem remains unresolved.

(II) Consider the multi-dimensional nonlinear Langmuir wave

i"’a_E _ _V?E + nE,

ot (7.2.11)
on 2 2,2

32 Vi[n+g(IE)],

wherei = V=1, E = (Ey, E5, ..., Ey) is the complex amplitude of the high-frequency
electric field, n is the low-frequency disturbance of the ion density with respect to its
constant equilibrium state, and g is the given function of |E|>. When g(|E?) = |EJ%,
(7.2.11) represents the Zakharov equations. When g(|E|%) = x(1-exp(-|E[?)), where y is
a positive constant, the equation corresponds to the saturated state of the ion density.
Assume Kk to be the unit vector of R" and v to be the traveling wave velocity. We look
for the following traveling wave solutions of (7.2.11):

E®t) = hk-%-vt), nxt)=sk-%-vt), (7.2.12)
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where h and s are the vector function and the function which is to be demanded, re-
spectively. Assume |f1(£ )ls [s(&)| to be uniformly bounded, where ¢ = k-% - vtand
assume

> (l‘{l i OO)'
Inserting (7.2.12) into (7.2.11), we find h= (hy, ..., hy) and s satisfy the equations
dﬁ d’h
= h 2.1
e * g = SERE) (72.13)
d*s

(v? —1)d—§2 = dfzg(l ). (7.2.14)

Integrating (7.2.14), we have
(V= 1)s(§) = g(IhP) + &+, (7:2.15)

where ¢ and c are integration constants. Assuming v> # 1, from the boundedness
requirement of s(¢), we set ¢ = 0. We solve s(¢) from (7.2.15) and insert the result
in (7.2.13), to find h satisfies the complex equation

o - =07 [eRO) + I (215)

For the sake of convenience, we write (7.2.15°) in polar form. Let

hi(€) = Aj(§) explif(&)], j=1,2,...,N.

Then we have

d’A; .
— + A6 i [v - 0/(8)]

a2

= (v =1)"4;[g(141?) + c] (72.16)
2
j—}[ v 20/ (s‘)]—glnA i=12..N, (2.17)

where A = (A, A,,...,Ay), Al = A, 9]5 = Z—?. Integrating (7.2.17), we get

6,(&) = (v - A ()2

(72.18)
1 = A7 (0)(v - 26;(0)).

Inserting (7.2.18) into (7.2.16), we find that A; satisfies the differential equations

d’A; _
d_é'z =f(y;c, A)A;, j=12,...,N, (7.2.19)
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where
fujc,A) = (WA - v) 14+ (V- 1) [g(141P) + c]. (7.2.20)

Equation (7.2.19) can be written in the following form:

A U
] .
— = j=12...,N, 2,21
a2 "o’ (72.21)
where
N }1-2
U, fi,0) = Uy (1417, c) - Y, —, (72.22)
j1 845
L lAI?
2U,(14l1% c) = JO [Kg(n) +y]dn, (7.2.23)
2
K=0A-17" y=0?-1)"c- VZ (7.2.24)

where ji = (U3, Uy, - . ., Uy)- The first integral of (7.2.21) is
. ! 31 2 Y 2 & 242
IAG,A') = A OI" - 20,(JADI ) - Y wA*@)/4=c;,  (72.25)
j=1

dA(f)

where |A'(&)|? = 2 and

N
= 2O - 20,(JAO)|’.c) - Y [v - 26}(0)]- (7.2.26)
j=1

Obviously, if ¥ #0 for some j, since c; is limited, then, when
lA'©] -0, [A®)] -~ o,

where I (A({ ), A’ (&)) — —oo, the solitary wave solution of (7.2.21) or (7.2.16) does not
exist, such that |A(&)|| — 0, |A'(¢) = 0 (|&] — co). When u = 0, we have

6,(£) = 6,(0) + %vf i=1,2...N. (7.2.27)

At this time, (7.2.21) becomes

d*A; U
j 1
= bl :1)2)"')N' 7'2-28
The equilibrium point of (7.2.28) is (4,,0) € R™ such that A, is the stationary point of

U, or satisfies the equation f(0,c,A)A = 0. A, obviously includes the cases of A = 0
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and A satisfying g(|A||?) = v2(v* — 1)/4c. For equation (7.2.28), letting u(¢) = IIA({ M2,
a direct calculation yields

dzu = 2 - dZA
ae - 2JA"O| +2A() - @
=2JA' @ + 2uf (c,w), (7.2.29)

where f(c, |A]%) = f(0, c,A). For a fixed ¢ and u =0, (72.29) is

Zi; =2[uf(c.w) + ¢ + 203w, 0)] = p(w ¢, ). (7.2.30)

The initial conditions are
u(0) = [AO)>, u'(0) = 24(0)-4'(0), (72.31)
13" )| = ¢; + 20, (JAO)|’, ¢) = 0. (7.2.32)

The first integral of (7.2.30) is

u(é)
WO = O + || ptmecon
u(0)
=Q(u,c, ¢, u'(0)), (7.2.33)

du
E.
The implicit representation of ||Zl||2 can be obtained from the integral of (7.2.33). We
have

whereu’ = Equation (7.2.33) is true only if its right-hand side term is nonnegative.

I1A@I? _1
j Q. ¢, el (0)) 2d = +£. (72.34)
lA(0)II2

We now discuss the existence of solutions with |A(&)] — O (] — o0) to equa-
tion (7.2.28).

Theorem 7.2.9. If
Kgw)+y =0, Yuzx0, (7.2.35)
then there does not exist a solution of (7.2.28) such that
JA©O)] > 0. JAEG)] - 0. (I — co).

Proof. The condition (7.2.35) is equivalent to f(c,u) > O for u > 0. By (7.2.29), we have

Z% > 0. We deduce that any solution IIZi(é,’ )I* corresponding to (7.2.28) is a convex
function of £. Therefore, it is impossible to have the solution such that |A(0)] > 0and
AN — 0 (] — o0). O
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Theorem 7.2.10. Assume the following conditions hold:

1) V(-1 > 4c, v < 1;

(ii) g(s) is a strictly monotone increasing function, g(0) = 0, and there exists a positive
number u; < oo such that

J: g(mydn = [V*(v’ - 1)/4 - cluy, (7.2.36)
Jug(n)dn > [V(V-1)/4-cluy,  Yu > u,. (7.2.37)
0
Then (7.2.28) has a solution A(¢) > 0, V¢ € R with |JA(0)| > 0, |A'(0)] = 0, so we obtain
A — 0, 1A"@)] = 0 (€] > o).

For equation (7.2.28), in order to look for the module of the solution Zi({ ) being the
periodic function of £, we have the following theorem.

Theorem 7.2.11. Suppose the conditions of Theorem 7.2.10 hold and there exists a real
numbery, > O satisfying

Kg(yﬁ) +y=0, or g(yf?) = v2(v2 -1)/4-c. (7.2.38)
Then there exists a solution Zi(é,’ ) of (7.2.28) and ||Zi(é,’ )|l is the periodic function of €.

Theorem 7.2.12. Assume the following conditions hold:

(i) g(u) is a real-valued increasing function and g(0) = 0;
() V22 -1) <4, v > 1;

(iii) the initial conditions A(0), A’ (0) satisfy |A(0)| > 0 and

& = A" - 20, (JA©)|’,c) > o.

Then there exists a solution Zi(.{ )of (7.2.28) and ||Zi(.{ )|| must not be the periodic function
of &.

(III) Consider the three-dimensional Friedberg—Lee-Sirlin (FDS) [82] nonlinear
wave equations

0P +a’x’p =0, (7.2.39)
1
oy + aXlel’ + x(x* - 1) =0, (7.2.40)
where O = 2 _ Aand A = z + Ll + Tl For the complex field, we consider the
= o =Tt p ’

3
following traveling wave solutions with oscillating factors:
1

\/zl/)(r)e_i“” . (7.2.41)

<P(r: t) =
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From (7.2.39) and (7.2.40), we get
Vi - o + w’P = 0, (7.2.42)
Vi — Yy - %(xz -1 =0. (7.2.43)
The electric chargeis Q = w f ¢2d3x and the energy of the system is E = j edy, where
£ = P+ (T + 5(@F + W + (00 -1)'
Let

&= (0(2 —wz)%, x=1- %({/a)zx,

§

1 (7.2.44)
=222y,
Y s

Considering the spherically symmetric solution x, y as the function of r, inserting
(7.2.44) into (7.2.43), and comparing the lowest-order terms of &, we get

x=y".
Furthermore, from (7.2.42) we obtain
1d/(,dy ) 3
—_ () =0 2.
r dr(r ar) VY (7245)
and the boundary conditions are
Q =0, r=o0,
dr (7.2.46)
y=0, r — oo.

It is easy to see that (7.2.45) and (7.2.46) have infinitely many solutions, whereas the so-
lution with the lowest energy and no intersection in the radial direction corresponding
to problem (7.2.42) and (7.2.43) is the soliton solution, which is stable.

(IV) Consider the multi-dimensional nonlinear Schrédinger equation
iu, + V2u +q(Jul®)u = 0. (7.2.47)

Let

(7.2.48)
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Then

[f( -iw) - folc]e

Uyx, = [ ]f + l(kle’ + k )+fxl.’x].’]ei6
G=12...,N).

Inserting this into (7.2.47), we have
<o 2 2
wf—lZfX,c +212kj o —ijf+V' f+q(f°)f =0.
j=1 j=1 j=1

Choosing ¢; = 2k; and eliminating the imaginary part, we get

N

V'3 4 <w - ZkJ-z)f +q(f>)f = 0. (7.2.49)
j=1

For the spherical symmetry case, we have

1 i "‘1% _N 2 N
Pt ap<p ap>+<‘” j:Zlk,- )fHI(f ) =0. (7.2.50)

Whenn=1,w= ki2 - nz, we get the solitary solution of the one-dimensional nonlinear
Schrodinger equation, which is stable. For the solitary solutions of n > 1, they are
unstable.

(V) In the low-voltage magnetized plasma, the three-dimensional ion acoustic
wave equations are
a_n +divaV =0,
ot
% (V)T = —eVo/M + [V, Wy, (72.51)
Ap = -4me(n — ny) exp(ep/T,).
We reduce these to the dimensionless form, so we have

au
3 Z (A g tuu = (7.2.52)

where 7 = %a)pit and u = szS Letting u = u(¢, — At), we have

Agu—A-wu=0. (7.2.53)
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1 1 1 1

23 4 5 3
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Figure 7.1: The graph of the solution of (7.2.54).

When A = ¢? > 0, it has the solution of exponential decay as |¢| — co. The simplest is
the spherical symmetry case:

%%( 2%) (- upu =0, (72.54)

The solution of (7.2.54) exists, as it is the three-dimensional soliton solution and stable.
Through numerical calculations, we get the graphics as shown in Figure 7.1.

(VI) Consider the two-dimensional sine-Gordon equation
Prx — Py — Py = Sin Q. (7.2.55)
Its three soliton solutions were considered in [126]. The formal solution of (7.2.55) is

P06y, t) = 4tan”'[g(x,y, O)/f (X, ¥, 1)],

where
f=1+a(1,2)e""™ +a(1,3)e™™™ + a(2,3)e"™™,
g=€el+e® 1B +a(1,2)a(,3)a(2,3)e ",
. i-p) (@) - (- )
a(i,j) = 1S 1S =,
P+ )" +(q; + 4))° — (Q; + Q)
N =piX + qy — Ot — n? (n? is a constant),
pivgi-Ql=1 i=123
and we have
b @
P @ Q=0
P a3 O3

(VII) Consider the complex nonlinear field equation

2
vy 22 iy Ry, (72.56)
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Assume Y = (p(r)ei‘”t , where ¢(r) is real and spherically symmetric. Then (7.2.56)

is

o 2d w’?

P A

‘;_‘f 20, 90,700, (7.2.58)
r=0

Supposing k? - w?/c? > 0 and making the transformation
1 _1
rI:r(kZ_LUZ/CZ)Z’ (p!:y(p(kZ_wZ/CZ) N
we find that ¢’ satisfies the equation

d’¢' 2dy’ _ '3

+ —_——
dar'?2 v dr!

It can be shown that the solution i = (p(r)ei”’t of (7.2.56) is unstable for small pertur-

bations.

7.3 The stability and collapse of multi-dimensional solitons

One of the most important and natural requirements for solitons in plasma physics
and various field models is that it must be stable, that is, from the “process” point
of view, the solitons must have a sufficiently long lifetime. In other words, the soli-
ton lifetime must be much longer than the interaction characteristic of solitons. The
stability of this aspect has longitudinal stability and lateral stability by the direction
of disturbance. From the analysis and processing of the stability, we know there are
linear stability and nonlinear stability. Nonlinear stability generally refers to the sta-
bility according to some functional. This stability, which is usually considered phys-
ically, means that the energy of the system is minimized. In the multi-dimensional
case, many solitary waves are unstable.

1. Let us start with the simplest case, a real (uncharged) scalar field, as described
by the following nonlinear wave equation:

op +F (p)=0 < = aa—; -V Fl(p) = 2—2). (73.0)
The Hamiltonian of the stationary field is
E+ j[%(V(p)z + F((p)]dx =K+V. (73.2)
After the scaling transformation, ¢, = @(ax), we have
Elp,] ="K +a "V, (73.3)
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dE =0, V= Z__HK,
da -1 n
d°E

— =-2(n-2)K.
a2l (n-2)

(7.3.4)

(7.3.5)

From (7.3.4) and (7.3.5), we see that the minimal value of E is given at n = 1, which is
stable; the maximal value of E[¢] is given at n > 2, which is unstable; an inflection
pointis given atn = 2.

2. If the charged field is present, then the above situation will emerge qualitative
change. For example, for the three-dimensional FDS nonlinear wave equation (7.2.39),

(7.2.40), while

we can prove that E,;, < Q,, (corresponding to the free meson solution). Its solitary
solution is absolutely stable.
3. Consider the ¢° nonlinear wave equation

Vi iaz_l/)

2o

= I — 12112 + AL,

(7.3.6)

where A is real and usually positive. Considering the spherically symmetric solution,

(7.3.6) becomes

where

d2§01 gdq)l

3 5
dr'? +r’W:(p,_(p, +Py",

1 1
¢ =up(1-0'?) 7, ¥ =kr(1-0"),

B =M1 -w'?) /.

(7.3.7)

(7.3.8)

Both the first-order perturbation theory and the direct perturbation method can be
used to prove the existence of the stable solution to (7.3.6).

4, Consider the three-dimensional ion acoustic equation (7.2.53) in low-pressure
magnetized plasma. Its energy is

H= ”%(Dgu)2 - %uB]di.

Using the Holder inequality
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and the interpolation inequality of J utde,

3

j e < z<j uzd{>; <j |Vu|2d.f>§, (739)

3 3

H> J @dg - %(j u2d€>z<J(Vu)2d$>z

- Jar)

Then we deduce that the functional H has a lower bound, so the three-dimensional
spherical soliton solution reaches an absolute minimum. Hence, it is stable.

5. Here, we turn to the collapse of the Langmuir wave. Recalling the mechanics
of the spherical shock wave concentrating effect, a similar phenomenon occurs in the
dissipation mechanism of the “Langmuir condensation” — the turbulence energy con-
denses on the long wave region of the frequency spectrum. This coalescence indicates
the instability of the multi-dimensional Langmuir solitons.

we get

Example 7.3.1. In the ¢ approximation, the collapse of the Langmuir wave is de-
scribed by the equation

V(i + V) — div(|Vip[*Vep) = O, (73.10)

where 1 is the high-frequency potential envelope. Considering the spherically sym-
metric case, (7.3.10) is

: n-1

i + Vi~ —— ¢+ lpl'p = 0, (73.11)
where ¢ = —Vip and ¢(0) = 0. Equations (7.3.10) and (7.3.11) have the conserved quan-
tities

s= [1vpidr, s, = [||v2f - Livyt| e, (73.12)
J J[ur = v

Y 2,24
s= o lp|“rdr,
7.3.13
I 2 2 1o 4 ( )
s;= | |lr), [+ 200l = Srilel dr,

respectively. Consider the acceleration motion of the quasi-plane soliton of (7.3.11) to
the origin (see Figure 7.2).
Let D = ()op = f;o lg|*r*dr. Then, by (7.3.11), we have

d’D

(o) 2 [o'e)
an 6s; —2 L |(rg), | dr — 4 L lp|“r’dr < 6s,.
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lol? i

o

Figure 7.2: The acceleration motion to the origin of the quasi-plane soliton of (7.3.11).

Supposing s, < 0 and integrating the above with respect to ¢, we have
D< 352t2 + it + G

2 1
Whent — ty = W, the local solution of the initial value problem causes
singularity. If ¢; > 0, the wave packet dispersion occurs for small ¢. On the contrary,

when ¢; < 0, it leads to contraction.

Example 7.3.2. Consider the system of equations

div(-2iVip, - YV + DY) = 0, (7.3.14)
0’ 2 ) 2
<ﬁ v )cp — V(IVyP). (73.15)

Introducing the low-frequency potential u,

U = O +pl’ =0+ |V, (7.3.16)
Viu =, (7.3.17)
V2 (ith, + VA1) = div(OVY), (7.3.18)
we easily get
Sy = ”|V21/)|2 + VY + %(D2 + %(Vu)2 dr. (7.3.19)

Assuming s, < 0, for equations (7.3.16), (7.3.17), and (7.3.18), we can obtain the self-type
transformation in two limit cases. Under the quasi-static limit, they reduce to (7.3.10).
In the ultrasound limit, the right-hand side of (7.3.16) may ignore ®. In the first case,
the self-type transformation of (7.3.10) is

-

P = exp{-ipPIn(ty - (@), &= tX = (7.3.20)
=
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where )((2' ) satisfies the equation
V2<—y2)( + %15’ VX + VZ)(> +div(|Vx[°Vy) = 0. (7.3.21)

In [58], Zakharov obtained a spherically symmetric solution in the region of |._§" | > 111,
where y satisfies the equation

ig’ -V = 2;12)(.
Thus, we have
21-2ip
X =187 Xo-
From (7.3.17), we get
Sz(t) = 52(0)/ \/to -t

In the ultrasound limit, making the transformation it); — —yz(t)l,b, from (7.3.16), (7.3.17),
and (7.3.18), we have

VA(-i2 () + V) - div(®Vy) = 0, (73.22)
Dy = V2 |Vx [ (7.3.23)

This system of equations allows for the following transformations:

P
2 Mo n(é)
(t) = ——, = —,
K to—t (to— ) n
_ D@ (7.3.24)
(to—t)

&=r(ty —t)fﬁ,

where n is the dimension of the space. The solution of (7.3.24) has the following prop-
erties:
() (7.3.24)leadstos, = 0;

sy V2D (to—t)? (to—t)z_%
(i) 5=~ = TREE

Dy - r?
(iiD) [9(0, O = [VX(0. O = £(1) = L2
(i) |90, 8)] = @yt — £)3.

For the plane soliton, we deduce from (7.3.24) that V(;—(D — 00 as t — ty. For the
tt

two-dimensional collapse V2®/®,, — constant and in the three-dimensional case
V2O/®, — 0.
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We denote the initial selection in the three-dimensional space (in r, z coordinates)

poVwsinZ, >0,

2
p=V¢={
0, w<0, (7.3.25)

1
w=1- l—‘(r2 +2%).
For the system of equations (7.3.16), (7.3.17), and (7.3.18), we also give
(r,2,0) = —|Vip|>,  ®,(r,2,0) = 0.
Equation (7.3.25) describes a dipole-type charge directed along the z-axis at t = 0.

The results show the collapse behavior at some time. In fact, it is a good descrip-
tion of the self-type transformation (7.3.24) (see Figure 7.3).

t =0.0
2%§ =0.12 @t =0.14 t=0.17

t =0.0

t =0.30 )
t =0.40 { =050

R &

Figure 7.3: The collapse behavior of the plane soliton.
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8 Numerical computation methods for some
nonlinear evolution equations

8.1 Introduction

With the development of the soliton problem, the numerical computation methods for
a large number of nonlinear evolution equations with soliton solutions (which have
dispersion properties in general) are also currently emerging and have been devel-
oping vigorously. In fact, the numerical computation results of nonlinear equations
have played an important role when the soliton problem began to give compelling re-
sults. For example, for the KdV equation, although the analytical processing for soli-
tary waves was done in 1895 by Korteweg and de Vries, the rich content of the non-
linear phenomenon was unknown. It was not until 1965 that Zabusky and Kruskal
obtained the Korteweg—de Vries (KdV) equation by the harmonic lattice model and
after the discovery of the maximum stability of wave forms remaining unchanged af-
ter soliton interaction, people started to become much more interested in the soliton.
Other calculations, such as the Fermi—Pasta—Ulam problem and the calculation of the
two solitary solutions (kink) of the sine-Gordon equation by Perring and Skryme, pro-
vide an important basis for analyzing the existence of solitons in physics. With the
deepening and complexity of the study of soliton problems, especially the interaction
of multiple solitons and quasi-solitons, as well as the qualitative and quantitative re-
search for the problems of the existence and interaction of multi-dimensional solitons,
numerical calculations have already played an increasingly important role. It is no ex-
aggeration to say that, for the soliton problems in laser and plasma physics, numerical
computation has become the main tool to investigate stability.

For the numerical computation for nonlinear evolution equations with soliton so-
lutions, it is generally required that the calculation is stable and can adapt to the large
gradient change of soliton solutions. Also, the computational schemes must satisfy
the characteristics of conservation laws to an acceptable extent. There are two com-
monly used numerical methods. One is the finite difference method, the other is the
function approximation method, that is, the finite element method and the collocation
method.

Now we consider the general evolution equation

u; = L(u), (8.1.1)

where L(u) is the general nonlinear differential operator. For the finite difference
method, we use the difference operator Ly (u},) to approximate L(u), where u,, =
U(Xy, ty)s X, = mh, and t,, = nk. We usually use the following equations to discretize
the time derivative:

Wiyt = kL, (ulh), (8.1.2)

m

https://doi.org/10.1515/9783110549638-008
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ul —utt = kL, (ulh), (8.1.3)
ut = kL, (u). (8.1.4)

We know that (8.1.2) is a simple display format, (8.1.3) is a simple implicit format,
and (8.1.4) is the leapfrog format. There are two more complex and important formats.
One of these is the Crank—Nicolson format, which is the sum of (8.1.2) and (8.1.3), while
the other is a jump point format (Hopscotch format); when n+m s odd, it is calculated
in the format of (8.1.2) and when n+m is an even number, it is calculated in the format
of (8.1.3), so that the result of the simultaneous computation becomes the display, as
shown in Figure 8.1. In order to make (8.1.3) explicit, the nonlinear part of L, (u},) must
be averaged by the space

1
Lh<§(ufn+1 + ”:ln—l))-

peP—

Figure 8.1: The jump point format.

All of these methods must satisfy the stability conditions, because otherwise the cal-
culation cannot proceed. For linear equations, the Crank—Nicolson scheme may be the
most efficient, but for nonlinear equations, it is troublesome to solve a large number
of nonlinear simultaneous equations at each step. It is well known that the leapfrog
scheme (8.1.4) is not stable for the linear heat conduction equations, but it is very suit-
able for the second-order hyperbolic equations. The Hopscotch scheme is simple, fast,
and stable, but for the parabolic equations, the time step size must be limited, k =~ K2,
to ensure a reasonable accuracy.

The function approximation method, as the name suggests, uses the approxima-
tion solution defined in the finite-dimensional subspace to approximate the exact so-
lution u(x, t) as follows:

N
uGet) = A, t) = Y ci(t)p;(x), (8.1.5)
i=1

where @;(x) are the base functions of the approximation space. They are usually
selected as trigonometric functions, which lead to the finite F-transform or pseudo-
spectral method. If we use the fragment polynomials as the local bases, we get the
finite element method. Supposing ¢;(x) satisfy the boundary condition, let

N
rGt) = i~ L(@) = Y. &:(0@;i(x) - (@) (8.1.6)
i=1
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The residual r(x, t) is required to be small in a certain sense, if one requires
1
J rote;0dx =0, j=12,...,N, (8.1.7)
0

at this point, that is, the Galerkin method, (8.1.7) leads to a series of ordinary differen-
tial equations.

If, in a given set of points (such as Gauss points), the following condition is strictly
satisfied:

r(x,t)=0, j=12,...,N, (8.1.8)

we get the collocation method.
In the following, we discuss the numerical methods and the calculated results for
some special nonlinear evolution equations.

8.2 Finite difference method and finite element method for
the KdV equation

In [314], the numerical calculation for the definite solution problem of the KdV equa-
tion in the following form:

U, + Ully, + 62Uy, = 0, (8.2.1)
Ul;—o = cos ix, (8.2.2)
u(x +2,t) = u(x, t) (8.2.3)

is proceeded, using the following difference scheme:

| =

n+l _  n-1 1

Uy =Up — 3 h(unm+l + unm + u;;—l)(u:lnﬂ - unm—l)

62k n n n n
- F (um+2 - 2um+1 + 2um—l - um—z)

(m=0,12,...,2N - 1), (8.2.4)

U, = COS 7TXy,, (8.2.5)

Uiy = Uy (8.2.6)

where k is the time step size, h = % is the space step size, and u},, = u(mh, nk). The mo-
mentum Y1 ' u, of this difference scheme is conserved and the energy Y2V ! %(1131)2

is almost conserved. Choosing § = 0.022, in this case, the initial dispersion is small
with respect to the nonlinear term, because

{max |6°uyy|/ max [uuyl},_, = 0.004.
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The results are divided into three time periods.

(i) At first, the first and second terms of equation (8.2.1) play a dominant role,
which leads to the usual catch-up phenomenon. The solution is essentially deter-
mined by the hyperbolic equation u; + uu, = 0 at the moment when u ~ cos7(x — ut).

(if) When u is sufficiently steep, the third term becomes important, which destroys
the formation of the discontinuous solution. At this time, the small wavelength of vi-
bration on the left is developed, the amplitude of the dispersion vibration is increased,
and finally a series of single solitons is formed.

(iii) Each soliton moves at a uniform velocity, which is proportional to the am-
plitude, and two or more solitons overlap in space due to the periodicity, producing
nonlinear interactions. After a short period of interaction, they show no influence on
their size and shape. In Figure 8.2, curve A represents the initial value (8.2.2) (t = 0),
curve B shows the image of the solution (8.2.1) when u = (cos 7x — ut) generates multi-
plevaluesinx = %, t=tg= %, and curve C shows the image of the dispersion structure
being fully developed into a series of solitons at ¢ = 3.6¢5. At this point, the maximum
positions of the solitons form a straight line.

For the Gaussian initial function, the KdV equation was calculated in [23], consid-
ering the initial value problem

1

Vet Wyt SV =0, (-00<x <o, t>0), (8.2.7)
o

Vleo = P(X) = e”‘z, (0o < X < 00). (8.2.8)

It was found that two solitons were formed when 4 < ¢ < 7, there were three soli-
tons when 7 < o < 11, four solitons when ¢ = 11, and six solitons when ¢ =~ 16. How-
ever, there do not exist solitons and there only exist dispersion vibration waves when
0 <L03= V12. For some intermediate values o, there are both solitons and dispersive
oscillations, as shown in Figure 8.3. Here,

o0 o0 3
2 2 -2
oc=60? [ lp@as [(| o). oo -et,

—00 -00

0, = V2.

Figure 8.2: The curves A, B and C as stated above.
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AR ]

oc=59>0. o=16.5>0,

c=19>0. o z

Figure 8.3: The figures of the solutions for the initial value problem (8.2.7)—(8.2.8) with different
values of a.
uk

L

~
T
uh
T

uhb

T

Figure 8.4: The numerical results of initial value problem (8.2.9)—(8.2.10) using the format (8.2.4).

For the initial value problem of the KdV equation

Uy + EUU, + YUy, = 0, (8.2.9)

Ul = %[1 - tanh(x - 25)/25], (8.2.10)

using the format (8.2.4), the calculation results are shown in Figure 8.4.
Equation (8.2.4) is a three-tier format. The first step can be taken as (noncenter

format)
1 k
1 0 0 0
Up = Uy — g‘gﬁ(umﬂ T Uy Uy 1)(um+l um—l)
1 ko 0 0 0
- E"‘ﬁ [um+2 - 2um+1 + 2um—l - um—z]'
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The truncation error equation of this format is O[k> + kh?]. Its linear stability condition
is

l

%(eluol + (4r/h2)) <1, |up| < max |ul. (8.2.11)
In order to reduce the amount of storage, we switch to use the two-layer format — the
Hopscotch method. For equation (8.2.9), the difference schemes are as follows:

S 1k fn—l) _ k_ﬂ(vn

n n n
m ~Vm EE‘S m+1 ~ Im pYE] m+2 2Vm+l + va—l - Vm—z)’

m + nis an odd number,
(8.2.12)

n+l _ . n 1k n+1 n+1 kﬂ n+1 n+1 n+1 n+1
m =Vm~ Eﬁg(fmﬂ _fm—l) - 2h3( m+2 ~ 2Vm+l + va—l - Vm—z)’

m + n is an even number.

It is not difficult to verify that the truncation error of this and equation (8.2.9) is
2

ko<k2 + <%‘> + h2>.

k
E|£|u0| - (2y/h2)| <1 (8.2.13)

Its linear stability condition is

It can be seen that, although the Hopscotch method has an advantage of less storage,
the time step that is required is smaller than that for the Zabusky—-Kruskal scheme.
Another numerical method that is used for the KdV equation is the function ap-
proximation method. We consider the periodic initial value problem for the KdV equa-
tion as follows:
Up+ Uy + Uy, =0, O0<t<T,xeR,
u(x,0) = uy(x), X €R, (8.2.14)
u(x +1,t) =ulxt), Vxt.
Suppose that ugy(x) is a function with period 1 which is sufficiently smooth and the
solution of (8.2.14) exists and is sufficiently smooth. We take the finite-dimensional
subspace S* as
S = {x(x), x € [0,1]; x can be periodic extended to ck (R),
X (%) is a polynomial of order less than u — 1in the interval
[ih, (i + Dh](i=0,1,2,...,h ")}
and suppose u, k are integers, u—1 > k > 0, and k > 2. Now the Galerkin approximation
of problem (8.2.14) is defined as
(Ut + U + UU X + h3Xxxx) =0, xe st
0<t<T, U()eS (8.2.15)
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We have the following result.
Theorem 8.2.1. Assume k > 2 and the initial value U(0) satisfies
|U0) - u0||Lz[O)1] < C "

Then there exist constants C, h, depending on T, u,, and C; such that the Galerkin ap-
proximation solution of problem (8.2.15) exists for0 < t < T, 0 < h < h,. We have the
estimate

U@ —ut, O 210, < CH. (8.2.16)

For the numerical calculation and the study of the method for the KdV equation, we
refer the reader to [23, 72, 73, 99, 300, 314] and the articles of [1, 11, 16, 114].

8.3 Finite difference method for the nonlinear Schrédinger
equation

We consider the following definite solution problem of a class of nonlinear Schré-
dinger equations:

iug — [atou,], +,8|u|2u +fu=0, 0<x<1,t>0, (8.3.1)
u|X:0 = u|X:1 = 0, t > O, (8.3.2)
Ulig =Upx), 0<x<1, (8.3.3)

wherei = V-1, 8 > 0, a(x), f(x) are known functions, a(x) > a > 0, Uy(x) is a given
complex function, and u(x, t) is the unknown complex function. Assuming Q = [0,1] x
[0,1] is a rectangular region, we use the straight lines t = mk, x = ph to divide the
region into many small grids, where m is an integer, m € [0, [T/h]], p is an integer,
and p € [0, [h']], as shown in Figure 8.5. Supposing that all the interior point grids

t=mk

ph 1 T

Figure 8.5: Regional division diagram.
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are Qy, the remaining grids including the boundary points are s; and Q(t) denotes
(t = constant) N Qp,.
Let

o, t) = =[x + ht) - p(x, t)] = D, ¢,

=

(p)?(xrt): [‘p(xat)_§0(x_h’t)])

1
Pz (x, t) = ﬁ[(p(x +ht) - p(x - h,t)].

We similarly define ¢, and ¢;. We define the discrete norm as follows:
2
lolg =h Y lete )],
Q

lply, =kh Y o0,
Qy

2
||(P"12,Q = ||‘P||§z(t) + Z IDiel

Is|<l

lelr, ) = 51618 o), IID?Plle = S‘:g IDi‘Pl'
X; Xi

We consider the following definite solution problem to the four-point implicit dif-
ference equation

g - [bOO@y ] + Blol*e + f()p = 0, (8.34)
Pls, =0, Pl—g = Up(X). (8.3.5)
For the solution of (8.3.4), (8.3.5), we have the following estimates.
Lemma 8.3.1. If the following conditions hold:

@i B> 0,f(x), b(x) are real functions;
(i) uy(x) € C%

then we have
2
"(P”?)(T) < 2||UQ(X)||L2 =E,. (8.3.6)
Proof. Multiplying (8.3.4) by {, we get

i — P[bOOP, 5 + Blol* + FOlpl* = 0. (8.3.7)

Using the partial sum and the boundary conditions, summing over Q, and taking the
imaginary part by (8.3.7), we get

Y (IlZ + klgp; %) = 0.
Q

Then we immediately obtain (8.3.6). O
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Lemma 8.3.2. If the conditions of Lemma 8.3.1 are satisfied and uy(x) € H lo<acx
b(x) < M,fluol2 e Y, and f(x) > 0, then we have the following estimate:

Sl + o1 lon + 51 ol
< Mo} + B[R + oo, 838)
Proof. Multiplying (8.3.4) by ;, we have
ilo:l” = @ [bOOP ] + Blol o, + f )PP, = (839

By (8.3.9), taking the imaginary part, multiplying by kh, and summing over Q, we get

thm|BZWml =Y flemf

Q(T Q(T
ZMM+—ZWm+—mem
Q(0) Q(0) 2 40)
When h < h,,, we immediately get (8.3.8). O

Now we consider the following differential definite solution problem:
ip; = [b)@ ]y + Cx. t,9) +8(x, 1) = 0, (8.3.10)
Pls, =0, @li—o = up(x). (8.3.11)

For the solution ¢ of (8.3.10), (8.3.11), we have the following estimate.

Lemma 8.3.3. Ifthe following conditions are satisfied:
(i) Bis areal number, b(x) is a real function;

(i) |C(x,t,p)P| < M|p|?, M is a positive constant;

(iii) up(x) € C°, g(x, t) € C°(Q);

then we have

loligyr < 20luolz> + g1 g))e® T = C,. (8.3.12)
Proof. The proof is similar to Lemma 8.3.1. O

We assume that the smooth solution of the definite solution problem (8.3.1), (8.3.2),
(8.3.3) exists in the region Q = [0,1] x [0, T]. Now we consider the definite solution
problem of the difference equation corresponding to the definite solution problem
(8.3.1)-(8.3.3). We have

ig; — [bOO@, |, + Blplp + f(X)gp = 0, (8.3.13)
Pls, =0, @li—o = up(x), (8.3.14)

where b(x) = a(x + g). We have the following convergence theorem.
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Theorem 8.3.4. If the conditions of Lemma 8.3.2 are satisfied, assuming u(x, t), ¢(x, t)
are the solutions of problem (8.3.1)—(8.3.3) and problem (8.3.13), (8.3.14), respectively,
we have

lu = pllacr = O(k + ). (8.3.15)

Proof. Because u(x,t) is the smooth solution of the definite solution problem
(8.3.1)-(8.3.3), we have, according to the Taylor expansion,

iug — [bOOw ] + Blul’u + fu = O(k + %),
where b(x) = a(x + §)~ Let e(x, t) = u(x, t) — o(x, t). Then we have

ie; — [b()g, )5 + B(lul’u — lpl*p) + fe = O(k + 1?), (8.3.16)
els, =0, El—os (8.3.17)

Blul’u - lplp) = Blul*(u — @) + Bo(lul® - 1ol
= Blul’e + Bo(lul + l|)(lul - gl).

Since it is assumed that the solutions of (8.3.1)—(8.3.3) are smooth and bounded, from
Lemma 8.3.2 we can get the uniformly bounded estimate of the differential solution ¢,
so we have

[B(Iul’u - lpl*p)| < Mlel%,

where M = || [||u||ioo + "‘P"Lm(”u"Lm + ||<p||L00)]. Note that, when f is a real function, the
estimate is irrelevant to f. Using Lemma 8.3.3, we get

2
||£||fw) < 2||o(k + hz)”Qe(ZMH)T.
The proof is complete. ]

Theorem 8.3.5. The solution ¢ of the difference equations (8.3.13), (8.3.14) is stable
with respect to the norm | - ||, in accordance with the initial value.

Proof. The proof is similar to Theorem 8.3.4. O
For the six-point symmetric (Crank-Nicolson) format, we have
. 1 B 2 2
i = 5 [(bp)x + (bx(t = k)5 ] + S [[@@O p(0) + (¢ ~ O] (¢ - K]

+f (X)% [p(t) + p(t - k)] =0, (8.3.18)
Pls, =0,  @l—o = upx), (8.3.19)

where b(x) = a(x + g). We have the following results.
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Theorem 8.3.6. Assuming u(x,t), ¢(x,t) are the solutions of problem (8.3.1)-(8.3.3)
and problem (8.3.18), (8.3.19), respectively, we have

I~ @l = O(K + B). (8.3.20)

Proof. The proof is similar to Theorem 8.3.4. O

Theorem 8.3.7. The difference equations (8.3.18), (8.3.19) are stable with respect to the
norm | - || in accordance with the initial value.

For the solution of the nonlinear algebraic equations (8.3.13), (8.3.14), we can gen-
erally use the chase-after iterative method.

Numerical calculations show that the following conservation scheme of problem
(8.3.1)-(8.3.3):

ig: ~ 5005 + (e~ 0) ]+ L Lo + Jote =07 (9101 + 91t - 0)

+f (X)% [p(t) + @t - k)] =0, (8.3.21)
Pls, =0, @li—o = up(x), (8.3.22)

has better conserved properties than the six-point symmetric scheme. Therefore, the
calculation results are good. For example, in [45], the definite solution problem

Uy + Uy + 2ul*u =0,
Ul;—o = sech(x + 10) exp[2i(x + 10)],

Uly-415 =0

was calculated using the format of (8.3.21) and it has better accuracy than the exact
solution

u(x, t) = sech(x + 10 — 4t) exp[2i(x + 10) - 3it].
The numerical methods for solving the nonlinear Schrédinger equation and their

system (including multi-dimensional) can be found in [102, 113, 119].

8.4 Numerical study of the RLW equation

For the regularized long wave (RLW) equation

Up + Uy + Uy, — Uy = 0, (8.4.1)
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the existence and uniqueness of its solution have been proved by Benjamin, Bona,
and Mahony in [22]. We use the following three-layer difference scheme to approximate
it:

Wit - @ ) Wl = W - (2 Ry

+ ol —kh(1+ ) - (W, - @l ). (8.4.2)

m+l —

Obviously, the truncation error of the format of (8.4.2) and equation (8.4.1) is

2

h
guxxx(l +uU)+ (k2/6)um.

In the actual calculation, if u « 1and u; ~ u,, then, when h = k, the two terms may be
canceled. Using this scheme, we calculated the interaction of two solitons and three
solitons, respectively, as shown in Figure 8.6.

e A R

A
7

D

(a) The interaction of two solitons

/\/\/\/\/\'\
o oM
AN N

(b) The interaction of three solitons

Figure 8.6: The interaction of two solitons and three solitons.

More accurate difference scheme calculations showed that the stronger two solitons
were inelastic and had a small vibrational tail.
Other differential formats of (8.4.1), such as

Up — Uy + %(uz)g ~Uy =0 (8.4.3)
and
g + () + k) ~ g = O, (84.4)
can be used.
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8.5 Numerical study of the nonlinear Klein—-Gorden equation
For the nonlinear wave equation
Uy — Uy +F' () = 0, (8.5.1)

the different forms of F’ (u) play an important role in the study of solitons, such as

F'(u,A) =sinu+Asin2u (double sine-Gordon), (8.5.2)
F'(u,A) =sinu (sine-Gordon), (8.5.3)
Fa=-u-12 (¢, (8.5.4)
Fu=u-1 (o), (8.5.5)
I m<us<@n+Dm,
0, u=nn,

Flw= (8.5.6)

-7 @n+Dm<u<@n+2)m,

n=0,£1,+2,....

For the sine-Gordon equation, two simple calculation methods have been considered,
one of which is the simple leapfrog format, written

2 2
1 1k k 5 .
Uy = -Up + ﬁ[uzm + Uy ]+ 2[1 - ﬁ]ufn - k" sinuy,. (8.5.7)
The linear stability analysis shows that this form is unstable when k = h and
can be overcome when k = 0.95h. It makes a numerical calculation for the two-kink
case. Another format is to convert the original equation into a system of first-order
equations, i.e.,

Uy +U =V,
{ e (8.5.8)
v, —V; = sinu.
Introducing ¢ = t —x and n = t + x, (8.5.8) can be reduced to
1 1
U, = EV’ Ve = -5 sinu. (8.5.9)

This is called the characteristic form. The characteristic line is a straight line, using
the pre-correction format to solve the ordinary differential equations. Although this
format is more accurate, the iterative is time-consuming.

In [7], Ablowitz et al. proposed a new scheme. For equation (8.5.1), denote u:’n =
u(mh,nh), vy, = u((m+ %)h, (n+ %)h), wy, = u,(mh,0), and

1 h R, ud +ud
Vin = E(u(r)n Uiy + 7 (@ + W) = gF’<me+1> +0(F),  (85.10)
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2 n n
vV, +V
T S S %p(%) +O(h"), (8.511)
h2 un+1 +un+1
V:ln+1 _ _V:ln + unm-:-ll + unm+1 _ ZF’<m+le> + O(h4) (8.5.12)

and choose the periodic condition uy,,, = u, where 2p is the period.
The collision of the two solitons of the double sine-Gordon equation and the

¢"-equation are calculated by the formats of (8.5.10), (8.5.11), and (8.5.12). The results

are shown in Figure 8.7.

X

e /&/

e

(5.2) /L._——
A= ///LL/%

Figure 8.7: The collision of the two solitons of the double sine-Gordon equation and the

@"-equation.

8.6 Numerical study of the stability problem for a class
of nonlinear waves

The plasma dynamics equations are a set of complex equations. Min Yu has given the
high-low-frequency and two-fluid plasma dynamics equations with no external mag-
netic field and uniform initial density. In [86], under a certain assumption, the author
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gives the one-dimensional plane form of this system, i.e.,

on;  d(mv;)

—l 1 8.6.1
at T ox 66D
ov; ov; 0@

L4y Lty Ty, 8.6.2
ot Viox T ox (662
e T

ﬁ —e 1 +n; = o, (863)
P, a21:1’2 -3
? + W - (e(p 12— 1)1/)2 =0, (8-6-4)
Wy PP gy

V? _ W + (e 2 1)1;01 = O’ (8.6.5)

where n; is the ion density, v; is the ion velocity, n, = e? ViV is the low frequency
electron number density, ¢ is the potential function, i;, i, are the amounts describing
the high-frequency field amplitude, and y is a constant.

If we let n;(x, t), v;(x, t), p(x,t), and

PO ) = P0G 0 + P30 t)

be the functions of £ = x — ct, then we find that the equations for the solitary wave
solution of this system must be satisfied. We have

d? _u? 2\ .1
d_fqz) = e(p L. <1 - §>(p 2, (8.6.6)
2 2
% = (e‘p"/’ -1+ az)l,b, (8.6.7)
2 )
n=1- po 2, (8.6.8)

2
4 =C[1—<1—§¢)

where a, c are the parameters, c represents the propagation velocity of the solitary
wave, and a represents the deviation of the frequency of the high-frequency electric
field with respect to some fixed frequency.

Equations (8.6.6) and (8.6.7) form a closed system, whose definite solution condi-
tions are

(NI

], (8.69)

®=0, Xx— too, (8.6.10)
P=0, x— +oo. (8.6.11)
The solution of (8.6.6), (8.6.7), (8.6.10), and (8.6.11) and its properties are discussed in
[23], in which the solitary wave solutions of various parameters a and c are given by

numerical calculation. Are these solitary waves stable? This is a matter of concern and
the question must be answered. Because the equations (8.6.1)—(8.6.5) are quite com-
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plex, it is difficult to get the answer by the analytical qualitative analysis. Shen et al.
have considered the stability of such waves through actual numerical calculation.
The initial conditions of (8.6.1)—(8.6.5) are

n(6,0) =100, v;060) =vP(0), Wilio = P20, ol = PIX). (8.6.12)
Assume, when x — +00,
-1 v-0, ¢-0 Y, -0, yY,—0. (8.6.13)

We see that the Cauchy problem of problem (8.6.1)-(8.6.5) is an infinite-interval
problem. For finite-difference calculations, the finite-interval approximate calculation
always brings some errors. Therefore, the transformation of the spatial variable can be
implemented by

£ = thix. (8.6.14)

This transformation changes the interval (—co, co) of x to the interval (-1, +1) of £. Then
the equations correspondingly becomes

on; on;v;

i 2 ivi _
ov; 2\ OV; a(p
5 TAL=8v 2t +A(1-¢%)=2 =0, (8.6.16)
R (1- 58 e ¥ an 0, B617)
u i;/)t /\2( ¢ )al/;z (e Wiy _ )y, =0, (8.6.18)
81/) 212\ 9 20P WY _ -
at2 “N(1-¢& )ag(l &) a; +(e?” 1)y, = 0. (8.6.19)

Obviously, § — +1,n; » 1,v; » 0, ¢ — 0,; — 0,and Y, — 0.
Equations (8.6.15) and (8.6.16) are the hydrodynamic equations. We use the
method of Richtmyer as follows:

. _0, whenv¥, >0, (8.6.20)

| _0, whenv¥, <0, (8.6.21)
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k1 Lk ko k
n; nj ket Th T M
+A1- &)
At A ENAR
2
k+1 Vk+1
Nk s s k+1
+A(1 - &)n} Ryt when V! >0, (8.6.22)
]' 2
k+1 k k k
noon P A '{) k+1”1+1 nj
At ] A{H%
vk+1 Vk+11
+A(1 {I n k% =0, when v]I”z1 <0. (8.6.23)
j

We know that, for (8.6.17), (8.6.18), the display format is absolutely unstable and the
implicit format is absolutely stable, but in order to facilitate the calculation, we can
use the following semi-implicit format:

k -& -4 -§
! l‘b”:—/lz(l &)z [1 o Sy <—1 %*'1 H)‘pk'
W, AN N N N A
j+3 J=3
1-¢7, 2 g
s : ] (e~ -w3) 1)4,’23, (8.6.24)
Afji
2
kel 1- 1-&, 1-¢&,
e L g (e
At aglag, T\ Ay, T oAy, )Y
1 2

j % l/)k+1 ] _ (e(P]’*(_(',b;(j)z_(lplz(j)z _ 1)¢k (8.6.25)

1j

In this way, the two equations can be solved directly without iteration. It is easy to
derive that such a format needs to satisfy the stability requirements, so we have

Atsgsz.

After obtaining n;, Y;, ,, we use the iterative method to solve (8.6.17) as follows:

1-&2 1-&, 1-¢&
/12(1_ 2) 1 [ ": ¢k+1s+1 < {]+% N g]—% )(pl_(+1,s+1
ANS NGy + Ag o NG )T
2 2
1 - jz 1 k+ls k+1 2 k+1y2
+ 3 l/)k+1 s+1] Wy )=y )" | gkl _ (8.6.26)
N !
2

Shen et al. made numerical calculations by using the difference scheme
(8.6.20)—(8.6.26) for problem (8.6.15)-(8.6.18) of a class of so-called nonlinear ini-
tial conditions with a single peak. Numerical results show that this type of wave
form has no change, which shows the better stability of the solitary wave of problem
(8.6.1)—(8.6.5), as shown in Figure 8.8.
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Figure 8.8: The waveforms of ¢ under a class of weakly nonlinear initial value conditions.

In addition, we obtain the following conserved quantities for equations (8.6.1)—(8.6.5):

(o]
J (n; - 1)dx = constant,

—00
o
J v;dx = constant,
—00
® (V¥
J (e?7¥17%2 — 1)dx = constant,
—00

R
J [|“dx = constant,
—00
o0 1 2 1
_[ <¢%x - lp%x + 5‘!’(” +e? vi z/;ﬁ) + Envz>dx = constant.
—00

We can use the above conserved quantities to test the conservation of the difference
scheme.
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9 The geometric theory of solitons

9.1 Backlund transformation and the surface with total curvature
K=-1

As we have seen earlier, the Biacklund transform can be used to find another soliton
solution from one soliton solution of the sine-Gordon equation. By the nonlinear su-
perposition principle, it is easy to get the special solution of nonlinear equations by
algebraic operation; this is a very clever method. In the following, we present the geo-
metric approach taken by Chern and Terng. The relationship between the sine-Gordon
equation and the K = -1 surface and the study of the geometric properties of its solu-
tion show that the problem of solving the sine-Gordon equation can be reduced to the
problem of finding another K = -1 surface from a K = -1 surface.

Let M(u,v) be a planar region, R? be a three-dimensional Euclidean space, and
x : M — R be a surface. At each point on the surface, we take a unit right-handed
orthogonal frame [x; e;, €;, €3], (€4, €g) = b5, (€1, €5, €3) = 1,1 < a, B < 3. Suppose e; is
the normal vector. Then we have the motion equations

dx = Zwaea, w3 =0, (9.1.1)
a

de, = Zwaﬁeﬁ, Weg + Wpy = 0, (91.2)
B

where w,, w,z are two differential one-forms.
We call

1=w. +wi(= dx - dx),
II = wywy3 + wowy3(= —desdx)
the first and second fundamental forms of the surface, respectively.

We take the exterior differential for (9.1.1) and (9.1.2) and obtain the following
structural equation:

dWl = le N Wz,
dW2 = Wl A\ le, (9.1.3)

Il = —(dx, de;) = aw? + 2bw,w, + cw3,
s0

w3 = aw; + bw,,
Wy3 = bw, + cw,, (9.1.4)

dwy, = -Kw; Aw,  (Gauss equation),

https://doi.org/10.1515/9783110549638-009
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where K = ac — b? is the Gauss curvature. We have

{dWB =Wp AWy, (9.15)

dW23 = W12 /\ W13.
Therefore, wy, is only related to the first fundamental form, which is called the contact

form of the surface. Equation (9.1.5) is called Codazzi’s equation. Now we consider the
surface of K = -1. Taking the coordinates of the curvature line

wy = sinydu, w, = cosydv,
Wiz = cospdu, Wy = —sinypdy, (9.1.6)
wy = -, du -, dv

and inserting these into the Gauss equation, we get

Yuu — Yy = —cos P sinyh. (91.7)
We know from (9.1.7) that
I = sin® Ydu® + cos’ Ydv?,
11 = sin cos Y(dv® — du’®), (91.8)
so 2y is the angle of the asymptote %’ = *1. Moreover, it can be seen from equa-

tion (9.1.8), being a function of (u, v), 2y is the solution of the sine-Gordon equation.
On the contrary, from the basic theorem of surface theory, any solution of the sine-
Gordon equation can be regarded as the angle between the asymptotes of a K = -1
surface. Thus, the problem of finding the solution to the sine-Gordon equation comes
down to the problem of finding the K = -1 surface. We know that the K = -1 surface
is a pseudo-spherical surface, that is, a singular horn-shaped surface. We can give the
correspondence between K = -1 surfaces through a match-fixing clue.

The clue refers to the family of straight lines depending on two parameters (u,v)
of the Euclidean space. We have

y =xWwv) + Anw,v), (9.1.9)

where n’ = 1and x(u,v) is generally expressed as a surface. If we fix (u, v), then (9.1.9)
denotes a straight line which passes through point y(u, v) and has the direction n(u, v).
If (u(t), v(t)) is a curve on the surface, then

y(t.A) = x(u(®), v(t)) + An(u(t), v(t))
is a ruled surface. The sufficient and necessary condition of the surface is

In, dx, dn| = 0, (9.1.10)
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where |n, dx, dn| represents the mixed product determinant of n, dx, and dn and (9.1.10)
is a binary homogeneous equation with respect to du, dv. If its ratio has two different
real solutions, then there should be two family curves corresponding to the surface.
The straight lines passing through the clue of each of the curves in the family form
a developable surface. Then two families of developable surfaces are obtained and
each developable surface has a ridge line. The whole of the ridge lines of each family
of developable surfaces constitutes a surface, known as the focal surface. Thus, we
obtain two focal surfaces, denoted s and s, where each of the lines in clue (9.1.9) is the
common tangent of s and s’. Thus, by means of these common tangents, clue (9.1.9)
gives a transformation between the focal surface s and the focal surface s, i.e.,

l:s—>¢,

thatis, if p’ = I(p), then p(¢ s) and p'(¢ s') have the common tangent I, which belongs
to the clue (9.1.9).

Definition 9.1.1. The clue is called match-fixing if (1) |pp’| = y (constant), that is, the
distance between the corresponding points is a fixed value and (2) {e5(p), eg(p)) =T
(constant), that is, the angle between the normal direction of the corresponding points
is a fixed value.

Theorem 9.1.2 (Biacklund). The two focal surfaces of the match-fixing clue have corre-
sponding constant Gauss curvatures

sin“ T
K=-
2
In particular, if r = sint, then K = -1, so the problem of constructing another

K = -1 surface from a given K = -1 surface comes down to the problem of construct-
ing a match-fixing clue from a given K = -1 surface. In this case, one only needs to
determine the direction of each line in the desired clues. At this time, the problem is
reduced to solving a complete integrable differential equation,

da + sinaw = cos Tw3, (9.1.11)

where a represents the angle between the straight line and the main direction of the
tangent point (i.e., the direction of the u curve) in the desired clue. We get the following
completely integrable first-order partial differential equations from (9.1.6), (9.1.11):

{ sint(a, — ,) = cosTcosacosy + sinasiny, ©0112)

sint(a, —,) = —cosTsinasiny — cos acos .
At this time, the first and second fundamental forms of the desired surface are

I' = cos’® adu?® + sin® adv?,
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1I' = cos asin a(du® — dv?),

respectively. It can be seen that 2a is a solution of the sine-Gordon equation. By (9.1.12),
if a solution 2y of the sine-Gordon equation is given, then another solution 2a of the
sine-Gordon equation can be solved. Since (9.1.12) is completely integrable, it is only
needed to solve an ordinary differential equation.

Tenenblat and Terng further discuss the Backlund theorem of n-dimensional sub-
manifolds in a 2n - 1-dimensional Euclidean space and the high-dimensional gener-
alization of the sine-Gordon equation [291, 292].

9.2 Lie group and the nonlinear evolution equations

In Chapter 2, we have pointed out in detail the inverse scattering method of solving the
nonlinear evolution equations established by Gardner, Greene, Kruskal, and Miura
and Ablowitz, Kaup, Newell, and Suger (AKNS). Chern and Peng [47] pointed out that
the algebraic basis of these equations is formed by Lie groups and their structural
equations. They started from the structure of the 2 x 2 real unimodular Lie group SL(2)
and naturally and concretely gave the high-order Korteweg—de Vries (KdV) equation
and the modifiedi KdV (MKdV) equation, so that the geometric significance of these
equations is clear. The use of group operations is also more convenient; Sasaki [268]
further established the relationship between the AKNS equations and the negative
constant curvature surfaces.
Assume

a b

SL(ZR) ={X = <c d>|ad -bc=1} (9.2.1)

is the group of all 2 x 2 real unimodular matrices. Its right invariant Maurer—Cartan

form is
1 2
w=dxX ' = <W11’ W§>, (9.2.2)
w, W,
where
w} + w; =0.

The structural equation of SL(2; R) or the Maurer—Cartan equation is
dw=wAw (9.2.3)
or, in more detail,

dw; = wi Awy,
dw; = 2w} A w2, (9.2.4)

1_ 91 ol
dw; = 2w, Awy.
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Suppose v is a neighborhood in the (x, t)-plane and consider the smooth map
f:v— SL(ZR). (9.2.5)

Then these equations become the functions of (x, t) after mapping in Lie groups. We
have
wi = ndx + Adt,
w} = qdx + Bdt, (9.2.6)
w) = rdx + Cdt,

where the coefficients are all functions of (x, t). Because

dw, = wf A wé = (qdx + Bdt) A (rdx + Cdt)
= qrdx A dx + (qC — Br)dx A dt + BCdt A dt,

on the other hand,

dw} =AdxAdt+ A dt Adt + nd’x + Ad*t
+ nydt Adx + n,dx A dx,
dwf = 2wi A wf = 2(ndx + Adt) A (qdx + Bdt)
= 2nqdx A dx +2(nB - Aq)dx A dt
+ 2ABdt A dt.

In addition,

de = q,dx Adx + q,dt Adx + qd’x + B, dxdt
+ B,dt A dt + Bd*t.

Of course, dw% can be calculated similarly. We obtain

N+ A, -qC+1B=0,
-q; +B,-2nB+2qA =0, (9.2.7)
-1, +C,—2rA+2nA =0.

Assume n = constant, that is, 1 is a parameter independent of x, t. Now we consider
some special cases:

(1) r = +1, nis a constant, q = u(x, t). At this time, solving A from the third formula
of (9.2.7) and B from the first formula of (9.2.7), we have

{A =nC+1c, 02:8)

B=-1C, -nC, +uC.
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Inserting (9.2.8) into the second equation of (9.2.7), we get

u; = K(u), (9.2.9)
where
K(u) = u, C +2uC, + 2°C, — %cm. (9.2.10)
As an example, we choose
, 1
C=n"- U (9.2.11)
Then we obtain, from (9.2.9),
1 3
Up = e = Sl (9.2.12)

This is the well-known KdV equation.
We can naturally choose C to be the arbitrary polynomial of 1. Because (9.2.10)
only contains 1?, we can assume that C is the polynomial of 7> Letting

C=Y G, (9.213)

0<j<n

where Cj(x, t) are the functions of x, ¢, inserting (9.2.13) into (9.2.10), and letting the
coefficient of % be zero, we get

C, = constant, (9.2.14)
Ciiix = —%uxC]- -uC;, + lC- (9.2.15)

] IES 4 JXXX

We note that the latter is just a cyclic formula for the conservation density of the KdV
equation. The right-hand side of (9.2.9) can be written as

1
K,(0) =u, Cp + 2uC,yy — ECH,XXX =—2Cp 10 (9.2.16)

where the last equality is introduced as a definition. Furthermore, an infinite sequence
of Cjcan be introduced. Assume that (9.2.14) holds for allj, 0 < j < co, and the equation

u; = K, (u) (9.2.17)

is called the nth-order KdV equation. It can be shown that C is a polynomial of u and
the derivative of x. For example, we obtain

2C1 = _u,
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21 == ) CGGux-u ). GGy
1<k<j 0<k<j
1
+ 5 Z CkC}—k XX
0<k<j-1
1 .
- Z Z Ck,XCj—k,X’ ] = 1,2, e
1<ks<j

In particular,
3, 1
2C2 = le — Zuxx,

53 5,53 5
2C5 = —gu + Eu" + guuxx - Euxxxx.

— 215

(9.2.18)

(9.2.19)

(2) g =r = V(x,t) and n is a parameter independent of x, t. Then (9.2.7) becomes

A, =V(C-B),

Vi =B, -2nB + 2VA,

Vi =C, +2nC - 2VA.
The last two equations in (9.2.20) can be written as
{(C - B), =4VA -2n(B + C),

Vi=-B+0(),+n(C-B).

1
2
Letting
C-B=nP, C+B=Q, A=n1R,

the above equations become

R, = VP,

P, = 4VR -2Q,

V,=1Q,+n°P.
Eliminating P, Q, we get
V. = M(V),

where

=

_ 2Rx _1
M) =P + VR, -

X>
XX

<|

Choosing R = 1 - %VZ, equation (9.2.24) becomes

1 3
Vt = ZVxxx - E

This is the well-known MKdV equation.

V2V,.
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9.3 Prolongation structure of the nonlinear equations

The differential manifold M and the n-form ideal I, if the so-called exterior extension
refers to the n — 1-form P on M and the coefficients take on the differentiable function
on M, also satisfy

dP c F*(M)AP+1, (93.1)

where F* (M) is the 1-form on M. The concept of exterior extension was first proposed
by Wohlquist and Estabrook in 1975 and applied to the KdV equation. They presented
the KdV equation as a set of equivalent external differential forms of closed ideal, ex-
tended this closed ideal, successfully found the inverse scattering problem and Back-
lund transform for the KdV equation, and made a similar discussion for the nonlinear
Schrédinger equation [76]. Morris, Corones, and Gibbon et al. discussed the exterior
extension structure of the shallow water wave equation with gravitation, the Hirota
equation, the nonlinear Schrodinger, the high-order KdV equation, and the self-dual
Yang-Mills equation [184, 52, 53, 48, 187, 69, 68, 186, 185, 188]. It can be seen that
the prolongation structure method is not only suitable for a large number of nonlin-
ear evolution equations, but can also be naturally extended to the high-dimensional
space, so it has more advantages than the inverse scattering method in this respect.
This differential geometry method may become the theoretical basis of the inverse
scattering method.

Now we consider the prolongation structure method for the KdV equation. As-
sume we have the following KdV equation:

Up + Uy + 12uu, = 0. (93.2)

Letting z = u, and p = z, = uy, (9.3.2) can be written as the following first-order
equation:

U +py +12uz = 0. (9.3.3)

For the five-dimensional manifold M{x, t, u, z, p}, the basis of the dual space T* (M)
of the tangent space is {dx,dt, du, dz,dp}. We introduce the two-forms in the two-
dimensional submanifold {x, t, u(x, t), z(x, t), p(x, t)} of M to obtain

ay = dundt —zdx A dt,
@y = dz Adt - pdx A dt, (9.3.4)
a3 = —duAdx +dp A dt + 12uzdx A dt,

where d represents the exterior derivative and A denotes the exterior product. The first
two items of (9.3.4) correspond to the entries of the new variables and the latter one
corresponds to the item of the original equation. By direct calculation, we obtain
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da; = dx A ay,
da, = dx A as, (93.5)
das = -12dx A (za; + uay).

Therefore, {a;, a;, a5} forms a closed ideal on manifold M and the two-forms equation
(9.3.4) is zero when restricted to the manifold S, = {u(x, t), z(x, t), p(x, t)}. Then the KdV
equation is derived from the external form. For the given five-dimensional differen-
tiable manifold M and the closed ideal generated by a; and da;, there exist additional
extension variables yi(i =1,2,...,m), while {yi} spans an m-dimensional manifold at
each point of the original manifold M(x, t, u, z, p), which extends an m+5-dimensional
fiber bundle. Then the enlarged ideal I’ can be generated in the fiber bundle. The gen-
erators of I' include not only a;, but also include the introduced m one-forms w; due
to the extension variables y'. These w; are called the exterior extension forms. For ex-
terior extension variables y', we have the following Pfaff form wy:

wy = dy* + FX(x,t,u,z,p,y")dx
+GX(x, t,u,z,p,y')dt. (9.3.6)

This must satisfy the closed ideal condition

3 . m .
dwg = Y fii+ Y M Aw;, (93.7)
i1 i1

where n}'{ are one-forms. From (9.3.5) and (9.3.6), we can obtain the first-order partial
differential equations of FX and GX. These equations are generally nonlinear, because
they contain the commutator terms

k k
Z(G"a—Fi P >dx Adt. (9.3.8)
; ady ay!

If F* and G* only depend on yk, this y* determines a general conservation law and y'
is called potential. If FX and GX depend on extension variables y'(i # k), then yk is
called pseudo-potential. The existence of the pseudo-potential is the key that leads to
the Backlund transform.

We define the following commutator:

[F -Gl = F'G\; — G'FY,. (9.3.9)

By (9.37) and eliminating f}, we find that F “(u,z,p,y") and G*(u,z,p,y") satisfy the
following partial differential equations:

FK=0, Fi=0, Fi+GY=o0, (9.3.10)

Z
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26, + pGY - 12uzGY + G'FY; - F'6Y, = 0. (9.3.11)

From the integrable conditions of equations (9.3.10) and (9.3.11), it is easy to find the
following expressions of F K and G*:

F* = 2x% 1 2uxk + 302X,
G* = —2(p + 6UH)XE + 3(2 - 8 — 2up) XX (93.12)
+8X’lf + 8uX;‘ + 4u2Xg + 4ZX;(.

Inserting the forms of F¥, G* given by (9.3.12) into (9.3.11), we get the following series
of commutator relations:

[X1,X3] = [X2)X3] = [X1>X4] = [X2>X6] =0,
X, X)) = X, [XpX71=Xs,  [X5,X7] = X, (9.3.13)
(X, X5] + [ X5, X411 =0, [X5,X,] +[X;, Xg] + X7 =0.

Forcing this open algebraic structure to be close to a finite-dimensional Lie alge-
bra and using the Jacobi identity, we obtain a further relation. We introduce the new
generators Xg, Xo. We have

(X3, X4] = —Xg,  [X, X5] = Xg

and demand

8
Xo= CuXn (9.3.14)

m=1

where c,, are constants. We also demand the generators 1 through 8 in (9.3.13) to be
linearly independent. Using the Jacobi identity, we obtain

cn=0m#+7,8), c;=-cg=A4,

where A is an arbitrary constant. Finally, we get the closed Lie algebra constituted by
{X;,...,Xg}. We have

(X, X,) = X7, [X5, X5] = —Xg/A,
[X,, X;] = -AX:,
X, Xs5] = Xo,  [X5,X3] = Xe,  [Xs, Xg] = Xo/A,
11X, Xel = -Xo/A, [X5,X,] = —Xg, (9.3.15)
(X5, X;] = —Xs — AX,,
X, X = X5, (X, X5] = AXg,  [Xe, X7] = X,
(X5, X,) = —Xo,  [X4 Xg] = Xo,  Xo = AX; — Xg).
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It is not difficult to get the eight-dimensional relationship of this algebra. Choose the
basis vectors to be

0
b,=—(k=1,...,8), 9.3.16
K ayk( ) (9.3.16)

where yk are the coordinate sets of extension variables and the nondegenerate repre-
sentations of generators are the following:

r 1 _
X, = E[bl +exp(2y3) ™" +yghs + y7bs + (vg — A)bs),
X, = %[b7 +2bg),
1
X; = =bg,
3= 3be

1
X, = —EA[bl +exp(2y3)b, +ygh; — b,

+ <%>Y6b5 +(vs - A)bs]’ (0317

1
X5 = = [exp(2y3)by + ygbs + (% + )bs).
XG = bg,

1 1
X7 = E[ba + Ebs +2)’8b8]>

1
Xg = —bs.
(78 7 475
By (9.3.12), writing the eight display expressions in the Pfaff form, we have

(w, = dyk + Fkax + GKat,

wy = dy; +dx - 4Adt,

w, = dy, + exp(2y3)dx — 4 exp(2y;)(u + A)dt,

w3 = dy; +ygdx + [2z — 4yg(u + A)dt,

w, = dy, + 4Adt,

ws = dys + y,dx + (z - 6y)dt, (9.3.18)

A

W = dy, +uldx + (2 - 8u® - 2up)dt,
W, = dy; + udx — (p + 6u%)dt,
Wg = dyg + (u+yz —AN)dx - 4

A N(u+yz-A) - %p—zy8 dt.

Using (9.3.18), we obtain the soliton solution, Backlund transformation of the KdV
equation, and the corresponding inverse scattering problem.
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In fact, from wg = 0, letting yg = y, we have

Vo= ~(u+y* =),

2 1 (9.3.19)
Ve=—4lw+A)Qu+y -A)+ P2
The first equation of (9.3.19) is Riccati’s equation. Letting
y =/, (9.3.20)
we get
Y+ Qu-x)9p = 0. (9.3.21)

This corresponds to the one-dimensional Schrodinger equation of the KdV equation.
From the Pfaff form w;, we have

Y ="Y3x
By (9.3.20) and w,, we have
y3 =-Iny.

Letting ¢ = ¢, we deduce from (9.3.20) that

y =0/
Letting
Wy = Ywg — pws,
Wi = —Pws,
we have

W = do — u - D)pdx + {2z — [4(u + A)
x 2u - A) + 2plyldt, (9.3.22)
Wy = do — @dx — [2z — 4(u + A)gp]dt.
From (9.3.22), we see that i, = ¢ and ¢, + (2u — )¢ = 0 are the first-order scattering
equations of the KdV equation.

On the other hand, assume the KdV equation has another solution u’ =u' (u, z, p, y')
and satisfies

ay =du' Adt -Z'dx ndt,
ab=dz' ndt-p'dx ndt, (93.23)
ab = —du' Adx +dp' Adt+12u'Z'dx A dt.
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By direct calculation, we get
u = —u-y*+ A (9.3.24)

Since u = 0 is a solution of the KdV equation, uj = —y? + A must be the solution. From
(9.3.19), we have

2
=-(2-N),
{y =074 (9.3.25)

Ve = 4/1(y2 -A) = -42y,.
Its analytic integral is y = AY?tanh[A"?(x — x, — 4At)] and u}, is the analytic soliton

solution.
From the Pfaff form w;, we obtain

U=-Y7x = Wy
Equation (9.3.24) can be written as
W= Wy =Y+ A= Wy 4y - 2w, (9.3.26)
After integrating and incorporating the integral constant in the potential, we have
y=w-w, (9.3.27)
0 (9.3.24) can finally be written as
~Wo—w = ru=A- (W -w)’. (9.3.28)

Then, letting A = k2, by (9.3.25) as well as (9.3.27), we write the second equation of
(9.3.19) as

w) +w, = 4 u'u+u?) + 2w - w)(Z' - 2). (9.3.29)

Combining (9.3.28) and (9.3.29), we immediately obtain the Backlund transform of the
KdV equation.
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10 Global existence and blow up for the nonlinear
evolution equations

10.1 Nonlinear evolution equations and the integral estimation
method

Recently, with the development of the soliton problem and theory, a multitude of non-
linear evolution equations with soliton solution have attracted more and more atten-
tion, such as the Korteweg—de Vries (KdV) equation, nonlinear Schrédinger equation,
regularized long wave (RLW) equation, and nonlinear Klein—-Gordon equation. Apart
from the important feature of having solitons, these equations have other obvious
physical properties, such as the unity of dispersion and nonlinearity, some degree of
volatility but also a certain degree of smoothness of their solutions, and the decay and
dispersion of the solution as t — oo (or x — 00). Because of the intimate connection
between these equations and the physical problems, the solving methods and the the-
oretical research of their characteristics have already gone beyond the traditional re-
search methods. For instance, the occurrence of the inverse scattering method, which
is completely new, accurate, and very important, has opened up a new way for the the-
oretical research of differential equations, the Backlund transform method, and the
extension structure method established by exterior differential forms in differential
geometry and Lie groups. At the same time, we cannot imitate some traditional meth-
ods with regard to the theoretical research itself of such kinds of nonlinear partial dif-
ferential equations. For example, for the KdV equation and the nonlinear Schrédinger
equation, although their solutions have a good smoothness, we can only make esti-
mates with the energy integration because of the nonexistence of the maximum value
principle. However, an unusual aspect of this kind of integral estimate is that we must
fully use the various conservation laws. As Lax put it: “The main feature of the KdV
equation is the infinite number of conservation laws.” In view of proving the existence
and uniqueness of the global solution of this kind of nonlinear equations, we have the
following methods. (1) Make a good integral a priori estimate and establish the local
solution in [0, ¢;] by the use of various approximate methods, where ¢; depends on the
initial data. Next, establish the local solution in [¢,t,], where ¢, — t; depends on the
norm [lu(t,)||; since we have the a priori estimate [|u(t)|| < constant, the solution can be
extended from t;, t,, ... to any finite interval [0, T]. (2) The method of vanishing viscos-
ity (or parabolic regularization method) goes as follows. Look for the global solution
u, of the viscous approximate equation and use the uniform boundedness of u, and its
derivatives with regard to the small parameter € and let ¢ — 0. Then we obtain the de-
sired solution. (3) The functional analysis method consists in transforming the original
equation to the standard differential operator form and using some known theorem of
the differential operator to obtain the existence of the global solution, where it needs

https://doi.org/10.1515/9783110549638-010
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to be validated specifically whether the existence conditions of the differential oper-
ator are satisfied. (4) The Galerkin approximate method makes use of the notion that
we can use the uniform estimation of the Galerkin approximate solution to obtain the
global solution. In these various methods of proving the existence of the global solu-
tion, whatever it is, the integral a priori estimate plays a decisive role. Indeed, we can-
not obtain the global solution of all nonlinear evolution equations by use of the a priori
estimate. For instance, the “blow up” phenomenon exists in some multi-dimensional
nonlinear wave equations and the nonlinear Schrédinger equation, as the L, norm of
the solution or its first-order derivative tends to infinity as (¢t — t;) (t; is finite). How-
ever, we can obtain its global solution when the L, norm of the initial data is suitably
small. All these problems have attracted the attention and interest of many people. At
present, for the problems of definite solutions of this kind of nonlinear equation, we
mainly focus on the periodic initial value problem or the initial value problem and less
emphasis is put on the initial boundary value problem. Generally speaking, there exist
many difficulties concerning the formulation of the boundary value problem and the
existence study of the solution for this kind of equations (for example, the KdV equa-
tion). Therefore, the results on this subject are relatively scarce. For the initial value
problem, we usually assume its solution tends to zero as |x| — oo, which is a reason-
able requirement. For instance, for the KdV equation, we have proved that, as long as
the initial data tend to zero with certain decay rate as |x| — oo, its solution decays
with the corresponding rate. Of course, this requirement is not necessary. If the ini-
tial condition is approximated by the periodic boundary condition, the requirement
could be substituted by another initial condition. We still make this assumption for
the initial value problem. In addition, the following results, obtained for the definite
solution problems, also hold for the periodic initial value problem or the initial value
problem.

10.2 Periodic initial value problem and initial value problem for
the KdV equation

The existence and uniqueness of the solution to the KdV equation were first obtained
by Sjéberg [280]. He considered the following definite solution problem:
U = Uy + 08Uy, O6+0,
u(x,0) = f(x), Vx € R, (10.2.1)
ulx,t) =ulx+1,t), Vxt,

and obtained the following result.
Theorem 10.2.1. Assume f(x) is a function with period 1 and its derivatives until the

third derivative belong to L%. Then, if § # O, there exists a unique solution to prob-
lem (10.2.1).
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We use the following differential difference scheme corresponding to (10.2.1):

%uN(x, t) = [uy(x,, t)Douy(x,, t) + Doulz\,(x,,t)]/B
+6D, D2uy(x,.t) (r=1,2,...,N),
uy(x,,0) = f(x,) (r=12,...,N),

Uy (X, 1) = uy(X,n» £), vx, t,

(10.2.2)

where h = 11\1’ x, =rh,and D, D_, and D, represent the difference operators. We define

hD+g(Xr) = g(xr+1) - g(Xr)’
hD_g(x,) = g(x,) — g(x,_1),
2hDyg(x,) = 8(Xye1) — 8(Xp_1).

Then we can prove the local existence of the solution to problem (10.2.1). Using the
three conservation laws of (10.2.1),

1 1

J w2 (x, t)dx = J fz(x)dx = oy = constant, (10.2.3)
0 0
1 l,l2 1 f3

J <? - 6u)2(>dx = J <? - 5f’2(x)>dx = a, = constant, (10.2.4)
0 0

1
L (u* = 126uL + 366°Uy, /5)dx
1
= j (f* = 126ff'? + 368°f""?/5)dx = a3 = constant (10.2.5)
0

and making a priori estimates of integration, we can prove the existence of the global
solution for problem (10.2.1) and the uniqueness can easily be obtained by the energy
inequality. Lax first proved the uniqueness of solution to the Cauchy problem of the
KdV equation

U+ UU + Uy, =0, (—00 < X < +00, t >0), (10.2.6)

Ul;mg = Up(X), (—00 < X < +00), (10.2.7)

over (—0o, +00) [153], where the solution refers to u(-,t) € C* (—co < x < +oo) and
where u and its derivatives to x all tend to zero (|x| — co). Assume v is other solution
of problem (10.2.6), (10.2.7). We have

{vt + W,y + Ve =0,

V=0 = Up(x)
and we let w = u — v, so we obtain the following linear equation of w:

Wy + UW, + WV, + Wy, = 0.
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We multiply the above equation by w and integrate with respect to x € (-0, +00).
Then, after integration by parts, we get the following relation:

d 1 +00 2 +00 1 2
35 J wdx + J <vx - Eu")W dx = 0. (10.2.8)

Let E(t) = 1 f;o w?dx, max |2v, — u,| = m. From (10.2.8), we get

d

~E E(t),

7 (t) < mE(t)
and then

E(t) < E(0)e™.

Since E(0) = 0, we find E(t) = O (t > 0). Thus, w = 0. As described in [290], for the
following periodic initial value problem of the KdV equation:

(u, +uu, +pu,,, =0, (0<t<T,0<x<1),

u(x, 0) = uy(x), (0<x<1),
Ju(0,t) = u(l,t), 0<t<T), (10.2.9)
U, (0,1) = u,(1,1), O<t<TD),

| U (0, 8) = Uy (L, 1), 0<t<T),

using the fourth-order small parameter method, that is, considering the solution
u,(x, t) of the following definite problem corresponding to problem (10.2.9):

Ugp + Uy + Uy + EUgyx =0, (€>0), (0<t<T,0<x<1), (10.2.10)
U (x,0) = upe(x), (0<x<1), (10.2.11)
o o

T¥e0,ty= 2 e1,1), (O<t<T), (=0,123), (10.2.12)
ox ox

it tends to the solution of (10.2.9) as € — 0. We assume u,, € C*°([0,1]), such that

dj“Oe(O) _ dj“Os(l)

, Vj=0,
dax dax

and we suppose u,, converges weakly to u, in H'(Q)(e — 0). Here we use Q to denote
the interval (0, 1), while H*(Q)(s > 0 and is integer) is the Sobolev space

v v(x) € LX(Q), D'v(x) € LX(Q),0 <j <},

. 1/2
Vilgs oy = {Z v’ }
HS(Q) = T
o 10X lirxa)
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We know from [163] that the solution u, of problem (10.2.10)-(10.2.12) exists and satis-
fies

u, € L(0, T; L)) n L*(0, T; HA(QY)), (10.2.13)

where L*(0, T; H®) represents the function space defined over [0, T] and takes values
in H®. We define u(x, t) as the function of x belonging to H®. For t € [0, T],

sup [lu(- )| < co.
O<t<T

The term L?(0, T; H®) represents the fuTnction space in which u(x, t) as a function of x
belongs to H® for each t € [0, T] and .[o lu(x, t)Ilgdt < 0o. From (10.2.13), we have

% € I3(0, T; H'(Q)) < LX(0, T; L (),
’f_j ) (10.2.14)
U~ L3(0, T; L*(<0)).
We deduce from (10.2.10) that
3 4
M O, U O p2 (10.2.15)

ot o T T Yeox

From this, the boundary conditions, and the smoothness theorem of linear equation,
we deduce

% e 1XQ), u, € [X0,T; H*()),
where Q = Q x [0, T]. (10.2.16)

We now make a priori estimates for the solution of problem (10.2.10)—(10.2.12).

Lemma 10.2.2. Ifu, € L*(Q2), then we have

el oo 0,7,02¢00)) < € (10.2.17)
d’u
5 <c, (10.2.18)
ox* l2@

where the constant c is independent of &.

Proof. Multiplying (10.2.10) by u, and integrating with respect to x, we have, under
the periodic conditions (10.2.12),

1d 2 u, \’
Ed—t“ug(t)“Lz +£JQ< ang> dx =0.

From this, we immediately get (10.2.17) and (10.2.18). O
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Lemma 10.2.3. For all functions v(x) € H 3(Q), we have

d3 2
||v||La(Q)scuvng{g<uvup o+|5% m)) , (10.2.19)
dv 712 < dPv )
— <clv v + |- . 10.2.20
dxllpsa) METIGLEER b 12(Q) ( :

Proof. By the interpolation representation in Chapter 1 of [164],

[H(©Q), HO(@)]a = H* (), H(Q) = LX(Q),
and H% Q) c L“(Q), we deduce

Wiy < €Vl g o) < CIIVII |IV||

) o)y
that is, we get (10.2.19). Similarly, [H3(Q), H(Q)]; = Hi (Q),
12

dv
dx

<clvl, s

4(Q) H%(Q)

so we obtain (10.2.20). O
Lemma 10.2.4. Ifuy(x) € H'(Q), then we have

ou,

<c, (10.2.21)
0x |z (0,1512(02))

3

LT <c, (10.2.22)

0x° g
where the constant c is independent of .
Proof. Multiplying (10.2.10) by

azu
Py (uy) —u +2;1a >

integrating with respect to x, and using the periodic boundary conditions, we get
2 4
d 13 <au > ] j 0'u, < >
— —u, - d +2 dx =0,
dtJQ 3 T ax ) TR e M "a2 *=

2 3 3 2
d 1 3 <au£>] J o’u,  oug j<a u£>
- ~uw -yl == dx - 2. dx — 2ue dx =0. (10.2.2
dtu3“8 Mox ) [P % g o e @ ) \ae ) (10.2.23)

or
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Then we get

d 2

Pu,
Har

ox3

8us
ox

12(Q)

1d 3 ou, du
-3 L Wdx - 2£J U S . (10.2.24)

Integrating (10.2.24) with respect to t and dividing by y yields

|2
0

2
% o J W00, t)dx - J up (x)dx
dx 3u Ja 3u Ja

2e ou, du,
10.2.2
HJJuSBXand (10.2.25)

LX(Q)

2

ou, ||’ u

— (0)
ox L2(Q)

Since

2
ES "ue(t)"L‘X’(Q) ||”e(t)||L2(Q)

< cl||u8(t)||Lm(Q) (due to (10.2.17))

l JQ w(t)dt

u,(t) 12

ox

1
< el g IOl

L2(Q) )

1/2
du, (¢
sc3<1 e () ) (due to (10.2.17))
aX LZ(Q)
3Iy| aug(t)
B 2@’
du, U, ou du
d < t 7€ &
L)ug x e N e Ols+co) ox izl 0%% Nz

Pu)]

ox3

)

< sl (ol +

Pu(t
B0 (by (10.2.19), (10.2.20))
aX3 L2(Q)
( Pu,(t) >”2 Pu,(t)
<cgl 1+ —_—
0x3 LZ ox3 12(Q)
g(t
<c (by (10.2.17)).
BX3 12(Q)
(Note that, for v e H'((), we have [Vlzo(q) < clVIZZ(IVIz2 + 132]2)".) Considering
the last inequality, from (10.2.25) we deduce
2 t a3 2
ou,(t) N 2€J 0 usga) do
ox iz ol 0
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2

-
@ 3l o

du (0| Ve Jf
ox |2 0

2 t
e j
I2(Q) 0

This immediately yields (10.2.21) and (10.2.22). O

dug
dx
1

+ p—
2

luo P dx

Pu (o) |

33 do +c. (10.2.26)

12(Q)

Thus, we obtain

Pu(t) ?

o0x3

du,(0)
ox3

do <c.
L2(Q)

Using equation (10.2.10), we have

oy, M Dup DU,
ot ox

By (10.2.21) and (10.2.22), we have

ox3 € ox*

% uniformly bounded in L*(0, T; H™*(<2)). (10.2.27)

Thus, by (10.2.17), (10.2.18), (10.2.21), (10.2.22), and (10.2.17), we choose a subsequence
of u, still denoted by u,, such that

u, —» u weaklyin L°(0, T; L*(Q)),

% R g—z weakly in L (0, T; L*(2)),
% N % weakly in L (0, T; H %(Q)).

From the first and second results, we infer that u, — uweaklyin L*(0, T; H 1(Q)). From
the second result, we deduce that u, — u strongly in L*°(0, T; L*(Q). Using (10.2.13),
taking the limit in (10.2.10), (10.2.11), and (10.2.12), and applying

ou, ou

uga g Ua (10.2.28)

weakly in L (0, T; L} (), it is not difficult to obtain equation (10.2.10), — u; + uu, +
MU, = 0, so we get the desired solution. We have the following theorem.

Theorem 10.2.5. Suppose that u € R, u # 0, uy(x) € H'(Q), and uy(0) = uy(1). Then
there exists a function u(x, t), u € L°(0, T; H 1Q)), that satisfies

u,u, € L°(0, T; LA(Q)), (10.2.29)
U + Ul + YUy, = 0, (10.2.30)
u(x, 0) = uy(x), (10.2.31)
u(o,t) = u(1,t). (10.2.32)
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Theorem 10.2.6. Assume that i € R, u # 0, ug(x) € H(Q), and % = % (G =0,1).

Then the function of the definite solution problem (10.2.9) is unique.

Remark. Ifu, € L*°(Q) and
duy(0)  dup(1)
dd  dv
then the solution of (10.2.9) satisfies u € L*°(Q).

, Vji=0,

As described in [31], for the initial value problem

{ut + UL + Uyyy — EUyyy = 0, (> 0,-00 < X < +00), (10.2.33)

u(x, 0) = g(x), (—00 < X < +00),

the uniformly a priori estimate of the solution u, with respect to € was established and
the existence and uniqueness of the solution for the initial value problem of the KdV
equation

U + UL, + Uy =0, (—00 < X < +00,t > 0),

Er T e (10.2.34)

u(x,0) =gx), (oo <x<+00)
were proved. For the existence and uniqueness theorem of solution for all kinds of
definite solution problems to the more general class of KdV equations, complex KdV
equations, and the higher-order KdV equations, we refer the reader to [31, 71, 104, 110,
161, 294, 320].

10.3 Periodic initial value problem for a class of nonlinear
Schrédinger equations

We consider the following periodic initial value problem for a class of nonlinear
Schrédinger equations:

) 2 2
i — e + BOOG(0y l|” + 031151y

+k00u; =0, (=12 0<x<2m t>0), (10.3.1)
Ulo = U)(x), O<x<2mj=12 (10.3.2)
u(x, t) =uj(x +2m,t), Vx,t20,j=12 (10.3.3)

where i = V-1, 0, and o3, are positive constants and B(x) is a bounded real func-
tion with period 271. q(s) > 0, s € [0, +00), and k;(x) (j = 1,2) are bounded real func-
tions with period 271. u;(x, t) are the unknown functions. u’;) (x) (j = 1,2) are the given
complex-valued functions with period 277. We define the inner

o 7 5y oy
(f.g) = L fgdx, a(u,v)= Jo 5 50
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We first make an a priori estimate for the solution of the problem (10.3.1)-(10.3.3).

Lemma 10.3.1. Ifthe following conditions are satisfied: (i) B(x), q(s), kj(x) are real func-
tions and (ii) u’;) (x) € L2, then the solutions u;(x, t) of problem (10.3.1)-(10.3.3) satisfy the
following equality:

2 P2
”ui(t)"L2 = “u]o”LZ (G=12). (10.3.4)

Proof. Multiplying (10.3.1) by &; and integrating with respect to x, we get
i, ) + a(u, W) + (BOOG(0 | + 03115 Yz 1) + (kiOug, ) = 0. (10.3.5)

Since a(y;, u;) > 0, B(x) is a real function and

2

(Bquj, uj) = J BO0)glu;dx,

0
b2 5
(kjuj, u;) = L k;(x)qlu;|"dx.

Then, taking the imaginary part of (10.3.5), we immediately get (10.3.4). O

Lemma 10.3.2. If the following conditions hold: (i) 0, and o3, are real numbers and
Bx), ki(x), and q(s) are all real functions and (ii) u’;)(x) e I?, B(x) and Q(021|u%,|2 +
031|ué|2) e LY, where Q(s) = jg q(z)dz, then the solution of problem (10.3.1)-(10.3.3)
satisfies

m
Ol I + ol + | BOOQUo NP + 01
2 5 3
+ Jo [k () a5 [uy|* + Ky (x) 034 |up| "] dx
1 2 2 12 2 1,2 22
= 0y fluoyflz2 + o3 [uy 2 + . BOOQ(on|ug|” + 03 |up|)dx
2n 12 5.2
+ L [k ()05 |ug|™ + kp(x) 031 [ug| "] dx. (10.3.6)
Proof. Multiplying (10.3.1) by &;; and integrating with respect to x, we have

1(Wip, Uje) + (W, Ujyp) + (Bx)q(oyuy* + 031|u2|2)u1~, W) + (ku;, uye) = 0. (10.3.7)

Because
1d
Re(ujy, ujy) = 5Enujxlliz,
d 1 2n
Re(kju;, uj) = a2 L kj(X)|uj|2dX»
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Re(ﬁ(x)q(021|u1|2 + 031|u2|2)u1, Oyly) + Re(ﬁ(x)q(021|u1|2 + 031|u2|2)u2, O3Uy)

1 0
=3 jo BOOg(onhnl® + o51lusl”) 5 (0l + 031l

d1l 2n 2 2
T dt2 L Bx)Q(0y1[uy|” + 03 [u,|)dx.

Taking the imaginary part of (10.3.7), multiplying for j = 1 by 0,;, multiplying for j = 2
by 03, and adding the resultants, we obtain

1A Gyl + oyl ||2z)+1ij2"/s<x)o(o iyl + 0y, )
zdt 2114111 31142107 Zdto 21141 31142

1d (7" P )

+ = J [k ()0x g + Ky (x) 031 |u,|]dx = 0.
2dt Jo

That is, we obtain (10.3.6). O

Lemma 10.3.3. If the conditions of Lemma 10.3.2 hold, k;(x) (j = 1,2) are bounded real
functions, q(s) = 0, f(x) = 0, and they are bounded, 0,5, > 0, and 03; > O, then, for the
solution of problem (10.3.1)—(10.3.3), we have the following estimates:

M7z < ¢y uylfz < o,

n , 5 (10.3.8)
L BOOQ(ox g™ + 03157 )dx < ¢35,
where the constants c,, ¢, only depend on the initial functions and their derivatives.

Proof. By (10.3.6) and the lemma conditions, we immediately get the results. O

Corollary 10.3.4. We have
2
¥ Il < g (10.39)
j=1

where the constant c, only depends on the initial functions and their derivatives.

Proof. From the conclusion of the lemma and the Sobolev inequality, (10.3.9) imme-
diately follows. O

Lemma 10.3.5. If the conditions of Lemma 10.3.3 hold and we assume that u’;) (x) € H?
(j = 1,2), then the solution of problem (10.3.1)—-(10.3.3) satisfies the following estimates:

2 2
sup [lugll> <cs,  sup fluylr: < cq, (10.3.10)
0<t<T 0<t<T

where the constants cs, ¢, only depend on the initial functions and their derivatives up
to the second order.
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234 —— 10 Global existence and blow up for the nonlinear evolution equations

Proof. Differentiating equation (10.3.1) with respect to ¢, multiplying by &i;;, and inte-
grating, we get

. d
I(Wjee> Uje) + Uy W) + <B(X)Euiq(a21|u1|2 + 031|u2|2),uj[) + (kjuje, uje) = 0. (10.3.12)
Because

d
(ﬂ(x)EUJQ(Uzﬂ“ﬂz + o3l f?), u}'t>
2

21
0 _
= || B0l + ol g+ [ B00g’ S (@nlul” + oy P,
0 2 _ _
&|uj(t)| = Wyl + Uiy

Therefore,

n 0
‘ Jo B(X)QI&(%WHZ + 031 sty dx

2
< ¢1]ld’ (01w * + 031151 [ o0 jo dx[luge| - 1ty | + [yl - Juge|] ;]|
< ¢y [lugelZ2 + g2

Taking the imaginary part of (10.3.11), we obtain

d
2Ol + 1521 = &5 [Juge (Ol + (O]

By the Gronwall inequality and the lemma conditions, we immediately get (10.3.10).
O

Now we define the generalized solution of the definite solution problem
(10.3.1)-(10.3.3). The space 27-periodic functions u;(x, t) € L®(0, T; HY, Uy € L0, T;
L% ( = 1,2), and Q(OZIIM})I2 + 031|ué|2) e L! (where Q(s) = jg q(z)dz) are called the
generalized solutions of the definite solution problem (10.3.1)-(10.3.3), if the integral
equality is satisfied, so we have

i(Uje, vj) + (U Vi) + (ﬁ(x)u]-q(021|u1|2 + 031|u2|2),vj) + (kiu;,v;) = 0,
wix) eH', t20,j=12, (10.3.12)

Wjli=0-vj) = (Up(x),v;), (i =1,2). (10.3.13)

By the Galerkin approximate method or writing (10.3.1) as an integral equation, we
have

s . t
W (x, 1) = S 00) + L S(t - 1)[q(0n |y 06 1)

+ 031Uy (x, T)|2)uj + ki(x) - u;(x, 7)]dr,
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2
where S(t) = \ﬁeﬂ'[. Using the contraction mapping principle, we can easily get

the local existence of solution to problem (10.3.1)-(10.3.3). Based on above a priori
estimates, we get the following theorem.

Theorem 10.3.6. If the following conditions are satisfied: (i) 0, > 0, 03; > O, and the
2nt-period real function B > 0, (ii) q(s) is a real function, q(s) € C', q(s) = 0, s € [0, c0),
and k;(x) are bounded real functions with period 2m, and (iif) u’;) are periodic complex-
valued functions and u’(‘)(x) € H?, then the generalized solution of the definite solution
problem (10.3.1)-(10.3.3) exists.

Theorem 10.3.7. If g(s) € C', s € [0,00), and ki(x) are bounded functions, then the
generalized solution of the definite solution problem (10.3.1)—(10.3.3) is unique.

Proof. Assume that there are two pairs of generalized solutions, uj, z; G =1,2), of
(10.3.1)-(10.3.3). Let w; = y; - zj, j = 1,2. Then we obtain from (10.3.12)

i(Wjp ) + (Wi W) + (BOOUq (0 |* + 033w, [?) = Bx)zjq (0912,
+ 031|zz|2),vj) +(kw;,v;) =0, ;€ HY t>0, (10.3.14)
Wil = O. (10.3.15)

In particular, choose v; = w; in (10.3.14). Because

Q(Uz1|“1|2 + 031|u2|2)“j - Q(021|Zl|2 + 031|22|2)z]-
= '@ [0yl - 121) + 031 (o = |2,1)

2 2
+q(0x 21" + 03112,]°) (W - 2)),
where Z is between |u1|2 + |u2|2 and |21|2 + Izzlz, we have
2 2 2 2
|(BO)G(0y 1wy |° + 031 |1y |*)uj = B(X)q(0 121 |° + 03412,7)z;, W)

2

< max |B(x)| [(|021| +1031)]q" @)l oo Mgl Y (gllzeo + 1zl o)
j=1

2
+ la(oalal? + agl|z2|2>upo](z il lel)
k=1

Taking the real part of (10.3.14) and summing with respect to j, we get

NI =

d 3 2 2 2
= 2wl < ¢ X Iwjlze.
j=1 j=1

By the Gronwall inequality and w;(0) = 0, we immediately get u; = z;. O
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Remark 10.3.8. For the initial value and boundary value problems of nonlinear
Schrodinger equations (10.3.1), where its solution in addition to satisfying (10.3.1) also
satisfies the initial condition (10.3.2) and

u]'|X:O = u]-IX:1 =0, (10.3.16)

the conclusion of the above Theorem 10.3.6 and Theorem 10.3.7 are still valid.

Remark 10.3.9. If the initial functions and the coefficients of equation have a higher
smoothness, the classical global solution of the problem (10.3.1)-(10.3.3) can be ob-
tained by using the method of taking the difference quotient of the equation.

The well-posedness of the global solution for a more generalized class of nonlin-
ear Schrodinger equations, the multi-dimensional nonlinear Schrédinger equation,
and the system of nonlinear Schrdodinger equations of the integral type is described in
[90, 103, 105, 243, 282, 296, 322, 323].

10.4 Initial value problem for the nonlinear Klein—Gordon
equation

We now consider the initial value problem for the following nonlinear Klein—-Gordon
equation:

d’u ) 3 3

— —Au+mu=-Aul‘u, xeR’, t>0,

ot?

u(x, 0) = f(x), x € R, (10.4.1)
g—’;(x, 0) = gx), x € R,

;—; + aa_; + ;—;. We will use the functional method of the
1 2 3

abstract differential operator to prove the existence of the global solution of the initial

value problem (10.4.1).

We first turn problem (10.4.1) into the first-order system of the variable t. We have

wherem > 0,1 > 0, A =

ov 2 a2
E—Au+m u = -Alul“u,
o _
ot
u(x,0) =f(x), vx0)=gx),
or
do(t) 0 I B
(o oJp0=T0000) 104
_(f0 o
px,0) = (g(X)>’
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where
u 0
o= <V> T = (—Alu|2u>
and I is the unit matrix.

We will use the general Hilbert space theorem to prove the existence and unique-
ness of the global solution for problem (10.4.2). We first choose the Hilbert space H =
L?(R®) and let B® = —A + m?. 1t is easy to know that B? is closed. We use 75 to denote
the direct sum Hy = D(B) @ D(#), which has the following inner product:

((w,v), (u,v))p = (Bu,Bu) + (v, v).

Letting

(0 I\ |
A=z<_B2 0), i=v-1, (10.4.3)

itis easy to verify that A is a symmetric operator in %y and has the domain of definition
D = D(B*) & D(B). A is also closed. We further write (10.4.2) into the following operator
equation form:

at (10.4.4)
®(0) = @y = (f(x),g(x)).

d .
{—(p =-iAp +] (),
Now we first estimate the solution of (10.4.1).
Lemma 10.4.1. Assume that u € C3° (R?). Then we have

lullzs < kllBullz2. (10.4.5)

Proof. Denote 37“ as u,,. Then we have

|u(x)|4 <4 J |y 1| dx;.

Integrating with respect to x; for fixed j # i, we get
1/2 12 1/2

|u(X)|6 < K<j |uxlu3|dx1> <J |uX2u3|dx2> <J |ux3u3|dx3>

Integrating the above inequality and applying the Schwartz inequality, we get

1/2 1/2 1/2

6
J’R3 |u| dx < I<<J;g3 |ux1u3|dx> <J‘R3 |ux2u3ldx> <J;g3 |ux3u3|dX>
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et ([ ), )

Then it is easy to deduce
1/6

UR} |u|6dx> < K(lluy, 2 + g, 2 + g, l12)
= K(llkqttll 2 + il 2 + kstllp2)

< K||(zk2 + m?)"*a| > = K||Bull,z,

3/4 1/4 1/4 1/4

where

Lemma 10.4.2. Assume that u,, u,,u; € D(B). Then
||u1u2u3 "L2 S I(”Bul ||L2 ”Bu2"L2 ||Bu3 "L2 . (10.4.6)

Proof. Let u € D(B). Because B is essentially self-conjugate in Cg° (R%), we choose a

L I
sequence of functions u, € C3° (R?) such that u, — u and Bu, — Bu. Choosing a
subsequence of u,, still denoted by u,,, u,, converges to u point-wise. Since

”u?z - ufn"L2 = || (u, - um)(uﬁ + Ul + ui)“LZ
< Kllu, = tplizs ||(ufl + Uy, + uﬁl)up
< Klluty, = gyl (Nt 76 + 1t - Nl o
+luplifs) < KIBuy — Bugll 2 (1Buty, 72
+ Bty | 2Bty 2 + 1By l172),

{2} is a Cauchy sequence in L? and since it converges to u’ point-wise, u> € L%. Passing
to the limit in the above inequality, we have

lulPe = o] 2 < KIBul,.

Applying the Holder inequality twice, the conclusion of the lemma immediately fol-
lows. O

Lemma 10.4.3. For all ¢, ¢, € H, ] satisfies

@2 < Kllgil72,
||]((P1) —]((Pz)”Lz < C(||§01||L2) ||(P2||L2)||§01 = @,ll2.
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Proof. Letting ¢; = (u;,v;), from Lemma 10.4.2 we deduce

@2 = Ay < KIIBullliz < K||‘P1"i2’
(@) - T(@)|2 = ”A(ufﬂl - ugaz)an
< KIB(u; - up)ll2(I1Buy 2, + 1Buylly2 I Buyll > + 1BusI7)

< Klloy — @oll2(I91172 + 121112 + s 172).

The lemma follows. O

Lemma 10.4.4. Assume that ¢,, ¢, € D(A). Then

lAT (@D < Kl l22 149, 2,
[AU (@1) = T (@) ;2
< C(||§01 2, 1@, llz2, 1A@q 12, ||A(Pz||L2)||A<P1 - Al
Proof. Let ¢; = (u;,v;). Theny; € D(B?), v; € D(B). We calculate

12, .12 2
kit < |(2k + m?)a 2

IBuy, 12 = ||(2k7 + m?)
= |Bullz.
Thus, by Lemma 10.4.2, we have
||(u2ﬂ)xi I2 = |2uwy it + v, |12 < KIBullz - |1Buy I 2
< K|1Bull?: |B%u| 2,

SO

2 2
AT (@)= = AZHBululan
2 d 2 2 225 2= 12
=A Z "(ulul)x,. Iz + A°m gy 12
i1
< K(IBuy I | By 22 + mP1Buy |S.)

2
< KIIBuy |l |B*uy |12 < Klipy Il 1A, 7.

Thus, we have proved the first equality. In order to prove the second equality, by
Lemma 10.4.2 and the above equality, we have

1 _ _ 2 _ _ 2 _ 2
Z"(”zul - “f“z)xi I2 < ””f(“l - )y, I= + II(uf - ”%)(uz)xf ;2

+ 20y (1 = ) + 20 — ), o
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< K(IBuy I3 |Bty = w72 + | B2 [ Bty + )72 B* s - ) 12)

2
< K(loyll1:|A(@; - 92);2
2
+ 1AQIE (I 2 + 192l12) A1 = 9] ).

Thus,

2 _ _ 2
AT - T @)z = X By - w3,)
3
_ _ 2 _ _ 2
=X Z “(“f“l - u%“z)xi I + mz/lzlluful - u%“z"ﬁ
i=1

2
< C(l@yllz2. 9o, 1Al 2) [Aley - o)1

2
+ C(lloy 2, ||‘P2||LZ)||A(<P1 - ‘Pz)"Lz,

where we have used the inequality |Bull;z < K IB?ul| ;2 many times. The lemma fol-
lows. O

Lemma 10.4.5. Suppose u(x,t) is the solution of (10.4.1) over [0, T], where u(x,0) =
f(x) € D(B?) and u,(x, 0) = g(x) € D(B). Then we have

E(t) = % ”|Bu(x, O +u 6 0 + g|u(x, t[* |ax,
independent of t.

Proof. Let @(t) = (u(x,t),u;(x,t)). Since, for each t € [0,T], ¢(t) € D(A), we have
u(-,t) € D(B?), u;(-, t) € D(B) Vt € [0, T]. Since ¢(t) is strongly differentiable, u and w;,
as the functions of L?(R>), are strong differentiable and

u(t +h) —u(t)
“B < h B

u(t +h) — u,(t)
h

ut(t)>” -0, h—-0,
L (10.4.7)

- utt(t)” i 0, h— 0.
12

We deduce that the first two terms of E(t) are differentiable. In order to prove its third
term is also differentiable, we deduce from Lemma 10.4.1 and the Ho6lder inequality
that

MW _ uAt))H
LZ
£+ ) - u(t
S O e ) B
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We deduce from this and (10.4.7) that u?(x, t) is strong differentiable, so

J |u(x, t)|4dx = (U (t), u*(1))
is strong differentiable. Also, E(t) is strong differentiable and

1 1 A 1 1 A
E'(t) = E(But,Bu) + E(utt,ut) + E(uut,uz) + z(Bu,Bu[) + i(ut,utt) + E(uz,uut)

1 1
= E(ut,Bzu + Uy + AJul’u) + E(Bzu + Uy + Alulu, u,) = 0,

where we have used the differential equation which u satisfies. O

With the above basic estimation of the solution of problem (10.4.1) and applying
the following existence theorem for the solution of the abstract differential operator,
we can get the existence, uniqueness, and smoothness of the solution of (10.4.1).

We now consider the operator equation (10.4.4). Assume A is a self-conjugate op-
erator in some Hilbert space #. Suppose that J is a nonlinear map from D(A) to . Our
problem is to find what conditions J should satisfy to ensure that, for any ¢, € D(4),
there exists a unique function ¢(t), t € [0, co), which belongs to # and satisfies

dt (10.4.8)

{d—q’ = ~iAg +J(@),
©(0) = @,.

We have the following theorems.

Theorem 10.4.6 (Local existence). Suppose that A is a self-conjugate operator in the
Hilbert space H and ] is a map from D(A) to D(A), satisfying

(Ho) @l < CUil) el

(H) 14T@)l;2 < CUlolz. 1Apl2)IA@l 25

(HY) (@) -T2 < CU@llp 1Pl2) e - Wil

(HY) 1AT(@) =Tl < CUPlz, 1A@l2, 152, 1AWl ) IAQ — Ally2, Yoo, 1 € D(A);

where each constant C is a monotone increasing function of the signified norm. Then, for
all p, € D(A), there exists T > 0 such that (10.4.8) has a unique continuously differen-
tiable solution on [0, T) and, for all ¢, € {@|l¢l;2 < a,lA@l;2 < b}, T can be selected to
hold uniformly.

Theorem 10.4.7 (Local smoothness). (a) Assume A is a self-conjugate operator in the
Hilbert space H and ] is a map of

D(A) - D), (1<j<n)
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and satisfies (forj - 0,1,...,n)

H) 14T@)p < Cplp ... 14l 1A @25

H) 14U@) - Tl < Cl@lg Wle,..., 1A @l 1P 1A — A2,
Vo, € DA);

where each constant C is a monotone increasing function of its variables. Then, for

all g, € D(A™), n > 1, there exists T,, > 0 such that (10.4.8) on [0, T,,) has a unique

solution ¢(t) € D(A™), t € [0, T,,). If p, belongs to

o] 14¢]:<a,j=0.1....n}

then it is possible to select T to hold uniformly.

(b) If one increases the hypotheses from (a), for j < n, J has the following properties. If
@ is j times strong continuously differentiable, (p(k)(t) € D(A"’k ), and A"*k(p(k)(t) is
continuous (for all k < j), then J(p(t)) is j times differentiable. As

d](§0(t)) DA™Y, AT A (p(t))/df

dv
is continuous, the solution obtained by (a) is n times strongly differentiable about t
and
j
do® p(a™).
dv

Theorem 10.4.8 (Global existence and smoothness). Assume that A is a self-conju-

gate operator in the Hilbert space H, n is a positive integer, and J is a map of D(A') —

DA) (1 <j < n) and satisfies (for1<j < n):

(Ho) W@l < Cl@l)lol2s .

H) 14Tl < CU@l,.... IA Pl IA Pl = 1,20

H) 14T@) -T2 < CUPlzs ., 147 @l 14l 2) |4 9-Apl 2, Voo, € DA,
j=12...,n;

where C is a monotone increasing function of all its variables. Suppose @, € D(A™) and
llo(t)|l is bounded on any finite interval, guaranteed by Theorem 10.4.7 (a) that the solu-
tion exists. Then there exists the strongly differentiable function @(t) in D(A™), which, in
[0, 00), satisfies

! — _iA s
{q) ® @) +J (1)) (10.4.9)

©(0) = @

Furthermore, if ] satisfies the assumption of Theorem 10.4.7 (b), then @(t) is n times
strongly differentiable and d “’(t) e D(A™).

Using the a priori estimates of Lemmas 10.4.1-10.4.5 and Theorems 10.4.6-10.4.8,
we get the existence theorem of problem (10.4.1).
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Theorem 10.4.9. Suppose A > 0, m > 0, and
feD(-A+m?), geD((-A+ mz)l/z).

Then there exists a unique function u(x,t),t € R, x € R3, such that t — u(- t) is a twice
strongly differentiable function of t in LZ(R3). Forallt,u(-t) € D(=A+m?), u(x,0) = fo),
u;(x, 0) = g(x), which satisfies

Uy — Au+ m’u = -Alul*u. (10.4.10)
For allt, the map (f,g) — (u(- t),u;(-,t)) is continuous.
Proof. By Lemma 10.4.3 and Lemma 10.4.4, we know that J satisfies the conditions
(H3), (H?) of Theorem 10.4.6 as well as (H,), (H]). Thus, the unique local solution ¢(t)
exists in [0, T). By Lemma 10.4.5, E(t) is a constant for all ¢ € [0, T). Since

1 1 A
§|I<P(t)||iz < 5||<p(t)||iz + JR3 utx, ) dx®
= E(t) = E(0),

we know | ¢(t)|| is bounded in [0, T). From Theorem 10.4.8, we know that the solution
exists for all t > 0. The proof is complete. O

For some other nonlinear evolution equations and their systems, using the
method of abstract differential operators to prove their existence and uniqueness,
we refer the reader to [44, 101, 260, 275].

10.5 RLW equation and Galerkin method

We use the Galerkin method to prove the existence of solution for the RLW equation
and discuss the smoothness of solution.

Consider the following initial boundary value problem for the general RLW equa-
tion:

U +f(u)x — Upxt = g, t), (10.5.1)
Uli—o = Up(x), (10.5.2)
Uly—g = Uly_; = 0. (10.5.3)

In the following proof of the existence of solution for the problem (10.5.1)-(10.5.3), we
require the following two lemmas of the Sobolev space.

Lemma 10.5.1. Ifu € H'(0,1), then there exists a constant C > 0, which is independent
of u, such that

12 12
sup |u(x)| < CllullLé(0 1)(||u||L2(0,1) + luyllz20.0)) - (10.5.4)
0<x<1 ?
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Lemma 10.5.2. Assume f € CX(R), k > 1, and f(0) = 0. Ifu(x, t) € L®(0, T; H*(0,1)),
then f(u(x, t)) € L®(0, T; HX(0,1)) and the following inequalities hold:

"f(u(t))“Hl(o,n S Mn“(t)"Hl(o,l)
and
@)k < Ced+ Ui u®l e > 2), (10.5.5)
where M and Cy, are constants.

Welet (0,1)=Q,Q=Qx[0,T], T >0.
We have the following theorem.

Theorem 10.5.3. Assume T > O is a real number,
g6 t) e LO(0, T; L2 (Q)),  up(x) € Hy(Q),

and f(s) € C(R). Then there exists a unique function u(x, t), (x, t) € Q, which satisfies

u € L°(0, T; Hy(Q)), (10.5.6)
u, € L°(0, T; Hy(Q)), (10.5.7)
U + (f(W), — Uy =86, 1), inQ, (10.5.8)
u(x, 0) = uy(x). (10.5.9)

Remark. Without loss of generality, we assume f(0) = 0. In fact, if f(0) # 0, then we
have

Ug + (h(u))x — Ut = g(x’ t))
where h(s) = f(s) — f(0), which is equivalent to (10.5.8).

Proof. First of all, we see that (10.5.9) is meaningful. In fact, we know from (10.5.6) and
(10.5.7) that u(x, t) can be determined at t = 0. We prove this theorem by the Galerkin
method, which involves the following three major steps: (i) construct the approximate
solution of equation (10.5.8), (ii) make a priori estimates for the approximate solution,
and (iii) take the limit for the approximate solution.

As a first step, we construct the approximate solution. Suppose {w, } are the basis
functions of the space H(l). Foranym € N, w;,w,,...,w, are linearly independent. Con-
struct the approximate solution of equation (10.5.8), u™ = u™(x,t) = Y\, Sym(HHw, (),
where the coefficients g,,,, can be determined by the following equation:

(s wy) +a(uf, wy,) + (FW™) ,wy) = (gw,), v=12...,m, (10.510)
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ou ov

where a(u,v) = '[; = Z;dx. Since ug € H(IJ(Q), there exist constants C,,,(v =1,2,...,m)

such that
Uom — Uy,  strongly in Hy(Q), m — co, (10.5.11)

while ug,, = Y0t CpW, -

If we add the initial condition to equation (10.5.10), u™(0) = u,,, then we ob-
tain a system of ordinary differential equations with respect to the unknown function
g,m» With the initial condition g,,,(0) = C,,. Because the basis functions {w,} .y are
linearly independent, the coefficient matrix of g,,, is invertible. Therefore, the local
solution of this equation exists. Thus, the solution {g,,,(t)};<,<m Of (10.5.10) exists in
[0,t,,). Since we establish the a priori estimates in the following step, its solution can
be extended from [0, ¢,,) to [0, T] for arbitrary finite positive constant T.

As a second step, we make a priori estimates. Multiplying both sides of equations
(10.5.10), satisfied by the approximate solution by g,,,,(t), and summing with respect
to v from 1 to m, we get

1d m)2 m .m _( m @)_ m
5 2 "+ a@™ u™) = (F@™), = ) = (g.u™). (105.12)
If we let
u™ (x,t)
hoet = | fods
0
then
oh . mou"
% =f") ox

Since w, € Hj(Q), h(0,t) = h(1,t) = 0, we have

(f(um), %) - h(1,t) - h(0,t), VL.

From (10.5.12), we obtain

d 2 2 2
S+ a@™ ™) < g O] + Ju™[".

Hy(@)
By Gronwall’s lemma, when u,,, —— u,, we obtain
[0y <€ V10T, (10.5.13)

where c is independent of m. Thus, it can be seen that u™ belongs to the bounded set
of L°(0, T; Hy(Q2)). Therefore, u™ — u weakly star in L (0, T; Hy ((2)).
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We now try to get the estimates of uy". Multiplying both sides of equations (10.5.10)
by g,,,(t) and summing with respect to v from 1 to m, we get

I + aQu ) < |(F ™) ™) + (g )]

< Q™) M) + Nl Ot -
Then, by Lemma 10.5.1 and estimate (10.5.13), we obtain

4 |y s e VE€ (0T, (10.5.14)

where c is independent of m. Thus, u}" belongs to the bounded set of L°(0, T; H(l)(Q)).
Therefore, there exists a subsequence of {u{"} such that

u™ - u, weakly starin L™(0, T; Hy(Q)). (10.5.15)

Thus, u™ belongs to the bounded set of H'(Q) for all m. By Rellich’s embedding theo-
rem, we have u™ — u strongly in L?(Q) and there exists a subsequence of u™ almost
everywhere converging to u.

As the third step, we take the limit for the approximate solution. We first consider
the case of the nonlinear terms. From Lemma 10.5.2 and (10.5.13), we have

If@ Mg <c telo,T), (10.5.16)
where the constant c is independent of m. Therefore,
f@™), —x, weakly starin (0, T; L*(Q)). (10.5.17)
Because u™ belongs to the bounded set of H(Q) and f is continuous in R, we have
f(W™) — f(u) almost everywhere in Q. (10.5.18)
By (10.5.13), Lemma 10.5.1, and Lemma 10.5.2, we have
IF@™)p2q < ¥m, te[0,T]. (10.5.19)
We deduce from (10.5.18) and (10.5.19) that
f(™) — f(u), weakly star in L*(Q). (10.5.20)
Thus, we obtain
f(™), - f(u),, according to the distribution of sense in Q. (10.5.21)
From (10.5.17) and (10.5.21), we have f(u), = x, SO

f™), - f(w,, weaklystarinL®(0, T;L*(Q)). (10.5.22)
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Letting m > v, from (10.5.6), we have
(uf"w,) + a(uy, wy) + (f (™), wy) = (8, w,). (10.5.23)
By (10.5.15) and (10.5.22), we get

", w,) - (us,w,), weakly star in L(0, T),
a(u",w,) — a(u;,w,), weakly starin L*(0, T), (10.5.24)
(f(™),,wy,) = (f(w,,w,), weakly starin L0, T).

Thus, letting m — co in (10.5.23), we get

(up, w,) + a(u,wy) + (f(w,,w,) = (g,w,) forallv. (10.5.25)
Since {w,} is dense in H(l)(Q), we have

(U V) + a(u,v) + (f(w),,v) = (8,v), Vve H(l)(Q),

and u satisfies the conditions (10.5.6)-(10.5.8) of Theorem 10.5.3.
Now we verify that u satisfies the initial condition. In fact, since u™ — u weakly
star in L (0, T; L*(Q))), we have

T T
J W™, v)dt — .[ (w,v)dt, Vve LI(O, T; Ly (Q)). (10.5.26)
0 0
By (10.5.15), we have
T m T 1 2
L (uy',v)dt — Jo (up,v)dt, Vv eL(0,T;L7(Q)). (10.5.27)

We now consider v(x,t) = 0(t)w(x), w(x) € L*Q), and 6 € C}0, T) such that
0(0) =1, 6(T) = 0. If we choose v = 8'w in (10.5.26) and v = Ow in (10.5.27), we obtain

lim (u"(0),w) = (u(0),w), Vw € LX(Q),

so u™(0) — u(0) weakly in L*(Q). Therefore, u(0) = Uo-
The uniqueness remains to be proved. Suppose that there are two solutions u, v
corresponding to the same initial condition. If we let w = u — v, then we have

{Wt — Wit +f(u)x _f(V)x =0,
w(x,0) =0, w(0,t)=w(l,t)=0.

Then w satisfies

1d 2 2 _ B
ia(llwn + W) = (Fw) = F(v), wy). (10.5.28)

By Lemma 10.5.1, Lemma 10.5.2, and (10.5.28), we get

d

d—t(nwu2 + lwel?) < Cllwll%,

where C > 0 is independent of t. Thus w = 0. O
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In the following, we discuss the regularity of the weak solution. We choose the
base functions of the Galerkin method to be the eigenfunctions of the one-dimensional
Laplacian operator, so we can obtain a higher regularity of the solution. Suppose that
{1, } ey are the eigenfunctions of the one-dimensional Laplacian operator in L?(2).
Then we know from [164] that {i,} is the complete orthonormal system in L*(Q) and
H(l)(Q). We know o, € H* (Q), where k is any positive integer, and we let V¥ be the
closure of the linear combination of i, in H' k).

Theorem 10.5.4. Assume g(x,t) € L*°(0, T; H*(Q)) such that
D¥g e L°(0, T; H)(Q)), v=0,1,2,...,j,

andk-2j > 1,f(s) = %, andu € VL, Then, for every nonnegative integer k, there only
exists a function u(x, t), which is defined in Q and satisfies the following conditions:

u e L°(0, T; H¥'' (), (10.5.29)
D*ueL®(0,T; Hy(Q), v=0,1,2...,j, k+1-2j>1, (10.5.30)
u, € L°(0, T; H(Q)), (10.5.31)
D™u, € L®(0, T; Hy(Q)), v=0,1,2,...,j, k+2-2j>1, (10.5.32)
Up + Uy — Uy =8, inL%(0, T;L7(Q)), (10.5.33)
u(x, 0) = uy(x). (10.5.34)

Proof. Assume u™(x, t) is the approximate solution defined by Theorem 10.5.3. We con-
sider the eigenfunctions i, instead of w, and we have

s ) + (") %) - (e ) = @), v=1....m (10535

u™(0) = upy, (10.5.36)
where ug,, — U, strongly in H k1(2). We note that
Aplpv = (_Av)pll)v

for all p, where p is a nonnegative integer.
We will use the induction to prove (under the assumptions of the theorem)

Ju" (@®)||gs < C, VEe[0,T], (10.5.37)
[uf' O < €, vt [0, T), (10.5.38)

where the constant C > 0 is independent of m, t.

First, similar to the proof of Theorem 10.5.3, we choose the base functions to be
the eigenfunctions of the one-dimensional Laplacian operator. From the assumptions
of Theorem 10.5.3, (10.5.13), and (10.5.14), we have

[ule (O] < C, (10.5.39)

xxt
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where the constant C > 0 is independent of m, t. In fact, multiplying (10.5.10) on both
sides by (-A,)g,,,, and summing with respect to v, we get

el + el = =81 165) + (F Q™) 18

< g lodieell + IF (™) Ml

By Lemma 10.5.2 and (10.5.13), we immediately get (10.5.39). Thus, for k = 0, (10.5.37)
and (10.5.38) follow. O

Remark. Replacing the arbitrary base {w,}, considering the special base {,}, and
using the assumptions of Theorem 10.5.3, we improve the results and obtain

u; € L°(0, T; H*(Q) N Hy(Q)),
U+ (F@W), - Uy = g(x, ),  weakly star in L®(0, T; LA(Q2)),

instead of (10.5.7) and (10.5.8), respectively.

Suppose that (10.5.37) and (10.5.38) hold for k > 0. We prove these also hold for
k + 1. It is noticed that while g > 0 is an odd integer, we have

- 1
DIf(u™) = cou™ D™ + ¢, DU DT U™ + -+ couD 7 U™
Therefore,

(Df (™), D**2u™) = +(DFF (™), DK ™), (10.5.40)
(Df (u™), D***u™) = +(D*2F (™), DF3u™). (10.5.41)

Multiplying (10.5.35) on both sides by (—)lv)k“gvm and summing with respect to v, we
get

(u;n’DZkJrZum) n (f(um)X,D2k+2um) (Dzu;n’DZkJrZ m) (g’ 2k+2 m)
By (10.5.40), we have
(Dk+1u;n,Dk+1um) + (Dk+2u:n)Dk+2um) _ —(Dkg, Dk+2um) + (Dk+1f(um),Dk+2um),
or
1d k+1, m 2 k+2, m)2
o ARy )
1 2 1 2
< U0l + 2D + <
By the induction hypothesis and Lemma 10.5.2, we have

ID 2™ty <, vtelo,T), (10.5.42)
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where the constant C > 0 is independent of m, t. Similarly, multiplying both sides by
(—Av)k+2g",m and summing with respect to v, we get

[0 2|+ D2
_ —(Dk+1g, Dk+3u;n) + (Dk+2f(um),Dk+3uT)
< 2D gl + 2D 2 ) + LD
By the induction hypothesis, Lemma 10.5.2, and (10.5.42), we have
ID*2u @) < ¢, vt elo,T], (10.5.43)

where the constant C > 0 is independent of m, t. By (10.5.42) and (10.5.43), we imme-
diately obtain (10.5.37) and (10.5.38).

Remark. Theorem 10.5.4 also holds for f(s) = Cs", where C is a constant and n > 0 is
an even integer.

For other nonlinear evolution equations and the use of the Galerkin method and
the vanishing viscosity method to study these equations, we refer the reader to [106—
108, 110, 111, 117].

10.6 Asymptotic behavior of solutions as t — oo and the blow up
problem

For a class of nonlinear evolution equations, the local L? norms of their smooth solu-
tions may tend to zero as t — co. We will illustrate this with a simple method. In ad-
dition, for some nonlinear evolution equations, although local solutions exist, global
solutions do not exist. In fact, when t — ¢, (finite), the L2 norm of its solution will tend
to infinity. This phenomenon is called blow up of the solution. It has been found that
many nonlinear evolution equations have this property.

Now we consider the initial value problem of the following generalized KdV equa-
tion:

up + (U —f(W) -u), =0, (xe€R,t>0) (10.6.1)
Ulizg = @), xeR. (10.6.2)

Lemma 10.6.1. Assume that u(x, t) is the classical solution of problem (10.6.1), (10.6.2)
and satisfies:

(1) imyy oo (Ul + [yl + [y )X, t) = 0, VE > 05

(ii) f(s)is a real-valued continuous function and f(s)s > 0.
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Ifwelet F(u) = j:f(s)ds, then F > 0 and we have
[u@®)] = lel, vt=>o0.
Proof. Multiplying (10.6.1) by u, we get
(), + () = B, = (2F ), + (FW), — (%), = 0.
Integrating with respect to x over (—oo, c0), we immediately get the conclusion. O

Theorem 10.6.2. Assume that u(x,t) is the classical solution of problem (10.6.1),
(10.6.2) and satisfies (i), (ii). We also suppose

fwu = F(u). (10.6.3)
Then we have
[ee] r 2 2
j J (lul® + lu, |7)dxdt < 0o, Vr> 0. (10.6.4)
0 —-r
If we further assume that there exists a positive constant a such that
1-a)fWu=Fu), O<ac<l, (10.6.5)
then we have

r
J lu> >0, t— oo, Vr>0. (10.6.6)
-r

Proof. Suppose A is the function of x and A € C>. Multiplying (10.6.2) by A, we get

(A?), + {A(W) - A (WD), + At = 3A(u,) — 2Af (Wu + 2AF (u) - Au’},
+ (<Ayy + A +3A,(uy) + 24, (fwu - F(u)) = 0. (10.6.7)

Further assume that A satisfies A, > 0, -A,,, + 4, > 0, and |4|, |A,|, and |4,, are
bounded. Obviously, it is easy to find this kind of A. Integrating (10.6.7) over (—oo, co) x
[0, T, by (10.6.3) and Lemma 10.6.1, we have
(o] r
J J (u? +u?)dxdt < co. (10.6.8)
0 -r
If (10.6.5) is also satisfied, then we have
[ee] r
J J fu(x, t)dxdt < oo. (10.6.9)
0 -r

We now use the concept of Morawetz [182] to show

r
J wdx -0, t— oo, Vr>0.
-r
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Assume B(x) € C°(R), 0 < B(x) < 1, and

L Ixl<r,
B(x) =
0, |x|=2r.

Then, from (10.6.7), we have

2r
J Bu - u;dx
2r

2r
< CJ [u2 + u,z( + f(wu]dx.
2r

Let 0 < t; < t. Then we have

2r

t-t) [ W(x, tydx < (t - t,) j

Buz(x, t)dx
r

t

(T-1t)

t 2r
< J J Buz(x, T)dxdt + 2 j
t

2r
J Bu - u;(x, T)dx|dt.
0J-2r —2r

Lett; =t —1. Then

r t 2r
J w2(x, t)dx < CJ J [ + u)z( +f(Wu]dxdr.
—r t—

1J-2r
From (10.6.8) and (10.6.9), we obtain

r
J uz(x, t)dx - 0, t— oo, Vr>O0. O
-r

Remark. If f(u) = v, p > 3, p is an odd integer. Then it is easy to verify that condi-
tion (ii) of Lemma 10.6.1, (10.6.3), and (10.6.5) are all satisfied.

We now consider two examples of the blow up of the solution.

Example 10.6.3. Consider the following initial value problem:

Uy — Uy =U" (1> 1), (10.6.10)
u(x,0) =uy(x) (x € R), (10.6.11)
U (x,0) =vo(x) (x € R). (10.6.12)

It is easy to prove, if uy, vy € C5°(R), there exists a local solution u of problem
(10.6.10)-(10.6.12). We will show that, if we suitably choose u, and vy, F(t) =
LR u?(x, t)dx will tend to infinity in a finite time. Now suppose that we can find a > 0
and initial values u, vy such that

(A): (F(t)y™" <0,Vt=>0;5

(B): F®)™' <0,t<0.

printed on 2/10/2023 3:23 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



10.6 Asymptotic behavior of solutions as t — oo and the blow up problem =— 253

0

Figure 10.1: The graph of F(t)™°.

Then F(t)™* obviously tends to zero in a finite time. Thus F(t) — oo, as shown in
Figure 10.1.

For condition (B), just choose u,, v, with the same symbol over (—co, +c0). Then
it is satisfied automatically, because

(F(0)™)' = —aF(0)""*F'(0)
= —2aF(0)"® J UgVodx < 0.

Thus, we only need to check condition (A). Since F(t) > 0, in order to prove (A), we
only need to show Q(t) > 0, where

Q) = (~a) FR(EY = F'F - (a+ )(F').
Because

Fl(t)=2 J uu,dx,
F'(t)=2 J(uu“ +ul)dx

=4(a+1) J ufdx +2 J(th - QQa + l)uf)dx,

Q(t) = 4(a + 1){<J uzdx)(J ufdx) - (J uutdx>2}
+2F(t){J Uy dx - J(Za + 1)ufdx}.

The right-hand side of the above equation is positive by the Schwartz inequality, so we
only need to make H(t) > 0, where

H(t) = J uuydx — 2o+ 1) J u?dx
= J u"dx + J Ul dx — (2at + 1) J uldx

= I u™dx - J wldx - (2a+1) J uldx.
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The energy conservation of (10.6.10)—(10.6.12) is
1 2 2 1 j n+l
E(t) == - ,
3] 5 J(ut + Uy )dx 1) dx
where, E(t) is independent of ¢, so if we choose a such that
2 +1)=n+1,
we have

H(t) = —(n+1DE(®) + 2a J uldx
=—(n+1)E(0) + 2 j uldx. (10.6.13)

Therefore, if E(0) < O and a = }'(n - 1) > 0, then H is always strictly positive. Now,
choosing u, > 0, v, > 0, condition (B) is satisfied. We multiply u, by a positive con-
stant such that E(0) < O (when n + 1 > 2, this is possible). Then, for any initial value,
F(t) will tend to infinity in a finite time.

If we consider the following equation:

Uy — Uy = —U, (10.6.14)

then it is easy to see that H(t) still satisfies (10.6.13). If n is an even number and we
choose uy(x) < 0, vy(x) < 0, and u, to be sufficiently large such that E(0) < O, then
condition (B) is satisfied. Its solution also blows up in a finite time. On the other hand,
if n is an odd number, because E(t) > 0, the conclusion is unclear, which is not sur-
prising. For example, for the case of —u°, we know that it has a global solution.

Example 10.6.4. We consider the initial value problem of the following high-dimen-
sional nonlinear Schrédinger equation:

iu, = Au+ [ufP'u, xeR", t>0,
(10.6.15)

Ulo = P(X), x e R".

We have the following result.

Theorem 10.6.5. If the following conditions are satisfied:
D E©0) = [Vl - 5l dx < 0;

(i) Im LRH r@g,dx > 0, where r* = |x|%;

(i) P> 1+ %;

then |Vu(t)|l;2 and |[u(t)||;~ tend to infinity in a finite time.

Remark. Condition (ii) is easy to verify. For example, choosing

0(x) = ™ (),
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where (x) is an arbitrary real-valued function, direct calculations yield

ImJ rpe,dx =2 J rly’dx > 0.
]Rfl

For the blow up phenomena of solutions to other nonlinear evolution equations
and the asymptotic properties of solutions as t — co, we refer the reader to [87, 109,
137, 143, 160, 177, 182, 321, 324].

10.7 Definite solutions problem for the Zakharov equations and
some other coupling nonlinear evolution equations

In the soliton study of plasma physics, for the interaction between lasers and plasma,
Zakharov gave a class of important equations, known as Zakharov equations. Namely,

2 2 2
on on a|e|:O, (10.71)

E T
ig; + &£, —ne =0, (10.7.2)

where n indicates the perturbation (fluctuation) of the ion density, which is a real-
valued function of variables x, t. € represents the electric field, which is a complex-
valued function of variables x, t. Zakharov discovered the soliton solutions of (10.7.1)
and (10.7.2) and investigated the features of these solitons. We now study them from
the perspective of differential equations. For this purpose, introducing the potential
function ¢, (10.7.1) will transform into the following equations:

on o
- a_x‘/z’ -0, (10.7.3)
X (n+ieP)=o0. (10.74)

We discuss the periodic initial value problem of (10.7.2)—(10.7.4), i.e., we aim to obtain
the solutions &(x, t), ¢(x, t) with period 2 with respect to x, such that they satisfy the
following initial conditions:

n(x, 0) = ny(x), (x, 0) = @y (x),
£(x,0) = gy(x), (-00 <X < 00),

(10.7.5)

where we suppose that ny(x), ¢,(x), and g,(x) are all functions with period 27.

We use the Galerkin method to construct the approximate solution for problem
(10.7.2)-(10.7.5) and make an a priori estimate about the approximate solution, to ob-
tain the following theorems.

Theorem 10.7.1. If,(x) € H®, @,(x) € H*, ny(x) € H*, and they are functions with
period 2m, then the local classical solution of problem (10.7.2)-(10.7.5) exists.
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According to the a priori estimates, we can extend the local solution to a wide
range and obtain its global solution. We have the following theorem.

Theorem 10.7.2. If the conditions of Theorem 10.7.1 are satisfied, then the global clas-
sical solution of problem (10.7.2)-(10.7.5) exists.

If we further improve the smoothness of initial functions, we get the following
smooth solution.

Theorem 10.7.3. Ifey(x) € H8, Polx) € HE, ny(x) € H®, and they are functions with pe-
riod 2, then the globally smooth solution (i.e., the solution is a second-order derivative
in t) of problem (10.7.2)-(10.7.5) exists and is unique.

With the above results, it is easy to study the periodic initial problem of Zakharov
equations, namely, to get the solutions n(x, t), €(x, t) with period 2 with respect to x
for (10.7.1), (10.7.2), such that they satisfy the following initial conditions:

n(x, 0) = ny(x), Z—?(X,O) =mX), (10.7.6)

S(X) 0) = EO(X))
where ng(x), n;(x), and gy (x) are all functions with period 2.

Theorem 10.7.4. Ifny, € H 6, (S H*, & €H 8 and they are functions with period 2,
then the globally classical solution of problem (10.7.1), (10.7.2), (10.7.6) exists and is
unique.

For the following Cauchy problem of a kind of coupled KdV and nonlinear
Schrédinger equations:

ie; + ag,, — bne =0, (10.7.7)
1

M+ 5 [Br + n* + lel’], = 0, (10.7.8)

Elimo = EoX),  nli—g = Np(x), (-0 < X < 00), (10.7.9)

we have the following result.

Theorem 10.7.5. If (i) £5(x), ny(x) € H® (s > 3) and (ii) the constant coefficients a
and b have opposite signs, then the global solutions for the Cauchy problem and the
periodic problem of (10.7.7), (10.7.8) exist and are unique, and the solutions satisfy n(x, t),
g(x,t) € L(0, T; H).

For the results of the global solutions to the coupled equations of some other non-
linear evolution equations, we refer the reader to [109, 112, 319, 321].
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11 The soliton movements of elementary particles
in nonlinear quantum field

11.1 The elementary particles and solitons in nonlinear quantum
field

What is a soliton? What are the differences between a soliton and elementary parti-
cles? These problems are worthy of being investigated. Although the concept of the
soliton was discovered and proposed approximately 200 years ago and it has been
used extensively in physics and other fields, its real significance and wide applications
in many areas in science and engineering are currently not well known. Therefore, the
soliton is worthy of extensive investigation. Obviously, the soliton is in essence differ-
ent from the microscopic particles, such as the elementary particles.

It is well known that the concept of the soliton comes from water waves, which
were first observed by Russell in 1834 in the movement of surface water waves in water
channels with suitable widths. Russell, who rode on a horse, observed that the solitary
water waves were formed in the channels and propagated several kilometers along the
water channels maintaining their amplitude and outlines. These properties are very
interesting because the transport features of the soliton are completely different from
the features of elementary particles. This means that significant differences between
solitons and elementary particles exist. It is necessary to research these differences.

Evidently, the soliton is not an elementary particle. The soliton exists in water
waves, so some people thought the soliton cannot be used to describe the corpuscle
features of particles. In order to solve this problem, we have to recall and elucidate the
process of confirmation of the features of wave-corpuscle duality of the elementary
particles.

As is well known, around the year 1900 humans discovered that the microscopic
particles, such as the photon, electron, and proton, possess a wave-corpuscle duality.
This feature was first verified for the photon, which was found studying optical phe-
nomena. Thus, we thought that light is merely an electromagnetic wave. In accordance
with this theory, the energy of the light should be distributed continuously in the light
wave. However, the results obtained from the experiments of the “light-electron effect”
and “Compton scattering” of the light rejected the above conclusion and indicated fur-
ther that the energy of light does not follow a continuous but a discrete distribution;
it has a quantum feature. As far as monochromatic light is concerned, the unit of the
smallest energy is v, where i is the Planck constant and v is the frequency of the light
wave [239]. Thus, the concept of “light quantum” or “photon” was introduced and con-
firmed. Subsequently, on the basis of the concept of “quantum”, proposed by Planck
and Einstein, De Broglie also postulated that quantum features exist for microscopic
particles, such as electrons and protons. Scientists affirmed that all microscopic parti-
cles have not only corpuscle features, but also wave features, as is the case for photons,

https://doi.org/10.1515/9783110549638-011
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whose wave feature is clearly exhibited and embodied in the process of propagation.
At the same time, De Broglie further gave the representation of wave-corpuscle dual-
ity, which is P = i/A and E = hw, where P and E are the momentum and energy of
the microscopic particle and A and w are its wavelength and frequency, respectively.
The relation was called the De Broglie formula. De Broglie’s idea was soon confirmed
by experimental physicists by means of experiments showing the stripes of fraction
of an electron beam passing through crystal foils, which are similar to the fraction
experiments of X-rays through crystal [239].

Soon afterwards, similar results were obtained from experiments with molecular
beams and atoms. These results indicated obviously that the microscopic particles all
have a wave-corpuscle duality. The theory of quantum fields, which is a branch of
physics still in development, was established just to describe these features.

The solitons that appeared in the above phenomena are also thought to possess
wave-corpuscle duality, because the soliton has not only wave features, but also cor-
puscle features, because it maintains both a constant size and a constant outline in its
propagations, which are properties that reveal analogy to particles. From this perspec-
tive, it would be natural to think that the soliton belongs to the microscopic particles
mentioned above. In practice, Born, in the metaphase of 1900, tried to add a nonlin-
ear term to the Maxwell equation, serving as a revision. He proposed and used fur-
ther the localized singular point of the nonlinear equation to describe the electrons in
this system. However, his theory did not include these successful conclusions of wave
mechanics, so his new idea was not developed much further soon afterwards. Subse-
quently, De Broglie did further develop this idea, trying to make the theory of his ideal
of dual solutions correspond to the description of the localization of microscopic par-
ticles. This theory itself had many flaws or weak points and thereupon, this theory has
also not been developed [239].

On the other hand, a lot of experimental results were presented that showed that
the elementary particles have an inner structure. For example, hadrons are composed
of quarks or stratons, which were accepted widely. However, this experimental evi-
dence does not suffice and direct evidence for the existence of free quarks has not
been found up to this day, although many studies and experiments have been car-
ried out. Thanks to the experimental results of deep inelastic scattering, we know
that the mass of quarks, which are inside the hadrons, is very small (about several
decades to several hundreds MeV). If they do really exist, then these particles with the
above masses should have been easily discovered in the accelerator experiments, but
this is not the case. The contradiction between these results compels us to think that
these quarks are bound inside the hadrons and cannot be separated. This hypothesis
is called “quark bound” or “quark imprisonment” [116, 222].

In the research of “quark imprisonment” some people thought the mass of the
quark is very great, greater than that of the hadrons, so huge binding energies should
be released when the hadrons are formed. Then we must expend huge energies to sep-
arate the quarks from the hadrons. In this case the quarks are “partly bound or impris-
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oned”. However, the “permanent imprisonment of the quark” can also occur. There-
fore, the phenomenon theories of the “string model” and the “pocket model” were
successively proposed to describe the “quark imprisonment”. In “the pocket model”,
the “MTT pocket” and “SLAC pocket” are proposed and included, but their starting
points are different although the quarks are all bound in the matter structure resem-
bling the pockets. These pockets may be thought of as some conformations of the soli-
tons. In these models, the quarks are proposed to act as small insects. The solitons
provide suitable bunkers or structures for the insects (quarks), or the insects can only
be present on the edges of the pockets. Then huge energies (> 10 MeV) must be used,
in order for these insects (quarks) to be separated. Clearly, this cannot be done, so if
this theory is correct, we cannot observe the existence of free quarks [116, 222].

The string model indicates that the hadron is a string and the quarks are attached
on the edges of the strings. This is analogous to the superconductive effect; the vac-
uums in the external part of the hadrons serve as a superconductive phase and the
superconductive strings in the inner part of the hadrons resemble or mount the “mag-
netic lines”. However, in type-II superconductors, the magnetic fields cannot pene-
trate into them, but they can be bound in the magnetic line tubes. In this case, we can
assume that the dumpling field between the quarks can also be bound on a string.
However, others thought that a lot of magnetic monopole dipoles are considered in
the vacuums, so the vacuum phases can occur as a special “imprisonment phase”,
different from the normal phase, which provides a vacuum pressure, which impels
the dumpling fields in the hadrons to bind into the pocket, so the latter cannot escape
again. This phenomenon resembles the effect of extrusion of the bubbles in the liquid
solutions.

The magnetic monopoles were proposed by Dirac in 1931. Subsequently, 't Hooft
[289] discovered in 1974 that the magnetic monopoles are a solution of a nonlinear
equation, which is also analogous to the features of the soliton. Therefore, we call it a
soliton.

As a matter of fact, we can easily explain and elucidate plenty of basic problems
for the magnetic monopole in the elementary particle physics using the concept of
the soliton, in which some nonlinear equations are serving as the classical or approx-
imate equations of the particles in the localized quantum field. We can find the soliton
solutions of these equations and investigate their properties further. Because theories
of elementary particles should possess the relativity covariant feature and Lorentz in-
variance, the sine-Gordon equation and ¢* equation are quite suitable to describe the
dynamic properties of the elementary particles in elementary particle physics.

Tsung-Dao Lee et al. [49, 154] researched deeply the movement properties of soli-
tons in elementary particle systems. Their investigations indicated clearly that quark
fields are basic fields, but they do not represent the lowest energy state, as their soli-
ton states are the lowest energy state. Therefore, the hadrons observed in the natu-
ral world are just a kind of soliton. Using this theory and its conclusion, Lee et al.
explained the problem of “quark imprisonment”. Subsequently, they elucidated that
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only if the vacuum is an ideal dielectric medium with a certain resistance to the color,
then the hadrons are believed to be solitons. In the explanation of “quark imprison-
ment”, it is not necessary to introduce again the concept of the Higgs boson. At the
same time, they subdivided the solitons into the topological and nontopological soli-
tons [116, 222].

What are topological and nontopological solitons? Their investigations indicate
that, in the renormalization theory of relativity localized fields, all solitons, especially
stable solitons, must meet the Euler-Lagrange (EL) field equation obtained from the
principle of minimum action for the Hamitonian 8S = 0 and the stability condition
of 8°S > 0. In order to meet these requirements, two methods and lines are used. The
differences between the two methods are only that their groups should be divided into
topological and nontopological solitons. A necessary condition of stable existence of
the topological solitons is the existence of a degeneracy vacuum state (basic state).
Therefore, there are different degeneracy vacuum states (basic states) in the space at
infinity. This implies that the systems could have different border conditions. If we con-
sider the topological soliton, then its border conditions of the space at infinity should
have different forms lacking the soliton solution. The different border conditions can
be expressed by the distinctions of the topological feature. If the quantum numbers of
topological charges are introduced again, then we can judge the stability of the soliton
in accordance with the conservation feature of topological charge [116, 222].

Considering nontopological solitons, the case is different from topological soli-
tons. Concretely speaking, it does not demand the condition of existence of degener-
acy vacuum states (basic states). The soliton solutions of the corresponding equations
all have the same border conditions in the space at infinity, no matter the soliton so-
lution. This implies that the bell soliton belongs to this kind of solution. However, the
nonlinear systems having nontopological solitons must satisfy the added condition
of conservation of topological charge and there must exist a scalar field. Therefore,
the solutions of nontopological solitons have a generality and are widespread in the
spaces having any dimensions.

In fact, the theory of nontopological solitons is mainly applied in quantum color
dynamics (QCD). QCD is the study of a theory of strong interactions. Its foundation
is based on the nonabelian gauge theory. Its field equation should also be nonlinear,
but its solutions are very difficult to find. At present, small solutions of nontopologi-
cal solitons can be found in special cases. For example, the Knot shape solution in a
one-dimensional space, the vortex solution in a two-dimensional space, the ’t Hooft
magnetic unijunction soliton in a three-dimensional space, and the instanton solution
in Eu’s four-dimensional space were only found. These problems will be investigated
in detail in the following sections.

As far as the topological soliton is concerned, it may help us to solve the questions
of U, (1) symmetry of localized gauge invariance in the electromagnetic theory, so we
could construct the images of “quark imprisonment of topology” and the topological
method of “mechanical color blindness” (the hadron states which are observed are all
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colorless) in QCD [116, 289]. At the same time, the static solutions with the nonsources
in the nonabelian gauge field equations can provide an instance that contains not the
singular points and is an organic unity possessing self-constant stability constructed
and formed by the mutual actions and dependence between the field and the source.
Otherwise, it can also give reasonably dynamic explanations for the quantum num-
bers, such as the baryon number and the singular number. On the other band, because
the soliton is a general solution of corresponding classical fields, we can think that
the solution gives the main and predominant contributions in the functional integral.
Therefore, the above results clearly show that the movements of the solitons in the
field equations play quite important rules for revealing the properties of microscopic
particles in elementary particle physics.

On the other hand, the above soliton theory also promotes the development of
mathematical science in the theories of quantum fields. This is due to the fact that the
behavior of the amplitude of the solitons varies approximately inversely proportion-
ally to the changes of their coupling coefficients. We could supply a new theoretical
method, which is beyond the perturbation theory, in elementary particle physics. At
the same time, the topological stability of the soliton comes from the dynamic mech-
anism and topologic features of field configurations, so the stability of nontopologi-
cal solitons is reached thanks to the dynamic variation of the soliton amplitude with
varying time [313]. In this case, the Noether theorem gives the conservation quan-
tity — Noether charges. In practice, the stability of he topological solitons is related
to the topological conservation quantity, which is not related to the invariance of La-
grange function existed in non-Abel theory and topogical features. However, the sta-
bility of he nontopological solitons is determinated by dynamic features of its am-
plitude and noether charges in néether theory. Therefore, the investigations of these
equations promote the development of homotopy and fiber bundles in topological
science [129, 131, 313]. On the contrary, in order to better know and understand the
features of topological and nontopological solitons, we should research topology and
homotopy [129, 131, 313].

What is topology? Topology is a concept in mathematics, related to the changing
properties of collection and assembly of a series of quantities and vectors, which can
be defined by the features of open sets in the measurement space. We now assume
that S is a subset cluster and 7 is a subset family, in which the members are called
an open set. This open set is defined as follows. If we assume that A is a subset in the
measurement space X and each point of set A has a spherical neighboring domain € A,
then A is called the open set of X. If T meets the following conditions: (1) s and the
empty set ¢ exist and they are also the open sets, (2) the cross set of two open sets is
one open set, and (3) the parallel set of several open sets is one open set, then we say
that 7 is one topology space of the assembly s. The assembly s and the topology 7 are
together called one topologic space, which is represented by (s, t).

Homotopy is a very important concept in topology and relates to the concept of
mapping. The latter is a transformation between two topological spaces and can be
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represented by X — Y, which indicates the correspondence between the topological
spaces of X and Y [129, 131, 313]. Therefore, the homotopy delineates the feature of the
correspondence or mapping. Thereby, if the homotopy is equivalent to or describes
the features of the mapping and it is expressed by f,,,f; : X — Y, then we say that f
has homotopy with f;, or, in other words, we can change to f; from f,, between f; and
fi in space Y through one continuous deformation F. The change can be expressed as
fo =f1 : X — Y. Thus, F is called one homotopy from f; to f;. Therefore, the homotopy
relation is one equivalent relation [79, 189, 279]. It has very important significances
and is used widely in topology.

11.2 The movements of topological solitons in one-dimensional
space

We now use Derrick’s theorem to investigate the movements of elementary particles
in one-dimensional space. In this case, the Lagrange function £ [65, 116, 222] of the
system is defined as

lkm=%y¢y¢—U@x (11.2.1)

where L' = £.If U(¢p) = 0, it corresponds to the vacuum state of the system. U(¢p) > 0
in equation (11.2.1) describes a scalar field, in which the statically nonsingular soliton
solution does not exist, except for the case where the dimension of the spaceis D = 1.
The reasons are described as follows.

If p4(x) is the soliton solution having an energy of H = V; + V,, where

V= [(ap.w)'dx v, = [Up,0d',

then the energy corresponding to the field configuration ¢¢(x/a) can be represented
by

H(a) = aD’le + aDVz.

However, H must be stable for any variation. Especially, for the variation of one
scalar field, we must have

6H(a)
ba gz

=(D-2)V,+DV, =0.

Because V; and V, are all positive, this equation has a solution in the case where
D =1, so the above result can be confirmed. Obviously, this conclusion can be gener-
alized to the scalar field cases with many dimensions, rather than only the scalar field
with D = 1.
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For the pure Yang—-Mills theory, which possesses a compact specification group,
we can verify that one variant of Derrick’s theorem, in a D-dimensional space (except
for D = 4), is a transformation of A, =0, only for the static state solution with the
limit energy for the equation of a pure specification field. This solution was obtained
by Coleman using the scale-free property, which is similar to the scalar case. The above
description is known as the theorem of “no-go” in quantum field theory. This means
that the pure scalar field has only the one-dimensional soliton solution. Then the pure
Yang—Mills field has only the four-dimensional soliton solution other than this solu-
tion; it has no other soliton solution [66].

Because the dynamic nontopological solitons are related to time, they are not con-
trolled and limited in this theorem. At the same time, this theory neither limits the
static scalar solitons in two- and three-dimensional spaces. In practice, the spiral and
magnetic monopole soliton solutions, which will be described in the following sec-
tions, also belong to this case. Otherwise, we can affirm that the spurious particle or
the instanton that appears when D = 4 is an exception to Coleman’s and Deser’s the-
orems.

We now investigate the features of topological solitons in a one-dimensional
space [82]. Because the topological solitons demand a degeneracy vacuum, the mini-
mum of V is not one. We now assume the minimum of V is zero, as shown in Figure 11.1.

\

a b P

Figure 11.1: The form of V(¢), where V(a) = V(b) =V --- = 0.

From equation (11.2.1), we obtain the dynamic equation, which is represented by

2
Yo _dv_,

o2 dp

Let ¢ = ¢(x) be a real field, unrelated to time. Then we obtain

1/ op 2
§<a_x> - V() = constant. (11.2.2)

This equation corresponds to the dynamic equation of the particle in the nonrela-

tivity theory, in which the space coordinate is ¢, the time coordinate is x, and the mass
of the particle is 1. Therefore, equation (11.2.2) is the dynamic equation of the particle
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-V

a
Figure 11.2: The form of —V.

with a mass of 1. Equation (11.2.2) shows the energy conservation of the particle, where
its potential is -V, which is exhibited in Figure 11.2.

In this case, the kinetic energy of the particle is %(i—‘f)z. We now assume that the
particle is at a point at x = —co. If the particle is promoted to the right direction, then
it will move, following the direction of the curve. At x = +oo, the particle can reach
point b. In this case, the corresponding energy is still limited. This means that the
particle is not dispersed. The soliton solution is shown in Figure 11.3.

[V

e

X5 R

Figure 11.3: The solution of topological solitons.

Clearly, the energy of the soliton is bound between a and b, where dp/dx — 0 and
V — 0. However, its boundary conditions at x = *co are different from the above
results, so the solution is called the topological soliton. It may be thought to be the
solution having the lowest energy and meeting the boundary conditions of ¢ = a at
X — —ooand ¢ = b at x — +oco. Therefore, it is stable. The soliton formed in this
case is called a positive soliton. If the soliton is at point b at x = —co and at point a at
X = +00, then the soliton formed in this case is called the solution of a negative soliton.
Therefore, the positive and negative solitons both exist in this case using classical field
theories.

Therefore, the soliton solutions formed from equation (11.2.2) can in this case be
presented together by

) !
X=Xy = j _do (11.2.3)

Po ﬂzV((p’) ’
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where x,, is a constant. On the other hand, we can obtain the dynamic solution of the
soliton, if only the Lorentz transformation corresponding to the above soliton solu-
tions is finished, because equation (11.2.1) possesses “/”.

In practice, the most general dynamic equations used are ¢*-field equations with
the potential U(¢p) = (ﬁ/4)(g{)2—m2 /ﬁ)2 and the sine-Gordon equation with the potential
U(p) = sin ep in the one-dimensional case. They all have knot soliton solutions. Their
dynamic equations all have the Lorentz invariant features.

For example, the Lagrange function corresponding to the ¢*-field equation theory
can be expressed by

B

30 - m?/p)’ |dx (a=0.1), (11.2.4)

L= JL'dx= ”%aafpa“go—

where L' = £. We transform ¢’ = \/Bp/m, x' = mx, so equation (11.2.4) becomes

3

=% ”%aaq;'a“ - 1)2]dx. (11.25)

The corresponding equation can be presented as
@ -3¢’ +9'(1-9¢") =0. (11.2.6)
In order to find the static solutions for equation (11.2.6), it is easily written as
P+ (1-97) =0. (11.2.7)

The solutions of equation (11.2.7) are easily found. We have

@' =+1 (vacuum state), (11.2.8)
! !

"= itanh(x —Xo ) 11.2.9

¢ 5 (11.2.9)

where “+” expresses the knot soliton and “-” expresses the anti-knot soliton.
Thus, the soliton solutions of the ¢“-field equation in equation (11.2.2) should be
presented as

Q= i(m/\/ﬁ) (vacuum state), (11.2.10)
_(m m(x — xg)
0 - _< 7 th<—\/§ )) (11.2.11)

TRl

where “+” expresses the knot soliton an expresses the anti-knot soliton.

IfV(p) = i—i((pz - mz/B)2 is substituted into equation (11.2.3), then its solution can
be obtained immediately, which is shown in Figure 11.4, in which the following energy
difference between the knot soliton solution and the vacuum state can be found:

Eknot - Evacuum = ZﬁmB/Bﬁ- (11.2.12)
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energy density

+vacuum
—

s

Figure 11.4: The images of a knot soliton localized at x, and its distribution of energy density.

Vacuum |

The nongeneral topology charge K’ associated with the knot soliton is called the twist-
ing number. It is due to the conservation of the flow J, that the latter is expressed by

1
= > 09 (€01 = €10 = 1, €90 = &1 = 0).

Then

K = J_ Jodx J_ dop Ldx = _(p(x) . (11.2.13)

OOd —00

Clearly, K’ = 1and -1 correspond to the knot and anti-knot solitons, respectively.
They represent the states of nongeneral mapping, while K’ = 0 corresponds to the
vacuum state. Because the topologic charges are absolutely conserved in this case, it
is, in general, difficult to dissipate and apply the field configurations to the vacuum
state. This means that the action of the field configurations seems to be one infinite
potential barrier, which prevents its variation and decay to the vacuum state. How-
ever, this change can be made if a large amount of energy is added. This indicates that
the knot soliton is quite stable. This stability of the soliton can be thought to be the
results produced by the degenerate vacuum. In this case, the two vacuum states may
be transformed to each other in the case of variation of ¢p — —¢. The knot state is in-
serted just between two vacuum states at x = +co. They approach each vacuum state
at the infinitely large position. However, they are only evidently different at x = x,,
where the energy density is at its maximum. In this case, the homotopy image is a
general image which maps the field energy ¢ = +1 to the points x = +co. Therefore, it
is necessary to obtain infinite energy, in order to change and distort the images of the
knot state to any vacuum state.

As is described above, the knot soliton can be used to describe the hadrons. The
image of the “SLAC pocket” of the quark model for the hadrons [18, 82] is a theory
based on the above theory, in which the quarks are distributed on the edges of the
pockets, as shown in Figure 11.4, and cannot escape from the pocket. Therefore, this
theory can explain why we have not observed the free quarks up to now, so it is natural
to deduce the existence of the phenomenon of “quark imprisonment” in this case.
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11.3 The movements of topological solitons in two-dimensional
space

The investigations indicated that the properties of topological solitons in a two-
dimensional space resemble those of vortex structures formed by the magnetic flux
quantization in the type-II superconductors. Thus, we first must know the proper-
ties of magnetic flux quantization formed in the type-II superconductors, in order to
elucidate the features of the topological soliton [116, 222].

As is well known, superconductors can be made from some specific elements,
compounds or alloys, when their temperature T is lower than the critical tempera-
ture T,, i.e., T < T., in which the electric current in the superconductor will flow for-
ever without being damped, or, in other words, without any resistance. Such a phe-
nomenon is referred to as perfect conductivity. This has been observed in some experi-
ments, when the materials are in the superconducting state. In this case, all magnetic
fluxes in the materials repel each other completely. This will result in the presence
of zero magnetic fields inside the superconducting material. Similarly, the magnetic
fluxes induced by an external magnetic field cannot penetrate into the superconduct-
ing materials. This phenomenon is called perfect anti-magnetism or the Maissner ef-
fect [241] and is illustrated in Figure 11.5.

\

H<Hc t/H(H Vortex
>Hc

Superconductor

Figure 11.5: Maissner effect in the superconductor.

How can this phenomenon be explained? After more than 40 years of research,
Bardeen, Cooper, and Schreiffier proposed the new idea of Cooper pairs of electrons
and established the microscopic theory of superconductivity at low temperature to
explain and elucidate the superconductive phenomenon. This is called the Bardeen—
Cooper-Schreiffier (BCS) theory of superconductivity [14, 17, 51, 272, 298], which was
established in 1957 on the basis of the mechanism of electron-phonon interaction
proposed by Frohlich.

According to this theory, the electrons with opposite momenta and anti-parallel
spins form the pairs, when their attraction due to the interaction between the elec-
tron and phonon in these materials overcomes and exceeds the Coulomb repulsion
between them. The Cooper pairs condense to form a minimum energy state, resulting
in some quantum states, which are highly ordered and coherent over a long range,
in which there is essentially no energy exchange between the electron pairs and the
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lattice. Thus, the electron pairs are no longer scattered by the lattice and flow freely
without electric resistance. Then the superconductivity appears. The electron pair in
a superconductive state is somewhat similar to a diatomic molecule, but it is not as
tightly bound as a molecule. The size of an electron pair, which gives the coherent
length, is approximately 10 cm. A simple calculation shows that there can be up to
10° electron pairs in a sphere of 10~ cm in diameter. Therefore, perturbation to any of
the electron pairs would certainly affect all others. Thus, various macroscopic quan-
tum effects can be expected to occur in the materials, which are some coherent and
long range ordered states. Magnetic flux quantization and a vortex structure in the
type-II superconductors occur in this case.

As far as quantization of magnetic flux is concerned, we consider mainly the su-
perconductive rings. Assume that a magnetic field is applied at T > T.. Then the mag-
netic flux lines ¢, produced by the external field pass through and penetrate into the
body of the ring. When the temperature of the superconductive material is lowered to
a value below T,, if the external magnetic field is removed, then the magnetic induc-
tions inside the body of the circular ring are equal to zero (B = 0) because the ring
is in the superconductive state and the magnetic field produced by the superconduc-
tive current cancels the magnetic field in the ring. However, a part of the magnetic
fluxes in the hole of the ring remains because the induced current in the ring van-
ishes. These residual magnetic fluxes are referred to as frozen magnetic fluxes. It was
observed experimentally that the frozen magnetic fluxes are discrete or quantized. Us-
ing the macroscopic quantum wave function from the theory of superconductivity, it
can be shown that the magnetic fluxes are given by ¢ = q;B L'ds = ngpy(n=0,1,2,3...),
whereL' = L, ¢, = hc/2e = 2.07x10”"° Wb s the flux quantum, representing the flux of
one magnetic flux line. This means that the magnetic fluxes passing through the hole
of the ring can only be a multiple of ¢, [84, 271, 272]. In other words, the magnetic field
lines are discrete. What does this imply? If the magnetic fluxes of an applied magnetic
field are exactly n, then the magnetic fluxes through the hole are n¢,. However, what
are the magnetic fluxes through the hole if the fluxes of an applied magnetic field are
(n +1/4)¢,? According to the results, the magnetic fluxes cannot be (n + 1/4)¢,. As
a matter of fact, it should only be n¢,. Similarly, if the fluxes of an applied magnetic
field are (n+3/4)¢,, the magnetic fluxes passing through the hole are not (n+3/4)¢,,
but rather (n+1)¢,. Therefore, the magnetic fluxes passing through the hole of the cir-
cular ring are always quantized. An experiment conducted in 1961 surely proved this.
It indicated that magnetic flux does exhibit discrete or quantized characteristics on
a macroscopic scale. The above experiment was the first demonstration of a macro-
scopic quantum effect. Based on the quantization of magnetic flux, we can build a
“quantum magnetometer” which can be used to measure weak magnetic fields with
a sensitivity of 3 x 1077 Oersted. A slight modification of this device would allow us to
measure electric currents with strengths as low as 2.5 x 10 A.

We now research the structure of vortex lines in type-II superconductors. The su-
perconductors discussed above are referred to as type-I superconductors. This type of
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Figure 11.6: Current and vortex lines distributions in a type-ll superconductor.

superconductor exhibits the Maissner effect perfectly when the external applied field
is higher than a critical magnetic value HC, as shown in Figure 11.6.

There exists another type of materials, such as the NbTi alloy and the Nb;Sn com-
pound, in which the magnetic field partially penetrates inside the material when the
external field H is greater than the lower critical magnetic field H,., but less than the
upper critical field I_{C [49, 129, 131, 154, 222, 239, 289, 313]. This kind of supercon-
ductor is classified as type-II superconductors and is characterized by a Ginzburg—
Landau (GL) parameter, K, greater than 1/v2, i.e., K > 1/v2. Studies using the Bitter
method showed that the penetration of a magnetic field results in some small regions
changing from the superconductive to the normal state. These small regions in the
normal state are of cylindrical shape and regularly arranged in the superconductor,
as shown in Figure 11.6. Each cylindrical region is called a vortex (or magnetic field
line) [84, 271, 272]. The vortex lines are similar to the vortex structure formed in a tur-
bulent flow of fluid. Both theoretical analysis and experimental measurements have
shown that the magnetic flux associated with one vortex is exactly equal to one mag-
netic flux quantum, ¢,. When the applied field H > H,, the magnetic field penetrates
into the superconductor in the form of vortex lines, increasing one by one; the vortex
lines or magnetic lines within the cylindrical structure are inserted one by one with
the unit of ¢, = hc/2e into type-II superconductors in an order forming a mixed phase.
These vortex line structures of quantization are called the Abrikosov structure of the
superconductor. In ideal type-II superconductors and stable states, these vortex lines
are constructed and arranged as triangular structures. The structures can be obtained
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from the solutions of the nonlinear GL equation, using the macroscopic quantum wave
function under the action of an externally applied magnetic field in the superconduc-
tors. Therefore, it is correct.

Nielsen and Olesen applied the above theories to quantum field theory to research
the properties of vortex lines in a Higgs field. They thought that scalar Higgs fields re-
semble the functions of ordered parameters in the superconductors. Thus, the relativ-
ity field theory of the similar Abel-type Higgs model also has static vortex solutions.
We investigate the properties of Abelian and nonabelian vortex soliton solutions in
the following section.

(1) The properties of solutions of Abelian vortex solitons.

In the two-dimensional case, the Lagrange density in the Abel-type Higgs model
can be represented by

2
;1 1 : 1 . om
U =Rl + 50,0) Do 18(00" - 7). (11.3.1)
Fo =34, -3,4, D,p=(@,-icA)p, (11.3.2)

where L' = £, indicating the interaction between the electromagnetic field A, (x) and
the complex scalar Higgs field ¢(x). From the EL equation and equation (11.3.1), we
obtain the corresponding dynamic equation [84, 159, 190, 227], which is as follows:
. 1, * #
FFyy =jy = —Eze(<p 0,0 — PO, P") + esz(p<p , (11.3.3)
D, D¢ = -Bo(pp™ - m’/B). (11.3.4)

Equations (11.3.3)—(11.3.4) are just GL equations in this case, but their solutions
are very difficult to find. Thus, we have to fit them into the cylindrical coordinates to
find the asymptotic solutions in this ansatz [21, 189].

We now assume

Ay=0, A=0A®M), ¢ =fmem, P =x*+y% (11.3.5)

Then equations (11.3.3)—(11.3.4) become

N R R
_ %(%%(rA)) + (Ae2 - ?)fz 0. (11.37)

In order to find the asymptotic solutions of equations (11.3.6)—(11.3.7), we require that
the energy of the vortex lines of unit length is limited. This implies that the vortex
fields must have the following asymptotic solutions:

f(r) - 1-constexp[l - r/&lm/B"* (r — o0), (11.3.8)
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A(r) — (n/er) + constexp[1-r/8] (r — o0), (11.3.9)

where the particle mass in the Higgs scalar field is m; = v2m, but the particle mass
in the directive field 4, (x) is my = m,/ VB. The spontaneous break of symmetry of the
field occurs when the conditions cause self-interactions to form of the ¢* scalar field
and the imaginary mass of the particles. In this case, the standard particles — pho-
tons — “eat off” the Goldstone particles generated by it, so it increases its own mass.
The corresponding coherent length ¢ = v2/m gives the scale of the space change of
the Higgs field. The penetration depth of the electromagnetic field § = 1/m, describes
the amplitude of space variation of the field. These space variations of the solution of
the vortex soliton are shown in Figure 11.7, where the GL parameter is represented by

K = 6/ = my/V2m, = \[ple. (11.3.10)

Figure 11.7: The variations of ¢(r) and H(r) of the vortex lines.

Clearly, the superconductors are separated into two kinds when using this parameter,
i.e., if K < 1/V2, then it is a type-I superconductor, but it is a type-II superconductor
if K > 1/v?2, in which case a Nielsen—Olesen vortex soliton appears in this system.
However, there is possibly a potential Nielsen—Olesen solution of the vortex soliton
for any K in this system.

Now, we discuss again the topologic features of these vortex solitons [14, 37, 298].

We now focus mainly on F}, in equation (11.3.2) for finding the features of the mag-
netic vortex along the Z direction, or, in other words, we should find the sizes of the
flux through the unit area in the (x, y)-plane by virtue of the above theory. In this case,
we use the parameter ¢ = |p|e'® to change the quantity of the Higgs field. Then the
fluxes through the area formed by the closed loop P in Figure 11.8 can be represented
by

o) = JFndXdy = J Ajdx' = - I Jadx’,
P e Jp

where j, = 0 along the line P is used. From the demand for a single value feature of
¢(x), we obtain

o) = %[8(271) -9(0)] = 2?71“ =ng, M=0,%1,+2,..)). (11.3.11)
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Figure 11.8: The integration along path P surrounding the vortices.

This indicates that the fluxes formed in this case are quantized. The quantum fluxes
are just total topologic charges of the vortices surrounded by the path P.

In order to explain the topology features of the magnetic fluxes, we here notice
that the vacuum states can be determined by the condition |¢| = ¢, = \m?/2B.

In this model, because we require only that the energy of the vortex line of unit
length is limited, there is necessarily a plural scalar field. Its asymptotic form should
be represented by ¢(0) = einetpo, where 0 is the polar angle in the two-dimensional
plane and n is an integer due to the requirement of a single value feature. This implies
that we can only determinate ¢ for a phase factor a = n6. This indicates that there
is one degenerate round vacuum in the plural plane, marked by the parameter a. We
now assume that the round in the (x, y)-plane is represented by R. When the round
is shifted, the phase factor a(x,y) = x(8) can be changed from zero to 27in. Thus, x(6)
gives just one image, which is formed by means of the mapping from the real round to
the round in one plural ¢ inner space, as shown in Figure 11.9. This mapping can be
represented by U(1) — S'. Therefore, the class of the image is characterized by

m(U(1)) =Z (the integer set). (11.3.12)
8%
r2 comple ¢ plane x-y plane
S
i
£1 KJ X

Figure 11.9: The image from the plural ¢-plane to the (x, y)-plane.

Equation (11.3.12) indicates that there are possibly infinite vortices with discrete fluxes
@ =ngy (n=0,+1,+2,...)in this case, where the integer, which marks the class of each
homotopy, is called the winding number. Equation (11.3.12) expresses also the rotation
number in the ¢-plane corresponding to a rotation of 277 in the (x, y)-plane. Therefore,
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the pure fluxes of the vortex are directly proportional to the winding number. Mean-
while, if the winding numbers constructed by the field are nonzero, then the corre-
sponding fluxes are also nonzero. Owing to the conservation of topological charges,
the configuration of the field having certain winding numbers cannot be changed as
the configuration without winding numbers, i.e., it cannot become and deform con-
tinuously to the case of a(f) = constant, because it would require infinite amounts
of energy. This means that the solutions of the vortex soliton obtained as mentioned
above are stable, so the shapes of the vortices are constant in the process of topologic
variations and it is a nongeneral mapping.

On the other hand, we can also find the energy of each vortex line. For the vortex
with n unit magnetic flux, its energy of unit length can be represented by [298]

g, > nmm’2k/B, (k > 1/V2),
g, = n’m’/B = nmm*A/e%,  (k = 1V2), (11.3.13)
&q > nnmz/ﬁ, (k < 1/V2).

As far as the interaction between the vortex lines is concerned, they are possibly
attracting each other when k > 1/V?2, they are mutually repulsive when k < 1/v2, and
the nature of the interaction is uncertain when k = 1?2, or they may have any inter-
action. Matrion et al. found that &, > 2¢, for all k < 1/V2 using the numerical simula-
tion method. The investigations affirmed that the presence of two types of quantized
vortices is not advantageous for the energy in a type-II superconductor. Bogomolny
obtained the same conclusion for the unit fluxes at n > 2 using the general analytic
method of energy functionals. Thus, one vortex, which has n unit magnetic fluxes,
can split into n unit vortices having the same topology and equivalent configurations
atk > 1/V2.

(2) The properties of solutions of nonabelian vortex solitons.

Tze and Ezawn extended and promoted the above Higgs model to research the
properties of nonabelian vortex solitons. They obtained the following results.

For a specifical group G, if we demand that the energy of unit length of a static vor-
tex solution having axial symmetry is limited, then this implies that the Higgs scalar
must be a covariance constant, when the radius tends to infinity. In this case we obtain
the following relation:

L = (9, —iet®A,)p — 0 (r — co)and (=X’ +y?), (11.3.14)

where t* is a matrix expression generating an element group acting in the ¢-plane and
Aﬁ is the specific field, which must be accompanied by an expression belonging to the
G group. Considering these conditions, we found that the values of the ¢-field, at any
two points P; and P, along the path P at the position of a great r, are represented by

@(P,) = s(P,, P)p(Py), (11.3.15)
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where s(P,, P;) = Texp[-ie L: 2 t“Aﬁ(x)dx"] is the nonintegrable factor and T is the
operator arranging the time of the matrix along the path. For the ring path marked by
the angle parameter 6, the group decided by the phase factor s(6) determines the sort
of allowed vortices in this model. For example, the Abel model

s0) = e™ e U(1) (11.3.16)

leads to the vortex solutions having the allowed fluxes ¢,, = ng, (n = 0,+1,...).

However, for the case where G = SU(2), the results are different from the above
results. If the gauge invariance of the double state Higgs scalar is broken, then we
obtain

s(0) = exp(2inft;) € SU(2). (11.3.17)

In this case, from the total symmetry of SU(2), we confirm that this theory cannot have
a vortex solution. Because 77;(SU(2)) = 0, this indicates clearly that any simple vortex
solution can deform continuously due to the vacuum, so this solution has no topologic
stability.

However, when the scalar triplet state is used to break the symmetry, this will lead
to the following relation:

s(0) = exp(2inBr;) € SO(3). (11.3.18)
In this case, we can obtain the following relation from the homotopy theory:

This implies that this theory possibly has the flux unit solutions of 0, +1, and -1, in-
stead of other vortices. This indicates that the Abelian theory and the nonabelian the-
ory are different; the latter has only some limited solutions.

11.4 The magnetic unipolar solutions in three-dimensional
spaces

The so-called magnetic unipolar is a minimum magnet element that has only one
magnetic pole. This concept was introduced into the quantum field by Dirac in 1931
[116, 222]. Its appearance and properties are described below.

As is known from quantum field theory, the wave function (x;, x,,x3,t) can be
multiplied by a phase factor e” to give another wave function ¥ = e". In this case, the
phase factor r is a function of (x;, x5, x3, ), i.e., ¥(xq, X5, X3, t) = explir(x;, X5, X3, t)1P(x3,

X5, X3, ).
In this case, we have the relation
ov¥ ir < 0 . > < or > .
= = — +ill; hereIl; = — =1,2,3).
aXi € aXi U l/) ! aXi (l )
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Therefore, when r is related to (x;, x,, X3, t), this operator has the transformation rela-
5—)2 + iI1;. This is similar to the change in relationship of the momentum
operator of the electron in the electric field 4, i.e.,p — p + eA; or a% - B%i + ieA;.

If IT; = eA;, the two relations mentioned above are identical. This means that the
nonintegrable factor r(x;, x,, x3, t) introduced is identical to the electromagnetic po-
tential A, introduced here. When we follow a closed loop once, the total change of the

phase r can be represented by

tion of ai —
Xi

(Ar)loop +2rtn = HiXm' =e CﬁAidxi =e JJI » H’ds,

100[) of loop

where n is the integer and H' = H = V x A, [[ H'dS is the magnetic flux through the
loop hook face surrounding the closed curve, which is related closely to the variation
of the phase.

We now consider the domain in which i approaches zero. If ) = 0, then r is com-
pletely uncertain, but if i) approaches zero, then its small variation will result in ev-
ident changes of r. If the two conditions are satisfied along one line, then this line
is called the node line. Thus, several node lines can occur at the position of i) = 0.
We now assume that some wave functions contain only one node line that has only
one end point. In this case, this end point is the singular point of the field. If we take
a closed hook face, which surrounds the singular point (where (AN)ioop = 0), then
e is multiplied by the total of magnetic fluxes in the closed loop to obtain 2mn, i.e.,
efpH'dS = 27n, where H' = H.

If the magnetic fluxes traversing the closed hook face are not zero, this implies
that there is only one magnetic unipolar in this closed hook face. If its strength is
expressed by g,,, then the result, qfﬁ H'dS = 4nq,,, is true. This conclusion is consistent
with the Gauss theorem in the study of electricity. Thus, it may be called the Gauss
theorem in magnetism. This indicates that the magnetic fluxes traversing any closed
face which surrounds the magnetic unipolar are equal to 47 times g,,, where g,,, = ne/2.
This indicates clearly that the particle charges are related closely to the strength of the
magnetic unipolar. Therefore, we conclude that the charges of all charged particles
must be quantized in nature.

Otherwise, if the magnetic unipolars appear in quantum theory, then it is quite
necessary to obtain this conclusion from quantum mechanics. Similarly, if the mag-
netic unipolar really exists, then the Maxwell electromagnetic equations in electro-
magnetism can be express in a symmetric form. Just so, plenty of experimental and
theoretical research has been carried out after Dirac’s magnetic unipolar idea was pro-
posed, seeking to demonstrate the existence of the magnetic unipolar in nature and in
laboratory settings. Blas and Cabrera, from Stanford University, have measured accu-
rately the changes of magnetic fluxes in superconductive niobium coils. After 151 days,
they observed and measured a sudden increase of magnetic flux in one experiment,
which they thought was induced by magnetic unipolars. Thus, they claimed to have
demonstrated the existence of the magnetic unipolar.
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However, here we should point out that there are some bothersome node lines and
singular strings in Dirac’s magnetic unipolar, which are not natural and easy to un-
derstand. ’t Hooft in the Netherlands in 1974 [289] and Polyakov in the Soviet Union in
1975-1977 [251] both pointed out that the mass of the magnetic unipolar exceeds that
of the proton approximately 5000 times (while others thought that the mass of the
magnetic unipolar is 10'° times greater than that of the proton), so they thought that
magnetic unipolars could not have singular strings, but represent a soliton solution
of the nonlinear partial differential equation if the Dirac electromagnetic U(1) specifi-
cation group is inserted into the nonabelian compact specification group. Just so, we
here investigate further the properties of the magnetic unipolar using Dirac’s model.

First, we research the ’t Hooft structure [289] of compact electric dynamics, as
shown in Figure 11.10, in which @ is the magnetic flux coming into the ball and Py is
a path surrounding the magnetic line, where the potential along P, must be a pure
specific.

Figure 11.10: The compact electric dynamics structure by ’t Hooft.

Because of the single value feature for the whole charge field, we obtain

o
® = 4§P0Aidxl - ?"

For the Abel theory, the fluxes must flow fully out from the ball. This means that
the outside line P, cannot shift and change continuously to a constant (P, — P; —
P, — ... — the south pole). This implies that one Dirac spring is required in the case
of an Abelian magnetic unipolar. On the other hand, if the electromagnetic U(1) spec-
ification group is put into one nonabelian compact group, then the magnetic unipolar
is not required to attach to the singular spring. For example, in the SO(3) specification
field, the rotation of 47 can vary as a constant in the south pole because its degrees of
freedom are increased in the specification transform. Therefore, this theory includes
the magnetic unipolar without the spring. Then the magnetic unipolar without the
spring and with the magnetic charge of g,, = n/2e (n = +1,+2,...) also exists in this
case. In order to carry out this idea, ’t Hooft et al. [289] investigated the properties of
the interaction between the specification fields A4, and the Higgs isospin vector field o
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having SO(3) specification invariance using the following Lagrange density function
possessing SO(3) specification invariance in the south pole:
1 1 B 2, m\2
L' = —2Fy, F% + 5D, 0" D" — 1 (99" —m /B,
i, = 0,A% - 3,A% + ee™ AAC, (11.4.)

D" = 0,0" + eaabCAz(pC (a=1,2,3).

Obviously, this is the Georgi—Glashow model of electromagnetic interactions hav-
ing SO(3) specification invariance, namely, the Georgi—Glashow model of weak elec-
tromagnetic interaction. It describes the features of the photon without mass and hav-
ing a dual and charging middle vector boson. The latter acquired the masses from the
Higgs mechanism. In this case, the existence of the degenerated vacuum of (pé =m’ /B
results in the spontaneous break of symmetry of the SO(3) specification, so the U(1)
specification symmetry remains the invariance.

By means of the EL equation and from equation (11.4.1) we obtain the classic dy-
namic equations:

D‘”F;fv = —ee™ "D, ¢",
D*D, ¢ = B (9 - m*/B). (11.4.2)

Meanwhile, ’t Hooft and Polyakov found the solution of the magnetic unipolar for
the case of static spherical symmetry [49], which is expressed by

Ay =0, Af =ggx[1- K(r)]er?,
@% = —x H(r)er’, r=x*+y*+2% (11.4.3)
They represent the simple forms of the radial equations of equation (11.4.2) as
r’K" = K(K* - 1) + KH?,
r’H" = 2HK? + B/e*(H? - ¢*r*H)  (c = M,/B"?). (11.4.4)

Here, we are interested only in the solutions having the same solutions of asymp-
totic forms along the outward direction of the radius of the spheroid, which is sig-
nificant because it approaches one pure specification (F;fv = 0) (K(0) = £1), which
is shown in Figure 11.11. This solution is called the magnetic unipolar. The energy or
mass of one magnetic unipolar was obtained using the numerical calculation, which
is represented by

M = 4z L (51€%) = L F(B/e?)

where a = e2/4z, f is a monotonous, slowly rising function, f(0) = 1, and M,, is the
mass of the vector boson. Because 1/a = 137, we estimate M,, ~ 50 GeV, so we know
that the mass of the magnetic unipolar is very great.
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H/r

K(r)
j i

Figure 11.11: The magnetic unipolar solution.

As is well known, the quantities of topologic invariants are the magnetic charges in a
three-dimensional space. In order to elucidate the topologic nongenerality or stability
of soliton solutions, 't Hooft structured electromagnetic tensors having the specifica-
tion invariant [116, 222], which are represented by
—ara 1 abe—apy —c
Fyv:¢Fyv_E€ ¢Dy¢’
?"=¢"/lpl. (11.4.5)

They have rewritten the above equations as

Fy = 0,B, - 3,B, - %e“’”a“ayabavaf ,
B, = 9"Ay. (11.4.6)

Substituting equation (11.4.3) into equation (11.4.6), we obtain
Fij = £iijk/er3. (1147)

Based on the topological concept and its significance [141], F;; should correspond
to the magnetic field of a point magnetic unipolar with a magnetic charge of g,,, = 1/2e.
If the symbols in equation (11.4.3) are all changed, then we obtain the values of an anti-
magnetic unipolar [21, 227]. At present, we elucidate the sources of the topology of the
magnetic charge.

If there is no singularity of the spring in B,,, then the magnetic flow that appears
in this case can be expressed as
abc oY (aa aaab aﬁac ) )

s * 1
]}" =0" F}.lv = %gyvaﬁg

We can verify that j,, is the conservation, i.e., a; Ju = 0. However, this topologic flow
is not the Noether flow. The charge associated with this topologic flow cannot form the
symmetry of the Lagrange quantity. In this case, the magnetic flux or magnetic charge

is denoted

¥y - 1 _a- -bo -
o= 4qu = JdBX Jo = av Fyv = % iz £ijk(paaj(pbak(pc(d20)i, (11.4.8)
k
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where s,2< is a ball with radius R (in the limit case, R — o0). Because the ball can be
expressed by two parameter coordinates &, (a = 1, 2), the above representation can be
expressed by

wcn = 5§ &8 e 7 YT | - L [ FEE (- de0p"7")

‘ (11.4.9)

We know that the integration is 4 times the Kronecker indicator for the mapping
of 5,2< — sfp. The Kronecker indicator is certainly an integer, so we obtain g, = n/2e.

To sum up, the appearance of the magnetic unipolar soliton led to the following
results:

(1) The model may appear or result in the dyon solution from Julia’s and Zee’s
consistent assumptions A5 = y,J (r)/er® by introducing an electric field [293]. These
dyons have limited energies and continuous electric charges and magnetic charges of
qm = 1/2e. In quantum theory, the permission values of electric charges become the
discrete values of g = ne [293].

(2) This theory can be extended to the specification group with high ranks, such
as SU(3). In this case, some new magnetic unipolars having different charges can be
formed.

(3) In the limited case of 8 — 0, in which the condition of H(r) — C(r) (here
r — oo) can be kept, Prasad and Sommerfied [253] obtained serious solutions of equa-
tion (11.4.4), which are represented by

K(r) = Cr/sh(Cr), H(r) = C(r)com(Cr) - 1.

(4) Hasenfratz, ’t Hooft, and Jackiw [125] and Rebbi pointed out that, if SU(2) is
used to add the Lorentz scalar having the isospin double state to the unipolar model,
the magnetic unipolar can be added into the isospin state, so its angular momentum
becomes 1/2. In this case, the complex system formed meets the rule of Dirac-Fermi
statics. Therefore, we conclude that the spin comes from the isospin in this case.

(5) From the above research, we affirm that, in the SU(2) model, the magnetic
unipolar exists with g,, = 1/2e. However, we cannot affirm whether solutions exist
with many magnetic charges and limited energy. We can now think by the above inves-
tigations that the model having suited and decided spherical symmetry does not have
a SU(2) spherically symmetric magnetic unipolar solution with |g,,| > 1/2e. However,
in the SU(3) model, the magnetic unipolar solution having many magnetic charges
and spherical symmetry exists [136].

(6) The solutions having topological stability and static limited energy cannot be
formed or structured in a three-dimensional system in which the long range field can-
not be formed. This is due to the fact that the long range specification field requires
an infinite barrier in the three-dimensional space, which can provide the topologic
stability to stop the damping of the soliton to a general vacuum state [305].

printed on 2/10/2023 3:23 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

280 —— 11 The soliton movements of elementary particles in nonlinear quantum field

11.5 The topological soliton — instanton - in four-dimensional
space

Asis well known, the topological soliton — instanton — was first researched by Belavin,
Polyakov, Schwarz, and Tyupkin (BPST) in a four-dimensional space [21]. They first
obtained the solution of the dynamic equations of a nonabelian specification field in
the case of SU(2), which is a solution without the source and is called the instanton.
In this case, the specification potential is analytical in the total Euler space. However,
the strength of the field exists only in the localized time-space region, where the Euler
energy and momentum are zero. In this section, we first describe BPST’s work.

In the four-dimensional case, the Lagrange density function of a specification
field in the BPST model is denoted

L' = 4F§VF§V (v =1,23,4), (11.5.1)

where L' = £ and Fj, = 9,A} - 0,4, + gC“bCA;jAﬁ ... (€™ = structure constant).

We now consider the specific group SU(2) and use the following matrix represen-
tations:

a_a a 2
Ay = AHT /2, Fuv = Fw‘r /2,
where 7% is a 2 x 2 polly matrix. Utilizing again the following relations:

[t* ,Tb] ierC,  Trrr? = 26%
b

Tr %’ = Zzs“bc (Tr = find trace), (11.5.2)
we can obtain the following field equation from the EL equation:

v = 0, Fy, —ig[A,, Fy] = 0. (11.5.3)

From this equation, we can determine that there is only one topological invariant in
this theory, which is called the Pontryagin indicator, or second Chen’s number, and
corresponds to 773(SU(2)) = Z. In this case, the topologic charge Q is defined as

2
Q=2 J X" TH(E g FapF) = O
where n = 0,+1,+2,43,... and Q = n is the number covered by SU(2) in the case of
topologic reflection, which is expressed by the homotopy class of g(x). Here, g(x) is
the matrix of the specification group. In the specification of A, = 0, the topological
charge equals the changes of the winding number between t = —co and t = +co.
In this physical system, we introduce again the following inequality:

2
1
J- d4)( Tr<FyV - EeﬂVlXﬁFaﬁ> > 0. (11.5.4)
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This condition is equal to adding one limit for the following quasi-energy:
1
E=3 | d'XTeEuF,) > 87001 (11.5.5)

where Q may be simplified further, i.e., if Ay has no singularity, so ayaVAA = avayA,\,
then

1 d 2
Tr( EswaﬁFaﬁFw> =3 <28M,; Tr<AvaaAﬁ + B—fAVAaAﬁ> ) (11.5.6)

where the representation on the right side of equation (11.5.6) is not related to the spec-
ification characterization, but 2¢,,,,5 Tr(4,0,45 + %AVA(XAB) is related to the specifica-
tion features. If equation (11.5.3) is integrable and g = 1, then Q can also be expressed

as
1 2g
Q- — “53 [2%,4, Tr(AVa,XAB N EAVAaAﬁ>

In order to make A, approach zero, we demand 4, to have a pure specification.
We have

o (11.5.7)

A0 =g (09,8(x), xes (11.5.8)

atr — oo. Clearly, equation (11.5.5) gives the limitation for the energy E, which in-
dicates that the energy E of the soliton solution having a nongeneral charge has cer-
tainly a lower limit. If F,, = €,,,3F,p/2 in this case, then we should obtain or use the
lower limit of the energy in equation (11.5.5). When this condition holds, the above
field equations are satisfied automatically because D, F,, = D, (€,,45F45/2) = O (this is
one identity for the field without singular string).

From the assumptions of spherical symmetry of the specification field, we obtain

Ta

. _ X, — IX,
A,(x) =if(ng 1(x)aug(x), P=x+x5+x5+x, g0 = 4% (11.5.9)

Substituting equation (11.5.9) into equation (11.5.8), we find that the following self-
dual condition is met:

if' F2f1-1). (11.5.10)

Finding the solutions of equation (11.5.10), we obtain the nongeneral solution,
which is

fr) =r/(r + B"). (11.5.11)

This solution is called the instanton, where ﬁ’ expresses the size of the instanton in
the length dimension. The instanton is localized at any position and has any volume.
From this solution and equation (11.5.9), we find

A, =irg 0,8/ +B%),  Fu=48"0,/(r"+B?), (11.5.12)

where 0 = [ri,Ti]/4i, Ojy = Ti/2 = —0j.
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In this case, the instanton’s Pontryagin indicator is Q = 1. Because Fyv — 0, when
r— oo, A, also approaches one pure specification. In this case, if the parallel shift of
x, — x,—a, is made, another solution of the instanton is also obtained at position x, =
a,. At the same time, there is also the anti-instanton at this position, which represents
the change of g to g+ in the first equation in equation (11.5.12). This solution should

meet the following equation [242]:

2
Fu = _<%guvaﬁFaB> = %@V’

where 03 = 03, 0y, = —0j. Its topologic charge is B'. For F, = i%eymﬁFaﬁ and |Q| =1,
other solutions do not exist, except for the above specification transformation. At the
same time, the single instanton formed is represented by five parameters, in which
four parameters determine its position and the remainder determines its size.

However, we point out that the instanton is not a real physical particle. It is only
a solution of the field equation in the four-dimensional physical space, which does
not exist in the real world. We should also point out that the instanton process that
appears indicates only the dynamic features of the solution of the field equation in
the process of imaginary time, which is quite similar to the tunnel effect in quantum
mechanics. Thus, it can be thought of as a classical solution (or the path) linking two
classical vacuums of An = 1in imaginary time. This relation can be expressed by

|i> anti-instanton |i + 1> and |l> ' |i + 1>.
instanton

Just so, the solution is called “instanton”, but there is no interaction between the
two instantons. If the quantum fluctuation is considered in this process, then the in-
teraction between the instanton and anti-instanton also exists. Although the interac-
tion exists in this process, its features are different from those in the Euclidean space.
In the latter, the instanton is a real physical particle and the instanton’s tunnel effect
can be observed experimentally. Then the effects can be explained by the perturbation
method. Hence, the instanton is also called a quasi-particle. On the other hand, the
instantons are related to strong interaction theory (QCD). Therefore, instanton physics
is an important subject in modern physics.

Several researchers [49, 82, 154] have introduced the concept of the instanton into
the general theory of relativity on the basis of the similarity between the strength of
the specification field F,, and the metric tensor R, in the Reimann space. Thus, they
are referred to as attractive instantons. The importance of attractive instantons can
be envisioned by the process in which they are inserted between different vacuums
(R,yap = 0) of Minkowski spaces to improve the method of investigation of difficult
problems. On the other hand, in so-called superspecification theory, superattractive
instantons also exist. These investigations on instantons are also quite significant.

printed on 2/10/2023 3:23 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

11.6 The nontopological soliton and its properties = 283

11.6 The nontopological soliton and its properties

The nontopological soliton is different from the topological soliton. It does not require
the existence of the degeneracy vacuum, but its border conditions at infinity are the
same as those of field equations without soliton solutions. Meanwhile, it again de-
mands the condition of existence of conservation rules for the addition for charges
and scalar fields [116, 222]. Therefore, a simplified method, which is used to produce
one nontopological soliton, is to introduce one complex number field [318]. We have

Q=@ +ip,, @ =@ —ip,, (11.6.1)

where ¢, and ¢, are the Fermi field. Here we only discuss the features of solutions in a
one-dimensional space. The corresponding Lagrange density function is represented
by

o 199" 9

=5 3%, ox, Ulp™ ), (11.6.2)

where I’ = £. Using the EL equation and from equation (11.6.2), we obtain the corre-
sponding dynamic equation:

o _
a2 oo )

U(p*p) =0. (11.6.3)

Utilizing the above equations, we obtain

N=i J((p’%p - " p)dx, (11.6.4)
which is a conservation quantity. We here assume

L0p 0p*
ox  ox

Q@ =0 atx=zoo.

In this system, because L' = £ is not changed under the transformation of ¢ —
(peie, the Hamilton function H' = # is also invariable, so # is not related to 8. There-
fore, we can hypothesize that N is the conjugate momentum of 8. From the Hamilton
equation, we obtain N = 9H'/96 = 0, where H' = . Therefore, N is a conserved
quantity. In classical field theory, N may be any real number. Because 6 is, in essence,
a phase variable, if 8 — 0 + 27, then ¢ — ¢. Here, N resembles the momentum and
must be an integer. This means that 7 does not certainly relate to its conjugate coor-
dinates. In quantum field theory, if N is an integer, then 6 is thought to be a cyclical
variable, so 6 may be thought of as a phase variable. This is the exact reason behind
the introduction of the complex field mentioned above.
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When N # 0, ¢ is certainly related to time. In this case, we can verify that, if N
is fixed, the solution having minimum energy, which relates to time, must meet the
following formula of the harmonic oscillator:

9 = o(x)e ™", (11.6.5)
Inserting equation (11.6.5) into equation (11.6.3), we obtain

dzO' 2

— ~0—-U=0.
) +wo-0 702
Integrating the above equation, we obtain
2
1
—<d—0> - oV(0) = constant, (11.6.6)
2\ dx
where
V= %(U -w’0?), U=U(0). (11.6.7)

Because nontopological solitons do not need degeneracy vacuums, we may
choose U(0) = 0, where the form of U(0) is shown in Figure 11.12.

In order to acquire the nontopologic soliton solution, we here choose V = %(U -
w’0?), which is shown in Figure 11.13, where U(¢p*p) — w’p*¢ = 0. Except for the
solution of ¢ = 0 in this equation, a solution ¢ # 0 also exists.

In the case of the mechanical simulation in the nonrelativity, the potential of the
particle should be - V. Its form is shown in Figure 11.14. When x = —oo, the particle at
point O will move to point A along the curve. Subsequently, it will return to the original
position from point A. However, the particle will return again to point O when x = +co.
This feature of movement of the particle can be easily obtained.

>
o

Figure 11.12: The potential curve in equation (11.6.7).

FU—wo?)
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N—" |

Figure 11.13: The curve of (U - w’0”).
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0
\/A
o

Figure 11.14: The form of V(o).

From equation (11.6.7), we obtain the general solution, denoted

9 do
X—Xg = , (x=xp, ato =A). (11.6.8)
0 L V2V (o) 0
Evidently, the energy of the field without dispersion is bound in a limited region
in space. Therefore, we affirm that this solution is a soliton. Obviously, the solution
approaches zero when x = +co. Therefore, it is one nontopological soliton. Its outline
is shown in Figure 11.15.

Ay

A

0 Xo X

Figure 11.15: The outline of soliton solution ¢(x).

We see in Figure 11.12 that U — m?a?, at 0 — 0, where m? is a constant. However, if
we use function V in Figure 11.14, then we verify

w<m (11.6.9)

If we now choose U = mlzi’;"’[(l - 220" p)? + €2], then we obtain the following

solution from its movement equation:

12
1 a o it

<p:§ 1+ +1-acoshy ’

(11.6.10)

where
a=(1+)(m* -w?) y=2Vm? - w(x - x,).

In equation (11.6.10), if we choose |x| — oo, then we obtain the asymptotic solu-
tion, denoted

0o é Vi — e~ VM@ xo). (11.6.11)
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This is a damping solution. At [x| — oo, it will damp to zero. Therefore, this solu-
tion satisfies the definition of nontopologic soliton. Therefore, the asymptotic solution
in equation (11.6.11) has generality, because we can demonstrate its correctness by us-
ing other methods.

In fact, we can explain and elucidate the stability of the above soliton [116, 222] as
follows.

As is well known, all nonlinear field equations have solutions of plane waves,
which can be represented by

@ = %em_m (w=\m? +K?). (11.6.12)

Clearly, this is because the variation of amplitudes of the plane waves approaches
zero or infinity when the volume of the system approaches infinity, i.e., Q — co. Thus,
we can ignore the higher-order terms of the field in the above Lagrange function. If we
retain only the first-order term, then it is changed to equation (11.6.12). In this case, we
obtain the following straight line relation between the energy and the conservation
quantity N:

Eplan = Nw > Nm. (11.6.13)

However, as far as the soliton solution is concerned, its energy is a nonlinear func-
tion of N. From equation (11.6.9), we know w < m, where we can hypothesize that the
solution of the nontopologic soliton is an analytical continuation and extension of the
above plane wave, i.e., it is the result of the extension from w > mto w < m. Therefore,
we deduce that the minimum energy E; ;o Of the nontopologic soliton solution has
the following relation:

Esoliton < Nm (11.6.14)

for any conservation quantity N and any coupling content g. Otherwise, we know that
the conservation quantity N and the phase angle of complex number field 6 = wt are
conjugate variables, so we acquire the relations of N = —9H'/oN and 6 = 9H'/oN,
where H' = 7. Because § = w and the eigenvalue of  for any solution is the energy E,
the above relation can be written

_dE

W= aN’ (11.6.15)

For the plane wave, w is not related to N, so E = Nw. However, this relation does
not exist for the nontopologic soliton because we should consider the relation between
w and N. If we consider the limit case of w — m~, from equation (11.6.11) we obtain

N —>2mJ’ lp|?dx ~ Vm2 - w? — 0.
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From the integration of equation (11.6.15) and the relation of w < m, we finally
obtain

N N
E liton = .[o wdN <m Jo dN = mN, (11.6.16)

from which we conclude Ejton < Epjane- This means that a nontopologic soliton solu-
tion exists in the one-dimensional space and the minimum energy state of the system
is not the plane wave, but the soliton state. Therefore, we determine that the soliton
solution is always stable in this system. At the same time, we can demonstrate that
the soliton solution is the minimum energy state and very stable in a two-dimensional
space.

The above investigations exhibit clearly that the static soliton solution exists in
the one-dimensional space. If the result is further extended to a (3 + 1)-dimensional
space, then we can deduce by Derrick’s theorem that the pure scalar fields do not have
a static soliton, but if one inner symmetry group exists in the nonlinear scalar field,
then there is possibly a soliton solution, such as {¢/%©7i}p_(x), where T; is the gen-
erator of the expression of group G in the scalar field ¢ and «;(t) is the parameter
of the group relating to time ¢t. When the G group is a nonabelian group, Tsung-Dao
Lee et al. [49, 154] researched its properties. Others have also demonstrated that the
nontopologic soliton is stable only if the I; = +I;3,,,, component of ¢ (x) is nonzero
[49, 82, 318], while Zhou Guang Zhao et al. [318] researched the soliton solutions of
scalar fields having the nonabelian inner symmetry using a G = SU(2) isospin group.
These investigations are very significant to understand the essence of soliton solutions
in quantum field theory.
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12 The theory of soliton movement
of superconductive features

12.1 The macroscopic quantum effects in the superconductor and
its soliton movement properties

So-called macroscopic quantum effects refer to a quantum phenomenon that occurs
on a macroscopic scale. Such effects are obviously different from the microscopic
quantum effects as described by quantum mechanics. It has been experimentally
demonstrated [10, 93-95, 157-159, 196, 221, 226, 227, 232, 233, 241, 263-265] that
macroscopic quantum effects are the phenomena that occur in superconductors.
Superconductivity is a physical phenomenon in which the resistance of a material
suddenly vanishes when its temperature is lower than a certain value, T, which is
referred to as the critical temperature of superconducting materials. Modern theories
[17, 51, 271, 272] tell us that superconductivity arises from the irresistible motion of
superconductive electrons. As such, we want to answer, amongst others, the following
questions. How is the macroscopic quantum effect formed? What are its essential fea-
tures? What are the properties and rules of motion of superconductive electrons in a
superconductor? Up to now, these problems have not been studied systematically. We
will study these problems in this chapter. The experimental observations of properties
of macroscopic quantum effects in superconductors are described as follows.

(1) Superconductivity of material. As is well known, superconductors can be pure
elements, compounds, or alloys. To date, more than 30 single elements and up to
a hundred alloys and compounds have been found to possess the characteristics
[10, 93-95, 157-159, 196, 221, 226, 227, 232, 233, 241, 263-265] of superconductors.
When T < T,, any electric current in a superconductor will flow forever without being
damped. Such a phenomenon is referred to as perfect conductivity. Moreover, it has
been observed experimentally that, when a material is in the superconducting state,
any magnetic flux in the material is completely repelled, resulting in zero magnetic
fields inside the superconducting material. Similarly, a magnetic flux applied by an
external magnetic field cannot penetrate into superconducting materials. Such a phe-
nomenon is called perfect anti-magnetism or the Maissner effect. Meanwhile, there are
also other features associated with superconductivity, which are not presented here.

How can this phenomenon be explained? After more than 40 years of research,
Bardeen, Cooper, and Schreiffier (BCS) proposed the new idea of Cooper pairs of
electrons and established the microscopic theory of superconductivity at low tem-
peratures, the BCS theory [17, 51, 271, 272], in 1957, on the basis of the mechanism of
electron-phonon interactions proposed by Frohlich [84, 85]. According to this theory,
electrons with opposite momenta and antiparallel spins form pairs when the attrac-
tion between the electron and phonon in these materials overcomes the Coulomb
repulsion between them. The so-called Cooper pairs condense to a minimum energy

https://doi.org/10.1515/9783110549638-012
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state, resulting in quantum states, which are highly ordered and coherent over the
long range and in which there is essentially no energy exchange between the electron
pairs and the lattice. Thus, the electron pairs are no longer scattered by the lattice but
flow freely, resulting in superconductivity. The electron pairs in a superconductive
state are somewhat similar to a diatomic molecule, but are not as tightly bound as a
molecule. The size of an electron pair, which gives the coherent length, is approxi-
mately 10 cm. A simple calculation shows that there can be up to 10° electron pairs
in a sphere of 107 cm in diameter. There must be mutual overlap and correlation
when so many electron pairs are brought together. Therefore, perturbation to any of
the electron pairs would certainly affect all others. Thus, various macroscopic quan-
tum effects can be expected in a material with such coherence and long range ordered
states. Magnetic flux quantization, vortex structures in type-II superconductors, and
the Josephson effect [138-140] in superconductive junctions are only some examples
of the phenomena of macroscopic quantum mechanics.

(2) Quantizated effect of magnetic flux. Consider a superconductive ring. Assume
that a magnetic field is applied at T > T,.. Then the magnetic flux lines ¢, produced by
the external field pass through and penetrate into the body of the ring. We now lower
the temperature to a value below T, and then remove the external magnetic field. The
magnetic induction inside the body of the circular ring equals zero (B = 0), because
the ring is in the superconductive state and the magnetic field produced by the su-
perconductive current cancels the magnetic field, which was within the ring. How-
ever, part of the magnetic fluxes in the hole of the ring remain, because the induced
current in the ring vanishes. This residual magnetic flux is referred to as “the frozen
magnetic flux”. It has been observed experimentally that the frozen magnetic flux is
discrete or quantized. Using the macroscopic quantum wave function in the theory of
superconductivity, it can be shown that the magnetic flux is established by @' = n¢,,
(n=0,1,2,...), where ¢, = hc/2e = 2.07 x 10~> Wh is the flux quantum, representing
the flux of one magnetic flux line. This means that the magnetic fluxes passing through
the hole of the ring can only be multiples of ¢, [10, 93-95, 157159, 227, 241, 263-265].
In other words, the magnetic field lines are discrete. What does this imply? If the mag-
netic flux of the applied magnetic field is exactly n, then the magnetic flux through the
hole is n¢, which is not difficult to understand. However, what is the magnetic flux
through the hole if the applied magnetic field is (n + 1/4)¢,? According to the above,
the magnetic flux cannot be (n + 1/4)¢,. In fact, it should be n¢,,. Similarly, if the ap-
plied magnetic field is (n + 3/4)¢,, then the magnetic flux passing through the hole is
not (n + 3/4)¢,, but rather (n + 1)¢p,. Therefore, the magnetic fluxes passing through
the hole of the circular ring are always quantized.

An experiment conducted in 1961 surely proves this to be so, indicating that the
magnetic flux does exhibit discrete or quantized characteristics on a macroscopic
scale. The above experiment was the first demonstration of the macroscopic quantum
effect. Based on quantization of the magnetic flux, we can build a “quantum mag-
netometer”, which can be used to measure weak magnetic fields with a sensitivity
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of 3 x 1077 Oersted. A slight modification of this device would allow us to measure
electric currents with strengths as low as 2.5 x 107 A.

(3) Quantization of magnetic flux lines in type-II superconductors. The supercon-
ductors discussed above are referred to as type-I superconductors. This type of super-
conductor exhibits a perfect Maissner effect when the external applied field is higher
than a critical magnetic value FIC. There exist other types of materials, such as the
NbTi alloy and Nb;Sn compounds, in which the magnetic field partially penetrates
inside the material when the external field H is greater than the lower critical mag-
netic field H,;, but less than the upper critical field H,, [10, 93, 94, 241, 263-265].
This kind of superconductor is classified as type-II superconductors and is charac-
terized by a Ginzburg-Landau (GL) parameter greater than 1/2. Studies using the Bitter
method showed that the penetration of a magnetic field results in some small regions
changing from the superconductive to the normal state. These small regions in the
normal state are of cylindrical shape and regularly arranged in the superconductor,
as shown in Figure 12.1. Each cylindrical region is called a vortex (or magnetic field
line) [10, 93-95, 157-159, 227, 241, 263-265]. The vortex lines are similar to the vor-
tex structure formed in a turbulent flow of fluid. Both theoretical analysis and experi-
mental measurements have shown that the magnetic flux associated with one vortex
is exactly equal to one magnetic flux quantum ¢, when the applied field H > FIﬂ,
the magnetic field penetrating into the superconductor in the form of vortex lines, in-
creases step-wise. For an ideal type-II superconductor, stable vortices are distributed
in a triangular pattern. The superconducting current and magnetic field distributions
are shown in Figure 11.1in Chapter 11. For other, nonideal type-II superconductors, the
triangular pattern of distribution can be observed in small local regions, even though
its overall distribution is disordered. It is evident that the vortex line structure is quan-
tized. This has been verified by many experiments and can be considered a result of
the quantization of the magnetic flux. Furthermore, it is possible to determine the en-
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Figure 12.1: Quantum diffraction effect in the superconductor junction.
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ergy of each vortex line and the interaction energy between the vortex lines. Parallel
magnetic field lines are found to repel each other while anti-parallel magnetic lines
attract each other.

(4) The Josephson effect of superconductivity junctions [138-140]. As is well
known in quantum mechanics, microscopic particles, such as electrons, have a wave
property and can penetrate through a potential barrier. For example, if two pieces
of metal are separated by an insulator of a width of tens of Angstréms, an electron
can tunnel through the insulator and travel from one metal to the other. If a voltage
is applied across the insulator, a tunnel current can be produced. This phenomenon
is referred to as a tunneling effect. If two superconductors replace the two pieces of
metal in the above experiment, a tunneling current can also occur when the thickness
of the dielectric is reduced to about 30 A. However, this effect is fundamentally differ-
ent from the tunneling effect discussed above in quantum mechanics and is referred
to as the Josephson effect.

Evidently, this is due to the long range coherent effect of the superconductive elec-
tron pairs. Experimentally, it was demonstrated that such an effect could be produced
via many types of junctions involving a superconductor, such as superconductor-
metal-superconductor junctions, superconductor-insulator-superconductor junc-
tions, and superconductor bridges. These junctions can be considered as supercon-
ductors with a weak link. On the one hand, they have properties of bulk superconduc-
tors. For example, they are capable of carrying certain superconducting currents. On
the other hand, these junctions possess unique properties, which a bulk supercon-
ductor does not. Some of these properties are summarized in the following.

(A) When a direct current (dc) passing through a superconductive junction is
smaller than a critical value I, the voltage across the junction does not change with
the current. The critical current I, can range from a few tens of pA to a few tens of mA.

(B) If a constant voltage is applied across the junction and the current passing
through the junction is greater than I, a high-frequency sinusoidal superconducting
current occurs in the junction. The frequency is given by v = 2eV/h in the microwave
and far-infrared regions of (5-1000) x 10° Hz. The junction radiates a coherent electro-
magnetic wave with the same frequency. This phenomenon can be explained as fol-
lows. The constant voltage applied across the junction produces an alternating Joseph-
son current that, in turn, generates an electromagnetic wave with frequency v. The
wave propagates along the planes of the junction. When the wave reaches the surface
of the junction (the interface between the junction and its surroundings), part of the
electromagnetic wave is reflected from the interface and the rest is radiated, resulting
in the radiation of the coherent electromagnetic wave. The power of radiation depends
on the compatibility between the junction and its surroundings.

(C) When an external magnetic field is applied over the junction, the maximum
dc, I, is reduced due to the effect of the magnetic field. Furthermore, I. changes pe-
riodically as the magnetic field increases. The T.—H curve resembles the distribution
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of light intensity in the Fraunhofer diffraction experiment, shown in Figure 12.1. This
phenomenon is called quantum diffraction of the superconductivity junction.

(D) When a junction is exposed to a microwave of frequency v and if the voltage ap-
plied across the junction is varied, then it can be seen that the dc passing through the
junction increases suddenly at certain discrete values of the electric potential. Thus,
a series of steps appear on the dc I-V curve and the voltage at a given step is related
to the frequency of the microwave radiation by nv = 2eVn/h (n = 0,1,2,3...). More
than 500 steps have been observed in experiments.

Josephson first derived these phenomena theoretically and each was experimen-
tally verified subsequently. All these phenomena are, therefore, called Josephson ef-
fects [138—-140]. In particular,

(1) and (3) are referred to as dc Josephson effects while (2) and (4) are referred to
as alternating current (ac) Josephson effects. Evidently, Josephson effects are macro-
scopic quantum effects, which can be explained well by the macroscopic quantum
wave function. If we consider a superconducting junction as a weakly linked super-
conductor, the wave functions of the superconducting electron pairs in the supercon-
ductors on both sides of the junction are correlated due to a definite difference in their
phase angles. This results in a preferred direction for the drifting of the superconduct-
ing electron pairs and a Josephson dc is developed in this direction. If a magnetic field
is applied to the plane of the junction, the magnetic field produces a gradient of phase
difference, which makes the maximum current oscillate along with the magnetic field
and radiation of the electromagnetic wave occurs. If a voltage is applied across the
junction, the phase difference will vary with time and result in the Josephson effect.
In view of this, the change in the phase difference of wave functions of superconduct-
ing electrons plays an important role in the Josephson effect, which will be discussed
in more detail in Section 12.5.

The discovery of the Josephson effect opened the door for a wide range of applica-
tions of superconductor theory. Properties of superconductors have been explored to
produce the superconducting quantum interferometer-magnetometer, sensitive am-
meter, voltmeter, electromagnetic wave generator, detector, frequency mixer, etc.

12.2 The properties of Boson condensation and spontaneous
coherence of macroscopic quantum effects
in the superconductor

12.2.1 The nonlinear model of theoretical description for the macroscopic quantum
effects

From the above studies, we know that the macroscopic quantum effect is obviously
different from the microscopic quantum effect, the former having been observed for
physical quantities, such as resistance, magnetic flux, vortex line, and voltage.
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In the latter, the physical quantities, characteristics of microscopic particles, such
as energy, momentum, and angular momentum, are quantized. Thus, it is reasonable
to believe that the fundamental nature and the rules governing these effects are dif-
ferent.

We know that the microscopic quantum effect is described by quantum mechan-
ics. However, the question what the mechanisms of macroscopic quantum effects are
remains. How can these effects be properly described?

And what are the states of microscopic particles in the systems where macroscopic
quantum effects occur? In other words, what are the essential features of macroscopic
quantum states? These questions need to be addressed.

We know that materials are composed of a great number of microscopic parti-
cles, such as atoms, electrons, and nuclei, which exhibit quantum features. We then
assume that the macroscopic quantum effects result from the collective motion and
excitation of these particles under certain conditions, such as extremely low temper-
atures, high pressure, and high density. Under such conditions, a huge number of mi-
croscopic particles paired with each other condense in a low-energy state, resulting
in a high order and long range coherence. In such a highly ordered state, the collec-
tive motion of a large number of particles is the same as the motion of single particles.
Since the latter is quantized, the collective motion of the many particle system gives
rise to a macroscopic quantum effect. Thus, the condensation of the particles and their
coherent state play an essential role in the macroscopic quantum effect.

What is the concept of condensation? On a macroscopic scale, the process of trans-
forming gas into liquid, as well as that of changing vapor into water, is called conden-
sation. This, however, represents a change in the state of molecular positions and is
referred to as condensation of positions. The phase transition from a gaseous state
to a liquid state is a first-order transition in which the volume of the system changes
and the latent heat is produced, but the thermodynamic quantities of the systems are
continuous and have no singularities. The word condensation in the context of macro-
scopic quantum effects has a special meaning. The condensation concept discussed
here is similar to the phase transition from gas to liquid, in the sense that the pressure
depends only on the temperature, not on the volume. Thus, it is essentially different
from the first-order phase transition, such as that from vapor to water. It is not the con-
densation of particles into a high-density material in normal space. On the contrary,
it is the condensation of particles to a single-energy state or to a low-energy state with
a constant or nonexistent momentum. It is thus also called a condensation of mo-
mentum. This differs from a first-order phase transition and theoretically it should
be classified as a third-order phase transition, even though it is really a second-order
phase transition, because it is related to the discontinuity of the third derivative of
a thermodynamic function. Discontinuities can be clearly observed when measuring
specific heat or magnetic susceptibility of certain systems when condensation occurs.
The phenomenon results from a spontaneous breakdown of symmetry of the system
due to nonlinear interactions within the system under some special conditions, such
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as extremely low temperatures and high pressure. Different systems have different crit-
ical temperatures of condensation. For example, the condensation temperature of a
superconductor is its critical temperature T, (see also [197, 198, 209, 213, 245, 259]).

From the above discussions on the properties of superconductors, we know, even
though the microscopic particles involved can be either bosons or fermions, that the
ones that actually condense are either bosons or quasi-bosons, since fermions are
bound as pairs. Bosons obey the Bose—Einstein statistics, so the condensation is re-
ferred to as Bose—Einstein condensation [19, 29, 30, 166]. Properties of bosons are dif-
ferent from those of fermions, as they do not follow the Pauli exclusion principle and
there is no limit to the number of particles occupying the same energy levels. At finite
temperatures, bosons can distribute in many energy states and each state can be oc-
cupied by one or more particles, while some states may not be occupied at all. Due to
the statistical attractions between bosons in the phase space (consisting of general-
ized coordinates and momenta), groups of bosons tend to occupy one quantum energy
state under certain conditions. Then, when the temperature of the system falls below
a critical value, the majority or all bosons condense to the same energy level (e.g., the
ground state), resulting in Bose condensation and a series of interesting macroscopic
quantum effects. Different macroscopic quantum phenomena are observed because
of differences in the fundamental properties of the constituting particles and their in-
teractions in different systems.

In the highly ordered state of these phenomena, the behavior of each condensed
particle is closely related to the properties of the system. In this case, the wave func-
tion¢ = feie org = \/ﬁeie of the macroscopic state [19, 29, 30] is also the wave function
of an individual condensed particle. The macroscopic wave function is also called the
order parameter of the condensed state. This term was used to describe the super-
conductive states in the study of these macroscopic quantum effects. The essential
features and fundamental properties of macroscopic quantum effects are given by the
macroscopic wave function ¢ and it can be further shown that the macroscopic quan-
tum states, such as the superconductive states, are coherent and are Bose condensed
states formed through second-order phase transitions after the symmetry of the sys-
tem is broken due to nonlinear interactions in the system.

In the absence of any externally applied field, the Hamiltonian of a given macro-
scopic quantum system can be represented by the macroscopic wave function ¢ and
written as

H- deH’ - de[—%|v¢|2—a|¢|2+/1|¢|‘*], (12.21)

where H' = 7 represents the Hamiltonian density function of the system. The unit
system in which m = % = ¢ = 1is used here for convenience. If an externally applied
electromagnetic field does exist, the Hamiltonian given above should be replaced by

72
H- J dxH' = j dx[—%w ie* A’ - all + Al + ;in] (1222)
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or, equivalently,
1 .k 2 1 i
H- jdxH’ - de[-il(aj ~ie" Al - algl” + gl + T Fy ',

where F;; = 9;A; — 9;4; is the covariant field intensity, H = V x A is the magnetic field
intensity, e is the charge of an electron, e* = 2e, A is the vector potential of the elec-
tromagnetic field, and a and A can be said to be some of the interaction constants.
The above Hamiltonians in equations (12.2.1) and (12.2.2) have been used in the study
of superconductivity by many scientists, including de Gennes [57], Saint-James et al.
[285], Kivshar [145, 146], Bullough [38, 39], Huepe [130], Sonin [281], and Davydov
et al. [56]. They can also be derived from the free energy expression of a supercon-
ductive system given by Landau et al. [150, 152]. As a matter of fact, the Lagrangian
function of a superconducting system can be obtained from the well-known GL equa-
tion [8, 9, 91, 92, 96-98, 150] using the Lagrangian method. The Hamiltonian func-
tion of a system can then be derived using the Lagrangian approach. The results, of
course, are the same as equations (12.2.1) and (12.2.2). Evidently, the Hamiltonian op-
erator corresponding to equations (12.2.1) and (12.2.2) represents a nonlinear function
of the wave function of a particle, where the nonlinear interaction is caused by the
electron-phonon interaction and by the vibration of the lattice in the BCS theory in the
superconductors. Therefore, it truly exists. Evidently, the Hamiltonians of the systems
are different from those in quantum mechanics and a nonlinear interaction related to
the state of the particles is involved in equations (12.2.1) and (12.2.2). Hence, we can
expect that the states of particles depicted by the Hamiltonian also differ from those
in quantum mechanics and the Hamiltonian can describe the features of macroscopic
quantum states including superconducting states. These problems are treated in the
following pages. Evidently, the Hamiltonians in equations (12.2.1) and (12.2.2) possess
U(1) symmetry, that is, they remain unchanged while undergoing the following trans-
formation:

P 1) > @' 1) = e WPE, 1),

where Q is the charge of the particle, 0 is a phase, and, in the case of one dimen-
sion, each term in the Hamiltonian in equation (12.2.1) or equation (12.2.2) contains
the product of ¢}-(x, t). From this, we obtain

P06 DL 1) ... Lo £) = e UL W0g (6 ey (x, 1) ... (X, E).

Since charge is invariant under the transformation and neutrality is required for
the Hamiltonian, (Q; + Q, + - -- + Q,) = 0 in such a case. Furthermore, since 0 is inde-
pendent of x, V¢p; — e‘ieQdil)j, so each term in the Hamiltonian in equation (12.2.1) is
invariant under the above transformation or it possesses U(1) symmetry.
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If we rewrite equation (12.2.1) as follows:

H' = =207 + U@, Uer(9) = ~ad? + 1", (12.23)

then we see that the effective potential energy U,g(¢h) in equation (12.2.3) has two sets
of extrema and ¢ = 0, but the minimum is located at

¢o = £Va/2A = (0]¢|0), (12.2.4)

rather than ¢, = 0. This means that the energy at ¢, = ++/a/2A is lower than that at
¢ = 0. Therefore, ¢, = 0 corresponds to the normal ground state, while ¢, = ++/a/21
is the ground state of the macroscopic quantum systems.

In this case, the macroscopic quantum state is the stable state of the system. This
shows that the Hamiltonian of a normal state differs from that of the macroscopic
quantum state, in which the two ground states satisfy (0|¢|0) # —(0|¢|0) under the
transformation ¢p — —¢. In other words, they no longer have U(1) symmetry, so the
symmetry of the ground states has been destroyed. The reason for this is evidently the
nonlinear term /1(1)" in the Hamiltonian of the system. Therefore, this phenomenon is
referred to as a spontaneous breakdown of symmetry. According to Landau’s theory of
phase transition, the system undergoes a second-order phase transition in such a case
and the normal ground state ¢, = O is changed to the macroscopic quantum ground
state ¢, = ++/a/2A. Proof will be presented in the following example.

In order to make the expectation value in a new ground state zero in the macro-
scopic quantum state, the following transformation [221, 232] is made:

¢ = b+ o, (12.2.5)
so that
(0|¢'10y = 0. (12.2.6)
After this transformation, the Hamiltonian density of the system becomes
1
H' (¢ + do) = 5IVOI* + (619" ~ a)p? + 4depoch’ + (4dhg — 2ho)p + A" - ahy + A,
(12.2.7)
Inserting equation (12.2.4) into equation (12.2.7), we have (¢,| (4/1(,1)(2) -2a)|¢pg) = 0.

Consider now the expectation value of the variation 6H' /8¢ in the ground state, i.e.,
(0|(6H' /6¢)|0) = 0. Then, from equation (12.2.1), we get

( %m) = (0 - V*¢ + 2a¢p - 4A¢’|0) = 0. (12.2.8)

After the transformation of equation (12.2.6), this becomes

V2o + (4Ad3 — 2a) ¢, + 1240 (01h%|0) + 4A(0Ih%|0) — (2a — 12A¢h2)(0|h|O) = O,
(12.2.9)
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where the terms (OI(l)3 |0) and (0|¢|0) are both zero, but the fluctuation 12/\¢0(0|q,'>2|0)
of the ground state is not zero. However, for a homogeneous system, at T = OK, the
term (0|¢2|0) is very small and can be neglected.

Then equation (12.2.9) can be written as

~ V2, - (4Ad] — 20) ¢y = O. (12.2.10)

Obviously, two sets of solutions, ¢, = 0 and ¢, = ++/a/2A, can be obtained from
the above equation. We can demonstrate that the former is unstable and that the latter
is stable.

If the displacement is very small, i.e., ¢, — ¢y + 6y = ¢y, then the equation
satisfied by the fluctuation 6¢,, is relative to the normal ground state ¢p, = 0 and is

V26, — 2a6¢p, = 0. (12.2.11)

Its solution attenuates exponentially, indicating that the ground state ¢, = 0 is
unstable. On the other hand, the equation satisfied by the fluctuation ¢, relative to
the ground state ¢, = ++/a/21is V26¢, — 2a8¢, = 0. Its solution, 8¢, is an oscillatory
function and thus the macroscopic quantum state ground state ¢, = ++/a/21 is stable.
Further calculations show that the energy of the macroscopic quantum ground state
is lower than that of the normal state by g, = —a? /4A < 0. Therefore, the ground state
of the normal phase and that of the macroscopic quantum phase are separated by an
energy gap of a?/4A, so, at T = 0K, all particles can condense to the ground state
of the macroscopic quantum phase rather than filling the ground state of the normal
phase. Based on this energy gap, we conclude that the specific heat of the macroscopic
quantum systems has an exponential dependence on the temperature and the critical
temperature is given by T, = 111w, exp[-1/ (3A/a)N(0)] [221, 232]. This is a feature of
the second-order phase transition. The results are in agreement with those of the BCS
theory of superconductivity.

Therefore, the transition from the state ¢, = O to the state ¢, = ++/a/2A and the
corresponding condensation of particles are second-order phase transitions. This is
obviously the result of a spontaneous breakdown of symmetry due to the nonlinear
interaction A¢".

In the presence of an electromagnetic field with a vector potential A, the Hamil-
tonian of the system is given by equation (12.2.2). It still possesses U(1) symmetry.
Since the existence of the nonlinear terms in equation (12.2.2) has been demonstrated,
a spontaneous breakdown of symmetry can be expected. Now consider the following
transformation:

B0 = 2 [10) + ihy (0] — —= [y 0) + o + icho(0)]. (122.12)

V2 V2
Since (0|¢,;|0) = 0 under this transformation, equation (12.2.2) becomes
(e*)’

(@1 + do)” + $3)A7 — €* b0 AV D,

1 1 1
H' = 204~ 34)" ~ S(Vy) — > (Vh))” +
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+e" (Ve — P Vey)A; - %(—HM’?J + 2‘1)‘1’% - %(12}[(75(2) + 2"‘)‘1’%

2
+4Adopr (7 + d3) + 4A(T + 3)° — do(4Adg + 200y —apy + Adyp.  (12.2.13)
We see that the effective interaction energy of ¢, is still given by

Uett(o) = —ady + Ay (12.2.14)

and is in agreement with that given in equation (12.2.4). Therefore, using the same
argument, we conclude that the spontaneous symmetry breakdown and the second-
order phase transition also occur in the system. The system changes from the ground
state of the normal phase ¢, = 0 to the ground state ¢, = ++/a/2A of the condensed
phase in such a case. The above result can also be used to explain the Meissner effect
and to determine its critical temperature in the superconductor. Thus, quantum states
are formed through a second-order phase transition following a spontaneous symme-
try breakdown due to nonlinear interaction in the system, regardless of the existence
of any external field macroscopic quantum states, such as the superconducting state.

12.2.2 The features of the coherent state of macroscopic quantum effects

Proof that the macroscopic quantum state described by equations (12.2.1) and (12.2.2)
is a coherent state, using either the second quantization theory or the solid state quan-
tum field theory, is presented in the following paragraphs.

As discussed above, when 6H' /8¢ = 0, from equation (12.2.1), we have

V2 - 2a + 4A|p*p = 0. (12.2.15)

It is a time-independent nonlinear Schrédinger equation (NLSE), which is similar
to the GL equation. Expanding ¢ in terms of the creation and annihilation operators,
b;; and b, we have

1 1 _i i

b= =Y (b i), 122.16)
Vi P \/2£p

where 7 is the volume of the system. After a spontaneous breakdown of symmetry,

¢o, the ground-state of ¢, is no longer zero, but ¢, = ++/a/2A. The operation of the
annihilation operator on |¢) no longer gives zero, i.e.,

bylo) # 0. (12.2.17)

A new field ¢’ can then be defined in accordance with the transformation equa-
tion (12.2.5), where ¢, is a scalar field and satisfies equation (12.2.10) in such a case.
Evidently, ¢, can also be expanded into

1

L
Y

( (pe—ip‘x + (;eip.X). (12.2.18)
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The transformation between the fields ¢ and ¢’ is obviously a unitary transfor-
mation. We have

¢ =UpU ™ = e e’ = + by, (12.2.19)
where
S =1 [ a'[#'(.00(x'.0) - do(X'. OB )] (12.2.20)
¢ and ¢' satisfy the following commutation relation:
(¢ (X, t), p(x, )] = i8(x" - x). (12.2.21)

From equation (12.2.6), we now have (0|¢'|0) = ¢ = 0. The ground state |¢;) of
the field ¢’ thus satisfies

b,|¢g) = 0. (12.2.22)

From equation (12.2.6), we obtain the following relationship between the annihi-
lation operator a,, of the new field ¢’ and the annihilation operator by, of the ¢ field:

a, = e_preS =b, + (12.2.23)
where
1 dx PX gk ~ip x
& = @n)32 J \/?[d’o(x, £)e™” + iy (x, he ], (12.2.24)
p

Therefore, the new ground state |¢6) and the old ground state |¢) are related

through |@}) = €5|¢o)-
Thus, we have

ay|do) = (b + )| do) = Gl do)- (12.2.25)

According to the definition of the coherent state, from equation (12.2.25) we see
that the new ground state |¢{)) is a coherent state. Because such a coherent state is
formed after the spontaneous breakdown of symmetry of the system, it is referred to
as a spontaneous coherent state. When ¢, = 0, the new ground state is the same
as the old state, which is not a coherent state. The same conclusion can be directly
derived from the BCS theory [17, 51, 271, 272]. In the BCS theory, the wave function of
the ground state of a superconductor is written

86 = TT0uc + vedica i) = [Tk + vibie)igo) ~ ' exp( 3 22y, o)
K K x Mk
(12.2.26)
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where b} , = afa’,. This equation shows that the superconducting ground state is a

coherent state. Hence, we conclude that the spontaneous coherent state in supercon-
ductors is formed after the spontaneous breakdown of symmetry.

By reconstructing a quasi-particle operator-free new formulation of the Bogo-
liubov—Valatin transformation parameter dependence [297], Lin et al. [165] demon-
strated that the BCS state is not only a coherent state of single Cooper pairs, but also
the squeezed state of the double Cooper pairs, and reconfirmed thus the coherent
feature of the BCS superconductive state.

12.2.3 The boson condensed features of macroscopic quantum effects
We will now employ the method used by Bogoliubov in the study of superfluid “He

to prove that the above state is indeed a Bose condensed state. In order to do so, we
rewrite equation (12.2.16) in the following form [196, 221, 226, 227, 232, 233]:

(by +b7,). (12.2.27)

1 :
(0) = ==Y q,e""
POS e W @

Since the field ¢ describes a boson, such as the Cooper electron pair in a super-
conductor, Bose condensation can occur in the system. We will apply the following
traditional method in quantum field theory. Consider the following transformation:

by = \NoB®) +¥,. b = \NoS(®) +B,. (12.2.28)

where N, is the number of bosons in the system and 6(p) = {(1) ;g;g . Substituting

equations (12.2.27) and (12.2.28) into equation (12.2.1), we arrive at the Hamiltonian
operator of the system as follows:

BN« N . 41 N, ) . 4AN?
= —_— N —_— —_—
(- oo 3% oo
2Nga AN,
- 8(()) € 0 Z BpB—p +Bpﬁ—p + YpY—p +pr—p + zypﬁp + 2ﬁp)’p)
0
a 4/\N0> 4 N, <\/1T0> <NO>
+ + ——+0( — |+ 0O = ).
Z( 26 £oe,V ¥y + Bpfy) + €op V 14 2
(12.2.29)

Because the condensed density N,/V must be finite, it is possible that the higher-
order terms 0(+/N,/V) and O(N,/ 77?) may be neglected. Next, we perform the following
canonical transformation:

Yp = u;cp + upcfp, By = u, od, +U dfp, (12.2.30)
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where v, and y,, are real and satisfy (ylz, - v;) = 1. This introduces another transforma-
tion,

1 1
Cp = ﬁ(”py; — VY p +UpBy —UpB ) My = ﬁ(“py; ~UpYp — UpBy + UpBp),

(12.2.31)
so the following relations are obtained:
(Spo H] = 8p5p + My§Ly [, H = g1y + My, (12.2.32)
where
{gp = Gp(uf7 + UIZJ) + F,2upv,, M), = Fp(uf, + v;) +G,2upv,, (12.233)
g, = G (w2 +v}) + F)2u v, My = F)(u +v7) + G 2u,v,,, o
while
a ’ 4 ] ! a ] ' a !
GPZSP_E+6£P’ Fp:—g+6fp, szgp—zg—p-l-pr, Fp:£—2€p)

(12.2.34)
where & = AN, /(go€, V).
We will now study two cases to illustrate the concepts.
(A) Let MI’, = 0. Then it can be seen from equation (12.2.32) that n;; is the creation
operator of elementary excitation and its energy is given by

g =1 /gg + 4yt - 2a. (12.2.35)

Using this concept, we obtain the following form from equations (12.2.32) and
(12.2.34):

ed G
(“;)2 = %(1 + g—f’) and (v;,)2 = —<—1 + —f’) (12.2.36)
D

From equation (12.2.32), we know that é’; is not a creation operator of the elemen-
tary excitation, so another transformation must be made. We have

By = XpSp + MpSy's  Wpl” = Il = 1. (12.2.37)
We can then prove that

[B,.[B,.Hl] = E,B

: (12.2.38)

where E, = 12¢,§) + &3 - 2a.
Now, inserting equations (12.2.30), (12.2.37), and (12.2.38) and M;a = 0 into equa-
tion (12.2.29), after some reorganization, we have

H=U+Ey+ ) [E,(ByB,+B",B_,) + g (5n, + 0 ph-p)l; (12.2.39)
p>0
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where

Ey=-2) Eylu,l’ =~ ) (g, - Ep). (12.2.40)
p>0 p>0

Both U and E, are now independent of the creation and annihilation operators of the
bosons. U + E, gives the energy of the ground state. N, can be determined from the
condition of 6(U + E;)/6N,,, so we obtain the following formula:

Ny agg 1 5
— = — == . 12.2.41
7 20%0 (12:2.41)
This is the condensed density of the ground state ¢,. From equations (12.2.36),
(12.2.37), and (12.2.40), we arrive at

g; = 1 6127 -Q, Ep = 1 85 —A. (12.2.42)

These correspond to the energy spectra of )1; and B;, respectively, and they are
similar to the energy spectra of the Cooper pair and phonon in the BCS theory. Substi-
tuting equation (12.2.42) into equation (12.2.36), we have

2 2
1 28 —a 1 2, - a
UI’,2 _ 5<1+ 14 >’ ULZ — §<_l + p—>. (12.2.43)
2 2
2 £5 - ae, 2 £, — g,

(B) In the case where M,, = 0, a similar approach can be used to arrive at the
energy spectrum corresponding to .{; as E, = \/ef, + a, while that corresponding to

A; :Xpﬂ; +Uplp IS gl', = \lsﬁ + a, where

262 +a 262 + a
u2 = 1(1 + —p >, U2 = 1(—1 + —p ) (12.2-44)
2 2

p p
2 sp\/sf,ﬂx 2 sp\/sf,ﬂx

Based on experiments in quantum statistical physics, we know that the occupa-
tion number of the level with an energy of ¢, for a system in thermal equilibrium at
certain temperature (T # 0), is shown as

1
— + —
N, = (b,b,) = KT T (12.2.45)
where (...) denotes the Gibbs average, defined as {...) = sple """ , where SP denotes

SP[e—H/KBT]
the trace in a Gibbs statistical description. When T — 0 K, the majority of the bosons or

Cooper pairs in a superconductor condense to the ground state with p — 0. Therefore,
(b{by) = Ny, where Ny, is the total number of bosons or Cooper pairs in the system and
Ny > 1,ie., (b*h) =1 < (b{by).
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As can be seen from equations (12.2.27) and (12.2.28), the number of particles is
extremely large when they lie in the condensed state, that is,

1 +
$o = Pp-0 = ———=(bo + by). (12.2.46)
2e,V

Because (yol¢o) = 0 and (Byl¢py) = 0, by and b, can be taken to be /N,. The
average value of ¢* ¢ in the ground state then becomes
1 _ 2o

<¢o|¢*¢|¢0> = <¢*¢>0 = 2V 4Ny = eV
0 0

(12.2.47)

Substituting equation (12.2.41) into equation (12.2.47), we see that

@ ho= o or (B = |
which is the ground state of the condensed phase, or the superconducting phase, that
we have seen. Thus, the density N,/V of the condensed phase or the superconducting
phase formed after the Bose condensation coincides with the average value of the bo-
son’s (or Cooper pair’s) field in the ground state. We can then conclude from the above
investigation shown in equations (12.2.1) and (12.2.2) that the macroscopic quantum
state or the superconducting ground state formed after the spontaneous symmetry
breakdown is indeed a Bose—Einstein condensed state. This clearly shows the essence
of the nonlinear properties of macroscopic quantum effects.

In the last few decades, Bose—Einstein condensation has been observed in a series
of remarkable experiments using weakly interacting atomic gases, such as vapors of
rubidium, sodium lithium, and hydrogen. Its formation and properties have been ex-
tensively studied. These studies show that Bose—Einstein condensation is a nonlinear
phenomenon, analogous to nonlinear optics, and that the state is coherent and can
be described by the following NLSE or the Gross-Pitaevskii equation [100, 249, 250]:

op I 3
lﬁ = —m —/1|¢| + V(X)(l), (122.48)
where t' = t/h, x' = xv2m/h. This equation was used to discuss the realization of the
Bose-Einstein condensation in the (D + 1) dimensions (D = 1,2, 3) by Bullough et al.
[38, 39]. Also, Elyutin et al. [74, 75] gave the corresponding Hamiltonian density of a
condensate system as follows:

o 1

' NP 4

H' - ‘W VOGP - SAIL, (12.2.49)
where H' = #, the nonlinear parameters of A are defined as A = -2Naa, /a(z), N is

the number of particles trapped in the condensed state, a is the ground state scatter-
ing length, and a, and a, are the transverse (y, z) and the longitudinal (x) condensa-
tion sizes (without self-interaction), respectively. Note that integrations over y and z
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have been carried out in obtaining the above equation. A is positive for condensation
with self-attraction (negative scattering length). The coherent regime was observed
in Bose—Einstein condensation of lithium. The specific form of the trapping potential
V(x') depends on the details of the experimental setup. Work on Bose-Einstein con-
densation based on the above Hamiltonian model was carried out and reported by
Barenghi et al. [259].

It is not surprising to see that equation (12.2.48) is exactly the same as equation
(12.2.15), corresponding to the Hamiltonian density in equation (12.2.49). As used in
this study, it is also equivalent to equation (12.2.1). This prediction confirms the correct-
ness of the above theory for Bose-Einstein condensation. As a matter of fact, imme-
diately after the first experimental observation of this condensation phenomenon, it
was realized that the coherent dynamics of the condensed macroscopic wave function
could lead to the formation of nonlinear solitary waves. For example, self-localized
bright, dark, and vortex solitons, formed by increased (bright) or decreased (dark or
vortex) probability densities, respectively, were experimentally observed, particularly
for the vortex solution, which has the same form as the vortex lines found in type
II-superconductors and superfluids. These experimental results were in concordance
with the results of the above theory. In the following sections of this text, we will study
the soliton motions of quasi-particles in macroscopic quantum systems, superconduc-
tors, and superfluid systems. We will see that the dynamic equations in macroscopic
quantum systems do have such soliton solutions.

12.2.4 Differences between macroscopic quantum effects and the microscopic
quantum effects and their nonlinear quantum mechanic features

From the above discussion we may understand the nature and characteristics of
macroscopic quantum systems. It is interesting to compare the macroscopic and mi-
croscopic quantum effects. Here we give a summary of the main differences between
them.

(1) Concerning the origins of these quantum effects, the microscopic quantum
effect is produced when microscopic particles, which have only a wave feature, are
confined in a finite space or are constituted as matter, while the macroscopic quan-
tum effect is due to the collective motion of the microscopic particles in systems with
nonlinear interaction. It occurs through second-order phase transition following the
spontaneous breakdown of symmetry of the systems.

(2) From the point of view of their characteristics, the microscopic quantum ef-
fect is characterized by quantization of physical quantities, such as energy, momen-
tum, and angular momentum, wherein the microscopic particles remain constant. On
the other hand, the macroscopic quantum effect is represented by discontinuities in
macroscopic quantities, such as resistance, magnetic flux, vortex lines, and voltage.
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The macroscopic quantum effects can be directly observed in experiments on a macro-
scopic scale, while the microscopic quantum effects can only be inferred from other
effects related to them.

(3) The macroscopic quantum state is a condensed and coherent state, but the
microscopic quantum effect occurs in determinant quantization conditions, which are
different for bosons and fermions. So far, only bosons or combinations of fermions
have been found in macroscopic quantum effects.

(4) The microscopic quantum effect is a linear effect, in which the microscopic
particles are in an expanded state, their motions being described by linear differen-
tial equations, such as the Schrédinger equation, the Dirac equation, and the Klein—
Gordon equations.

On the other hand, the macroscopic quantum effect is caused by nonlinear inter-
actions. The motions of the particles are described by nonlinear partial differential
equations, such as the NLSE (12.2.17).

We conclude that the macroscopic quantum effects are, in essence, a nonlinear
quantum phenomenon, in which the properties of microscopic particles, such as the
electron in superconductors, are described by an NLSE, such as equations (12.2.15) and
(12.2.48). The corresponding Hamiltonians of the systems are also nonlinear. There-
fore, we affirm that the macroscopic quantum systems possess the nonlinear quantum
mechanical properties, so their effects and properties should be described by nonlin-
ear quantum mechanics [220, 228, 230, 231, 235, 238, 240], whereas microscopic quan-
tum effects are described by traditional quantum mechanics.

12.3 The soliton movements of electrons in superconductors

It is clear from the previous section that the superconductivity of a material is a kind of
nonlinear quantum effect, formed after the breakdown of the symmetry of the system
due to the electron-phonon interaction, which is a nonlinear interaction.

In this section, we discuss the properties of the motion of superconductive elec-
trons in superconductors and the relation of the solutions of dynamic equations to the
above macroscopic quantum effects. The study presented here shows that the super-
conductive electrons move in the form of a soliton, which results in a series of macro-
scopic quantum effects in superconductors. Therefore, the properties and motions of
the quasi-particles are important for understanding the properties of superconductiv-
ity and macroscopic quantum effects.

12.3.1 The soliton features of motion of electrons in steady superconductors

As is well known, in the superconductor the states of the electrons are often repre-
sented by a macroscopic wave function. We have

P, 0) = fF O)Poe®™, or ¢ = ype®,
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as mentioned above, where q,')f) = a/2A. Landau et al. [56, 152] used the wave func-
tion to give the free energy density function f of a superconducting system, which is
represented by

2
fo=Fn- ;—mlvqﬁlz —alpl* + A" (12.3.1)

in the absence of any external field. If the system is subjected to an electromagnetic
field specified by a vector potential 4, the free energy density of the system is of the
following form:

hz

- 2

ie* - 2 4 1 25
=f,-—||V-—A - A —H", 12.3.2
fs=h 3 < p >¢‘ alpl” +Algp| * o (123.2)

wheree* = 2e, fI = VxA, a and A are some interaction constants related to the features
of the superconductor, m is the mass of an electron, e* is the charge of a superconduc-
tive electron, c is the velocity of light, h is the Planck constant, 4 = h/2n, and f,, is the
free energy of the normal state. The free energy of the system is F; = f fsdsx. In terms

of the conventional field, F;; = 9;A; - OA (j,i=1,2,3), the term i /8m can be written as
Fj,-F”/lt. Equations (12.3.1) and (12.3.2) show the nonlinear features of the free energy
of the systems because ¢(7, t) is the nonlinear function of the wave function of the par-
ticles. Thus, we predict that the superconductive electrons have many new properties
compared to the normal electrons. From 6F/¢ = 0, we get

W, 3
—Vp - 2Ap” =0 12.3.
> ¢ - ap +2A¢ (12.3.3)
in the absence of external fields and
12 ie* -\’ 3
— - A - = 12.3.
2m<v A >¢ ap+2¢* = 0 (12.34)
in the presence of an external field, as well as
> e*h, . . e* 1=
= Vo - pV - A. 12.3.
J =45 (@TVh - §VPT) — Il (12.3.5)

Equations (12.3.3)-(12.3.5) are the well-known GL equations [8, 9, 91, 92, 96-98]
in steady state and a time-independent Schrédinger equation. Here, equation (12.3.3)
is the GL equation in the absence of external fields. It is the same as equation (12.2.15),
which was obtained from equation (12.2.1). Equation (12.3.5) can be obtained from
equation (12.2.2). Therefore, equations (12.2.1) and (12.2.2) are the Hamiltonians cor-
responding to the free energy in equations (12.3.1) and (12.3.2).

From equations (12.3.3) and (12.3.4) we clearly see that superconductors are non-
linear systems. GL equations containing the nonlinear term of 2A¢> are fundamen-
tal equations of superconductors, describing the motion of the superconductive elec-
trons. However, the equations contain two unknown functions ¢ and A, which make
them extremely difficult to resolve.
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We first study the properties of motion of superconductive electrons in the case
where there is no external field. Then we consider only a one-dimensional pure su-
perconductor [199, 203], where

¢ = pop(x,t), &*T) =K /2mlal, x' =x/¢'(T), (12.3.6)

where ¢'(T) is the coherent length of the superconductor, which depends on the tem-
perature. For a uniform superconductor, &'(T) = 0.94&,[T./(T. - T)]%, where T, is
the critical temperature and &, is the coherent length of superconductive electrons at
T = 0. Under the boundary conditions ¢(x' = 0) = 1and @(x' — +co) = 0, from
equations (12.3.3) and (12.3.5), we easily find the following solution:

—+\/_sech[€,(T)]
or
¢== sech .{’(T;)] + %sech tha(x—xo). (12.3.7)

This is a well-known wave packet type soliton solution. It can be used to represent
the bright soliton occurring in the Bose—Einstein condensate found by Perez-Garcia
et al. [244]. If the signs of @ and A in equation (12.3.3) are reversed, we get the following
kink soliton solution under the boundary conditions of ¢(x' = 0) = 0 and p(x’ —
+00) = +1:

¢ = +(a/20)? tanh{[ma(x - xo/hz)]l/z}. (12.3.8)

The energy of the soliton described by (12.3.7) is given by

Esolzj_ [ (Zf) a? )l¢] ;‘;\‘;; (1239)

We assume here that the lattice constant r, = 1. The energy of the above soliton
can be compared with the ground state energy of the superconducting state, Egqynq =
—a’ /4A. Their difference can be represented by

Esol - Eground 3/2< \/— + >/2/\ 0.

This indicates clearly that the soliton is not in the ground state, but in an excited
state of the system. Therefore, the soliton is a quasi-particle.

From the above discussion, we see that, in the absence of external fields, the
superconductive electrons move in the form of solitons in a uniform system. These
solitons are formed by a nonlinear interaction among the superconductive electrons,
which suppresses the dispersive behavior of electrons. A soliton can carry a certain
amount of energy while moving in superconductors. It can be demonstrated that these
soliton states are very stable.
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12.3.2 The features of soliton motion of electrons in superconductors under
the action of an electromagnetic field

We now consider the motion of superconductive electrons in the presence of an elec-
tromagnetic field A. Its equation of motion is denoted by equations (12.3.4) and (12.3.5).

Assume now that the field 4 satisfies the London gauge V.A = 0[167] and that the sub-
stitution of ¢(7, t) = (7, )€’ into equations (12.3.4) and (12.3.5) [199, 203] yields

* 42 *
7= €% (We _e ;1>(p2 (12.3.10)
m c
and

)
e - 2m
Vi - (ve - h_cA> (p] - ﬁ(a - 2050 = 0. (12.3.11)

For bulk superconductors, J is a constant (permanent current) for a certain value
of 4 and it can thus be taken as a parameter.

Let B? = m¥J?/h%(e*)*p{, b = 2ma/h? = €72, From equations (12.3.10) and (12.3.11)
[235, 238], we obtain

<hv9 - e-Zl) = ]—r;’z (123.12)
¢ e* o

dz(p d 32 1, > 1 4

W = —Ip Ueff((p)’ Ueff((p) = 2_(p2 - ib(p + Zb(p s (12.3.13)

where U,y is the effective potential of the superconductive electron, as schematically
shown in Figure 12.2. Comparing this case with that in the absence of external fields,
we find that the equations have the same form and the electromagnetic field changes
only the effective potential of the superconductive electron. When A = 0, the effective
potential well is characterized by double wells. In the presence of an electromagnetic
field, there are still two minima in the effective potential, corresponding to the two

Uetr (9)

| 1 ) 1l
/\ : (2] A P2 4
]
T [
/ \/ o @ : ?, :

Figure 12.2: The effective potential energy in equation (12.3.18).
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ground states of the superconductor in this condition. This shows that the sponta-
neous breakdown of symmetry still occurs in the superconductor, so the supercon-
ductive electrons also move in the form of solitons. To obtain the soliton solution, we
integrate equation (12.3.13) and get

e J y do (12.3.14)
01 V2[E - Uegr(9)]

where E is a constant of integration which is equivalent to the energy and ¢; is the

lower limit of the integral, determined by the value of p at x = 0, i.e., E = Uyg(g) =

Ue(¢p;). We introduce the following dimensionless quantities: ¢ = u, E = be/2, 2d =

41°mA/[(e*)?d?), <p2 = u and, after performing the transformation u — —u, equation

(12.3.14) can be written in the following form:

u
- 2bx=J du —.
w Vi3 — 212 - 3eu - 2d2

It can be seen from Figure 12.3 that the denominator in the integrand in equation
(12.3.15) approaches zero linearly when u = u; = (pf, but approaches zero gradually
whenu =u, = (pf). Thus [205, 206], we have

ux) = (pz(x) = Uy — g sec h2<\ %gbx) =u; +gtan h2<\/%gbx>, (12.3.16)

where g = u, — u; and satisfies

(12.3.15)

Q+g)°(1-g) =27d%, 2ug+uy =2, up+2ugu; = -2, wuy=2d>.  (12.3.17)

It can be seen from equation (12.3.16) that, for a large part of the sample, y; is
very small and may be neglected; the solution u is very close to u,. We then get from

)

P(x)

.

o X

Figure 12.3: Changes of ¢(x) and |H(x)| with x in equations (12.3.18) and (12.3.19).
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equation (12.3.16)

@(x) = @y tan h< @x) (12.3.18)

Substituting the above into equation (12.3.12), the electromagnetic field A in the
superconductors can be obtained. We have

A= —%% - h—fVG = % cot h( 1gbx) - h—fVG.
(e*) gy o~ e (G 2 €
For a large portion of the superconductor, the phase change is very small. Using
H=Vx Zl, the magnetic field can be determined and is given [205, 206] by

1= g o (eve) coun o)
H_(e*)2¢%(p% coth 2gbx + coth 2gbx . (12.3.19)

Equations (12.3.18) and (12.3.19) are analytical solutions of the GL equations
(12.3.14) and (12.3.15) in the one-dimensional case, which are shown in Figure 12.2
and Figure 12.3, respectively. Equation (12.3.18) or (12.3.16) shows that the supercon-
ductive electron in the presence of an electromagnetic field is still a soliton. However,
its amplitude, phase, and shape are different from those in a uniform superconductor
and in the absence of external fields. The soliton here is obviously influenced by the
electromagnetic field, as reflected by the change in the form of the solitary wave. This
is why a permanent superconducting current can be established by the motion of
superconductive electrons in a certain direction in such a superconductor; solitons
have the ability to maintain their shape and velocity while in motion.

It is clear from Figure 12.4 that H(x) is large where ¢(x) is small and vice versa.
When x — 0, H(x) reaches a maximum, while ¢(x) approaches zero. On the other
hand, when x — oo, ¢(x) becomes very large, while H(x) approaches zero. This shows
that the system is still in the superconductive state. These are exactly the well-known

'Y

PNo

Figure 12.4: Proximity effect in an S-N junction.
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behaviors of vortex lines or magnetic flux lines in type-II superconductors [205, 206].
With this, we conclude the explanation of macroscopic quantum effects in type-II su-
perconductors using the GL equation of motion of superconductive electrons under
action of an electromagnetic field.

Recently, Caradoc-Davies et al. [43], Matthews et al. [174], and Madison et al. [169]
observed vertex solitons in the Bose-Einstein condensates. Tonomure [295] experi-
mentally observed magnetic vortices in superconductors. These vortex lines in the
type-II superconductors are quantized. The macroscopic quantum effects are well de-
scribed by the nonlinear theory discussed above, demonstrating the correctness of the
theory.

We now proceed to determine the energy of the soliton given by (12.3.18). From
earlier discussions, we know the energy of the soliton is given by

+00 2 2 2b 2 2 2
E:J [1<d_(p> +2(p2_é(p4_B_:|dXz(p(2)[ﬁ_l+9(1_&>}_B_)
—eo L2\ dx 2 4 2¢? 3 2 2 293

which depends on the interaction between superconductive electrons and the electro-
magnetic field.

From the above discussion, we understand that, for a bulk superconductor, the
superconductive electrons behave as solitons, regardless of the presence of external
fields. Thus, the superconductive electrons are a special type of soliton. Obviously,
the solitons are formed because the nonlinear interaction A|¢|*¢ suppresses the dis-
persive effect of the kinetic energy in equations (12.3.3) and (12.3.4). They move in the
form of solitary waves in the superconducting state. In the presence of external elec-
tromagnetic fields, we demonstrate theoretically that a permanent superconductive
current is established and that the vortex lines or magnetic flux lines also occur in
type-II superconductors.

12.3.3 The properties of soliton movement of the electrons in superconductive
junctions and its relation to the macroscopic quantum effects

(1) The features of the motion of electrons in an S-N junction and the proximity ef-
fect. The superconductive junction consists of a superconductor (S) which contacts a
normal conductor (N), in which the latter can be superconductive. If this is the case,
this phenomenon is referred to as the proximity effect. This is obviously the result of
the long range coherent properties of superconductive electrons. It can be regarded
as the penetration of electron pairs from the superconductor into the normal conduc-
tor or a result of diffraction and transmission of superconductive electron waves. In
this phenomenon, superconductive electrons can occur in the normal conductor, but
their amplitudes are much smaller than in the superconductive region, so the nonlin-
ear term A|¢|°¢p in the GL equations (12.3.4) and (12.3.5) can be neglected. Because of
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this, GL equations in the normal and superconductive regions have different forms.
On the S side of the S-N junction, the GL equation [207] is
h2
2m

ie* - 3
(v - A>¢ —agp+22¢* = 0, (12.3.20)

while that on the N side of the junction is

W ie* - ,
ﬁ(V - EA)(I) -Qa ¢ =0. (12.3.21)

Thus, the expression forf remains the same on both sides. We have

7 _ e*h * * (e*)Z 27
] = i (p*Vp — pV*) - Wldﬂ A. (12.3.22)

In the S region, we obtain a solution of equation (12.3.20), which is given by
equation (12.3.16) or equations (12.3.18) and (12.3.19). In the N region, from equations
(12.3.21) and (12.3.22), we easily obtain

!
@’ = %\/(s’)z - 4d?sin(2Vb'x) + %

(12.3.23)
. — . , .
¢12V = q)2¢(2)e—219 = % (gl)Z — 442 sin(21/b’x)e‘129 + %d)ée—lw)

where

Here, ¢’ is an integral constant. A graph of ¢ vs. x in both the S and the N regions,
as shown in Figure 12.4, coincides with that obtained by Blackburn [25]. The solution
given in equation (12.3.23) is the analytical solution in this case. On the other hand,
Blackburns result was obtained by expressing the solution in terms of elliptic integrals
and then integrating numerically. From this, we see that the proximity effect is caused
by diffraction or transmission of the superconductive electrons.

(2) The Josephson effect in S-insulator (I)-S and S-N-S as well as S-I-N-S junctions.
An S-N-S or an S-I-S consists of a normal conductor or an insulator sandwiched be-
tween two superconductors, as schematically shown in Figure 12.5a. The thickness of
the normal conductor or the insulator layer is referred to as L and we choose the z co-
ordinate such that the normal conductor or the insulator layer is located at -L/2 < x <
L/2. The features of S-1-S junctions were studied by Jacobson et al. [135]. We will treat
this problem using the above ideas and methods [200, 214].

The electrons in the superconducting regions (x > L/2) are depicted by the GL
equation (12.3.20). Its solution is given by equation (12.3.18). After eliminating u, from
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-L/2 0 L/2
S N S
(Y]
(a) S-N(I)-S
S N I S
(b) S-N(I)-S

Figure 12.5: Superconductive junction of S-N(I)-S and S-N-I-S.

equation (12.3.17) [25, 135], we have J = (e*au/2)\/(1 - uy)a/(mA). Setting dJ /du, = 0,
we get the maximum current J,. = (e*a/3)Va/(3mA).

This is the critical current of a perfect superconductor, corresponding to the three-
fold degenerate solution of equation (12.3.17), i.e., u; = u.

From equation (12.3.22), we have 4 = —mfc /l(e* )Zgb%goz]. Using the London gauge,
V.A = 0[200, 214], we get d’6/dx* = m]/(e*qb%h)%(l/goz). Integrating the above equa-
tion twice, we get the change of the phase to be

_.m J(i_L>d 12.3.24
e )\~ )™ 12329

where ¢? = u and (péo = ugy. Here we have used the following de Gennes boundary
conditions in obtaining equation (12.3.24):

| _, 8

dx [x|—00 o a =0, ¢(|X| - OO) = ¢oo (12.3.25)

[X|—>00

If we substitute equations (12.3.15)—(12.3.18) into equation (12.3.24), the phase shift of
the wave function from an arbitrary point x to infinity can be obtained directly from
the above integral. It takes the following form:

AB;(x — c0) = —tan! Yt tan™ WY (12.3.26)
\ Uy — Uy \u-u

For the S-N-S or S-I-S junctions, the superconducting regions are located at |x| > L/2
and the phase shift in the S region is thus

L _
Ab, = 2A9L<— - oo) ~2tant | (12.3.27)
2 Ug — Uy
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According to the results in (12.3.21) and (12.3.22) and the above similar method, the
change of the phase in the I or N region of the S-N-S or S-I-S junction may be expressed
[200, 214] as

4[2e*h | a? Vb'L mjL
Afy = —2tan | = — ) 12.3.2
Oy tan [ j \ami tan( > )] e (12.3.28)

where

) 8mA j tan(Afy/2) mjL
W=\—5s— 7 - and il
a? 2e* tan(Vb'L/2) 2e*h'y,
is an additional term to satisfy the boundary conditions (12.3.25) that may be neglected
in the case being studied. Near the critical temperature (T < T,), the current passing

through a weakly linked superconductive junction is very small, i.e., j « 1, so we
obtain

U = 4i°mA/[(e*)?a’] = 24> and g' =1
Since ng?* and d¢?/dx are continuous at the boundary x = L/2, we have

d,
dx

_ Iy

L2 T odx > rIsHslx:L/Z = rlNlex:L/z,
X=

x=L/2

where 1, and n7 are the constants related to features of superconductive and normal
phases in the junction, respectively. These [200, 214] give

2VD'Asin(2A6y) = &[1 - cos(2A6,)] sin(Vb'L),
cos(VD'L) sin(2A6;) = £sin(2A0y) + sin(2A0; + Aby),

where g, = ny/ns. From the two equations, we obtain

sin(Af, + AfBy) = 2 62*2” Vb’ sin(Vb'L).
Thus,
J = Jmax SIN(AOs + ABy) = Jinax SIN(AD), (12.3.29)

where

e'ay 1
2V2mAb’ sin(\/l?L))

AB = AB; + Aby. (12.330)

Jinax =

Equation (12.4.5) is the well-known example of the Josephson current. From Sec-
tion 12.1 we know that the Josephson effect is a macroscopic quantum effect. We have

EBSCChost - printed on 2/10/2023 3:23 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

316 =—— 12 The theory of soliton movement of superconductive features

seen that this effect can be explained by nonlinear quantum theory. This again shows
that the macroscopic quantum effect is just a nonlinear quantum phenomenon.

From equation (12.4.6), we see that the Josephson critical current is inversely pro-
portional to sin(Vh'L), which means that the current increases suddenly whenever
Vb'L approaches nz, suggesting some resonant phenomena occur in the system. This
has not been observed before. Moreover, e*a/2V2mAb' = e*ha,/4m \/m, which is
related to (T - Tc)z.

Finally, it is worthwhile to mention that no explicit assumption was made in the
above on whether the junction is a potential well (a < 0) or a potential barrier (a > 0).
The results are thus valid and the Josephson effect in equation (12.3.29) occurs both
with potential wells and with potential barriers.

We now study the Josephson effect in the S-N-I-S junction as shown schemati-
cally in Figure 12.5b. It can be regarded as a multi-layer junction consisting of an S-N-S
and S-I-S junction. If appropriate thicknesses for the N and I layers are used (approxi-
mately 20-30 A), the Josephson effect similar to that discussed above can occur. Since
the derivations are similar to those in the previous sections, we will skip much of the
details and give the results in the following. The Josephson current in the S-N-I-S junc-
tion is still given by

J = Jinax Sin(AB),
but, where
A8 = ABy; + Ay + AB; + AD,

and

1 { €, sinh(q/by L) }
2[cosh(q/b},L) - cos(2A6y)]

jmax = \/E
1

8 VI1 + cos(2AGy)][1 + cos(2A0;)] — /[1 — cos(2ABy)][1 — cos(2A6;)]

1 { £1\/[1 - cos?(2A0y)] sinh(y/b} L) }
2

bl

v L 2[cosh(y/b} L) — cos(2A8y)]? — 1 + cos?(2A0y)

1
8 V1 = cos(2ABy)][1 - cos(2A8))] + 1 + cosRABy)I[1 + cos(2A6;)]

it can be shown that the temperature dependence of [,y iS Jymax o (T — Tp)?, which
is similar to the results obtained by Blackburn et al. [25] for the S-N-I-S junction and
those by Romagnan et al. [93] using the Pb-PbO-Sn-Pb junction. Here, we obtain the
same results using a completely different approach. This indicates again that we can
theoretically obtain some results which agree with the experimental data.
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12.4 The soliton movement features of the electrons with time
dependence in the superconductor

12.4.1 The dynamic equations of the superconductive electron and its soliton
solutions

We have so far only studied the properties of the motion of superconductive electrons
in steady states in superconductors, as described by the time-independent GL equa-
tion. In such a case, the superconductive electrons move as solitons. What are the fea-
tures of time-dependent motion in nonequilibrium states of a superconductor? Nat-
urally, this motion should be described by the time-dependent GL (TDGL) equation
[8, 9, 67, 91, 92, 96-98]. Unfortunately, there are many different forms of the TDGL
equation under different conditions. The following is commonly used when an elec-
tromagnetic field 4 is involved:

F[h%—ziey(r)]cp = <hv-§A> + ap - Nl (12.4.1)
and

» 104 ieh , ., Y-S

—gl-1¥ _y Vo — pVp*) — ~—A|gpP, 12.4.2

F=o[ 1A wun] + Pigrup-gve) - Cagr, (242
wherei = V=1, VxVxA = 1 2 (—% % -vw)+2 47 5isthe conductivity in the normal state,

I is an arbitrary constant, and y is the chemlcal potential of the system. In practice,
equation (12.4.1) is simply a time-dependent Schrédinger equation with a damping
effect.

In certain situations, the following forms of the TDGL equation are also used:

8¢ h? 2ie -
ne -y ——A)¢+a¢ NP (124
or
2
<h§—12ey>qb- Lo agP)p+ o (v-i’fA) ¢, (12.4.4)

where ¢’ = h/v/2m and equation (12.4.3) is a NLSE under an electromagnetic field hav-
ing soliton solutions. However, these solutions are very difficult to find and no analytic
solutions have been obtained. An approximate solution was obtained by Kusayanage
et al. [149] by neglecting the (p3 term in equation (12.4.1) or equation (12.4.3) in the
case where A = (0,Hx,0), u = —-KEx, H = (0,0,H), and E = (E,0,0), where H is
the magnetic field and E is the electric field. We will solve the TDGL equation in the
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case of weak fields in the following. The TDGL equation (12.4.4) can be written in the
following form [116, 224] when 4 is very small:

z;_¢ —v 20+ |¢>|2<;b - (g - 2€}1>(;b, (12.4.5)
t r
where a and I’ are material-dependent parameters, A is the nonlinear coefficient, and
m is the mass of the superconductive electron. Equation (12.4.5) is actually an NLSE in
a potential field /T — eu. Cai and Bhattacharjee [42] and Davydov [56] used it in their
studies of superconductivity. However, this equation is also difficult to solve. In the
following, we show how Pang solved the equation in the one-dimensional case.

For convenience, let t' = t/h, x' = x2m[/h. Then equation (12.4.5) becomes

¢a2¢A

iS04 S8 Rigl - | £ - 2eutx) | (1246)

If we let a/T — 2eu = 0, then equation (12.4.6) is the usual NLSE, whose solution [116,
224] is of the following form:

#0 = po(x', )X, (12.4.7)

(W2 - 2v.v,) s h[ (V2 -2v.0,)

po(x',t") = o 7 (x' - vet')], (12.4.8)

where 0y(x',t') = vs(x' — v t')/2. In the case where a/T - 2eu # 0, let u = KEx', where
K is a constant, and assume that the solution [135, 200] is of the following form:

¢ =o' (X, t")e?), (12.4.9)

Substituting equation (12.4.9) into equation (12.4.7), we get

00 ,(59)2 P9 A ,3_< _, a),
¢ 5p ¢\ 3 +a(x')2+r(‘p) = 2KeEx' + 1 o', (12.4.10)

o' o9’ 00 , 0%
L 2= — —_ = 12. .11
ot o ax P a0y (124.11)

Now let @' (X', t') = (&), & = X" —u(t"), u(t') = —2EKe(t')*+vt' +d, where u(t') describes
the accelerated motion of ¢'(t'). The boundary condition at &’ — oo requires ¢ (&)

to approach zero rapidly. When 200/0¢ — 1 + 0, equation (12.4.11) can be written as

g(t)

¢’ = = @ojoe-u’ "

90 _ g(t")

u
- u 12412
ox' @? T3 ( )
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where &t = du/dt’. Integration of equation (12.4.12) yields

x' " .
o0 ¢) =g(t) | B U (), (12413)
o @ 2

where h(t') is an undetermined constant of integration. From equation (12.4.13), we
get

0 ., ax"  gu gu il
— = — =+ = 12.4.1
> g(t )JO pra + i + 2x +h(t"). (12.4.14)

Substituting equations (12.4.13) and (12.4.14) into equation (12.4.10), we have

. ) x!' n
= [<2KEex'+g>+Ex'+h(t')+u—+gj d— gﬂ
T 2 4 0 (p go
Since azgo/a(x’ Y = dz(p/d.{ 2. which is a function of ¢ only, the right-hand side
of equation (12.4.15) is also a function of £ only, so it is necessary that g(t') = g, =
constant and

P
a(XI)Z

A s g
:|(p—f§0 +$ (12.4.15)

" 2
WKEex' + 2 +Ex'+h(t)+u—+‘g
r)*2 IZ

Next, we assume that V,,(£) = V() - B, where B is real and arbitrary. Then

= V().

x'=0

)
Ry - 2. 4.
» (t" 4] (12.4.16)

- a i u
2KEex' + T- Vo (&) - EX’ + [[3 - %

Obviously, in this case, V,(¢) = 0 and the function in the brackets in equation (12.4.16)
is a function of t'. Substituting equation (12.4.16) into equation (12.4.15) [116, 224], we
get

(12.4.17)

This shows that ¢ is the solution of equation (12.4.17) when 8 and g are constant. For
large ||, we assume that |p| < B/&|'**, when A is a small constant. To ensure that
and dZdJ/dr;” 2 approach zero when |€| — oo, only the solution corresponding to 8 =0
in equation (12.4.17) is kept. It can be shown that this soliton solution is stable in such
a case. Therefore, we choose g, = 0 and obtain the following from equation (12.4.12):

00/ax" = u/2. (12.4.18)

Thus, we obtain from equation (12.4.16)

. )
KEex' + & = Uy v p-h(t)- L
r~ 2 4

>

. A (12.4.19)
h(t') = <B - % - Zuz>t’ - §(KEe)z(t’)3 +evKE(t').
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Substituting equation (12.4.19) into equations (12.4.13) and (12.4.14), we obtain

0= <—2KEet' + %u)x’ + ( - % - %v2>t' - g(KEe)Z(t')B +euKE(t'Y.  (12.4.20)

Finally, substituting equation (12.4.20) into equation (12.4.17), we get

3*p

_ AL
% By + qu =0. (12.4.21)

When B > 0, the solution of equation (12.4.21) is of the following form:

¢ = \2BT/Asec h(\/ﬁ€ ). (12.4.22)
Thus [135, 200],

2T 2mI 2eKEt’ —vt —d
¢= Tsech[@( 7X+—h )]
< ex {i[<—2eKEt . g) mr (ﬁ— a 1U2>£ _ AKEYE erEtz]}
P 2\ 72 r 4" )n " 3w no

(12.4.23)

This is also a soliton solution, but its shape, amplitude, and velocity have been
changed relative to that of equation (12.4.8). It can be shown that equation (12.4.15)
does indeed satisfy equation (12.4.6), so equation (12.4.6) has a soliton solution. It can
also be shown that this soliton solution is stable.

12.4.2 The properties of soliton motion of the electrons in superconductors

For the solution of equation (12.4.23), we define a generalized time-dependent wave
number, k = g—f, = ¥ - 2KEet', and a frequency

W = —g—z = 2KEex' - (B - % - %v2) +e(KEe) (t')?
- 2KEevt' = 2KEex' - B - % + K2 (12.4.24)

The usual Hamilton equations for the superconductive electron (soliton) in the
macroscopic quantum systems are still valid. They can be written [116, 224] as

dk __ow
de ~ o |y

= —2KEe.

Then the group velocity of the superconductive electrons can be denoted by

g7 dt' T ok

- 2(% - 21<Eet’> — v—4KFEet'. (12.4.25)
xl
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This means that the frequency w of the soliton still serves as Hamiltonian in the case
of nonlinear quantum systems. Hence, the following relation still exists:

edtt

dk ow

dw _dw| dk L ow
o dt’ o oox’

ar ~ dk

which is similar to that in the usual stationary linear medium [167, 205, 206].

The relations in equations (12.4.24) and (12.4.25) show that the superconductive
electrons move as if they were classical particles with a constant acceleration in the
invariant electric field, for which the acceleration is given by ~4KEe. If v > 0, the
soliton initially travels toward the overdense region. It then suffers a deceleration and
its velocity changes sign. The soliton is then reflected and accelerated toward the un-
derdense region. The penetration distance into the overdense region depends on the
initial velocity v.

From the above studies, we see that the time-dependent motion of a superconduc-
tive electron still resembles that of a soliton in the nonequilibrium state of a super-
conductor. Therefore, we conclude that electrons in superconductors are essentially
solitons in both time-independent steady state and time-dependent dynamic state sys-
tems. This means that the soliton motion of the superconductive electrons causes the
superconductivity of the material. Then the superconductors have a complete conduc-
tivity and nonresistance property because the solitons can move over macroscopic dis-
tances, retaining their amplitude, velocity, energy, and other quasi-particle features.
In such a case, the motions of the electrons in the superconductors are described by
the NLSEs (12.3.3), (12.3.4), (12.4.1), (12.4.3), or (12.4.5). According to the soliton theory,
the electrons in the superconductors are localized and have a wave-corpuscle duality
due to the nonlinear interaction, which is completely different from electrons as de-
scribed by quantum mechanics. Therefore, the electrons in superconductors should
be described in terms of nonlinear quantum mechanics [221, 232].

12.5 The transmission features of magnetic flux lines along
the Josephson junctions

12.5.1 The transmission equation of magnetic flux lines

We have learned that, in a homogeneous bulk superconductor, the phase 6(7,t) of
the electron wave function ¢(7,t) = f(7, )€™ is constant, independent of position
and time. However, in an inhomogeneous superconductor, such as a superconduc-
tive junction discussed above, 6(7, t) becomes dependent on 7 and t. In the previous
section, we discussed the Josephson effects in the S-N-S or S-1-S and S-N-I-S junc-
tions, starting from the Hamiltonian and the GL equations satisfied by ¢(7,t), and
showed that the Josephson current, whether dc or ac, is a function of the phase change
@ = A8 = 0, - 6,. The dependence of the Josephson current on “'” is clearly seen in
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equation (12.3.29). This clearly indicates that the Josephson current is caused by the
phase change of the superconductive electrons. Josephson himself derived the equa-
tions satisfied by the phase difference ¢, known as the Josephson relations, through
his studies on both the dc and ac Josephson effects. The Josephson relations for the
Josephson effects in superconductor junctions can be summarized as follows:

op op

Js =], sin g, h6<p 2V, h-— =2ed'H,/c, e 2ed'H, /c, (12.5.1)

ot ox’

where d’ is the thickness of the junction. Because the voltage V and magnetic field
H are not determined, equation (12.5.1) is not a complete set of equations. Generally,
these equations are solved simultaneously with the Maxwell equation V xH = (4m/ c)f.
Assuming that the magnetic field is applied in the (x, y)-plane, i.e., H = (H,, H'y, 0), the
above Maxwell equation becomes

0 - 0 - 4
a—XHy(x,y, t) - @Hx(x, y,t) = T](x, y, b). (12.5.2)

In this case, the total current in the junction is given by

T =Ty, ) + 06y, 6) + Ja(x, ¥, £) + .

In the above equation, J(x,y, t) is the superconductive current density, J,,(x, y, t) is the
normal current density in the junction (J,, = V/R(V) if the resistance in the junction
is R(V) and a voltage V is applied at two ends of the junction), J;(x,y, t) is called the
displacement current, given by J; = CdV (t)/dt, where C is the capacity of the junction,
and J, is a constant current density. Solving the equations in equations (12.4.23) and
(12.5.2) simultaneously, we get

10 0 1.
vz(p_v_2<a_t(f_yoa_(f>:A_231n(p+Io, (12.5.3)
0 7

where

Vo = \c¥/4nCd!, yo=1/RC, A = \c2/4nCd', I, =4e*njy/c’h, e* =2e.

Equation (12.5.3) is the equation satisfied by the phase difference. It is a sine-
Gordon equation with a dissipative term. From equation (12.5.1), we see that the phase
difference ¢ depends on the external magnetic field H, so the magnetic flux in the
junction ®' = [ Hds = § Adl = & ¢ pdl can be specified in terms of ¢, where 4 is the
vector potential of the electromagnetic field and dl is the line element of vortex lines.
The nonlinear equation (12.5.3) represents the transmission of superconductive vortex
lines. Therefore, we know clearly that the Josephson effect and the related transmis-
sion of the vortex line, or magnetic flux, along the junctions are also nonlinear prob-
lems. The sine-Gordon equation given above has been extensively studied by many
scientists, including Kivshar and Malomed. We will solve it here using different ap-
proaches.
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12.5.2 The transmission features of magnetic flux lines

Assuming that the resistance R in the junction is very high, so that J, — 0, or, equiv-
alently, y, — 0, and setting I, = 0, equation (12.5.3) reduces to

1 1.
Vi - % a—tf = A_f sin . (12.5.4)

Wedefine X = x/A;, T = vyt/A;. Then, in the one-dimensional case, the above equation
becomes

Pp o .
ox? oz ¥

Thisis the one-dimensional sine-Gordon equation. If we assume that o = (X, T) =
@(6"), where

0 =X - X, -vT', X' =xylhc/2eLl,, T' =T+ 2el,/hc,
then the above equation becomes
(1-v2)g3,(6') = 24’ - cos ),

where A’ is a constant of integration. Thus [116, 224], we have

@(0) _
J (4" - cos )] Pdg = V2610,
Po

where v/ = 1/V1 -2, 6 = +1. Choosing A = 1, we have

j:(e/)[sin(<p/2)]_l/2d<p =20,
Then a kink soliton solution can be obtained from the above equation, denoted by
+v0' = In[tan(p/2)], or @(8') = 4tan '[exp(+vd')].
Thus, we obtain
(X', T") = 4tan" {exp[6v(X' - X}, - vT")]}. (12.5.5)

From the Josephson relations, we obtain the electric potential difference across
the junction, which is represented by

hdp @y dp 2,e ¢ - ,
Ve——"F="-—"F22= —_— X -X,-vT)|,
2edT' 2cm dT’ bvv he? 2em >°C hv( o=vT)]

EBSCChost - printed on 2/10/2023 3:23 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

324 —— 12 The theory of soliton movement of superconductive features

where @ymhc = 2 x 1077 Gauss/cm ™ is a quantum fluxon and c is the speed of light.
In this case, a similar expression for the magnetic field can be derived from the above
results. We have

-0 9 d9 +26v Ao 9o sech[v(X' - X}, -vT")].

Z7 2edX'  2cmdX' hc? 2cm

We can then determine the magnetic flux through a junction with length L and a cross
section of 1cm?. The result is denoted

o' = JOO H,(x,t)dx = B, ro H (X', T"dX' = 6¢,.
—00 00

Therefore, the kink (6§ = +1) carries a single quantum of magnetic flux in the extended
Josephson junction. Such an excitation is often called a fluxon and the sine-Gordon
equation or equation (12.5.3) is often referred to as the transmission equation of the
quantum flux or fluxon. The excitation corresponding to 6 = -1 is called an anti-
fluxon. A fluxon is an extremely stable formation, which can be easily controlled with
the help of external effects. It may be used as a basic unit of information.

This result shows clearly that magnetic flux in superconductors is quantized and
this is a macroscopic quantum effect as mentioned in Section 12.1. The transmission
of the quantum magnetic flux through the superconductive junctions is described by
the above nonlinear dynamic equations (12.5.3) and (12.5.4). The energy of the soliton
can be determined and it is given by E = 8m? /B, where m? /B=1 //\]2.

However, the boundary conditions must be considered for real superconductors.
Various boundary conditions have been considered and studied. For example, we can
assume the following boundary conditions for a one-dimensional superconductor:
©,(0,t) = ¢,(L,t) = 0. Lamb obtained the following soliton solution for the sine-
Gordon equation (12.5.4):

o, t) = 4tan*1[h(x)g(t)], (12.5.6)

where h and g are the general Jacobian elliptical functions and satisfy the following
equations:

)| =ah”+(1+ -c, [gX)] =ch"+ -a,
h 2 "W b h2 / 2 R brhz /

where a’, b’, and ¢’ are arbitrary constants. Coustabile et al. also gave the plasma oscil-
lation, breathing oscillation, and vortex line oscillation solutions for the sine-Gordon
equation under certain boundary conditions. All of these can be regarded as the soli-
ton solution under the given conditions. The solutions of equation (12.5.4) in the two-
and three-dimensional cases can also be found. In the two-dimensional case, the so-
lution is given by

(12.5.7)

PX,Y,T) =4tan‘1[w],

fX,Y,T)
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where
X=x/A, Y=y/A, T=vut/A,
f=1+a@,2e"™? = a2,3)¢"2a(3,1)e"™3,
g =e"+e”+a(1,2)a(2,3)a3,1)"",
Vi=pX+qY-Qr-y . pi+q -Qf =1, (i=1,23),
®i - p)* + (@i - g)° + (Q; — Q)°
(i + Pj)* + (q; + g;)* + (O + Q)

where p;, g;, and (; satisfy the following formula:

a(i,j) = 1<i<j<3),

P @
det p2 qz Qz = 0.
ps 93 O3

In the three-dimensional case, the solution can also be found. We have

gX,Y,Z, T)]

X,Y,Z,T) = 4tan”*
o )= X Y. ZT)

(12.5.8)

where X, Y, and T are similarly defined as in the two-dimensional case given above
and Z = z/A;. The functions f and g are defined as

f = dXzey1+y2 + dY3ey2+y3 + dZ3e)/1+y3 +1, g= eY1 + eyz + ey3 + dX2dY3dZ3eyl+y2+y3,
Vi=apX +apY +ag + b T-C, aj+ay+ay-bi=1, (i=XY,2),
with
~ Ya_ [(ay - ajk)2 - (b; - bj)z]
Zi[(aik + ajk)z - (b; + bj)z] )

where y; is a linear combination of y; and y,, i.e., y3 = ay; + By,.
We now discuss the sine-Gordon equation with a dissipative term y,0¢/ot. First
we make the following substitutions to simplify the equation:

di, j) (1<j<3),

X=x/A, T=vot/A =tlw, a=yjlve, B =IpAj.

In terms of these new parameters, the one-dimensional sine-Gordon equation
(12.5.3) can be rewritten as
P o op . !
— - — —a— =Ssin B. 12.5.9
ax2_orz “or M7 (1259)
The analytical solution of equation (12.5.6) is not easily found. Now let

1-v2 1 X-v,T
. 20 - Yo - _o Q=1+ (p', (12.5.10)
asv

>, n= >, q N
0 Va  avg \1-v3

EBSCChost - printed on 2/10/2023 3:23 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

326 —— 12 The theory of soliton movement of superconductive features

Equation (12.5.6) then becomes

+ q’g—g’;’ +sing -B' = 0. (12.5.11)

i)

on?
This equation is the same as that of a pendulum being driven by a constant external
moment and a frictional force which is proportional to the angular displacement. The
solution of the latter is well known; generally there exists a stable soliton solution. Let
Y = d¢' /dn. Then equation (12.5.11) can be written as

Y

g—n +q'Y +sing' -B' = 0. (12.5.12)
For0 < B' <1, welet B’ = sing, (0 < ¢, < 7/2) and ¢’ = — ¢, + ¢;. Then equation
(12.5.12) becomes

Y— = —¢'Y +sing, + sin(g; — ¢;). (12.5.13)

Expanding Y as a power series of ¢, i.e., Y = Y, C,¢}, inserting it into equa-
tion (12.5.13), and comparing the coefficients of terms of the same power of ¢, on
both sides, we get

! 12 i
q q 1 sing
R AR O T >

1 2 COS@q ) 1 < sin @, >
Cc3 = -2c¢; - , €4 =——"—|-5¢,c3— R 12.5.14
3T g+ 4cl< 2 6 47 g +5¢, By ( )

etc. Substituting these c, into Y = do'/dn = Y, cn(pf, the solution of ¢, can be found
by integrating n = j dei/ Y, cn(pf. In general, this equation has a soliton solution or
elliptical wave solution. For example, when d¢'/dn = ¢;@; + czgo% + C3K13 , it can be

found that
2 A-B . A—<p1>>
= A_CF< a_cm (VA-B :

where F(k, ¢,) is the first Legendre elliptical integral and A, B, and C are constants.
The inverse function ¢, of F(k, ¢,) is the Jacobian amplitude ¢; = am F. Thus,

- A—q)l)_ A-C A-g < A—C>
sin < —A—B =am A—_Bn or —A—B = Sn A_—Bn s

where sn F is the Jacobian sine function. Introducing the symbol csc F = 1/ snF, the
solution can be written as

¢=A-(A-B) [csc( \/gn)r. (12.5.15)
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This is an elliptic function. It can be shown that the corresponding solution at
[n] — oo is a solitary wave.

It can be seen from the above discussion that the quantum magnetic flux lines
(vortex lines) move along a superconductive junction in the form of solitons. The trans-
mission velocity v, can be obtained from h = avy+/(1 - v(z)) and c,, in equation (12.5.14).
It is given by

Vo =1/V1+ [a/h((po)]z.

That is, the transmission velocity of the vortex lines depends on the current I
injected and the characteristic decaying constant a of the Josephson junction. When
a is finite, the greater the injection current I is, the faster the transmission velocity
will be; when I, is finite, the greater a is, the smaller v,, will be. These are realistic
conclusions.

12.6 Conclusions

We here first reviewed the properties of superconductivity and macroscopic quantum
effects, which are different from the microscopic quantum effects, obtained from some
experiments. The macroscopic quantum effects are caused by the collective motion of
microscopic particles, such as electrons in superconductors, after the symmetry of the
system is broken due to nonlinear interactions. Such interactions result in Bose con-
densation and self-coherence of particles in these systems. Meanwhile, we also stud-
ied the properties of the motion of superconductive electrons and arrived at the soliton
solutions of the time-independent and time-dependent Ginzburg-Landau equation in
superconductors, which are, in essence, a kind of nonlinear Schrédinger equation.
These solitons, with wave-corpuscle duality, come to being due to the nonlinear inter-
actions arising from the electron-phonon interactions in superconductors, in which
the nonlinear interaction suppresses the dispersive effect of the kinetic energy in these
dynamic equations. Thus, soliton states of the superconductive electrons, which can
move over macroscopic distances retaining the energy, momentum, and other quasi-
particle properties, are formed. Meanwhile, we used these dynamic equations and
their soliton solutions to obtain and explain these macroscopic quantum effects and
superconductivity of the systems. Effects such as quantization of magnetic flux in su-
perconductors and the Josephson effect of superconductivity junctions prompted us
to conclude that the superconductivity and macroscopic quantum effects are a kind
of nonlinear quantum effects that arise from the soliton motions of superconductive
electrons. This shows clearly that the study of the features of macroscopic quantum
effects and of the properties of motion of microscopic particles in the superconductor
has significant importance in physics.
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systems

13.1 Soliton movements of helium atoms in superfluid systems

13.1.1 The macroscopic quantum effects in helium superfluid

As is well known, helium is a common inert gas. It is also the most difficult gas to
liquefy. There are two isotopes of helium, “He and >He, with the former being the
major constituent in a normal helium gas. The boiling temperatures of “He and >He
are 4.2K and 3.19K, respectively. The critical pressure for “He is 1.15 atm. Because of
their light mass, both “He and >He have extremely high zero-point energies and re-
main in gaseous form from room temperature down to a temperature near the abso-
lute zero. Helium attains the solid state due to cohesive forces only when the inter-
atomic distances become sufficiently small under high pressure. For example, a pres-
sure of 25-34 atm is required in order to solidify *He. For “He, when it is crystallized
at a temperature below 4 K, it neither absorbs nor releases heat, i.e., the entropies of
the crystalline and liquid phases are the same and only its volume is changed in the
crystallization process. However, >He absorbs heat when it is crystallized at a temper-
ature T < 3.19 K under pressure. In other words, the temperature of *He rises during
crystallization under pressure. This endothermic crystallization process is called the
Pomeranchuk effect. This indicates that the entropy of liquid *He is lower than that of
3He in its crystalline phase. That is, the liquid phase represents a more ordered state
[29, 30, 142, 246]. These peculiar characteristics are the result of the unique internal
structures of “He and *He. Both “He and >He can crystallize in a body-centered cubic
(bcc) or hexagonal close-stacked structure.

A phase transition for “He will occur at a pressure of 1atm and a temperature of
2.17 K. Above this temperature, “He has no difference from a normal liquid and this
liquid phase is referred to as He-1. However, when the temperature is below 2.17 K,
the liquid phase, referred to as He-II, is completely different from He-I and attains a
superfluid state. This superfluid state can pass through capillaries with a diameter of
less than 10° cm, without experiencing any resistance. The superfluid state has a low
viscosity (< 10~ P) and its fluid velocity is independent of the pressure difference over
the capillary and its length. If a test tube is inserted into liquid He-II in a container, the
level of liquid He-II inside the test tube is the same as that in the container. If the test
tubeis pulled up, the He-Il inside the test tube will rise along the inner wall of the tube,
climb over the mouth of the tube and then flow back to the container along the outer
wall of the tube, until the liquid level inside the test tube reaches the same level as that
in the container. On the other hand, if the test tube is lifted up above the container, the
liquid in the test tube drips directly into the container until the tube becomes empty.
This property is called the superfluidity of “He [19, 29, 30, 70, 142, 166, 202, 246).

https://doi.org/10.1515/9783110549638-013
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Experiments [142, 246] have shown that the quantization of current circulation
and vortex structures, similar to those of magnetic flux in a superconductor, can exist
in “He-II and in superfluid >He. In terms of the phase 6 of the macroscopic wave func-
tion of a superfluid helium atom, its velocity v, is given by v; = hV6/m, where m is the
mass of the helium atom. v; satisfies the following quantization condition:

ﬂgvsdr =nh/m, (n=1,2,3,...).

The above suggests that the circulation velocity of the superfluid helium atom is
quantized with a quantum of n/m. In other words, as long as the superfluid is rotat-
ing, a new whirl in the superfluid is developed whenever the circulation of the current
is increased by n/m, i.e., the circulation of the whirl (or energy of the vortex lines) is
quantized. An experiment was done in 1963 to measure the energy of the vortex lines
and the results obtained were consistent with the theoretical prediction. The quan-
tization of the circulation was thus proved, which is a macroscopic quantum effect,
completely different from a normal fluid.

If the helium superfluid flows, without rotation, through a tube with a varying
diameter, then V xV, = 0 and it can be shown, based on the above quantization condi-
tion, that the pressure is the same everywhere inside the tube, even though the fluid
flows faster at a point where the diameter of the tube is smaller and slower where the
diameter is larger.

Firbake and Maston in the U.S.A. observed the macroscopic quantum effect of
“He-II experimentally once again. When the superfluid “He-II was set into rotational
motion in a cup, a whirl would be formed when the temperature of the liquid was
reduced to below the critical temperature. In this case, an effective viscosity devel-
ops between the fluid and the cup, which is very similar to normal fluid in a cup being
stirred. The surface of the superfluid becomes inclined at a certain angle and the cross
section of the liquid surface has the shape of a parabola, due to the combined effects
of gravitational and centrifugal forces. Fluid distant from the center has a tendency to
converge toward its center, which is balanced by the centrifugal force, and a dynamic
equilibrium is reached. The angular momentum of such a whirl is very small and con-
sists of only a small number of discrete quantum packets. The angular momentum of
the quantum packets can be obtained via quantum theory. In other words, the whirl
can exist only in discrete form over a certain range in certain materials, such as su-
perfluid helium. Firbake and Maston managed to obtain a sufficiently large angular
momentum in their experiment and were able to observe the whirl’s surface shape
using visible light. They used a thin layer of rotating helium superfluid in their experi-
ment. While the rotating superfluid was illuminated from both the top and the bottom
by laser beams with a wavelength of 6328 A from a He—Ne laser, the whirls formed
were observed. Alternate bright and dark interference fringes were formed when the
reflected beams were focused on an observing screen. The analysis of the interference
pattern showed that the surface was indeed inclined at an angle. Based on this, the
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shape of the surface can be correctly constructed. The observed interference pattern
was found in excellent agreement with those predicted by the theory. This experiment
further confirmed the existence of quantized vortex rings in the “He superfluid.

The mechanisms of superfluidity and vortex structure in “He and *He have been
extensively studied and the reader is encouraged to read Barenghi et al. [19] for a re-
view of recent work.

13.1.2 The nonlinear theory of macroscopic quantum effects in a superfluid system

How to theoretically explain the superfluidity and the macroscopic quantum effects of
“He is still a subject of current research. In the 1940s, Bogoliubov calculated the crit-
ical temperature of Bose-Einstein condensation in “He based on an ideal boson gas
model [29, 30, 166]. The value of the critical temperature Bogoliubov obtained was
3.3 K, quite close to the experimental value of 2.17 K. In Bogoliubov’s model, some “He
atoms condense to the state with minimal energy at a temperature below T, and a
Bose-Einstein condensation state is formed [19, 29, 30, 70, 166, 202]. Pang [202, 221,
232] believed that the macroscopic quantum phenomena occurring in superfluid he-
lium could be attributed to Bose—Einstein condensation of the “He atoms. When the
temperature of liquid “He is below T., the symmetry of the system breaks due to non-
linear interactions within the system. Thus, some of the “He atoms spontaneously
condense to the state of lower energy. When the temperature approaches the absolute
zero, all the “He atoms will condense to the state with zero momentum. According to
the relation A = &/p, the wavelength of each “He atom is infinite and an ordered state
over the entire space can be formed in this case, which leads to a highly ordered and
long range coherent state. Thus, the macroscopic quantum effect could appear in the
systems. In the following, we study the nature of the macroscopic quantum effect in
helium superfluid using a nonlinear theory.

(1) The soliton movements of helium atoms in the superfluid and nonrelativistic
case.

As mentioned above, the helium atoms form a quantum liquid without viscosity
in the superfluid state at temperatures below 2.17 K, which is very similar to the su-
perconducting state and thus also described by a macroscopic wave function ¢(7, t)
similar to that in equation (11.2.1) in Chapter 11. Here, ¢(7, t) is also called an order
parameter of the helium superfluid or an effective wave function of helium atoms.

It is known that the effective wave function of helium atoms, ¢(7,t), satisfies the
following Gross—Pitaevskii (GP) equation, which was derived by Gross and Pitaevskii
in 1950 [100, 248, 249]:

0P K, 2 )
ih = = —2mV o+ Apl"p - ', (13.1.1)
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where 1is a nonlinear interaction coefficient and y' is a constant related to the ground
state energy of a helium atom. This equation is similar to the above GL equation for
superconducting electrons. This is understandable because the superfluid, similar to
a superconducting system, is also a nonlinear system due to the existence of nonlinear
interaction A|¢|2¢(?, t). Equation (13.1.1) is a nonlinear Schrédinger equation and was
extensively used by some researchers in their studies of superfluidity. A similar equa-
tion was derived by Dewitt in 1966. According to Dewitt investigation, A in Eq. (13.1.1)
should be a negative value.

The corresponding Lagrangian density function of the system can be obtained
and is given by

I ih a¢* B a(l) h 4 , 5
L= 3( ot at> |V¢| I¢| + U |pl, (13.1.2)

where L' = £. In the one-dimensional case where u = 0, equation (13.1.1) is the usual
nonlinear Schrodinger equation whose solution is of the following form [194, 198, 204,
208, 209]:

o = Po(x, £)elf D (13.1.3)
where

(Vezz B zvcve)
2Al

(VS - zvcve)
4

Po(x,t) = ech

(x - vet)] (13.1.4)

and 6, (x, t) = v,(x-v.t)/2,v,and v, are the group and phase velocities of the superfluid
helium atom, respectively.

In the one-dimensional case where u # 0, if we let t' = t/hand x’ = xy/(2m/h?),
then equation (13.1.1) becomes

09 ¢
is =25 +APlp - u'e. (13.15)

Assume that the solution is of the following form [15, 162]:
¢ = p(x,t')e?™0. (13.1.6)

Substituting equation (13.1.6) into equation (13.1.5), we get

2 2
00 20 P 3
P fP( at'> a2 +A(p) =po (13.1.7)

and

o, 0000 0

- 131.8
ot “axox o) (13.1.8)
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Now let p(x', ') = @(&), & = x" —u(t"), u(t') = vt' + d, where u(t') describes the acceler-
ated motion of ¢(x', t'). The boundary condition at £’ — oo requires (&) to approach
zero rapidly. When 200/0¢ — i + 0, equation (13.1.8) can be written as

2 _ g(t')
(06/05 —u/2)
or
0 g(t) u
o to (13.1.9)

where g(t') is an undetermined constant of integration and ut = du/dt’. Integration of
(13.1.9) yields

x' " .
(<, t') = g(¢') j B U (), (13.1.10)
o @ 2

where h(t') is an undetermined constant of integration. From equation (13.1.10), we
get

+=x"+h(t"). (13.1.11)

06 _ .(t,)r' dx"  gu gu
x'=0 2

w0 gty

Substituting equations (13.1.10) and (13.1.11) into equation (13.1.7), we have

azfp poUy i . X dx" gu
S L N PN J ax_  gu
300 [u+2x+()+4+gO (p2+(p2

3 g2
-Ap” + . (13.1.12)
x'=0 ] ¢ ¢ (P3

Since azq)/a(x’ ) = dz(p/df 2 which is a function of ¢ only, the right-hand side of equa-
tion (13.1.12) is also a function of & only, so it is necessary that g(t') = g, = constant
and

Next, we assume that V(§) = 7({ ) — B, where f is real and arbitrary. Then

. . 2
—u =V, (&) - %x' + [ - i—"z‘ Y h(t') - Z]' (13.1.13)

Obviously, V(&) = 0 and the function in the brackets in equation (13.1.13) is a function
of t'. Substituting equation (13.1.12) into equation (13.1.11) [198, 209], we get

0 . .3 8
— =fp-Ap +>2. (13.1.14)
0g? T
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This shows that @ is the solution of equation (13.1.14) when f and g are constant. For
large |£], we may assume that [p| < S/]¢ |2 when A is a small constant. To ensure
that ¢ and d?p/dé? approach zero when |¢| — oo, only the solution corresponding to
8o = 0in equation (13.1.14) is kept. It can be shown that this soliton solution is stable.
Therefore, we choose g, = 0 and obtain the following from equation (13.1.9):

00 u
— = —. 13.1.1
ox' 2 (13.1.15)
Thus, we obtain from equation (13.1.11)
P e ey W
—H =X +B-h(t") - W (13.1.16)

where
no_ 15 AW}
h(t') = B—Zv +u)t.
Substituting equation (13.1.16) into equations (13.1.10) and (13.1.11), we obtain
_ 1 R AW
O=zvx' +(B+u — v |t. (13.1.17)
2 4
Finally, substituting equation (13.1.17) into equation (13.1.14), we get

—

orp

i By +Ap° = 0. (13.1.18)

When B > 0, the solution of equation (13.1.18) [116, 224] is of the following form:

Q= \j%sec h(\/ﬁ.{). (13.1.19)

Thus, the solution of equation (13.1.14) can be obtained [204, 208] and represented by

& =\ 3 sech(BlY - v(e' - @)l explilve'/2- (B +v¥/4- )]} (131:20a)
or
¢ = %Sec’l{ “2?’3 [(x_xo)—v't]} exp{i[mv'x/n-(B+v*/4-p')t/h]},  (13.1.20b)

where f is an arbitrary constant, v and v’ are the group velocity of the helium atom
in the (x, t')-coordinate and (x, t)-coordinate, respectively, and x, = v't,. This is a
bell-type soliton solution, but its shape, amplitude, and velocity have been changed
as compared to that of equation (13.1.4). It can be shown that equation (13.1.20) does
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indeed satisfy equation (13.1.1), so equation (13.1.1) has a soliton solution. It can also
be shown that this soliton solution is stable.

This soliton in equation (13.1.20) consists of an envelop and a carrier wave, the
former being denoted

©(x, t) = \2B/IA| sec h{+2mB[(x - x,) — V't]/h},

which is a bell-type soliton with an amplitude of v/2f/|A|, and the latter being denoted
expli[mv'x/h - (B+V'?/4 - ' )t/h]}.

The envelop @(x, t) denotes the dynamic feature of the mass centre of the helium
atom. Its position is at x,, its amplitude is y/2B/|A|, and its width is W' = 27h+/2mp.
Thus, the size of the soliton is W'+/2B[A| = 27h+/m|A|, which is a constant. This result
shows clearly that the helium atom has a well-determined size and is localized at x.
Therefore, we conclude that the helium atom in a superfluid system possesses wave
and corpuscle features.

In the three-dimensional case, equation (13.1.1) becomes

2 a2 2 2
(’;(i) . %_ngﬁb Bcl) W+ /1|¢,|¢ (13.1.21)

If we assume that X = a;x + a,y + a5z, where a;, a,, and a; are some constants,
then the above dynamic equation becomes

799 _ n? 2, 0%p

h3p = o @+ G @)55

—1'p+21|¢7|.

Its solution can be obtained using the same method mentioned above. The soliton
solution is represented [116, 224] by

= % sec h{\B(X' ~ Xp) —vet']} x explifvX'/2— (B +v2/4 )]}, (131.22)

where

X' - a(X' - xp) +a(y —yo) +as(z' —zp), t' =t/h,
XW, X, =XOW, Y =y\@min?), vl = yo\2m/i2),
2W> z Zo\/m,
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This solution is still a bell-type soliton in a three-dimensional space.

From these results, we know that the motion of helium atoms in a superfluid sys-
tem are described by the nonlinear Schrédinger equation (13.1.1) or (13.1.22). Its solu-
tion is a soliton, which is expressed by equation (13.1.20) or equation (13.1.22). This
exhibits clearly that the motion of the helium atoms in a superfluid system has a non-
linear quantum feature. Therefore, the system undergoes a second-order phase tran-
sition and changes from the normal He-I state to the superfluid He-II state at 2.17 K.
When this happens, the nonlinear interactions generated in the system suppress the
dispersion effect of helium atoms, so the superfluid helium atoms behave as solitons
due to the spontaneous Bose condensation. Because solitons can preserve their en-
ergy, momentum, wave form, and other properties as quasi-particles throughout their
motion, the superfluidity occurs naturally when the liquid helium moves as solitons.

In this case, we can prove that the superfluid helium atom (soliton) moves with a
uniform speed and we can determine its speed from the solution (13.1.20). For exam-
ple, from (13.1.20) we find that the wave number of the soliton is k = 00/0x’ = v/2 and
its frequency can be denoted by w = 90/0t' = B+ v?/4 — ' = B — u' + k% Thus, the
acceleration and group velocity of the helium soliton satisfy the following relations
[204, 208]:

& aw| _
ar - ol
and
dx'  ow
Vg_d_ﬂ_ﬁ_Zk_v,

respectively. That is, the group velocity of the helium soliton, v,, is a constant, v, and
the helium atoms move in the form of a soliton with constant velocity in the superfluid
state. This is a basic feature of the superfluidity and the above discussion gives a clear
physical interpretation of the phenomenon. In such a case, the mass of the helium
soliton can be determined from (13.1.20), that is,

N R S I S
M_J’—oo |p|“dx = W mp = constant.

The energy of the helium soliton is denoted

o 2
E= —
J—oo|: at,

= Ey+ %Mvz, (13.1.23)

1 4+2m
+5Al¢|4—y'|¢|2]dx' o (4 +B) - u'M+ Mv

where

e

E:
o7 3

4+p)-
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The results exhibit clearly that the helium soliton in the superfluid system has
features of a classical particle.

(2) The theoretical explanation of macroscopic quantum mechanics in helium su-
perfluid.

We now discuss the properties of circulation (vortex lines) produced by the motion
of superfluid helium atoms, using the above result. The properties are defined by the
velocity of superfluid helium atom, that is,

Q- j vdr. (13.1.24)

In terms of the phase, 6(x, t), of the macroscopic wave function of superfluid helium,
the velocity of the superfluid can be written as

Vg = 7 ge. (13.1.25)
m

Earlier we concluded from equation (13.1.20) that the velocity of the superfluid is equal
to 2 times the group velocity of the soliton, i.e., v, = 2v. This indicates that the motion
of the soliton is the motion of the superfluid and the vortex lines in superfluid are a
result of soliton motion of the superfluid helium atoms. The phase difference along a
closed path is given by the line integral corresponding to the circulation of the veloc-
ity v;. We have

76 = cJ} vodr = (J} vdr. (13.1.26)
r h r

Thus, the circulation is related to the phase difference A of the superfluid helium
atoms. If the path of integration lies in a multiply connected domain or it encloses a
vortex line, then VO(r) # 0. Furthermore, if ¢(r) # 0 and it is single-valued, then we
have A6 = 2 and

Q= (j) vedr = nﬁ, n=123,..), (13.1.27)
r m

where n is an integer. Equation (13.1.27) implies that, whenever the velocity of the ro-
tating superfluid helium exceeds a critical velocity, the vortex can be produced in the
superfluid. The circulation (the vortex) is quantized and is given a value by an integer
multiple of h/m. Thus, a macroscopic quantum effect occurs in the superfluid system,
consistent with the experimental result mentioned above. Therefore, the nonlinear GP
equation indeed gives an adequate description of “quantum vortex” in superfluid he-
lium. Thus, the superfluid can be viewed as a Bose condensate with local interactions
[100, 248, 249].

The concept of “quantum vortex” was proposed first by Ginzburg and Pitaevskii in
1960, but quantization of vortices in a superfluid was earlier suggested, by Onsager in
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1949 [194], on the basis of classical vortex flows and turbulence. The superfluidity of
“He and its quantum vortex lines and loops, weak turbulence, and dissipative vortex
dynamics in the superfluids were studied by Barenghi et al. [19], Roberts et al, Pis-
meu and Rica, and many others, all using the nonlinear Schrédinger equation or the
GP equation given above (see Barenghi et al. [19], Donnely [70], Avenel et al. [15], and
Lindensmith et al. [162]). Experimental observations of these vortices were reported
early by Yamchuk [312], Packard [195], and Zieve et al. [325, 326]. Numerical simula-
tions were presented by Frish [83], Pomeau and Rica [252], and Schwarz [273, 274]. The
energy of the vortex lines was also measured.

If the superfluid liquid does not rotate, then V x v; = (h/m)V x VO = 0 and the su-
perfluid velocity field is a conservative field without rotation. This suggests that, when
the superfluid helium flows through a tube with a graduate decreasing diameter, the
pressure inside the tube is equal everywhere, irrespective of the diameter of the tube.
This is completely different from that of a normal fluid, but it has been demonstrated
experimentally. Moreover, the macroscopic wave function ¢(x, t), given in (13.1.20),
approaches zero when x approaches co. That is, ¢(x, t) vanishes at the boundary. This
implies that the superfluid density p(cx |¢|2) should also approach zero at the bound-
ary. The value of p; was measured in 1970 and it was found that its value dropped from
the value in the bulk to zero over a few atomic layers. This gave a direct verification of
the theoretical results.

In the last few decades, Bose—Einstein condensation has been observed in a series
of remarkable experiments using weakly interacting atomic gases, such as vapors of
rubidium, sodium lithium, and hydrogen. Its properties have been extensively stud-
ied. These studies show that Bose—Einstein condensation is a nonlinear phenomenon,
analogous to nonlinear optics, and that the state is coherent and can be described by
the following nonlinear Schrédinger equation or the GP equation [100, 248, 249]:

op P 3
lﬁ = —m —/1|¢| + V(X)¢, (13128)
where t' = t/h, x' = xv2m/h. This equation was used to discuss the realization of the
Bose-Einstein condensation in the d + 1 dimensions (d = 1,2,3) by Bullough et al.
[38, 39]. Elyutin et al. [74, 75] gave the corresponding Hamiltonian density, H, of a
condensate system as follows:

op
H' =
‘ ox'

2
+ V() - %Alcﬁll‘, (13.1.29)

where H' = H, the nonlinear parameters of A are defined as A = —~2Naa, /a%, N is the
number of particles trapped in the condensed state, a is the ground state scattering
length, and a, and q; are the transverse (y, z) and the longitudinal (x) condensate sizes
(without self-interaction), respectively. Note that integrations over y and z have been
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carried out in obtaining the above equation. A is positive for condensation with self-
attraction (negative scattering length). The coherent regime was observed in Bose—
Einstein condensation in lithium. The specific form of the trapping potential V(x")
depends on the details of the experimental setup. Work on Bose—Einstein condensa-
tion based on the above Hamiltonian model was carried out and reported by Barenghi
etal. [15].

It is not surprising to see that equation (13.1.28) is exactly the same as equation
(13.1.1). This prediction confirms the correctness of the above nonlinear theory for
Bose-Einstein condensation. As a matter of fact, immediately after the first experi-
mental observation of this condensation phenomenon, it was realized that the coher-
ent dynamics of the condensed macroscopic wave function could lead to the formation
of nonlinear solitary waves. For example, self-localized bright, dark, and vortex soli-
tons, formed by an increased (bright) or decreased (dark or vortex) probability density,
respectively, were experimentally observed, particularly for the vortex solution which
has the same form as the vortex lines found in superfluids. These experimental results
were in concordance with the results of the above theory.

13.1.3 The soliton motion of superfluid helium atoms in a relativistic case

The GP equation (13.1.1) is not relativistic and neither takes the gravitational field into
consideration. Anandan [12] and others extended the theory to include the relativis-
tic effect. The generalized relativistic equation of motion for the quantum superfluid
helium is given by

_2 - [/2¢ + 02(;5 = —AI ¢ 2¢ (I ; I ;O)
at | | ’ o
Whel’e

,» mc®, 2mA
2’ R

Equation (13.1.30) is called the Gross-Pitaevskii-Anandan equation. It is in essence a
type of ¢* equation. Anandan did not find its solutions. Instead, he gave an order of
magnitude estimate of ¢ = (peie for all types of solutions using the Einstein—Planck
law. As will be shown below, an exact solution of equation (13.1.30) is actually possible
[210, 215].

Let us assume the following trial solution [234, 236]:

P(x.y.2.t) = 9(Z)e", (13.1.31)
where

Z=pi-0t, 0=ki-wt=kx+ky+kz-ot.
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Substituting equation (13.1.31) into equation (13.1.30), the latter can be written
22 dz(P 2 12 2 13
(Q —p)@+(a +k-w)p+A'9’ =0 (13.1.32)

in terms of k = (ky, ky, k3) and p = (p1, py, P3), Where wQ = k.p. In the integrate equation
(13.1.32), we finally obtain the solution of equation (13.1.30) [210, 215] as follows:

P, y,2,t) = p(2)e” = \/g sech[Vw(p.7 - Qt)]ei(f(';_“'t), (13.1.33)

where

W -dd K A

> = . 13.1.34
QZ _p2 2(02 _pZ) ( )

This is a soliton solution of the wave packet type and its group velocity is v.

From the above study, we see that the time-dependent motion of superfluid he-
lium atoms still resembles that of a soliton, so we conclude that the superfluid helium
atoms are, in essence, a soliton, because it is the soliton motion of the superfluid he-
lium atoms that causes the superfluidity. Because the solitons can move over macro-
scopic distances retaining their amplitude, velocity, and energy, the motion of the lig-
uid helium necessarily resembles superfluidity. In such a case, the motions of the su-
perfluid helium atoms are described by the nonlinear Schrédinger equation (13.1.1).
According to the soliton theory, the superfluid helium atoms are localized and have a
wave-corpuscle duality due to the nonlinear interaction which suppresses the disper-
sive effect of the kinetic energy in equation (13.1.30). Obviously, the nonlinear interac-
tion is caused by the self-interaction among the helium atoms. We seek the direction of
the development of quantum mechanics through this investigation, so the nonlinear
theory of helium superfluid can truly serve as the theoretical foundation establishing
nonlinear quantum mechanics.

13.2 The soliton movement and macroscopic quantum effects in
physical systems

13.2.1 The macroscopic quantum effects in superfluids

From the above discussion, we clearly understand the nature and characteristics
of macroscopic quantum systems, which are completely different from microscopic
quantum effects on single particles, described by linear quantum mechanics. It is
interesting to compare the two, so here we give a summary of the main differences.
(1) From the point of view of their characteristics, the microscopic quantum effect
is characterized by the quantization of physical quantities, such as energy, momen-
tum, and angular momentum. On the other hand, the macroscopic quantum effect

printed on 2/10/2023 3:23 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

13.2 The soliton movement and macroscopic quantum effects in physical systems =— 341

is represented by discontinuities in macroscopic quantities, such as resistance, mag-
netic flux, vortex lines, and voltage. The macroscopic quantum effects can be directly
observed in experiments on the macroscopic scale, while the microscopic quantum
effects can only be inferred from other effects related to them.

(2) Concerning the origins of these quantum effects, the microscopic quantum
effect is produced when microscopic particles, which have only a wave feature, are
confined in a finite space, or are constituted as matter, while the macroscopic quan-
tum effect is due to the collective motion of the microscopic particles in systems with
nonlinear interaction. It occurs through second-order phase transitions following the
spontaneous breakdown of symmetry of the systems.

(3) The macroscopic quantum state is a condensed and coherent state, but the mi-
croscopic quantum effect occurs in determined quantization conditions, which are dif-
ferent for the bosons and fermions. So far, only the bosons or combinations of fermions
have been found in macroscopic quantum effects.

(4) The microscopic quantum effect is a linear effect, in which the microscopic
particles are in an expanded state, their motions being described by linear quantum
mechanics and the linear Schrédinger equation, the Dirac equation, and the Klein—
Gordon equations. On the other hand, the macroscopic quantum effect is caused
by nonlinear interactions. Linear quantum mechanics failed to describe it, but it
can be described by nonlinear partial differential equations such as the nonlinear
Schrédinger equation (13.1.28) or equation (13.1.1).

We conclude that the macroscopic quantum effects are, in essence, a nonlinear
quantum effect or phenomenon. Because its nature and fundamental characteristics
are different from those of the microscopic quantum effects, it may be said that the ef-
fects should be depicted by a new nonlinear quantum theory, instead of linear quan-
tum mechanics. Therefore, this investigation shows the necessity to develop nonlin-
ear quantum theory [234, 236]. The macroscopic quantum effects mentioned above
can serve as the experimental foundation establishing a new approach to nonlinear
quantum mechanics.

13.2.2 The relation between soliton movement in superconductors and superfluids

Macroscopic quantum effects are nonlinear phenomena. The Bardeen—Cooper—
Schreiffier (BCS) theory of superconductivity and the modern theory of superfluidity
are both nonlinear theories and have been well established. A basic feature of the
nonlinear theories is that the Hamiltonian and free energy Lagrangian functions of
the systems are nonlinear functions of the wave function of microscopic particles as
given in equations (13.1.1) and (13.1.2), respectively. The dynamic equation becomes
a nonlinear Schrodinger equation as shown in equations (13.1.1) and (13.1.28), due to
the nonlinear nature of the samples. These microscopic particles behave differently in
such systems from those in linear quantum mechanics and become as some solitons

printed on 2/10/2023 3:23 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

342 —— 13 The soliton movements in condensed state systems

with a wave-corpuscle duality, because the nonlinear interactions balance and sup-
press the dispersive effect of the kinetic energy in these dynamic equations. In such
a case, these particles are in an ordered coherent state or a Bose—Einstein condensed
state. These states occur following a second-order phase transition and spontaneous
break of symmetry of the systems under the nonlinear interactions. In this process,
the nonlinear interactions play a very important role. The BCS theory indicates that
the nonlinear interaction is caused by the electron—phonon interaction due to the
vibration of the lattice and exists truly in the superconductor, but the nonlinear inter-
action is not involved in linear quantum mechanics. It also suggests that one should
pay particular attention to nonlinear interactions in order to establish a correct and
new quantum theory, so the right direction for solving problems encountered by linear
quantum mechanics is to establish a nonlinear quantum theory.

Therefore, present theories of superconductivity and superfluids could build the
foundation for establishing nonlinear quantum theory. On what foundation should a
new theory be based? How can a comprehensive nonlinear quantum theory be estab-
lished? We will discuss how the superconductive and superfluid theories differ from
those of linear quantum mechanics.

(a) The Hamiltonian or Lagrangian function and the free energy of these systems
are all dependent on and are nonlinear functions of the wave function ¢(7,t) of the
microscopic particles, i.e., the superconductive electron or superfluid helium. These
go directly against the fundamental hypothesis of linear quantum mechanics, which
suggests that the Hamiltonian of the system is independent of the wave functions of
the microscopic particle. It was exactly because of this nonlinear feature in the the-
ories of superconductivity and superfluidity that they were able to correctly describe
the nonlinear behavior of superconductivity and superfluidity and successfully ex-
plain these macroscopic quantum effects. Lacking such a nonlinear feature was also
the reason for other theories to fail. For example, although Frohlich’s superconducting
theory [84] gave the correct superconducting mechanism, electron—phonon coupling,
in 1951 he failed to establish a complete superconducting theory because his theory
was based on linear perturbation theory of linear quantum mechanics. Therefore, the
new nonlinear theory should abandon this hypothesis.

(b) The fundamental dynamic equations in linear quantum mechanics are a lin-
ear Schrodinger equation and the Klein—Gordon equations, which are wave equations.
They are linear equations of the wave function of the particles. As a result, solutions
of these linear equations cannot describe the wave-corpuscle duality of microscopic
particles as discussed in Chapter 11. On the other hand, the Ginzburg-Landau equa-
tions (13.1.1) and (13.1.28) and the GP equation (13.1.28), satisfied by the quasi-particles
(e.g., the superconductive electron and the superfluid helium atom), as well as the qb“
equation (13.1.30) in the superfluid, are nonlinear Schrédinger equations and the ¢*
equation of the wave function of the quasi-particles. With these nonlinear equations,
the experiments on superconductivity and superfluidity, as well as other macroscopic
quantum effects, can be explained. This suggests that, in establishing a new theory,
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the linear dynamic equation must be replaced with a nonlinear equation. Fortunately,
all the nonlinear equations mentioned above are natural generalizations of the linear
Schrodinger equation or Klein—-Gordon equations and are the dynamic equations in
linear quantum mechanics. Therefore, the new nonlinear quantum theory should be
developed on the basis of linear quantum mechanics rather than anything else. Cer-
tainly, it is still necessary to further examine whether these dynamic equations have
the correct space-time symmetries and what physical invariance they might possess.
Thus, it seems that only nonlinear dynamic equations or Hamiltonians which satisfy
the required symmetries of space-time and invariances of physical quantities can be
adopted in the new theory.

(c) It is well known that the nonlinear dynamic equations describing supercon-
ductivity and superfluidity states admit stable soliton solutions. This shows that the
microscopic particles in linear quantum mechanics evolve into solitons in nonlinear
systems due to nonlinear interactions. It is therefore natural to use the concept of soli-
tons in the description of microscopic particles in nonlinear systems. A soliton is a new
form of physical entity, one which cannot be described by linear theory. According to
modern soliton theory, a soliton, which differs completely from a microscopic parti-
cle in linear quantum mechanics, possesses wave-particle duality. Its wave property
appears in the form of a traveling solitary wave which has all the essential features
of wave motion, including frequency, period, amplitude, group and phase velocities,
diffraction, transmission, and reflection. Its corpuscle feature is reflected by the sta-
ble shape analogous to a classical particle, even after going through a collision with
another particle, a definite energy, momentum and mass, its uniform motion in free
space and its motion with a constant acceleration in the presence of a constant exter-
nal field, etc. This suggests that modern soliton theory should be an integral part of
any new theory on nonlinear quantum mechanics.

To summarize, we see clearly that the direction for developing a new quantum the-
ory is only likely through nonlinear quantum mechanics. The superconductivity, su-
perfluidity, macroscopic quantum effects, and soliton theory prepare and provide the
sufficient conditions for establishing the nonlinear quantum mechanics, the former
being the experimental foundation. Its mathematical basis is formed by the nonlinear
partial differential equations and soliton theory. Therefore, the conditions establish-
ing the nonlinear quantum mechanics are already sufficient in present cases.

(d) In this chapter we review the properties of superconductivity, superfluidity,
and macroscopic quantum effects, which are different from the microscopic quantum
effects obtained from some experiments. The macroscopic quantum effects occurring
on the macroscopic scale are caused by the collective motion of microscopic particles
after the symmetry of the system is broken due to nonlinear interactions. Such inter-
actions result in Bose condensation of particles in these systems. Meanwhile, we also
study the properties of motion of superconductive electrons and superfluid helium
atoms and arrived at the soliton solutions of the Ginzburg-Landau equation in super-
conductors and of the GP equation in superfluidity, which are, in essence, a kind of
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nonlinear Schrédinger equation. These solitons, with wave-corpuscle duality, are due
to the nonlinear interactions arising from the electron—phonon interaction in super-
conductors or self-interaction of helium atoms in the superfluids in which the nonlin-
ear interaction suppresses the dispersive effect of the kinetic energy in these dynamic
equations. Meanwhile, we use these dynamic equations and their soliton solutions to
obtain and further explain these macroscopic quantum effects, such as the quantiza-
tion of magnetic flux in superconductors and the Josephson effect of superconductiv-
ity junctions, as well as quantized vortex rings in the superfluid “He. We conclude that
the superconductive electrons and the superfluid helium atoms are some solitons and
that the superconductivity, superfluidity, and macroscopic quantum effects are a kind
of nonlinear quantum effects that arise from the soliton motions of superconductive
electrons and superfluid helium atoms, respectively.

Therefore, studying the essences of macroscopic quantum effects and the prop-
erties of motion of microscopic particles in the superconductor and superfluid has
important significance. From these studies, we see that the superconductive elec-
trons and the superfluid helium atoms can be described by the nonlinear Schrodinger
equations. The superconductivity, superfluidity, and macroscopic quantum effects
observed can serve as the experimental foundations establishing nonlinear quantum
mechanics and the present superconductive and superfluid theories can serve as the
theoretical foundations of nonlinear quantum mechanics.

13.3 The soliton excitations in the anti-ferromagnetic systems

13.3.1 Dynamic features of solitons under the action of magnon—-phonon
interaction

The collective excitation and motion of magnons due to magnon—phonon interac-
tions or magnon-magnon interactions in Heisenberg anti-ferromagnetic systems
have been extensively studied by Pang et al. [201, 211, 212, 216-219] and many other
scientists [55, 170, 172, 254]. The results show that the characteristics of the collective
excitation in these systems are quite different from those in ferromagnetic systems.
In this section, we present some results obtained by Pang et al. based on collective
excitation in anisotropic Heisenberg anti-ferromagnets with magnon-phonon and
magnon-magnon interactions by using the double-sublattice model [219].

When the double-sublattice model is used, the Hamiltonian of the Heisenberg
anti-ferromagnet can be expressed [219] as

1 A A
H=T+V+ 5 Z Z[gn,rH&ster& + rln,nHSSxSi/H& +]n,n+6sfzsfz+6]
n s
1 B B
Z oz
+5 Y. D (6585 Sfro + Mjjs6S) St + Jjj455] v (13.3.1)
j 6
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where

m X mu
T== Zurz‘l’ V=" Z(unﬂ Up — uO)
2 n o &

are the Kkinetic and potential energies of lattice oscillations, respectively, m is the
“mass” of a spin, r, is the lattice constant, v, is the sound velocity in the crystal which
we set equal to unity in subsequent calculations, and S’,j(}-) (k = x,y, z) is the spin com-
ponent at site n(j) in the k-direction. We apply the transformation S;;(j) = Sﬁ(i) + iSZU.)
and change equation (13.3.1) into

H=T+V+

:M:u

1 A
5 Z[In,n+5sflsi+6 5 ('fn n+é * 1n, n+6)( n n+6 +Sy Sn+6)
5

(’sn n+6 — nn,n+5)(s+sn+6 +S, Sn+5)]

1
2

- =M= -L\Ir—

B
Z[IJHGSZS 5 T 7 ('51]+5 + ’711+5)( Sjve + S 1++6)
5

+ Z(é}ﬁ—s — r1”+5)(5 S]J:_a + S] S]+5):| (13.3.2)

We again use the Dyson—Maleev representation of the spin operators in virtue of
Bose creation and annihilation operators [77, 255-257]. We have

a

Sy = \/ﬁ(l - g)0[, S, = V2Sa* <1 - ﬂ)) SE=S-a'a,
4S 45
+
Sy = @b*(l— %), S, = @(1— l;b)b S;=b"b-S5,
where a*(a) and b*(b) are the creation (annihilation) operators of the Heisenberg
magnon field on the two sublattices. Taking into account the symmetry of the sub-

lattices A and B and the fact that the A and B sublattices are neighbors of each other,
the Hamiltonian in equation (13.3.2) can be approximately written [219] as

A A B B
HxT+V-JoNS*+SY > Junsnan+SY Y Jjisbib;
n.sé j 6

NIU)

(‘sn n+é — rln,n+5)(anb:1—+5 + bn+6a;)

+

|
~M= NI»

(gn n+6 * Mn, n+5)(a bn+6 + an n+6)

SNGEINGES

]/]+5a a; b]+8b]+5

<>)[\4m M= 3=
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1
g (gn,rH& - rln,n+6)(a;rzananb;rz+6 + anb;rz+6bn+6bn+6)

M=
O;M:b

+ + + +
+a amﬁa ay + by sbpsa,bn,s

—

Z z({n n+é T M, n+6)(a an,a bn+6 +a bn+6bn+6bn+6)

n

8

+apby, sy ay + anby, sbr.sbnsss (13.3.3)

where the last four terms are anomalous terms resulting from magnon—magnon inter-

actions. They can be neglected because they are weak compared to magnon—phonon

interactions. The above Hamilltonian can become simple, which will be considered
first in the following section.

We can here apply the methods of Makhankov and Fedyanin et al. [170, 172] and

Pang [219] to study the properties of the collective excitations of the magnons in a one-

dimensional anti-ferromagnetic system. In the Heisenberg representation, the equa-

tions of the operators ay and by of sublattices A and B can, after some proper transfor-
mations, be written as

A
ihay = [a;, H] ~ S ) Jris05 +S/2) (&5 — N5)bjus + S/2 Z(fffw +Ngr16)b}, 50
5 5
(13.3.4)
) A
ihby = by, H] = S Y Jiposby +S/2 ) Efpes = Tpas)jas + /2 ) Efpas + Nypas)afss
5 5 5
(13.3.5)
We further assume that the wave function of the collective excitation state of the

quasi-particles in the system is of the following form:

lo®) = 5|2+ Z Pan()y + Z pyi(t)a; |10), (13.3.6)

where |0) is the vacuum state (ground state), a,; and b,; are expression coefficients
related to the characteristics of the magnons, which obviously are functions of time
and space, and A is a normalization constant.

Note that

(p()]aglp(t)) = age /A = @gp,  {PO|bs|ep(0)) = /A = i

is the Schrodinger probability amplitude of the magnon. Using these representations,
from equations (13.3.4) and (13.3.5), we have

ihgp =S Jirs9ar +S/2 ) &res = Myres)Prjvs(t) + /2 ) Eros + Mypas)Phjvsr (13:37)
5 5 5
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ihppe =S TirsPpr + 512 ) Eis = Ngpss)Pajes(®) + S12 Y (Ero + Mype6)Pijise
8 F] 8
(13.3.8)
If the oscillation amplitude of the lattice is small and the magnon—phonon inter-

action is also weak, we proceed to the continuum limit for the coefficients and the
probability amplitude. Dropping the terms with higher derivatives as a result, we get

Buf an Buf
Jrra=Jo —]1"0§: ‘ff,f+1 =& - 51’05’ Nrfe1 = Mo — rll”ogy
0 1,0 )
Prfs1 = Pop £To5 Puip + STo 5 Puf +00 (n=a,b,n’ = b,a) etc,, (13.3.9)

where we get the following from the Heisenberg equations for ¢y:

. « S
ith(@r); = 25]o@5 + S(§o — No) + S(&o + No)@r + 5(50 - Uo)r(z)‘Pfxx

S % *
+ E(fo + no)réfpfxx = S(§1 = nrous @5 — S(& + nroUpPr — 21SroUs @y,
(13.3.10)

where 1, is the average distance between neighbouring sites. Using equation (13.3.9)
and bearing in mind the symmetry of the sublattices, we easily derive the following
approximate equations of motion for ¢, and ¢y

o . S 0
th@ar = 25]o@ar + S0 — No)Par + S(&o — No) sy + 5(50 - ’lo)ré@(/’af

S . ous our
+ 580 + Mo 5 5 Par + S = Mo~ P = S + Mo ~Pur
an
~ 25075, Pap> (13.3.1)

. . S ?
ihpp = 25]o@pr + S(§o = M0)Paj + S(&o — No)Pa + 5(50 - no)r(z)ﬁwa

S 2 aZ * auf auf *
+ E(fo + ﬂo)roﬁfpbf +S(& - ﬂl)rogfpaf - S(& +nro o P

25,70 2 (133.12)
- 1r0§€0bf~ -

We define @f(t) = @ (t) + @ps(t) and obtain

. . S a
ihpy = 25Jopy + S(E ~ M)py + 560 + 103y + 560 = MoV = 0y

S 5 aZ . BUf Buf N al,If
+ E(fo + Uo)roﬁ% +5(4 - 7]1)”0&% -S(§ + Ul)rogfpf - 25]1"0%%-
(13.3.13)
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Clearly, equation (13.3.11) is, in essence, a nonlinear Schrédinger equation of the
magnons.

We [219] have previously discussed the part representing the lattice oscillations.
From equation (13.3.3) we have

A

1 A A 1 B B A
<(p(t)|H|(p(t)> =T+V- ESZ z Z]nrH& - 582 Z Z]nnﬂs - Z(Sz]nn+5)|(pan|2
n s n g 6

n

B/ B A A
1 * *
+ Z(S %]ijw)kpbﬂz + 55 Z %:(fnn+5 = Mjir)(PanPhjrs + PanPhj+s)-
j j

(13.3.14)

It should be point out that, with the wave function in the form of equation (13.3.6),
the anomalous terms in the original Hamiltonian have already been removed.
We here use the classical Hamiltonian equation

— M(up)y = %((p(t)|H|(p(t)), (13.3.15)

where M is the mass of a lattice point (atom, for example) and v is its displacement,
a classical quantity. Having in mind the symmetry of the sublattices A and B as well
as the fact that the neighbors of sublattice A belong to sublattice B and vice versa and
using again

A

A A
Z(S z]nn+6)|(pan|2 = SZ{ZJO _]1(ubn+l - ubn—l)H(pan'z
5 n

n

B

B b
Z<S ]jj+6>|(phj|2 = 52{2]0 _]1(uaj+1 - uaj—l)}"pbjlz
6 j

]

from equations (13.3.14) and (13.3.15), we obtain
~Milys = %(‘PUNHVPU» = KQugy ~ tpp1 = 1) + STi[10ppal* = 1971
+ %5(51 M) Par(Pppi1 — Pop-1) + Pap(@pa1 = Prr1)];
—Milyp = %(w(OIHIW» = KQuyf — Ugoy — Ugr 1) + ST [1@ap1” = 19 al’]
+ %3(51 =M Prr(Papi1 = Par-1) + Ppp(Pagi1 = Pap1)]-
Assuming M, = M}, = M, we have

—Milyp = K(Qugp — Uppiq — Upp_1) + S [|(be+1|2 - |<be+1|2]

1 * * %
+ 55(51 - ’11)[‘Paf(§0bf+1 = Ppr1) + Pop(@ppi — ¢bf—l)]’
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~Mityy = K(2upy = Ugpsr = ag1) + Sh[I@apl” = [@apial’]
1 * * *
+ 55(51 =N [Prr(Paps1 = Pap—1) + Pof (Papi1 = Par-1)],
where K is the force coefficient K = mC3/2r,.

Defining u; = u,s + uyp, we have no difficulty in obtaining the following equation
for the continuum approximation:

1
— Mug; ~ ~Krgug,, +J,Sr00/0x(lgf ), + Z({l — 11)Sr0d/0x(1¢pf 1) (13.3.16)

Equations (13.3.13) and (13.3.16) form a complete set of equations for the collective
excitations in a Heisenberg anti-ferromagnetic system with magnon—phonon interac-
tions. Now we proceed to find the solutions to the equations.

In the case of a quasi-steady state, we assume

uot) = ulc), e t) =p)e? (¢ =x-vt). (13.3.17)

Substituting equation (13.3.17) into equation (13.3.16) [55, 212, 254], we have

0’ 1 0
(-Krg - Mvz)a—czuf = [ L+ G- ql)]SrOa—ckpfF. (13.3.18)

By solving the above equation, we get

aa% = a%f = []1 + %(51 - ql)]SrO(Kr(z) - M2 s + C', (13.3.19)
where C' is an integration constant to be determined from the boundary conditions.
Substituting equation (13.3.19) into equation (13.3.13) and solving this, we immediately
find the characteristics of the magnons caused by magnon—-phonon coupling in an
isotropic anti-ferromagnet.

For simplicity, we consider here only the anisotropic anti-ferromagnet with & = n
(the other cases, of course, can be discussed in the same way). In this case, J > £ and
] < & correspond to the easy magnetic axis (0z) and the easy magnetic plane (xOy) in
an anti-ferromagnet, respectively. Equation (13.3.13) reduces to

ihg, = 2JoSe + 26,Sp™ + S{OréqJ;X = 2J1Srou, p — 2&,Srou, ™. (13.3.20)
Its conjugate equation reads
—ihp! = 2oSP* + 28,SP + SETa P — U1 STl " — 28,SToUy P, (13.3.21)

where we have dropped the subscripts of u(t) and ¢(t).
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We now perform the transformation ¢, = ¢ + ¢*. Then the following equations
[201] can be obtained from equations (13.3.20) and (13.3.21):

. 0 ou
ihg., = 25(o + &) —SéoTo= 59~ 201 = §)Sro= ¢,
ox ox
32 3 (13.3.22)

Y u

ihp_ = 25(o + )¢, +SkoTo= 50, = 201 + &)STo = ...

ox 0x

These are some coupling nonlinear Schrédinger equations of ¢, and ¢_ and their so-
lutions are quite difficult to find out. However, in the case where v < C, orv? < Kr3/M,
we obtain the following nonlinear dynamic equation of ¢, (x, t) and ¢_(x, t):

. 0’ ou
=W, = 4S°05 = )P+ 45’6105 50+ ~8Uo ~ §i50)S 05 @, (13323)

. 0 ou
~ 1 =4S (J5 - &)p_ - 45255”(2)@47— - 8(1Jo - £1&)S°r P (13.3.24)

Adding equation (13.3.23) to equation (13.3.24) and substituting equation (13.3.19) into
them, we finally get

@it — AoPrx — Bo® — Colpl’p = 0, (13.3.25)
where

4£§Szr(2)
= >
hz

0 Co- 161,13 Uo )y - &0&1)
L rE M) (13.3.26)

1
By = =5 [45°5 ~ &) ~ 85°1oUo) ~ o C].

Ag

Very clearly, equation (13.3.25) is a ¢*-equation, instead of the nonlinear Schro-
dinger equation, but it is still the same with the dynamic equation (11.2.6) in nonlinear
quantum mechanics [223, 225, 229, 237, 238]. Obviously, this is due to the interaction
between the magnons or the coupling effect between the double sublattices in the anti-
ferromagnets, although the motion of the magnons in a single ferromagnetic chain is
described by a nonlinear Schrédinger equation in equation (13.1.1), which also appears
in the case of a single ferromagnetic chain as mentioned above. However, in the anti-
ferromagnets, the features of the magnons are still described as a soliton because the
¢"*-equation is a representation or result of the nonlinear Schrédinger equation in the
relativistic case [223, 225, 229, 237, 238]. Therefore, they share some features. In order
to verify this point, we now find the soliton solutions of equation (13.3.25).

We can prove that, for the anti-ferromagnet magnetized along the z-direction, the
magnon-phonon coupling in this direction plays an important part in forming a lo-
calized soliton. As a first step, we take equation (13.3.25) [55, 116, 212, 217, 219, 224, 254]
and assume

¢ = f(x - vt) expli(k'x — wt)]. (13.3.27)
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Inserting this into equation (13.3.25) [55, 212, 216-219, 254], we have

2
K'Ay=vw, (V- Ao)ﬂ +(By +AgK'? — w?))f’ = 0.

dg?
After integration, this becomes
2
<ﬂ> ___Go . f4+BoA0+w2(A02—V0)f2:0,
dg 2(Ap - v4) Ap(Ag —v?)

where Pang [217, 219] has set the integration constant equal to zero because of the
boundary conditions. Integrating once more, we arrive at

felo)r Cof? 2 2 72
X = —(f7 - df + constant, (13.3.28)
jf(o,t)) [Z(Ao - Vz)(f0 Rl
where
2 2 2 ,
fO = A_C2 [BOAO + W (AO - Vo)], K = V(U/AO
0*0

In the case where w® < (AgBy)/(Ag - v?), there are nontopological bell-type soli-
ton solutions for equation (13.3.25) if the requirements C,/(4, - v?) > 0 and fg >0
are satisfied. In other words, if J, > &, and at the same time either JoJ; > &é&, v <
min[/K/mry, 28,Sro/h] ot JoJ; < &&;, 26,Soro < B < v < +[K/mry, then its normalized
solitary wave is

To X -Vt ik x-wt)
Q= sec h( >e , (13.3.29)
2W, W,
where
KoV o 4(Ag - V°) 2= AoBo d*A0Ch
A, Coro Ay —-v?2  16(4, - v2)?’

where v is the velocity of the soliton.

Equation (13.3.29) indicates clearly that the magnon in an anti-ferromagnet moves
as a bell-type soliton; its outline and features are the same as those described by the
nonlinear Schrédinger equation in equation (13.1.31) or equation (13.1.1). It is clear that
the magnon is still a soliton in nonlinear anti-ferromagnetic systems, as its essence
and basic features have not changed, even though it satisfies the (p4-equation in non-
linear quantum mechanics [223, 225, 229, 237, 238] because the nonlinear interactions
in the anti-ferromagnets are still due to the magnon—-phonon or magnon—-magnon in-
teractions. Therefore, the nonlinear nature of magnons does not change in the anti-
ferromagnets.
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However, if and v? - Ay > 0,ie., Cy/(4y - v?) > 0, equation (13.3.23) also has
another topological soliton solution, which is denoted by

To X -Vt ik x-wt)
= tanh . 13.3.30
?=13 S an < : )e (13.3.30)

At the same time, it can be seen from equation (13.3.26) that C, = 0 and B, = 0
because J, = &, J; = & in the isotropic anti-ferromagnets, so there is no solution to
equation (13.3.25) in this case.

It can be seen from the above conditions that localized solitons can be excited
by the nonlinear magnon-phonon coupling only for the magnetic anti-ferromagnet
axis. To the best of our knowledge, this has never been observed before and no par-
allel observations have been made in ferromagnets. In the case being discussed, the
coupling of the longitudinal lattice oscillations with the magnons, which results in a
nonlinear interaction, causes a remarkable change in the transverse exchange integral
of the anti-ferromagnet. It is the nonlinear interaction caused by the coupling that is
vital for the formation of the soliton. In this case, the velocity of the soliton satisfies

v < min[+K/mr, 2§,Srq /h].

13.3.2 Properties of motion of solitons under the action of magnon-magnon
interactions

We have so far only considered the collective excitation caused by magnon—phonon
interactions. In fact, when the magnon—-magnon interactions in a system become too
strong to be neglected, a new nonlinear interaction source will contribute to the col-
lective excitation in anti-ferromagnetic systems. The formation process and the prop-
erties of these collective excitations will change accordingly if this interaction is taken
into consideration. The Hamiltonian of the system in this case is still given by equation
(13.3.1), but the interaction term now includes direct interactions between neighbor-
ing magnons and other two-magnon effects, such as influences of a magnon on the
transfer of other magnons and on magnon “resonance.”

Pang [84, 201, 211, 215, 218, 234, 236] employed the following quasi-average field
approximation to treat the effects of the anomalous correlation terms in equation
(13.3.1) on the soliton formation and the quasi-particle energy in the collective excita-
tion [219]:

a;ananb;ﬂs = <a;an>anb;+6 + <anb;+6>a;an - <a;an> <anb;+6>’

+ ¥ + +
anananbn+6 = <anan>anan+6’

Then the Hamiltonian of the system (13.3.1) becomes

A A B B
H=E;+ Sz Z]n,mﬁa;an +S Z Z]j,j+6b;bn
n.g j 6
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M= :[\cjj:u
oM oM

(fn,n+6 - ’1n,n+6)(anb;+6 + a;bnﬂi)

+
N | —

| =
95}

(‘fn,n+6 - rln,n+6)(anbn+6 + a;b;ﬂs)

+

]n,n+6(<a;an>b;+6bn+6 + <b;+6bn+6>a;an)

:[\|4:t> N
M= oM 5

M=

({n n+é — nn,n+6)[(<a;an> + <b;+6bn+6>)(anb;+6 + a;bnﬂﬁ)

oolr—‘

+

S+ o>

—~

<anb +6> + <a;bn+5>)(a;an + b;+5bn+6)]

({n n+é 1 1n, n+6)[(<a an> <bn+5bn+6>)(a bn+6 + an n+6)] (13'3'31)

|~

:Mib
o;MD>

where

A A
EO =T+V _]ONSZ + Z z]n,n+6<a;an><b2+6bn+6>
n.é

OO|H
=M=

A
z(é‘n,n+5 - nn,n+6)[(<a;an> + <b;+5bn+5>)(anb;+6 + a;bnﬂﬁ)]- (13'3'32)
5

From the second quantum Hamiltonian in equation (13.3.32) and the same method
mentioned above, with the aid of Makhankov et al. [170, 172] and Pang’s method [201,
211, 216-219], we obtain the following equations of motion for the operators as and by
in the Heisenberg representation:

_ oa; by
lhg = [af,H], lh— [bf; ]

Then, using the Schrédinger probability amplitude defined by equation (13.3.6),
we have

Por = (PO|aslp)) = ags /% @ = (P(O)|bFlp(0)) = /A%,

from which we finally derive the following nonlinear equation for ¢, and @:
thpar =S z]ff+5<Paf +S/2 Z(fffm — N +6)Ppjs(t) +5/2 Z(£ﬁ+6 + N4745)Phjv6
] ] ]
1
D 3 Y Eris — o) (19 + 10p151)Pbr15
6 5

2« 2
+1Parl Pppis + 10ar| P

1 *
“3 Y Epeo + g8 (0o + 9pp161°)0pp6- (13.3.33)
5
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Interchanging the symbols a and b in equation (13.3.31), we get the corresponding
equation for ¢,;. We then proceed to the continuum limit as before, dropping the terms
with higher than third derivatives and taking into account the symmetry of sublattices
A and B and the distribution characteristics mentioned above, to approximate ¢¢(t) =

Pap(t) + Ppe(t) as

2 2

s " 1 0 . 1 0
th = 2JoSe + (§o = Mo)Se™ + S(&p — Mol + 55"(2)(50 + ’10)@4’ + ESr(Z)(.{O - ﬂo)ﬁfp

0 ou
— @1+ &~ St S0~ (G - MSTo S5 (211 + (o ~ no)/Bllg L
~v(& +no)lple”, (13.3.34)

where the subscript of the function in equation (13.3.32) has been dropped and a
parameter v has been introduced, which equals 1/16 in the case studied. Equation
(13.3.34) differs from equation (13.3.13) only by an additional term and the disper-
sion effects being neglected. There will be no correlation between magnon—-magnon
interactions and magnon-phonon interactions and they become two independent
nonlinear interaction sources. Meanwhile, equation (13.3.15) still expresses the lattice
oscillations. Therefore, we can solve problems of this type by combining equation
(13.3.19) with equation (13.3.34).

It can be proved that there is still no soliton solution for isotropic anti-ferro-
magnets even if the interactions between magnons are taken into account. In the case
of isotropy, equation (13.3.34) becomes

y . > . du . .
i = 20oS(p + 9") +JoS155 50" = UiSro= (9 +9") - olg (9 - ve").

Its conjugation equation reads

2
—ihp* =2J,S(p + ) +]05r2 J

au % *
6539~ UiSro (9 +97) - Yolg (97 +vep).

Introducing ¢, (t) = @(t) + ¢* (t) and applying the same method mentioned above, we
obtain

) o
W = —4]052r(2)ﬁ(p - 815,51 - v)lglg. (13.3.35)

Comparing this with equation (13.3.25), we now have B, = 0 and only nonlinear terms
exist. Therefore, soliton solutions of a type similar to equation (13.3.25) cannot be
found for this equation [116, 201, 216-219, 224], thereby completing the proof. It can
then be concluded that, in the case of isotropic Heisenberg anti-ferromagnetic chains,
neither magnon—phonon interactions nor interactions between magnons can result
in a collective excitation of the type of nontopological solitons, which is similar to the
situation in isotropic ferromagnetic chains [178, 179].
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For anisotropic anti-ferromagnets, we also limit our discussion to the cases of the
magnetic axis (0z) and the magnetic plane (xOy), where equation (13.3.34) reduces to

2
i = oS0+ 2580" + 573 2" ~ ;ST 9~ 25070 50 ~ Zolplp V2oL
(13.3.36)
Again introducing @, (t) = ¢(t) + ¢*(t) and adopting the same method applied to
equations (13.3.21)-(13.3.23), we arrive at the following equation for ¢(x, t):

i 0 ou
=1 = 4(J - &)8%p ~ 48515 =50 ~ 8]y ~ §0§)STo5 ¢ = 813 ~V&)Slel .
(13.3.37)
Similar to the derivations of equations (13.3.4)-(13.3.6), we obtain

@it~ APy +Bp - g'lol’p = 0, (13.3.38)
where

A=A = 4S5 /1°, B =By = [45*(Jg — &)/1*] + 8(Jo); - S080Co 5 3 39)
g' = Co +8S(J -v*&)/H. )

Therefore, equation (13.3.38) has the same soliton solution as equation (13.3.25) or
equation (13.3.29). Simply replacing C,, A, and B, in equations (13.3.25) and (13.3.29)
by g, A, and B, respectively, we get the solutions. Therefore, taking into account
magnon-magnon interaction only changes the amplitude and velocity of the soliton
and does not alter the fundamental nature of the magnon solitons. The magnon—
magnon interactions enhance the effects of the nonlinear interactions and thereby
prompt the formation of more stable solitons. This is because g is always greater than
C, if the magnon solitons exist. Furthermore, J, > J; and &, > ¢;. We see that, in the
presence of magnon—-magnon interactions, they are the soliton solution of only the
type described in equations (13.3.25) or (13.3.29) in the velocity range of v < A. In this
case, we have

, AB riAg? AB 15 A

= - = - 852 - v2E))T’. 13.3.40
v A-v2 16(A-vY)? A-v? 16A—u2[g+ Jo-v&)l ( )

It was found that the nonlinear excitations of magnons can still be described by
equation (13.3.25) or equation (13.3.38). The only differences are the coefficients in
these equations. Therefore, the magnon solitons in nonlinear anti-ferromagnetic sys-
tems obey the laws of nonlinear quantum mechanics.

The above investigations indicate clearly that the properties of the magnons can
be described well by nonlinear quantum mechanics [223, 225, 229, 237, 238]. Magnons
can become solitons under the action of the nonlinear interactions. Then the magnons
have both a wave feature, a solitary wave or a spin wave, and a corpuscle feature, as
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a localized particle. The nonlinear interactions are generated by virtue of the inter-
action between moving magnons or between a moving magnon and phonon. These
interactions are always existent in the anti-ferromagnets, so the nature of the wave-
corpuscle features of the magnons cannot be changed, i.e., the wave-corpuscle feature
of the magnons is its inherent nature. Therefore, nonlinear quantum mechanics is a
suitable theory to describe the properties of magnons in anti-ferromagnets. Once the
magnon-magnon and magnon—phonon interactions are not considered, the magnon
has only a spin wave feature.

In practice, the above nonlinear interactions are always existent in all anti-
ferromagnets, but the generation mechanism of magnon—-phonon coupling and of
magnon-magnon interactions are different, although their effects on the nonlinear
interaction and the formation of solitons are the same [223, 225, 229, 237, 238]. In
the first place, the mechanism of localized nonlinear collective excitation (magnon
soliton) caused by the first type is the breaking of kinetic symmetry, that is, it is
caused by the interaction between the magnon and lattice oscillation. In a steady
state, the magnon soliton and the localized deformation, which depend on lattice os-
cillation, propagate together with the same speed along the anti-ferromagnetic chain.
The mechanism of excitation caused by the second type is the spontaneous breaking
of symmetry brought about by the magnon-magnon interactions in the single-axis
anisotropic anti-ferromagnet. Both mechanisms result in structural anisotropy and
collective excitation. As mentioned, once the two mechanisms cancel each other in
isotropic anti-ferromagnetic chains, no soliton can exist, as in the case for ferromag-
netic chains. This also indicates that soliton excitation of magnons in such systems
is determined by the anisotropy of the system. As long as the anisotropy exists in a
given system, the magnon—phonon coupling and nonlinear interactions between the
magnons will make the magnons “self-trapping” as a soliton in a range of dimen-
sion 2 Ws in the one-dimensional chains and a stable magnon soliton will propagate
along the anti-ferromagnetic chain. When the anisotropy changes, the amplitude, the
momentum, and the number of the solitons all change accordingly.

On the other hand, the formation of magnon solitons due to nonlinear interac-
tions in anisotropic anti-ferromagnetic chains leads to many interesting physical phe-
nomena. Indeed, anomalies have been observed in experiments. Attempts have been
made to explain them using the magnetic soliton model, even though analytical ex-
pressions in place of equations (13.3.11) and (13.3.12) have not been obtained. For more
detailed descriptions, the reader is referred to the work by Mikeska and Steiner [178,
179]. For example, Boucher et al. [35, 36] used the soliton concept to explain the phe-
nomenon of nuclear spin-lattice relaxation (NSLR) in an anti-ferromagnetic chain of
(CH;3),NMnCl;, even though a theoretical expression for magnetic solitons has not
been obtained. Through measurement, Boucher et al. obtained the ratio T; of NSLR
of ®N in the anti-ferromagnet, as a function of the external field H 2kAm™ < H <
80 kAm ') and temperature T (2K < T < 4.2K), and observed that T, ! diverged expo-
nentially with H/T at a certain temperature. With the analytical results for the soliton
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given above, we can explain the excitation and the behavior of the soliton in such
systems, which in turn validates the correctness of the above theory.

We now find the specific heat of the anti-ferromagnets, at which the temperature
effect of the system should be considered. The inner energy of the magnon excited in
the anti-ferromagnetic systems can be represented [28, 155] by

UT) = Y (agay) phwy + Y (byby) phwy = 2 hwy/[exp(hw,/KpT)].  (13.3.41)
k k k

In the cubic crystal system, we can approximately represent the frequency of the
magnon, which is directly proportional to its wavevector k, so its dispersion relation
can approximately be denoted by hw = 8hS(]§ - vfé)kro, by equation (13.3.40) in the
long wave approximation of kr, <« 1, which is the same as that of the acoustical
phonon in the same systems. We assume the anti-ferromagnet is a bcc crystal which
is composed of two mutually penetrating simple cubic sublattices, in which the side
length of each sublattice is denoted by a. When Aw;, > KzT, the following relation
[27, 28, 155] can be obtained:

U(T) =

Nry ([ hwk*dk
83 Jo [exp(hwy/KgT) - 1]
. 2N(KgD)* o0

- 2m2[8Sh(J? - vE))3 J

Cle™ +e ™+ ]dx. (13.3.42)
0

Thus, we obtain the specific heat in the form of

oU(T) 13,71K; , ;
C,= = KgT KgT) . 13.3.43

This result is basically consistent with the experimental data.

It should also be pointed out that the effects of external fields are not included in
our discussion. If any such field is present and it is in the direction along the easy
magnetic axis, then its effect, due to the opposite magnetization directions of the
two sublattices, will be equivalent to a periodic external field of period 2r, which
will strengthen the discreteness of the lattice and thus invalidates the continuum ap-
proximation. However, if the direction of the external field is perpendicular to the
anti-ferromagnetic spin direction, the continuum approximation will still be valid. For
this reason, earlier experimental and theoretical studies were concentrated mainly on
transverse fields, rather than longitudinal fields.

13.3.3 The nonlinear properties of magnons in different anti-ferromagnetic systems

Xu and Pang [55, 254-257] further studied nonlinear excitations and properties of
magnons in anti-ferromagnetic molecular crystals, such as Ni(C,HgN,),-NO,(CIO,)
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(NENP) and Ni(C3H;(N,),NO,(CIO,) (NINO), using the above model and method. Their
molecular structure is represented in Figure 13.1, where NENP’s space group is Pn2;,
and NINO’s space group belongs to Pbn2,. The constant crystal structures have the
following dimensions: a = 15.223nm, b = 8.295nm, ¢ = 10.300 nm for NENP and
a = 15384 nm, b = 8.507 nm, ¢ = 10.590 nm for NINO. In two molecular crystals, their
molecular structures are all composed of Ni** ionic chains, which are arranged along
the c-axis, in which the distance between two Ni** ions is approximately 5.15nm in
each chain, but between two Ni** ions from different chains, the distance is approx-
imately 8.295 nm, as shown in Figure 13.1. There are many nonmagnetic perchlorate
anions between the two chains and the Ni?* ions are related with a nitrogen atom and
an oxygen atom by means of covalent bonds formed by the nitrite base in the same
chain.

z NENP NINO

Figure 13.1: Molecular structures of NENP and NINO crystals.

The localized crystal structure of the Ni** ions is a distorted octahedron. Its funda-
mental surface is perpendicular to the c-axis and has the space group Pn2,,. There is
also an inversion center in point near arranged along he c-axis, the ions chains com-
pounds, the distance between two Ni?" ions is approximately the size of one Ni** ion.
This structure has Ni** jons forming two magnetic tracks, one of which has a high
spin state with S = 1. The octahedron configuration also makes Ni?* ions form two
magnetic tracks. One has d,, symmetry in the fundament surface, the other has d%
symmetry along the axis of the chain. There is also the strong superposition of the
magnetic tracks of d% due to the influence of nitrite bases along the chain axis. These
structural properties predict that the Ni** jons in one chain form anti-ferromagnetic-
like interactions because of very weak interactions. Renard et al. [54, 262] discovered
that the rate of the interactions between the chains relative to that in one chain is
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about 4 x 107, Therefore, NENP and NIPO are good anisotropic anti-ferromagnetic
chains for the Heisenberg model. Its Hamiltonian [308] is of the following form:

2 2 2
H=T+V+2) JunSaSiy +2) &m(SySy +SyShy) +2D Y (S5)” +2E Y [(Sy)” - ()],
nm nm n n

where D and E are the anisotropic energies of single ions and J,,, is the interaction
energy of spin ions in one chain.

We studied [35, 36, 307-309] the properties of magnons in anti-ferromagnetic
molecular crystals with order parameter conservation (OPCAFMs), such as the mag-
netic compound CeAs, which was first investigated by Bose [32-34], in which the
Hamiltonian is

Hpose = Z]nmsisfn - % Z Anm(s;;s:;l + S;S;n) -h Z Sfl'
nm nm n
For an OPCAFM which contains the magnon—phonon interaction, we gave its
Hamiltonian for nonlinear collective excitation by
H=T+V+) JunSiSe - % D (SySm+SpSp)—hY Si+h) So.
nm nm n m
On the other hand, we [307-311] researched the properties of magnons and the
motion rules in double ferromagnetic anti-ferromagnetic interactions, such as CsNiF;
as one-dimensional Heisenberg anti-ferromagnet. CsNiF; has, in fact, a hexagonal
crystal structure [142], with P63/mmc and an MMC crystal structure. Its lattice con-
stants are a = b = 62.1nm and ¢ = 52nm. In this structure, the public face of
the octahedron is composed of NF6, which is homogeneously arranged along the
c-axis, with the chains separated by the Cs ions. The coupling interaction between
the Ni** ions along the c-axis possesses the ferromagnetic feature, but we find an
anti-ferromagnetic feature along the a and b chains [144, 168, 261]. Therefore, we
think that CsNiF; is a ferromagnet with two chains and a chain-chain interaction. In
such a case, its Hamiltonian is represented by

2
H= _]1 ZSZH Zn+6 _]1 z SBnSBn+6 +]2 ZSAnan +D Z( fln) +D Z(Bn)z'
né né n . n

We used the above methods to obtain the dynamic equations of these magnons
from the above Hamiltonians for these anti-ferromagnetic systems. These results indi-
cate these dynamic equations are all similar to equation (13.3.25) or (13.3.38). Their dif-
ferences are only distinctions of the parameters and coefficients. This indicates clearly
that the nonlinear interactions in these systems are still due to the interactions be-
tween the moving magnons and phonons or between the moving magnons. Therefore,
the properties and motion rules of the magnons also have the wave-corpuscle duality,
so they can still be described by nonlinear quantum mechanics.
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