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Preface

Controllability, i.e., the ability of a system to be transmitted from
a given initial state to a required terminal state by an admissible con-
trol within a finite time, is one of the most crucial characteristics of
control systems. Controllability is of two main types: exact and ap-
proximate. The choice depends on how precisely the required terminal
state is implemented. The existence of powerful computers and efficient
numerical tools for linear and nonlinear equations allows the exact or
approximate controllability analysis to be carried out numerically even
for extremely complicated systems. Such analysis can bring with it a
burdensome computational cost. However, in some special cases a sim-
plifying step can considerably speed up the analysis. Such a step, for
example, could be the determination of explicit dependence between
state and control functions, i.e., a solution of the state constraints.
While this is to some extent possible for linear systems, for nonlinear
systems it is much more complicated.

The main motivation behind presenting our work to a wider sci-
entific community is to illustrate how efficiently the Green’s function
method can be applied in controllability analysis of both linear and
nonlinear dynamic systems and possibly initiate new studies in this di-
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rection. We illustrate this idea by a basic analysis of a few typical ex-
amples. Even though the examples were picked intuitively rather than
systematically, they include some of the common issues which usually
make the controllability analysis complicated: coordinate dependent
material characteristics, unbounded domains, uncertainty in internal
or external parameters, higher dimensions, specific non-linearities, etc.
We also address the problem of determination of resolving control func-
tions in an explicit form, which speeds up the controllability analysis
further.

Generally speaking, due to, for example, modeling inaccuracies, ran-
dom issues, uncertainties, etc., even by means of highly precise produc-
tion technologies it is practically impossible to implement the desired
state exactly. The terminal state implemented by the “best” choice of
admissible control is more often “sufficiently” close to the desired state,
rather than coinciding with it exactly. That is the motivation behind
paying the most attention specifically to the approximate controlla-
bility. Nevertheless, possibilities of exact implementation of required
states are shown as well.

In order to make the reading more engaging, the book is completely
free of rigorous mathematical statements such as lemmas, propositions,
theorems, as well as redundant long proofs, which can be found in the
cited references. The focus is concentrated on the ways the developed
approach can be applied in dealing with particular control problems.
Thus, the book is mostly intended for researchers who are focused on
the applications of control, as well as for engineers attempting to apply
control techniques in their practice. It can also be useful for postgrad-
uate students in mechanics, physics, engineering, applied mathematics,
etc.

xviii
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PREFACE

Even though we study the controllability of linear and nonlinear dif-
ferential equations arising in many applied areas of science, including
physics, production, mechanical, aerospace, civil and chemical engineer-
ing, hydrodynamics, information processing and transfer, communica-
tions, etc., we refrain from giving specific recommendations regarding
particular real-life objects, processes or phenomena. The reason is very
simple: we stand on mathematical ground and look at all those sys-
tems from a mathematical viewpoint. Nevertheless, we hope that the
book will capture the interest of applied scientists towards the approach
which will lead to its real-life implementations.

Ara S. Avetisyan
Asatur Zh. Khurshudyan
Yerevan, Shanghai, 2018

xix
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1

Introduction

“Everything must be made as simple as possible. But not
simpler.”

– Albert Einstein

This introductory chapter begins by laying out the main concepts
and problems the book is dealing with (Section 1.1), and then proceeds
to the mathematical foundations of the solution technique including
the description of the Green’s function method for both linear and
nonlinear systems (Sections 1.2 and 1.3). The technique itself is then
described in detail in Section 1.4. The goal for the chapter is to set out
the issues in an understandable manner for researchers without special
mathematical training (especially for engineers and applied scientists)
so it is bereft of mathematical formalism.

All the notations that are not common or well-known are explained
within the text directly after being used.
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1. INTRODUCTION

1.1 Controllability

The majority of dynamic systems, e.g., vehicles, aircrafts, robots,
production equipment, financial and biological processes, etc., are some-
how controlled by a predetermined program or influence often referred
to as control programs or simply controls. Controls are designed and
implemented by special controllers attached to the system. Controllers
have limited capabilities, so that restrained types of controls can be
elaborated. Controls that a controller is able to use in design are often
referred to as admissible controls.

Dynamic systems may need to be controlled for a variety of different
purposes. Put simply, the aim of a control is to provide a stable tran-
sition of a dynamic system from a given state to a required terminal
one within a fixed amount of time. Additional requirements, such as
constraints on the state at intermediate time instants, constraints on
control, mixed constraints, etc., may be considered as well. For a given
system, situations may occur such that, even for a fixed range of system
parameters, prescribed initial and terminal states, and a fixed control
time, it is impossible to develop an admissible control providing the
desired state transition. That is why before exploiting control systems,
an overall examination of the ability to accommodate the desired state
in the required time by means of attached controllers is carried out.
This property is called controllability.

There are two main types of controllability—exact and approxi-
mate. A system is called exactly controllable if by a specific choice of
admissible controls it can be transitioned from a given state to a re-
quired state exactly in a finite amount of time. There is a huge body
of references devoted to the development of methods of exact control-
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lability analysis and to the establishment of exact controllability for
particular types of dynamic systems. For general introduction into the
subject, the reader is referred to [1–28] and references therein.

1.1.1 Exact Controllability

Consider the mathematical interpretation of controllability. Let the
state of a dynamic system be characterized by a vector-function w :
Rk × Rn × R+ → Rm, k, n,m ∈ N, satisfying the state equations of
the system and possibly some other constraints such as boundary and
initial conditions, intermediate state constraints, etc. In what follows,
the system of such constraints on w is referred to as state constraints.

The simplest problem of control now can be formulated as follows.
By appropriate choice of the control vector u : R+ → Rk, being chosen
from a given set of admissible controls, denoted here by U , the system
is required to achieve the given terminal state wT : Rn → Rm within
a required finite time T > 0. The controllability of the system is
verified by evaluating the mismatch of the desired state and the state
implemented by a specific choice of u ∈ U , i.e., the residue

RT (u) = ||w (u,x, T )−wT (x)||W . (1.1)

Here the subscript T at the residue is a short form of denoting the
obvious dependence R = R (·, T ).

The choice of the norm in (1.1) usually depends on the regularity of
external influences, the consistency of boundary and initial data, etc.
Very often L1, L2 and L∞ norms are considered, given by

RT (u) =
∫

Ω
|w (u,x, T )−wT (x)|dx,

3
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RT (u) =
[∫

Ω
|w (u,x, T )−wT (x)|2 dx

] 1
2

,

RT (u) = sup
x∈Ω
|w (u,x, T )−wT (x)| ,

respectively. Here |·| denotes the Euclidean norm.

Then, the system is called exactly controllable if there exists u ∈ U
such that at a prescribed instant T ,

RT (u) = 0. (1.2)

Note also that (1.1) is the simplest expression for the residue. More
complicated forms of (1.1) are usually considered in applied problems.
For example, if the aim of a control is the implementation of the ter-
minal condition

T [w] = wT in Ω

at the instant t = T , then the residue (1.1) takes the form

RT (u) = ||T [w] (u,x)−wT (x)||W .

In many dynamic control problems, especially in those arising in en-
gineering (e.g. motion ceasing, vibration suspension, material heating,
etc.) the case of wT ≡ 0, i.e., transmitting the system to the equilib-
rium state, is the primary consideration. If a corresponding admissible
control exists, then the system is usually referred to as null-controllable
(sometimes null-exact-controllable).

Remark 1.1. It is noteworthy that for linear systems the null-control-
lability is equivalent to the ordinary exact controllability in the sense

4
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that the function

w̃ (u,x, t) = w (u,x, t)−wT (x)

satisfies the same state equation as w but with a different right-hand
side and a homogeneous terminal condition. Moreover, in the case of
consistent boundary, initial, and terminal data, the form of boundary
and initial conditions are preserved.

1.1.2 Approximate Controllability

Nevertheless, depending on controller capabilities, it may turn out
that for any given initial state an admissible control providing the de-
sired state in a given time does not exist, i.e., the control system is
not exactly controllable. The lack of exact controllability may occur
because of many reasons [29–42], such as topology [30], unreachable ter-
minal states, error in the approximation of the solution, unboundedness
of the domain [33], uncertainty in internal or external parameters [35],
type of boundary condition [42], etc. In other words, lack of controlla-
bility means that, for prescribed initial and terminal states and a fixed
control time T , the equality (1.2) does not hold exactly for any u ∈ U ,
i.e., the residue

RT (u) > 0 on U .

Usually, by extending the set of admissible controls, e.g., comple-
menting it by sliding modes [43], a non-controllable system may become
controllable (see, for instance, [44–46] and references therein). On the
other hand, this extension may result in, for instance, instability of
the system. More specifically, it might happen that in order to ensure
exact controllability, it is necessary to complement the set of admissi-

5
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ble controls by impulsive impacts expressed by the Dirac function and
its derivatives. Being efficient in general, such controls can lead to a
discontinuity of the state function and may cause infinite growth in
the total energy of the system. That is why control systems are elabo-
rated only after a comprehensive theoretical analysis on simultaneous
controllability, stability, reliability, flexibility, etc.1.

It might also be the case that, even though (1.2) does not hold ex-
actly for prescribed initial and terminal states, and, given control time
T by any choice of the admissible control, at least for one admissible
control the implemented state is sufficiently close in the sense of the
distance in W to the given state, i.e., it is in a small ε-neighborhood
of the desired state (see Fig. 1.1). In other words,

RT (u) ≤ ε (1.3)

with required precision ε > 0. If for given inputs there exists an ap-
propriate admissible control then the system is called approximately
controllable.

Exact controllability implies approximate controllability since ex-
actly controllable systems are approximately controllable with arbi-
trarily small precision ε. However, the reverse is not correct. Thus,
the class of approximately controllable systems is wider than that of
exactly controllable systems, in the sense that on U inequality (1.3) is
satisfied more likely than equality (1.2). Moreover, the set of terminal
states that are reachable approximately is apparently much wider than
the set that are reachable exactly.

Evaluation and verification of (1.2) or (1.3) on U may be sophis-
ticated especially when U has a complex structure or when the state

1The full list of features depends on a particular system or its purpose of use.

6
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initial position
ε-neighbourhood

destinationexactly controllable

approximately controllable

Figure 1.1: Schematic presentation of exact and approximate control-
labilities

constraints have a complicated form and, in particular, are nonlinear.
Despite the amount of existing references, the derivation of easy-to-
verify criteria for exact and/or approximate controllability of a partic-
ular control system is still a very challenging and important problem
in modern control theory.

For further introductions to the concept, as well as existing math-
ematical approaches for providing (1.3), the reader is referred to [20,
47–55] and references therein. See also [56–62] for particular systems.

1.1.3 Choice of the Set of Admissible Controls

In practice, the set of admissible controls for a particular system
consists of programs that the attached controller is able to design and

7
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implement. However, in dealing with theoretical models, this set is
usually allowed to include a wide class of functions2. On one hand, this
allows exploration of new opportunities leading to an improvement of
the control system under study and accordingly an enrichment of the
controller capability; on the other hand, it makes the theoretical study
much more sophisticated.

Because of this, the set of admissible controls is chosen in such
a way that the solution of the state constraints exists in W and is
unique, so that RT is well defined. Depending on specific requirements
on w, the admissible controls may be restricted by some additional
constraints, such as sign-constantness, boundedness, differentiability
up to a required order, specific decay rate, etc.

In many applications, largely arising from engineering, the aim of
the control is not just to implement a required terminal state at a given
instant T , but rather to ensure that in all consequent instances t > T

the state of the system will continue to be stably close to the achieved
one. Such requirements are appropriate in motion control, structural
heating, material forming, vibration suspension, damage healing, elec-
tromagnetic radiation, etc. In such cases, when the desired terminal
state is achieved, the controller stops elaborating controls. In other
words, admissible controls operate within the interval [0, T ] and

u ≡ 0 as t > T.

Mathematically this fact is expressed as

supp (u) ⊆ [0, T ] , (1.4)
2In particular, U can contain all bounded, continuous or even measurable func-

tions. Moreover, in some exceptional cases, U can be complemented by switching
regimes and sliding modes.

8
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where supp (u) denotes the support of u. Functions with (1.4) are
called compactly supported. The idea of compactly supported control
was introduced in the pioneering work [63] and was developed further
in [66–71]. In what follows it is always assumed that admissible controls
are compactly supported in [0, T ].

Then, in general, the set of admissible controls can be defined as

U = {u ∈ U, |u| ≤ ε, supp (u) ⊆ [0, T ] , o.p.c.}

with prescribed ε. Here o.p.c. means other possible constraints.
Other possible constraints that are imposed on admissible controls

may be derived in the case of boundary control. Such a constraint is
derived when a consistency between boundary and initial and terminal
data is required. The resulting constraints are discrete equalities given
at the instants t = 0 and t = T of the form

u (0) = u0, u (T ) = uT . (1.5)

They are usually considered as boundary conditions for admissible con-
trols. Then, U is complemented with (1.5).

Despite all possible constraints, depending on the inner structure
of U or Ub, the set U may still be too large, causing the verification of
(1.2) or (1.3) on it to be very computationally costly. However, if ad-
missible controls satisfying all possible constraints are found explicitly,
computational costs can be reduced.

1.1.4 Resolving Controls

Obviously, not all admissible controls ensure controllability. More-
over, as mentioned above, it might happen that there does not exist

9
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an admissible control ensuring exact or even approximate controllabil-
ity of a particular system at all. The admissible controls that provide
controllability in a given T are called resolving. The set of all resolving
controls is denoted by Ures. In general, Ures ( U . In this terminology,
the lack of controllability means that Ures = ∅.

In many problems, especially about approximate controllability, an
inequality type constraint of the form |u| ≤ ε̃ can be derived with an
estimated ε̃, which, in the case when ε̃ ≥ 0, is sufficient for approximate
controllability. In such cases, all admissible controls

u ∈ Ũres = {u ∈ U , |u| ≤ ε̃}

ensure the approximate controllability of the system.
Nevertheless, since the constraint is only a sufficient condition, then,

in general, Ũres ( Ures. In some exceptional cases it might happen that
ε̃ ≥ ε, so that U ⊆ Ũres, i.e., all admissible controls provide approxi-
mate controllability. On the other hand, when Ũres = ∅, for proper
controllability analysis the residue must be evaluated on the whole U
and (1.2) or (1.3) must be checked directly.

1.1.5 Methods of Finding Resolving Controls

The verification of (1.2) or (1.3) is enough only for establishing
whether a particular system is exactly or approximately controllable or
not. When dealing with real-life systems it is equally important to find
admissible controls providing either type of controllability explicitly,
which would significantly reduce computational costs.

There exist at least two ways for explicit representation of resolving
controls. The first way is to use some norm minimizing algorithm

10
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for the minimization of (1.1). As a general statement, the problem is
formulated as a constrained minimization problem

||w (u,x, T )−wT (x)||W −−−→u∈U
min,

where w is subjected to state constraints. Additional constraints on
the control, such as cost functional, equality type constraints like (1.5),
etc., can be considered as well. If the minimum is attained and is zero,
then

u = argmin ||w (u,x, T )−wT (x)||W ∈ U

provides exact controllability of the system at T . If the minimum is
attained and is not equal to zero but remains smaller than a required
precision ε then the system is approximately controllable at T with
precision ε.

Several efficient numerical tools exist for norm minimization includ-
ing fast gradient methods, the momentum method, nonlinear program-
ming, etc., and their modifications (see, for instance, [72–74]). The
norm minimization approach has an advantage that besides explicit
representation for minimizers, in cases when (1.2) does not hold, it is
possible to identify how precisely (1.3) does hold. Nevertheless, the ap-
proach requires derivatives of RT and may require high computational
costs.

The second approach is based on the evaluation of the constraint

w (u,x, T )−wT (x) = 0 a.e. in Ω, (1.6)

which is equivalent to (1.2). If w is determined from the state con-
straints explicitly then the set of the resolving controls is defined as

11
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follows:
Ures = {u ∈ U , (1.6)} .

If (1.6) is luckily solved for u exactly then the resolving controls en-
sure exact controllability of the system. However, this only happens
in a very few special cases. In general, (1.6) is solved for u approx-
imately, providing controls that ensure approximate controllability of
the system.

Moreover, as a matter of fact, the resolving controls are not unique,
so that this approach allows one to consider problems of optimal choice,
i.e., problems of finding u ∈ Ures extremizing some cost functional
κ : U → R. Compared with the previous approach, in this case it is
not so costly once the set Ures is constructed. On the other hand, an
explicit solution of (1.6) can be difficult, especially for nonlinear state
constraints, large n and m, etc.

The main disadvantage of the approach is in the difficulty of deriving
the explicit form of the state function w. Nevertheless, since there exist
handbooks like [75, 76] containing exact solutions to many nonlinear
differential equations, this approach can still be applied for the analysis
of various systems arising in mechanics and physics.

Apparently, the explicit representation of resolving controls strongly
depends on the solvability of the constraints eventually obtained for
controls. Sometimes, it is easier and more efficient to heuristically
choose admissible controls which contain a set of free parameters that
satisfy some of the constraints. The remaining part of the constraints
can be satisfied by appropriate choice of the free parameters (see Sec-
tion 2.3 below for details). If such a representation is derived, then the
controllability analysis will be greatly simplified.

12

 EBSCOhost - printed on 2/14/2023 8:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



1. INTRODUCTION

1.2 The Green’s Function Method for Lin-
ear Systems

Enormous technological progress over the last century has lead to
the design of new machines and equipment with impressive features.
This has also provided opportunities for a significant improvement of
existing equipment. A very important step in the pathway from design
to production of such machines is theoretical modeling. The develop-
ment of theoretical modeling tools have had to increase in coverage in
order to match the complementary increase in sophistication of pro-
duction requirements.

Theoretical models use some idealized hypotheses and specific con-
structions which allow one to reproduce the main functions of the mod-
eled system. Depending on how precise those structures and hypotheses
express the real system, the model is considered to be acceptable for
specific purposes (or not). After deriving the theoretical model, some
constitutive relations between the characteristics of the system being
studied are used to derive its mathematical model.

Mathematical models usually provide algebraic, functional, differ-
ential, difference, integral, or mixed types of constraints, consisting
of relations between the system’s internal and external characteristics.
Those constraints contain equations, inequalities, inclusions, and their
coupled systems. The model is usually complemented by some addi-
tional constraints needed to detach a specific solution and make the
complete system of constraints consistent3. Then, the mathematical
model provides a necessary base for the quantitative and qualitative

3For example, if the mathematical model consists of differential equations, then
those constraints are Cauchy and/or boundary conditions.
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analysis of the theoretical model, allowing the ability to explore the
specific issues for which the system is modeled.

Two main kind of methods exist for analyzing mathematical models:
exact and approximate, depending on what type of calculations they
involve. Commonly speaking, exact methods are more preferable, since
they provide complete description of the dependence between unknown
and known quantities. Nevertheless, such methods are only applicable
to a very restricted classes of models. Therefore, approximate methods
are used more often.

The choice of a specific method of analysis depends first of all on
the type of functional description provided by the mathematical model.
Specifically, it depends on the aims and required accuracy of the anal-
ysis. In particular, if the required accuracy is not very high, a rough
approximation may be used to reduce computational costs. Conversely,
higher accuracy can often require enormous computational costs, and
the model analysis is likewise time consuming.

The complexity of the mathematical model plays a crucial role in
deciding how one analyzes a particular model. The simplest mathe-
matical models are those providing linear constraints, also referred to
as linear models. The corresponding analysis is called linear analysis.
Even though they only allow the ability to capture the basic character
of the system, linear models are easier to analyze. This analysis is facil-
itated by the presence of various well-developed mathematical methods
for both rigorous and approximate analysis of linear models4.

The mathematical model of most linear dynamic systems as a rule

4There exists a huge body of references devoted to linear analysis. In what follows
only models described by differential equations are considered. Some very well
known and commonly used methods for differential equations are listed in [77, 78].
See also the references therein.
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consists of initial-boundary value problems for differential equations.
Among well-known methods for linear non-homogeneous differential
equations is the method of using the Green’s function. There is a huge
body of references on the theory and applications of the method. The
reader is referred to [77–92] and references therein, which is not even
close to being a full list of references on the subject. Nevertheless,
they contain all the necessary details needed for applying the Green’s
function technique to the analysis of linear systems.

The concept of the Green’s function, which since its invention has
led to an abundance of very important results in physics and engineer-
ing, dates back to George Green [93], who used it as an auxiliary tool to
determine electric fields against an electrostatic background. The main
advantage of this approach is that it allows one to establish a closed
form dependence of unknown quantities against all internal and exter-
nal parameters of the system, thus making the linear analysis much
easier.

In order to illustrate the use of the Green’s function in the analysis
of linear models, let the mathematical model of a dynamic system be
described by the following abstract differential equation:

D [w] = f (x, t) in Ω× R+, (1.7)

where Ω ⊆ Rn is the domain of the system5, D : W → F is a linear
differential operator, and the vector f : Rn × R+ → Rm represents
the resultant of all external signals or influences interacting with the
system.

5Ω can be bounded or unbounded.
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Boundary and initial conditions are also assumed to be prescribed6:

B [w] = wb (t) in ∂Ω× R+, (1.8)

I [w] = w0 (x) in Ω× {0}. (1.9)

Here B : W → Ub and I : W → W are linear operators, and the
vector-functions wb : R+ → Rm and w0 : Rn → Rm are given. It
is assumed that f , wb, and w0 satisfy the existence and uniqueness
conditions of a solution w ∈W.

In particular problems, it is often easier to operate with homoge-
neous initial and boundary conditions. It turns out that by introducing
a new state function, it is always possible to include the boundary and
initial data into the right-hand side of (1.7). To this end distributions
are usually involved as well as the filtering property of the Dirac delta
function, provided that∫

Ω
Be [w] (x, t) δ (x− xb) dx = wb (t) in R+ for all xb ∈ ∂Ω

and ∫ t

0
Ie [w] (x, t) δ (t) dt = w0 (x) in Ω

are taken into account. Here Be [·] and Ie [·] are the extensions of the
operators B [·] and I [·] to Ω× R+, respectively.

Then, as a result of algebraic transformations, (1.7)-(1.9) are re-
duced to

D [w̃] = f (x, t) + gb (wb) + gi (w0) in Ω× R+, (1.10)

6If Ω is unbounded, instead of boundary conditions, growth conditions on w at
infinity are usually prescribed.
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B [w̃] = 0 in ∂Ω× R+, (1.11)

I [w̃] = 0 in Ω× {0}, (1.12)

where w̃ is the new state function.
The explicit form of gb and gi depends on the form of the operators

D, B, and I, and contains the Dirac function and its derivatives7. Since
these operators are linear, then gb is linear in wb and gi is linear in
w0, i.e.,

gb (wb) = gb0 (x)wb (t) , gi (w0) = gi0 (t)w0 (x) . (1.13)

Precisely, they are the functions gb0 and gi0 that contain the Dirac
function and its derivatives.

Then, the solution to the initial-boundary value problem

D [G] = δ (x− ξ) δ (t− τ) in Ω× R+, (1.14)

B [G] = 0 in ∂Ω× R+, (1.15)

I [G] = 0 in Ω× {0}, (1.16)

G (x, ξ, t, τ), is called the Green’s function of the system (1.10)-(1.12).
There are different approaches for the derivation of the general so-

lution of (1.14)-(1.16). In general, any G satisfying (1.14)-(1.16) is a
distribution rather than a proper function. That is the main reason that
G is usually sought by methods suitable for distributions. Among such
methods are the method of integral transforms, the Fourier method
of variable separation, the method of eigenvalue expansion, etc. The

7For particular forms and applications of such transformations see [64,65], and for
their applications in control and optimization see [46,66–71,94]. See also Subsection
1.2.1 below.
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choice of a particular method depends on, first of all, the domain Ω.
Particularly, when Ω is semi-infinite, then the Laplace integral trans-
form is usually used, while if it is infinite, the Fourier integral transform
is more suitable. The separation of variables and the eigenvalue expan-
sion are often applied when Ω is finite. In some exceptional cases a
special combination of those methods needs to be applied. For in-
stance, in dynamic problems the Laplace integral transform is applied
with respect to the time variable t. Further, if Ω is bounded, then
the method of variables separation can be involved. Otherwise, Fourier
transform can be applied. For a more thorough introduction into ex-
isting methods for the derivation of the Green’s function, see [85,88].

Assuming that the generalized solution of (1.14)-(1.16) is somehow
found, then the general solution of (1.10)-(1.12) is given by the Green’s
representation formula

w̃ (x, t) =
∫ t

0

∫
Ω
G (x, ξ, t, τ)f (ξ, τ) dξdτ+

+
∫ t

0

∫
Ω
G (x, ξ, t, τ) gb (wb (τ)) dξdτ+

+
∫ t

0

∫
Ω
G (x, ξ, t, τ) gi (w0 (ξ)) dξdτ in Ω× R+,

or, taking (1.13) into account,

w̃ (x, t) =
∫ t

0

∫
Ω
G (x, ξ, t, τ)f (ξ, τ) dξdτ+

+
∫ t

0

∫
Ω
G (x, ξ, t, τ) gb0 (ξ)wb (τ) dξdτ+

+
∫ t

0

∫
Ω
G (x, ξ, t, τ) gi0 (τ)w0 (ξ) dξdτ in Ω× R+.
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Thus, the solution to (1.10)-(1.12) is expressed in terms of the right-
hand side, boundary and initial data, and other system characteristics
included in G. It is now evident that, by means of the Green’s repre-
sentation formula, linear analysis becomes much simpler for different
expressions of external signals and influences, as well as boundary and
initial data. Moreover, this formula allows the exploration of new fea-
tures that may occur in the case of specific combinations of system
data.

Since the functions gb0 and gi0 are expressed in terms of distribu-
tions, then the integrals

Gb (x, t, τ) =
∫

Ω
G (x, ξ, t, τ) gb0 (ξ) dξ,

Gi (x, ξ, t) =
∫ t

0
G (x, ξ, t, τ) gi0 (τ) dτ

(1.17)

are eventually expressed in terms of the Green’s function and its deriva-
tives8, and the form of the Green’s formula

w̃ (x, t) =
∫ t

0

∫
Ω
G (x, ξ, t, τ)f (ξ, τ) dξdτ+

+
∫ t

0
Gb (x, t, τ)wb (τ) dτ+

+
∫

Ω
Gi (x, ξ, t)w0 (ξ) dξ in Ω× R+

(1.18)

becomes more convenient.
Note that the vector-functions f , wb, and w0 must be chosen in

such a way that the integrals in (1.18) are well defined, so that the
solution w̃ ∈W exists and is unique.

8See Subsection 1.2.1 below.
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1.2.1 Particular Cases

In order to be more illustrative, consider some particular cases9.
First, consider the one-dimensional ordinary differential equation

d2x

dt2
+ k2 · x = 0 in R+

describing the free vibrations of a spring with stiffness c = k2

m
and mass

m in linear approximation.

Assume that at the initial instant t = 0, the following Cauchy con-
ditions are given:

x (0) = x0, ẋ (0) = dx

dt

∣∣∣∣
t=0

= x1
0,

where x0 and x1
0 are given constants. Then, it is shown that the new

state function
x̃ (t) = θ (t− 0)x (t)

satisfies the non-homogeneous equation

d2x̃

dt2
+ k2 · x̃ = x0δ̇ (t) + x1

0δ (t) ,

with homogeneous Cauchy conditions

x̃ (0) = 0, ˙̃x (0) = 0.

9The aim of this section is to show how the boundary and initial data are in-
cluded into the right-hand side of the governing equation and how then the Green’s
formula (1.18) works for particular linear state constraints. Thus, the full derivation
procedure of the Green’s function, which can be found elsewhere, is skipped.
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Here the dot above the Dirac function means the first derivative in
terms of distributions, and t−0 in the argument of the Heaviside func-
tion denotes that the point t = 0 is approached from the right. It is
evident that in the sense of distributions

θ̇ (t− 0) = δ (t) .

After applying the Laplace transform, the Green’s function, i.e., the
solution of

d2G

dt2
+ k2 ·G = δ (t− τ) in R+,

G (0, τ) = 0, dG

dt

∣∣∣∣
t=0

= 0 for all τ ∈ R+

is derived as [78]

G (t, τ) = 1
k
θ (t− τ) sin [k (t− τ)] .

Note that this formula makes sense even in the limiting case k → 0.
Therefore, the transformation (1.13) becomes

gi
(
x0, x

1
0
)

= gi0 (t)
(
x0

x1
0

)
with gi0 (t) =

(
δ̇ (t) 0

0 δ (t)

)
,

and (1.17) results in

Gi11 (t) =
∫ t

0
G (t, τ) δ̇ (τ) dτ = −∂G (t, τ)

∂τ

∣∣∣∣
τ=0

=

= θ (t− 0) cos (kt) ,

Gi22 (t) =
∫ t

0
G (t, τ) δ (τ) dτ = G (t, 0) = 1

k
θ (t− 0) sin (kt) .
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Here it is taken into account that for any differentiable function f∫ t

0
f (t− τ) δ̇ (τ) dτ = −∂f (t− τ)

∂τ

∣∣∣∣
τ=0

,

and that in the sense of distributions

∂G (t, τ)
∂τ

= −1
k
δ (t− τ) sin [k (t− τ)]− θ (t− τ) cos [k (t− τ)] =

= −θ (t− τ) cos [k (t− τ)] .

Then,

x̃ (t) = x0Gi11 (t) + x1
0Gi22 (t) = θ (t− 0)

[
x0 cos (kt) + x1

0
k

sin (kt)
]
,

so that
x (t) = x0 cos (kt) + x1

0
k

sin (kt) in R+.

Consider the one-dimensional homogeneous heat equation in an in-
finite domain

∂Θ
∂t

= d
∂2Θ
∂x2 in R× R+

with the initial condition

Θ (x, 0) = Θ0 (x) in R.

Here Θ describes the temperature distribution in an infinite, sufficiently
thin rod, the material of which has the thermal diffusivity of d, and Θ0

is a prescribed function.

It is obvious that in this case the new state function

Θ̃ (x, t) = θ (t− 0) Θ (x, t)
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reduces the above Cauchy problem to the following one:

∂Θ̃
∂t

= d
∂2Θ̃
∂x2 + Θ0 (x) δ (t) ,

Θ̃ (x, 0) = 0.

The corresponding Green’s function is the solution of the Cauchy
problem

∂G

∂t
= d

∂2G

∂x2 + δ (x− ξ) δ (t− τ) in R× R+,

G = 0 in R.

The problem domain consists of both an infinite piece and a semi-
infinite piece. Therefore, the Fourier transform must be applied with
respect to x ∈ R coordinate, while for the time-variable t ∈ R+, the
Laplace transform is more suitable. Eventually, the Green’s function is
found to be

G (x, ξ, t, τ) = 1√
4πd (t− τ)

θ (t− τ) exp
[
− (x− ξ)2

4d (t− τ)

]
.

At this, the transformation (1.13) results in

gb (Θ0) = gb0 (t) Θ0 (x) with gb0 (t) = δ (t) ,

and (1.17) provides

Gi (x, ξ, t) = G (x, ξ, t, 0) = 1√
4πdt

θ (t− 0) exp
[
− (x− ξ)2

4dt

]
.
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Eventually, the general solution reads as

Θ̃ (x, t) =
∫ t

0

∫ ∞
−∞

G (x, ξ, t, τ) δ (τ) Θ0 (ξ) dξdτ =

=
∫ ∞
−∞

Gi (x, ξ, t) Θ0 (ξ) dξ =

= 1√
4πdt

θ (t− 0)
∫ ∞
−∞

Θ0 (ξ) exp
[
− (x− ξ)2

4dt

]
dξ,

so that

Θ (x, t) = 1√
4πdt

∫ ∞
−∞

Θ0 (ξ) exp
[
− (x− ξ)2

4dt

]
dξ in R× R+.

In the case of a one-dimensional homogeneous wave equation on the
semi-axis

∂2w

∂t2
= c2

∂2w

∂x2 in R+ × R+,

where c is the velocity of wave propagation, the boundary and initial
conditions

w (0, t) = wb (t) in R+,

w (x, 0) = w0 (x) , ∂w

∂t

∣∣∣∣
t=0

= w1
0 (x) in R+

are included into its right-hand side by the transformation

w̃ (x, t) = θ (t− 0) θ (x− 0)w (x, t) .

As a result, the wave equation transforms into

∂2w̃

∂t2
= c2

∂2w̃

∂x2 − c
2wb (t) δ′ (x) +

[
w0 (x) δ̇ (t) + w1

0 (x) δ (t)
]
.
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The Green’s function is derived by applying the Laplace transform
twice:

G (x, ξ, t, τ) = 1
2cθ (x− ξ) θ (t− τ) θ (c (t− τ)− |x− ξ|) .

In this case the transformation (1.13) results in

gb (wb) = gb0 (x)wb (t) with gb0 (x) = δ′ (x) ,

gi
(
w0, w

1
0
)

= gi0 (t)
(
w0

w1
0

)
with gi0 (t) =

(
δ̇ (t) 0

0 δ (t)

)
,

and (1.17) provides

Gb (x, ξ, t) = −c2
∫ ∞

0
G (x, ξ, t, τ) δ′ (ξ) dξ = c2

∂G (x, ξ, t, τ)
∂ξ

∣∣∣∣
ξ=0

,

Gi11 (x, ξ, t) =
∫ t

0
G (x, ξ, t, τ) δ (τ) dτ = G (x, ξ, t, 0) ,

Gi22 (x, ξ, t) =
∫ t

0
G (x, ξ, t, τ) δ̇ (τ) dτ = −∂G (x, ξ, t, τ)

∂τ

∣∣∣∣
τ=0

.

Eventually, the solution of the wave equations reads as

w̃ (x, t) =
∫ t

0
Gb (x, ξ, t)wb (τ) dτ+

+
∫ ∞

0

[
Gi11 (x, ξ, t)w1

0 (ξ)−Gi22 (x, ξ, t)w0 (ξ)
]

dξ.

Finally, consider the homogeneous two-dimensional plate equation

D∆∆w + ρh
∂2w

∂t2
= 0 in [0, l1]× [0, l2]× R+
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describing free transverse (bending) vibrations of sufficiently thin rect-
angular plates. Here ∆ is the two-dimensional Laplace operator, D
is the bending stiffness, ρ is the material density, and h is the small
constant thickness of the plate.

Let the plate be simply supported through all its edges so that the
boundary conditions are given as follows:

w = ∂2w

∂x2 = 0 at x = 0, l1 in [0, l2]× R+,

w = ∂2w

∂y2 = 0 at y = 0, l2 in [0, l1]× R+.

The following initial conditions are given:

w (x, y, 0) = w0 (x, y) , ∂w

∂t

∣∣∣∣
t=0

= w1
0 (x, y) in [0, l1]× [0, l2] ,

which are included into the right-hand side of the plate equation by the
transformation

w̃ (x, y, t) = θ (t− 0)w (x, y, t) .

If the boundary conditions were not homogeneous, then a similar trans-
form must be done with respect to x and y variables. Then, the plate
equation transforms into

D∆∆w̃ + ρh
∂2w̃

∂t2
= ρh

[
w0 (x, y) δ̇ (t) + w1

0 (x, y) δ (t)
]
.

The boundary conditions preserve their form, and the initial conditions
are transformed to

w̃ (x, y, 0) = 0, ∂w̃

∂t

∣∣∣∣
t=0

= 0.
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In this case, since the plate is finite, the separation of variables is
more appropriate, providing

G (x, ξ, y, η, t, τ) = 8
αl1l2

θ (t− τ)×

×
∞∑

n,m=1
ϕn (x)ϕn (ξ)φm (y)φm (η)ψnm (t) ,

where
ϕn (x) = sin

(
πn

l1
x

)
, φm (y) = sin

(
πm

l2
y

)
,

ψnm (t) = exp [−λmn (t− τ)] ,

λmn = α

[(
πn

l1

)2
+
(
πm

l2

)2
]
, α =

√
D

ρh
.

The transformation (1.13) then results in

gi
(
w0, w

1
0
)

= gi0 (t)
(
w0

w1
0

)
with gi0 (t) =

(
δ̇ (t) 0

0 δ (t)

)
,

and (1.17) becomes

Gi11 (x, ξ, y, η, t) = ρh

∫ t

0
G (x, ξ, y, η, t, τ) δ̇ (τ) dτ =

= −ρh∂G (x, ξ, y, η, t, τ)
∂τ

∣∣∣∣
τ=0

,

Gi22 (x, ξ, y, η, t) = ρh

∫ t

0
G (x, ξ, y, η, t, τ) δ (τ) dτ =

= ρhG (x, ξ, y, η, t, 0) .
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Thus, the general solution is expressed as follows:

w̃ (x, y, t) =
∫ l1

0

∫ l2

0
Gi11 (x, ξ, y, η, t)w0 (ξ, η) dξdη+

+
∫ l1

0

∫ l2

0
Gi22 (x, ξ, y, η, t)w1

0 (ξ, η) dξdη.
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1.3 The Green’s Function Method for Non-
linear Systems

As mentioned in the beginning of Section 1.2, linear models provide
the simplest constraints, which are appropriate only for basic theoreti-
cal analysis. In some cases, even with the inaccuracy of linear models
they are still sufficiently useful. However, when a more precise analysis
is required, linear models are insufficient and nonlinear models must
be used. For example, the Euler-Bernoulli model provides a linear dif-
ferential equation for analyzing transverse deflections of thin beams,
which is valid until the beam is subject to loads causing transverse
deflections of infinitesimally small magnitude compared with the thick-
ness of the beam. But, if the acting loads cause deflections comparable
with the thickness of the beam, then, for proper analysis, geometrically
nonlinear beam theories yielding nonlinear differential equations must
be considered.

On the other hand, the higher accuracy provided by using nonlin-
ear models is counterbalanced by a higher computational cost required
for their analysis. The continuous development and improvement of
efficient numerical schemes, as well as the enormous capability of to-
day’s computers, allow the approximation of regular nonlinear differ-
ential equations within several minutes. Singularities occurring in the
equation or initial and/or boundary conditions, the complexity of the
domain, the dimension of the system, etc., of course, can considerably
increase the computational cost. However, appropriate modifications in
the chosen numerical scheme sometimes allow the problem to be han-
dled within a reasonable amount of time. Nevertheless, if the analysis
must be carried out for several model parameters varying in different
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ranges, computations can take much longer.

Similar to the case of linear models, the analysis of nonlinear models
can be simplified when the explicit solution of the state constraints are
somehow found or the approximation scheme contains semi-analytical
steps. However, there is not any systematic approach for exact solu-
tions of nonlinear equations in general. On the other hand, there exist
various semi-analytical methods for analyzing specific types of non-
linear models. Because the choice of the method strictly depends on
the peculiarities of the problem under consideration, such methods can
be efficiently involved for analyzing various specific applied nonlinear
models.

Among such methods are the Adomian decomposition method [95,
96], the cell-to-cell mapping method [97], the homotopy analysis method
[98, 99], the group-theoretical approach [100, 101], the inverse scatter-
ing transform [102], generalized separation of variables [76,103,104], the
simplest equation method [105], singularity analysis [106], etc. See also
[107] for an inclusive introduction into nonlinear models and [108,109]
for alternative methods for the analysis of nonlinear systems, as well
as [110] for a wider review. See also the interesting article [111].

Several previous attempts have been made to extend the concept
of the Green’s function from linear systems, for which it is initially de-
veloped, to nonlinear ones. Some of them are described further in this
section. In the majority of case studies of nonlinear models by means
of the Green’s function method, the solution of the nonlinear state con-
straints is approximated by the solution of their linearized version (see,
for instance, [112–118] and references therein). The disadvantage of
this approach is that the linear approximation may not include some
essential features of the nonlinear model. Therefore, in general, this
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approach is valid only for a very basic analysis. On the other hand, the
Adomian decomposition and homotopy analysis methods, for example,
involve a special expansion of the nonlinear term (Adomian polynomi-
als), so that the nonlinear problem is split into a set of linear problems.
Then, using the Green’s formula at each iteration step, eventually a
similar representation for the approximate solution of the nonlinear
problem can be derived.

Other approaches use the Green’s function solution of an auxiliary
problem to invert the nonlinear state constraints and derive their inte-
gral formulation [119–127]. Extensive numerical analysis in [126] shows
the efficiency of the integral formulation approach over the usual dis-
cretizing schemes like finite differences. This approach is successfully
applied in the study of nonlinear reaction-diffusion processes [128–131].
In some exceptional cases, the Green’s function for nonlinear state con-
straints is also obtained from fully nonlinear considerations [87, 132–
146].

Without going deep into all the existing approaches, only two of
them are described here in detail with specific particular cases.

1.3.1 Cacuci’s Approach

The first approach, developed by D. G. Cacuci et al. in [147–151],
introduces the notion of the so-called dual operator, which is shown to
be the generalization of the adjoint operator, defined for linear systems,
to the nonlinear case. Then, the dual operator is used to define the
so-called advanced and retarded propagators, which are shown to be
the generalizations of the Green’s function to the nonlinear systems.
Finally, those propagators are used to derive a closed-form integral
representation for the solution of a nonlinear problem, analogous to

31

 EBSCOhost - printed on 2/14/2023 8:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



1. INTRODUCTION

the Green’s representation formula for linear systems.

For a more detailed description of Cacuci’s approach, consider the
abstract nonlinear differential equation

D [w] = f (x, t) in Ω× R+ (1.19)

subject to the nonlinear boundary conditions

B [w] = wb (t) in ∂Ω× R+ (1.20)

and the nonlinear initial conditions

I [w] = wi (x) in Ω× {0} . (1.21)

Here D : W → F, B : W → W, and I : W → W are nonlinear
operators10 acting on the state vector function11 w : Ω × R+ → Rm,
f : Ω × R+ → Rm is a given vector-function, and wb : R+ → Rm and
wi : Ω→ Rm are the given boundary and initial data.

In the nonlinear case it is also possible to include the boundary and
initial data (1.20) and (1.21) into the state equation (1.19) (see Section
1.2 for the linear case). The corresponding transformations are also
expressed in terms of the Dirac function and its derivatives, but have
a more complicated form compared with the linear case. Following
Cacuci, formally denote that inclusion by

D [w̃]+δB [w̃]+δI [w̃] = f (x, t)+δwb (t)+δwi (x) in Ω×R+. (1.22)

10In Cacuci’s approach D may be a differential, integral, or even multiplicative
operator, or a combination of them. Nevertheless, in order to remain in the scope
of this book, assume that D is a nonlinear differential operator.

11In [149] the state space is W = L2.
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Here w̃ is the new state vector satisfying (1.22) and the homogeneous
boundary and initial conditions

B [w̃] = 0 in ∂Ω× R+, (1.23)

I [w̃] = 0 in Ω× {0} . (1.24)

Without stopping on the details of the method, let us mention only
the final representation formula for the general solution of (1.22)-(1.24),
which reads as

w̃ (x, t) =
∫ t

0

∫
Ω
G (w̃ (x, t) ,x, ξ, t, τ)

[
f (ξ, τ) +

+ δwb (τ) + δwi (ξ)
]
dξdτ in Ω× R+.

(1.25)

Here G is the so-called backward propagator defined as the unique
solution (in the sense of distributions) of

{D0 [w̃] + δB0 [w̃] + δI0 [w̃]}G = δ (x− ξ) δ (t− τ) in Ω× R+.

Above,

D0 [w̃]v =
∫ 1

0
D′ [εw̃]v dε,

δB0 [w̃]v =
∫ 1

0
δB′ [εw̃]v dε, δI0 [w̃]v =

∫ 1

0
δI ′ [εw̃]v dε,

where the prime denotes the Gâteaux derivative defined by

D′ [w̃]v = dD [w̃ + εv]
dε

∣∣∣∣
ε=0

.

It is proved that the representation formula (1.25) is unique. An
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analogous formula holds for the forward propagator denoted by G∗.

1.3.1.1 Particular Case: The Generalized Burgers-Korteweg-
de Vries Equation

Consider the one-dimensional generalized Burgers-Korteweg-de Vries
equation

∂w

∂t
+ η

∂w

∂x
wp

∂w

∂x
− ν ∂

2w

∂x2 + α
∂3w

∂x3 = 0 in (0, 1)× R+,

where η, ν, and α are positive constants, and p ∈ N. In particular,
when η = ν = 0 and p = α = 1, the equation is reduced to the Burgers’
equation, while when η = α = 0 and p = ν = 1, it is reduced to the
Korteweg-de Vries equation.

It is assumed that the periodic boundary conditions

w (0, t) = w (1, t) = 0, ∂w

∂x

∣∣∣∣
x=0,1

= 0, ∂2w

∂x2

∣∣∣∣
x=0,1

= 0 in R+

are given. The initial state

w (x, 0) = w0 (x) in [0, 1]

is also assumed to be given, where w0 is a prescribed function.

Then, the Cacuci’s approach provides [151]

w (x, t) =
∫ 1

0
w0 (ξ)G∗ (ξ, 0, x, t) dξ−

− 1
1 + p

∫ t

0

∫ 1

0
G∗b (ξ, τ, x, t)

[(
w0)p w (ξ, τ)− wp+1 (ξ, τ)

]
dξdτ,
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where w0 ∈ L2 [0, 1] is an arbitrary function, and G∗ is the forward
propagator given by

G∗ (ξ, τ, x, t) = θ (t− τ)
[

1 + 2
∞∑
n=1

ϕn (x− ξ, t− τ)
]
,

G∗b (ξ, τ, x, t) = ∂G∗ (ξ, τ, x, t)
∂ξ

,

ϕn (x, t) = cos
[

2πn
(
x+

(
4π2n2α− η −

(
w0)2

1 + p

)
t

)]
.

It is shown in [150] that this solution is consistent with the exact one,
so that the approach is advantageous.

1.3.2 Frasca’s Approach

The second approach is developed by M. Frasca in [152, 153] for
specific applications in quantum field theory. This approach formally
uses the Green’s representation formula for linear equations, i.e., the
convolution of the Green’s function and the right-hand side, to ap-
proximate the solution of a nonlinear problem. At this, the nonlinear
Green’s function is derived from the corresponding nonlinear equation.
To incorporate the approximation error, a scaling factor is introduced
into the right-hand side of the equation for the Green’s function. Even
though the Frasca’s approach is developed for a nonlinear differential
equation of a particular form, it would be beneficial to explore possi-
bilities of extending this approach for nonlinear equations of other or
maybe general forms.
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Consider the second order nonlinear ordinary differential equation

d2w

dt2
+N (w, t) = f (t) in R+. (1.26)

Here w : R+ → Rm is the state vector-function of a dynamic system,
N : Rm × R+ → Rm is a generic non-linearity, and f : R+ → Rm is a
given vector-function.

For simplicity assume that the homogeneous12 Cauchy conditions

w (0) = 0, dw

dt

∣∣∣∣
t=0

= 0 (1.27)

are given. Then, the general solution of (1.26), (1.27) is approximately
given by the Green’s representation formula

w (t) ≈
∫ t

0
G (t− τ)f (τ) dτ in R+. (1.28)

Here G is the formal Green’s function of (1.26), (1.27), defined as the
fundamental solution of

d2G

dt2
+N (G, t) = sδ (t) in R+, (1.29)

G|t=0 = 0, dG

dt

∣∣∣∣
t=0

= 0. (1.30)

Above s ∈ Rm is a scaling factor and is chosen to minimize the error of
approximation. Corresponding error estimates in the case of particular
non-linearities are derived in [153]. See also Paragraph 1.3.2.2 below.

Thus, if N has such a form for which the Cauchy problem (1.29),

12The approach in principle can be extended to the case of non-homogeneous
Cauchy conditions.
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(1.30) admits an exact solution, then the solution of (1.26), (1.27) can
be approximated by (1.28). Luckily, equations of the form (1.29) are
exactly solvable for quite general forms of N . For corresponding cases
see, for instance, [82,155–157].

Furthermore, Frasca has shown that (1.28) is the first term in the so-
called short time expansion (see [153] for details) of the exact solution
of (1.26), (1.27). More specifically,

w (t) =
∫ t

0
G (t− τ)f (τ) dτ +

∞∑
k=1

ak

∫ t

0
(t− τ)kG (t− τ)f (τ) dτ,

where ak are defined by calculating the derivatives

dkw

dtk

∣∣∣∣
t=0

.

The series is truncated once the required accuracy of approximation is
achieved.

1.3.2.1 Particular Cases

Several particular forms of N admitting explicit an solution of
(1.29), (1.30) are considered in this paragraph. Consider for simplicity
the one-dimensional case. The exact solution of (1.29) can be obtained,
for instance, in the case of a quadratic non-linearity

N (w, t) = aw2 (1.31)

with constant 0 6= a ∈ R. Then (1.29) takes the form

d2G

dt2
+ aG2 = sδ (t) in R+,
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the exact solution of which is

G (t) = −1
c
θ (t)℘ (ct+ c1; 0, c2) . (1.32)

Here,

c =
(
−a6

) 1
3
,

c1 and c2 are integration constants determined from the Cauchy con-
ditions (1.30), and ℘ is the Weierstrass elliptic function (p-function)
defined as

℘ (t;ω1, ω2) = 1
t2

+
∑

n2+m2 6=0

[
1

(t+ ω1m+ ω2n)2 −
1

(ω1m+ ω2n)2

]
.

Note that the Green’s function strongly depends on sign a. Indeed,
the conditions sign a < 0, c > 0 make G to be a real-valued function.
Otherwise, when sign a > 0, it is apparent that G becomes a complex-
valued function.

It is also possible to derive an exact solution in the case where

N (w, t) = a

w

with constant 0 6= a ∈ R. Then, G is determined from

d2G

dt2
+ a

G
= sδ (t) in R+,

the exact solution of which is

G (t) = c1θ (t) exp
[
−ϕ2 (t; c1, c2)

]
,
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ϕ (t; c1, c2) = erf−1

[
−
√

2a
π
c21 (t+ c2)2

]
,

where erf−1 is the inverse function to the Gauss error function, and c1
and c2 are integration constants determined from the Cauchy conditions
(1.30). The Green’s function in this case also depends on sign a.

Another exactly integrable case for (1.26) is provided in the case of
cubic non-linearity

N (w, t) = w3.

This case corresponds to the homogeneous Duffing equation without
terms characterizing damping and linear stiffness, which describes forced
oscillations in physically and geometrically nonlinear media. Then
(1.29), (1.30) is reduced to

d2G

dt2
+G3 = sδ (t) in R+,

G|t=0 = 0, dG

dt

∣∣∣∣
t=0

= 0,

the exact solution of which reads as [152]

G (t) = 2 1
4 θ (t) · sn

[
t

2 1
4
, i

]
.

Here sn is the Jacobi snoidal function, and i is the imaginary unit. In
numerical computations it is usually convenient to use its Fourier series
given by

sn (t, i) ≈ 2π
K

∞∑
n=0

(−1)n exp
[
−πn− π

2

]
1 + exp [−2πn− π] sin

[
2n+ 1

2K πt

]
,
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where
K =

∫ π
2

0

1√
1 + sin2 τ

dτ ≈ 1.3103.

In the case of exponential non-linearity

N (w, t) = expw,

Eq. (1.29) is reduced to

d2G

dt2
+ expG = sδ (t) in R+.

Its exact solution is

G (t) = θ (t) · ln
[

1
2c1

(
1− tanh2

(
1
2

√
c1 (t+ c2)2

))]
.

Here as well the integration constants c1 and c2 must be determined
from the Cauchy conditions (1.30).

Another exactly solvable case is provided when

N (w, t) = sinw.

This case corresponds to the reduced sine-Gordon equation, having
many applications in various fields of science. Then, (1.29) and (1.30)
are reduced to

d2G

dt2
+ sinw = sδ (t) in R+,

G|t=0 = 0, dG

dt

∣∣∣∣
t=0

= 0,
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the exact solution of which reads as [152]

G (t) = 2θ (t) · am
[
t√
2
,
√

2
]
.

Here am is the Jacobi amplitude function

am
(
t,
√

2
)

= arcsin
[
sn
(
t,
√

2
)]
.

To simplify the computations, its Fourier series given by

am
(
t,
√

2
)
≈ (1 + i)π

4K t+

+ 2
∞∑
n=0

1
n

exp
[
− (1 + i)πn

2

]
1 + exp [− (1 + i)πn] sin

[
(1 + i)πn

2K t

]

is used.

It is noteworthy that in the case of non-linearity

N (w, t) = f (w)
(
dw

dt

)3
,

where f is any strictly positive (strictly negative), twice integrable func-
tion, the Green’s function is found to be [158]

G (t) = θ (t)
[∫ w

0

(
c2 +

∫ z

0
f (w) dw

)
dz
]−1

(t+ c1) .

Here the superscript −1 means the inverse function, and c1 and c2 are
integration constants. In particular, when

f (w) = w3,
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then
G (t) = θ (t) · t+ c2 − c1W (ϕ (t; c1, c2))

c1
,

where W is the Lambert function and

ϕ (t; c1, c2) = 1
c1

exp
[
t+ c2
c1

]
.

Note that the equation (1.26) is a coordinate reduced version of var-
ious applied partial differential equations, describing, as a rule, nonlin-
ear vibrations in solids or fluids [154]13. Indeed, consider, for instance,
the one-dimensional nonlinear wave equation

∂2w

∂t2
= α

∂

∂x

[
exp [λx] ∂w

∂x

]
+N (w)

with generic nonlinear function N . Using the method of generalized
variable separation and denoting by

χ2 = a1

[
exp [−λx]
αλ2 − (t+ a2)2

4

]
,

where a1 and a2 are arbitrary constants, the wave equation is reduced
to the nonlinear ordinary differential equation [103]

d2w

dχ2 + 4
c1
N (w) = 0.

Thus, using the explicit solutions given in the handbooks [75, 76],
solutions of the corresponding nonlinear partial differential equations

13Specifically, it describes nonlinear vibrations of a pendulum, longitudinal wave
propagation in physically or geometrically nonlinear elastic rods, nonlinear electro-
magnetic oscillations, etc., and also has applications in quantum field theory.
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can also be approximated by (1.28).

1.3.2.2 Numerical Error of Frasca’s Approximation

In order to trust the validity of the approximation (1.28), compar-
isons between approximate and exact solutions are carried out for dif-
ferent right-hand sides f . For simplicity, consider the one-dimensional
case. Let, for instance, the non-linearity be given by (1.31) with a = 1.
Then, the Green’s function is given by (1.32).

A slight modification in the approximation scheme is done by in-
troducing two scaling parameters s1 and s2, where s1 enters into the
Green’s function equation:

d2G

dt2
+G2 = s1δ (t) ,

while s2 regulates the approximation

w (t) ≈ s2

∫ t

0
G (t− τ) f (τ) dτ. (1.33)

To measure the error of approximation, the logarithmic error

Er (t) = log10 |wapp (t)− wexact (t)|

is computed, evaluating the difference between the numerical solution
wapp and the exact solution wexact in degrees of 10.

Fig. 1.2 expresses the behaviour of Er against t ∈ [0, 1] when f (t) =
δ (t). As expected, the approximation error is quite small. More specif-
ically, Er ≤ −6.55. Less accurate but still efficient approximation is
provided in the case when f (t) = θ (t). Fig. 1.3 shows that Er ≤ −3.5.
For harmonic perturbations the error is still small: Er ≤ −4.25 (see

43

 EBSCOhost - printed on 2/14/2023 8:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



1. INTRODUCTION

Fig. 1.4). Further, for exponential and polynomial sources, the esti-
mate Er ≤ −2.5 is observed (see Fig. 1.5). For a logarithmic source,
Er ≤ −4 (see Fig. 1.6). The efficiency of (1.33) is also observed for
other types of non-linearities. The error of approximation by (1.28) in
the case of (1.31) is shown in Tab. 1.1 for different right-hand sides f .

f (t) min Er max Er s1 s2
δ (t) −6.63 −6.55 2 1
θ (t) −8 −3.5 2.1475 0.93107

sin (t) −9.5 −4.25 2.7807 0.72126
exp (t) −6 −2.5 197.1 0.01

1 + t+ t2 + t3 −6.1 −2.5 27.5783 0.07149
ln (1 + t) −9.1 −4 2.5925 0.7743

Table 1.1: Minimal and maximal logarithmic errors of approximation
for various source functions: quadratic potential

The approximation error can be reduced further by involving pro-
ceeding terms of the short time expansion above.
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Figure 1.2: Discrete plot of exact and approximate solutions (left)
and Er (right) for f (t) = δ (t)
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Figure 1.3: Discrete plot of exact and approximate solutions (left)
and Er (right) for f (t) = θ (t)
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Figure 1.4: Discrete plot of exact and approximate solutions (left)
and Er (right) for f (t) = sin (t)

●●●●●●●●●●●●●●●●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●

●

■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■
■
■
■
■
■
■
■
■
■
■
■
■
■
■
■
■

■

■ Green's
● Exact

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

●

●

●

●

●

●

●
●

●
●

●
●

●
●

● ● ● ● ● ● ● ● ● ● ● ● ●
●

●

●

●

●

●

0.0 0.2 0.4 0.6 0.8 1.0

-5.0

-4.5

-4.0

-3.5

-3.0

-2.5

Figure 1.5: Discrete plot of exact and approximate solutions (left)
and Er (right) for f (t) = exp (t)
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Figure 1.6: Discrete plot of exact and approximate solutions (left)
and Er (right) for f (t) = 1 + t+ t2 + t3
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Figure 1.7: Discrete plot of exact and approximate solutions (left)
and Er (right) for f (t) = ln (1 + t)
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1.4 The Green’s Function Method in Con-
trollability Analysis

Several attempts to invoke the Green’s function method exist in
the controllability analysis of linear dynamic systems (see, for instance,
[159–175] and references therein). Recently, a new attempt which is also
valid in the case of nonlinear systems has been reported in [94,176] by
the authors of the present book. The main idea of the approach is to
use the Green’s function to establish a link between the residue and the
control function.

The algorithm can be split into several simple steps.

i) First, the solution of the state constraints is represented by the
Green’s formula (see (1.18) and (1.25)) and is evaluated at the
terminal instant t = T , at which the controllability of the system
is required.

ii) Second, the evaluated expression is substituted into the residue
(1.1), making the dependence RT = RT (u) explicit14.

iii) Eventually, one of the methods described in Subsection 1.1.5 can
be utilized to satisfy (1.2) or (1.3) and to represent the resolving
controls explicitly.

It is noteworthy that in handbooks [75,76,82] and in other references
containing exact solutions of nonlinear differential equations, a lot of
nonlinear equations are solved either in parametric form or implicitly.
It is strongly believed that a similar technique can be developed in

14Be it either a boundary, a distributed, or a mixed type control problem.
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that case when the Green’s formula in the first step above is replaced
by another type of explicit solution.

Among the advantages of the method is that it addresses the two
main challenges mentioned in Section 1.1 and therefore it can be effi-
ciently applied for either exact or approximate controllability analyses.
Thanks to the existing extensions of the Green’s function for nonlinear
equations, dynamic systems with both linear and nonlinear state equa-
tions can be studied. On the other hand, because of some algebraic and
geometric complexities, the determination of the Green’s function even
for some linear systems can be a difficult task. It is also an advantage
of the approach that it can still be utilized in approximate control-
lability analysis in cases when only the upper bounds of the Green’s
function are able to be obtained. For relevant works refer to [177–188]
and references therein.

The case studies carried out in Chapters 2 and 3 indicate that the
approach is very efficient for systems with variable characteristics, lo-
calized controls, unbounded domains, uncertainties, higher dimensions,
and generic non-linearities. Moreover, the approach is still applicable
in cases when the state nonlinear equation is exactly linearizable. In
such cases the linearizing transformation provides a nonlinear relation
between the solution of the nonlinear equation and the Green’s func-
tion of the linearized equation. At this, the controllability analysis is
quite straightforward.

The approach also has several drawbacks. In the case when the
exact controllability is studied and the residue has the simplest form
(1.1), the derivation of restrictions on the control is quite straightfor-
ward. However, when the residue has a complicated form, the deriva-
tion of restrictions themselves can be complicated. When approximate
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controllability is studied, the approach provides conditions which are
merely sufficient. This means that if those conditions are not satisfied
on the set of admissible controls, the residue must be implemented and
(1.3) must be checked directly. For residues with complicated forms
that procedure may exhibit a high computational cost.

Despite the existence of earlier attempts, this approach is origi-
nal and distinctive because of its usefulness for the establishment of
approximate controllability, as well as for the ability to analyze the
controllability of nonlinear systems.
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2

Linear Systems

This chapter is devoted to specific applications of the approach pro-
posed in Section 1.4 for linear systems. Even though linear models
generally describe real-life objects poorly, their mathematical models
consist of simpler (linear) relations. Mathematical techniques of linear
analysis are well-developed and are easy to apply even in the case of
complicated coupled systems, which makes the study of control prob-
lems for linear systems easier.

This chapter is organized as follows. The general problem for a
system of abstract differential equations is described in Section 2.1 and
the resolving system in the general case is obtained in Section 2.2.
Some particular cases are considered in Subsections 2.2.1 and 2.2.2,
and resolving equations for the exact and approximate controllability
are respectively derived. Section 2.3 discusses several special types
of resolving control regimes for exact and approximate controllability
analysis. Some particular cases are considered in Section 2.4.
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2.1 Problem Statement

In what follows, the simplest problem of control theory is considered.
The system under consideration is a system with the controlled state
w : Ω×R+ → Rm governed by linear state constraints1, an initial state
w0 : Ω→ Rm, and a desired terminal state wT : Ω→ Rm. The control
time T > 0 and the set of admissible controls U are prescribed. The
problem is to figure out whether the system is exactly or approximately
controllable by means of admissible controls.

Let the state of the system be described by the linear differential
equation

D [w] = f (u,x, t) in Ω× R+. (2.1)

Here D : W → F is the state operator, and f : U × Ω × R+ →
Rm is a given vector-function. It is assumed that f ∈ F satisfies the
existence and uniqueness conditions of the solution of (2.1) in W under
the boundary and initial conditions

B [w] = ub (t) in ∂Ω× R+, (2.2)

and
I [w] = w0 (x) in Ω× {0}, (2.3)

respectively. Above, B : W → Ub and I : W → W are linear opera-
tors.

Either u or ub can be considered as a control function2. Then the

1Unlike Section 1.1, here the dependence of w on u is made explicit through the
state constraints, so that u does not occur in the argument of w.

2In principle, the case of combined control can also be considered. Then, the
resolving systems derived in Section 2.2, as well as the particular solutions obtained
in Section 2.3 below can be adapted correspondingly.

52

 EBSCOhost - printed on 2/14/2023 8:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



2. LINEAR SYSTEMS

problem is mathematically formulated as follows: find such an admis-
sible control u or ub that, at the given instant T > 0, the following
terminal condition is provided:

T [w] = wT in Ω× {T}. (2.4)

Here T : W → W is a linear operator as well. The choice of T [·]
strongly depends on the specific requirements imposed by the study.
More often the case when

T [w] (x) = w (x, T ) in Ω

is considered.

Remark 2.1. As it is mentioned in Remark 1.1, since the system
(2.1)-(2.3) is linear, without a loss of generality the equivalent prob-
lem of providing the equilibrium terminal state, i.e., wT ≡ 0, can be
considered.

Then, the residue between the required state and the state imple-
mented at t = T by a choice of an admissible control reads as

RT (u,ub) = ||T [w]−wT ||W . (2.5)

The problem can now be reformulated as follows: figure out whether
there exists a u ∈ U (or ub ∈ U) such that the residue (2.5) satisfies

RT (u,ub) = 0, (2.6)

or, if it is not the case,
RT (u,ub) ≤ ε, (2.7)
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with a given precision ε > 0.
For a time-continuous transition of the state function, the consis-

tency between the boundary, initial, and terminal data is required3. In
terms of (2.2)-(2.4), the consistency implies the following restrictions
on the boundary control:

B [I [w]] = B [w0] = ub (0) ,

I [B [w]] = I [ub] = w0 (x)
∣∣
x∈∂Ω,

B [T [w]] = B [wT ] = ub (T ) ,

T [B [w]] = T [ub] = wT (x)
∣∣
x∈∂Ω.

(2.8)

Let the set of admissible controls be of the form

U = {u ∈ U, |u| ≤ ε, supp (u) ⊆ [0, T ]}

with prescribed ε > 0. In the case of boundary control, the space U
must be substituted by Ub, and U must be complemented by (2.8).

3It is noteworthy that in the case of approximate controllability, the boundary
and terminal data can be inconsistent.
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2.2 Resolving System

The second approach described in Subsection 1.1.5 is applied in this
section for the derivation of constraints on admissible controls ensuring
exact or approximate controllability.

Assume for simplicity that

B [w] (t) = w (x, t)
∣∣
x∈∂Ω, I [w] (x) = w (x, 0) ,

T [w] (x) = w (x, T ) .

Then, the solution of (2.1)-(2.3) can be represented as

w (x, t) =
∫ t

0

∫
Ω
G (x, ξ, t, τ)f (u, ξ, τ) dξdτ+

+
∫ t

0
Gb (x, t, τ)ub (τ) dτ+

+
∫

Ω
Gi (x, ξ, t)w0 (ξ) dξ in Ω× R+,

(2.9)

where G is the Green’s function of (2.1)-(2.3), and Gb and Gi are
defined by (1.17). Evaluating the state function (2.9) at t = T and
substituting into the residue (2.5), the following is obtained

RT (u,ub) =

∣∣∣∣∣
∣∣∣∣∣
∫ T

0

∫
Ω
G (x, ξ, T, τ)f (u, ξ, τ) dξdτ+

+
∫ T

0
Gb (x, T, τ)ub (τ) dτ+

+
∫

Ω
Gi (x, ξ, T )w0 (ξ) dξ −wT (x)

∣∣∣∣∣
∣∣∣∣∣
W

.

(2.10)
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Then, the exact controllability of (2.1)-(2.3), i.e., the equality (2.5), is
equivalent to∫ T

0

∫
Ω
G (x, ξ, T, τ)f (u, ξ, τ) dξdτ+

+
∫ T

0
Gb (x, T, τ)ub (τ) dτ =MT (x) a.e. in Ω,

(2.11)

where4

MT (x) = wT (x)−
∫

Ω
Gi (x, ξ, T )w0 (ξ) dξ,

which provides a system of constraints on admissible controls. There-
fore, the full set of resolving controls is defined by

Ures = {u ∈ U , (2.11)} .

Consider now the approximate controllability of (2.1)-(2.3). By
virtue of the Minkowski inequality, the estimate for the residue (2.10)

RT (u,ub) ≤ RT0 +RT1 (ub) +RT2 (u)

holds uniformly with
RT0 = ||MT ||W ,

RT1 (ub) =

∣∣∣∣∣
∣∣∣∣∣
∫ T

0
Gb (x, T, τ)ub (τ) dτ

∣∣∣∣∣
∣∣∣∣∣
W

,

RT2 (u) =

∣∣∣∣∣
∣∣∣∣∣
∫ T

0

∫
Ω
G (x, ξ, T, τ)f (u, ξ, τ) dξdτ

∣∣∣∣∣
∣∣∣∣∣
W

.

4Here the subscript T indicates the dependence of M on T .
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Thus, the inequality

RT0 +RT1 (ub) +RT2 (u) ≤ ε on U (2.12)

will be sufficient for the approximate controllability. Being merely a
sufficient condition, the inequality (2.12) is easier to verify compared
with the direct evaluation and verification of the more general criterion
(2.7).

A weaker, but more easily verifiable criterion can be obtained, tak-
ing into account that for the given initial and terminal data, RT0 is
fixed. Further, if the control is carried out only by the boundary func-
tion ub, then RT2 is also fixed. Furthermore, by virtue of the obvious
estimate

RT1 (ub) ≤
∫ T

0
||Gb (x, T, τ)||W |ub (τ)|dτ ≤ εγT ,

where
γT =

∫ T

0
||Gb (x, T, τ)||W dτ,

the inequality
RT0 +RT2 (u) + εγT ≤ ε (2.13)

will be sufficient for approximate controllability of the system as well.
Therefore, admissible controls

ub ∈ Ũres = {u ∈ U , |u| ≤ ε̃T }

with
ε̃T ≤

ε−RT0 −RT2 (u)
γT

, (2.14)

57

 EBSCOhost - printed on 2/14/2023 8:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



2. LINEAR SYSTEMS

ensure the approximate controllability of (2.1)-(2.3) as soon as

ε−RT0 −RT2 (u) ≥ 0. (2.15)

A similar estimate can be obtained in the case when a distributed
control with u is considered.

However, it might be the case that within a reasonable range of
characteristics of a particular system, the inequality (2.15) does not
hold, leading to

Ũres = ∅.

In such cases, the inequality (2.12) must be evaluated and verified. If for
given data (2.12) does not hold as well, then, for a proper approximate
controllability analysis, (2.7) with (2.10) must be verified directly.

As with (2.12), the condition (2.13) is also merely sufficient, pro-
viding restrictions on the initial and terminal states, right-hand side,
control time, and other system characteristics included in the expres-
sion of G. Therefore, before involving any procedure for providing
(2.7), it would be reasonable to verify (2.13) first. Note that since RT0

is determined by means of the initial and terminal data, while RT2 is
evaluated by means of the right-hand side, (2.15) can be in principle
provided by a specific choice of the given data. Therefore, the value of
ε̃ can be regulated in a desired range by varying the value of γT .

The consistency of the boundary and initial and terminal data (cf.
(2.8)) provides the following discrete constraints on the boundary con-
trol:

ub (0) = w0 (x)
∣∣
∂Ω, ub (T ) = wT (x)

∣∣
∂Ω, (2.16)

by which U must be complemented.
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2.2.1 Particular Cases: Exact Controllability

In the general case the resolving system (2.11) is a fully coupled
system of equations5 with respect to the control function. Therefore,
the explicit determination of the resolving controls can be complicated.
However, in some particular cases it is possible to reduce the complexity
of the system.

In the one-dimensional case let Ω = (a, b), a < b ∈ R. Then, (2.11)
takes the form∫ T

0

∫ b

a

G (x, ξ, T, τ)f (u, ξ, τ) dξdτ+

+
∫ T

0
Gb (x, T, τ)ub (τ) dτ = MT (x)

(2.17)

a.e. in [a, b] ,

where
MT (x) = wT (x)−

∫ b

a

Gi (x, ξ, T )w0 (ξ) dξ,

and Gi and Gb are the one-dimensional analogues of (1.17).
When the control is carried out merely via the boundary function

ub acting at x = a, i.e., when

w (a, t) = ub (t) , w (b, t) ≡ 0 in R+,

the resolving equation (2.17) is reduced to the linear constraint∫ T

0
Gb (x, T, τ)ub (τ) dτ = MTb (x) a.e. in [a, b] , (2.18)

5Note that, in general, the constraint is linear in boundary control and is non-
linear in distributed control.
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where

MTb (x) = MT (x)−
∫ T

0

∫ b

a

G (x, ξ, T, τ) f (u, ξ, τ) dξdτ.

The compatibility conditions between the boundary, initial, and ter-
minal data are supposed to be satisfied. Then, the set of admissible
controls must be complimented by the constraints

ub (0) = w0 (a) , ub (T ) = wT (a) , (2.19)

reduced from (2.16). Thus,

U = {u ∈ Ub, |u| ≤ ε, supp (u) ⊆ [0, T ] , (2.19)} .

In this case, the set of resolving controls is

Ures = {u ∈ U , (2.18)} .

On the other hand, in the case of distributed control, the resolving
equation (2.17) is reduced to the following nonlinear constraint:∫ T

0

∫ b

a

G (x, ξ, T, τ) f (u, ξ, τ) dξdτ = MTd (x) (2.20)

a.e. in [a, b] ,

where

MTd (x) = MT (x)−
∫ T

0
Gb (x, T, τ)ub (τ) dτ.

The exact solvability of (2.20) strongly depends on the dependence of
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f on u. Particularly, when f is linear in u, i.e., if, for given functions
f0 and f1,

f (u, x, t) = f0 (x, t)u (t) + f1 (x, t) , (2.21)

then (2.20) results in the linear constraint∫ T

0
G0 (x, T, τ)u (τ) dτ = MTd1 (x) a.e. in [a, b] , (2.22)

where
G0 (x, T, τ) =

∫ b

a

G (x, ξ, T, τ) f0 (ξ, τ) dξ

and

MTd1 (x) = MTd (x)−
∫ T

0

∫ b

a

G (x, ξ, T, τ) f1 (ξ, τ) dξdτ.

The functions f0 and f1 must be chosen in such a way that the integrals
in G0 and MTd1 make sense, and therefore (2.22) is well defined.

In cases when the dependence of f on u is nonlinear, it is hardly pos-
sible to solve (2.20) exactly. Therefore, numerical methods are usually
involved.

2.2.2 Particular Cases: Approximate Controllabil-
ity

Restrict the consideration to the one-dimensional case. Since the
system is linear, without any loss of generality, let the aim of the control
be the transmitting of the system to rest in a given T , i.e., providing
wT ≡ 0 by a specific choice of admissible boundary controls. Assume,
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in addition, that
|w0| ≤ α in [a, b]

and
|f | ≤ β in U × [a, b]× R+

hold uniformly. Then, introducing the notations

gi (ξ, T ) = ||Gi (x, ξ, T )||W , g (ξ, T, τ) = ||G (x, ξ, T, τ)||W ,

it is then easy to obtain the following estimates according to the defi-
nition of the norm:

RT0 =

∣∣∣∣∣
∣∣∣∣∣
∫ b

a

Gi (x, ξ, T )w0 (ξ) dξ

∣∣∣∣∣
∣∣∣∣∣
W

≤

≤
∫ b

a

||Gi (x, ξ, T )||W |w0 (ξ)|dξ =

=
∫ b

a

gi (ξ, T ) |w0 (ξ)|dξ ≤ α
∫ b

a

gi (ξ, T ) dξ,

RT2 (u) =

∣∣∣∣∣
∣∣∣∣∣
∫ T

0

∫ b

a

G (x, ξ, T, τ) f (u, ξ, τ) dξdτ

∣∣∣∣∣
∣∣∣∣∣
W

≤

≤
∫ T

0

∫ b

a

||G (x, ξ, T, τ)||W |f (u, ξ, τ)|dξdτ ≤

≤ β
∫ T

0

∫ b

a

g (ξ, T, τ) dξdτ.

It is proved that, in general, gi and g are at least integrable [83],
i.e.,

αT0 :=
∫ b

a

gi (ξ, T ) dξ <∞,
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and
βT0 :=

∫ T

0

∫ b

a

g (ξ, T, τ) dξdτ <∞,

providing
RT0 ≤ α · αT0, RT2 (u) ≤ β · βT0.

On the other hand, as it has already been established in the begin-
ning of Section 2.2,

RT1 (ub) ≤ ε · γT on U ,

therefore for the approximate controllability of the system it is sufficient
that

α · αT0 + ε · γT + β · βT0 ≤ ε. (2.23)

Here α, β, ε, and ε are given constants, while αT0, γT , and βT0 depend
on the system characteristics (these may be, for instance, material pa-
rameters, system geometry, boundedness, etc.). It follows from (2.23)
that as long as

ε− α · αT0 − β · βT0 ≥ 0,

any admissible boundary control

ub ∈ Ũres = {u ∈ U , |u| ≤ ε̃T }

with
ε̃T = ε− α · αT0 − β · βT0

γT

ensures the approximate controllability of the system at T .

Further, under the assumptions made above, consider the case of
distributed control. Let the aim continue to be providing null-controllability
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of the system. Assume that the right-hand side f is linear in u and
(2.21) holds with

|f0| ≤ β1, |f1| ≤ β2 in [a, b]× R+.

Then, by virtue of the Minkowski inequality, the following estimate
holds on U :

RT2 (u) =

∣∣∣∣∣
∣∣∣∣∣
∫ T

0

∫ b

a

G (x, ξ, T, τ)
(
f0 (ξ, τ)u (τ) +

+ f1 (ξ, τ)
)
dξdτ

∣∣∣∣∣
∣∣∣∣∣
W

≤

≤
∫ T

0

∫ b

a

||G (x, ξ, T, τ)||W |f0 (ξ, τ)u (τ) + f1 (ξ, τ)|dξdτ ≤

≤ (β1 · ε+ β2)
∫ T

0

∫ b

a

g (ξ, T, τ) dξdτ =

= (β1 · ε+ β2)βT0.

For simplicity assume that

ub ≡ 0 in R+,

providing
RT1 (ub) = 0.

Therefore, for approximate controllability of the system it is sufficient
that

α · αT0 + (β1 · ε+ β2)βT0 ≤ ε. (2.24)

Here the fixed constants are α, ε, β1, and β2. Then, the inequality (2.24)
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provides a restriction on system parameters included in the quantities
αT0 and βT0, for which the system is approximately controllable. On
the other hand, from (2.24) it follows that any admissible control

u ∈ Ũres = {u ∈ U , |u| ≤ ε̃T }

with
ε̃T = ε− α · αT0 − β2 · βT0

β1 · βT0
,

ensures approximate controllability of the system at T as long as

ε− α · αT0 − β2 · βT0 ≥ 0.
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2.3 Particular Solutions of the Resolving
System

Resolving systems define the set of resolving controls implicitly. The
evaluation of those systems on the whole U can still require high com-
putational cost. The determination of the general solution of resolving
systems will significantly reduce that cost. Nevertheless, the explicit
determination of resolving controls can be quite complicated. On the
other hand, as it is shown below, it is possible to derive various hierar-
chies of admissible controls that satisfy the resolving system.

2.3.1 Exact Controllability

Generally, the exact controllability of a particular system in one
space dimension6 is equivalent to the equality type constraint of the
form ∫ T

0
KT (u, x, τ) dτ = fT (x) a.e. in [a, b] , (2.25)

where KT and fT are given functions.

Remark 2.2. In practice, the explicit determination of resolving con-
trols from (2.25) can be quite complicated. Particularly, both sides of
the resolving equation depend on x, while the control, be it distributed
or boundary, should merely depend on t. Therefore, (2.25) cannot be
viewed, e.g., as a Fredholm integral equation of the first kind. Never-
theless, in cases when

KT (u, x, τ) = fT (x) gT (u, τ) in [a, b] ,
6The technique can be straightforwardly adapted to the case of higher dimen-

sions.
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the equation (2.25) becomes a Fredholm integral equation of the first
kind ∫ T

0
gT (u, τ) dτ = 1,

which can be solved efficiently for generic kernels g (refer to [189] for
details). For particular solutions see also Subsection 2.3.2 below.

An efficient way of solving (2.25) can be developed based on the
expansion of KT and fT into a series of orthogonal functions. Let
{ϕn}∞n=1 be a family of orthogonal over the interval [a, b] functions 7,
i.e., ∫ b

a

ϕm (x)ϕn (x) dx = δnm,

where δnm is the Kronecker delta. Denote by fTn andKTn the expansion
coefficients of the functions fT and KT , respectively, so that

fT (x) =
∞∑
n=1

fTnϕn (x)

with
fTn =

∫ b

a

fT (x)ϕn (x) dx,

and

KT (u, x, τ) =
∞∑
n=1

KTn (u, τ)ϕn (x)

with
KTn (u, τ) =

∫ b

a

KT (u, x, τ)ϕn (x) dx.

Then, since {ϕn}∞n=1 are orthogonal, the equation (2.25) is equivalent
7In general, depending on the system domain, regularity of KT and fT , etc.,

families of functions orthogonal with weight may need to be considered.
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to the infinite system∫ T

0
KTn (u, τ) dτ = fTn, n ∈ N. (2.26)

In specific problems, depending on the required accuracy of compu-
tations, the decay rate of KTn, and fTn, the infinite system (2.26) is
truncated and studied for some finite N .

Remark 2.3. Note that (2.26) or its truncated version can be treated
in different ways. On one hand it is an infinite system of Fredholm
integral equations of the first kind, which can be efficiently solved nu-
merically [189–191]. On the other hand, it can be treated as an infinite-
dimensional problem of moments. The treating of (2.26) as a problem
of moments has several advantages, among which are availability of ex-
plicit Lp-optimal solutions8 for 1 ≤ p ≤ ∞, necessary and sufficient
conditions for solution existence, etc. (see [192] for the nonlinear case
and [67] for the linear case). Other treatments are also possible.

Another way to resolve (2.26) is the heuristic determination of con-
trols. Namely, based on some considerations, say, the physical treat-
ment of the problem, controller capabilities, etc., the control function is
chosen to have a specific form containing a set of free parameters. This
function is then substituted into the system (2.26) or its truncated ver-
sion. Then, a discrete system of, in general, nonlinear algebraic equa-
tions is derived with respect to the set of free parameters. Eventually,
different order numerical methods can be involved to approximate the
solution of the derived system. See, for instance, [193,194] for details.

8A solution of (2.26) in Lp [0, T ] with

||u||Lp[0,T ] → min .
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Consider some particular cases. Let the infinite system (2.26) be
truncated for some finite N ∈ N. Then, the control function can be
sought, for instance, in the form of the trigonometric sum

u (t) =
M∑
m=1

um sin (ωmt+ γm) , (2.27)

whereM ∈ N and um, ωm, and γm are free parameters chosen to satisfy
(2.26) exactly. Substituting (2.27) into the truncated part of the system
(2.26), the system of nonlinear equations

KT (um, ωm, γm) = fT (2.28)

is obtained. Here,9

KT =
(
K̃T1 . . . K̃TN

)T
, fT = (fT1 . . . fTN )T

,

K̃Tn (um, ωm, γm) =
∫ T

0
KTn

(
M∑
m=1

um sin (ωmτ + γm) , τ
)

dτ.

Consider also the piecewise-constant regime

u (t) =
M∑
m=1

umθ (t− tm) , (2.29)

corresponding to a jump from the constant regime u (tm) to u (tm+1)
when t switches from tm to tm+1. Here um and tm are free parameters
chosen to satisfy (2.26) exactly. At this, the instants tm satisfy the

9Note that in proceeding formulas the notation F (xm) means that the function
F depends on all xm, m = 1, . . . , M .
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inequality constraints

0 ≤ t1 < t2 < · · · < tM ≤ T,

foreclosing the overlap of different regimes.

In this case, (2.26) is reduced to

KT (um, tm) = fT , (2.30)

with

K̃Tn (um, tm) =
∫ T

0
KTn

(
M∑
m=1

umθ (τ − tm) , τ
)

dτ.

Furthermore, consider the impulsive regime

u (t) =
M∑
m=1

umδ (t− tm) , 0 ≤ t1 < t2 < · · · < tM ≤ T (2.31)

formally describing instantaneous impacts of magnitude um at the in-
stants t = tm.

In this case also the free parameters are um and tm. Substituting
(2.31) into (2.26), the following nonlinear system is derived:

KT (um, tm) = fT , (2.32)

with

K̃Tn (um, tm) =
∫ T

0
KTn

(
M∑
m=1

umδ (τ − tm) , τ
)

dτ.
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In many applications the piecewise-continuous control

u (t) =
M∑
m=1

um (t)χ[tm,tm+1] (t) , 0 ≤ t1 < · · · < tM < tM+1 = T

is considered, corresponding to switches between the time-dependent
regimes um. At this, any of the regimes (2.27), (2.29), and (2.31) can
be used as um. In this case the resolving equation is reduced to

KT (um, tm) = fT ,

with

K̃Tn (um, tm) =
∫ T

0
KTn

(
M∑
m=1

um (τ)χ[tm,tm+1] (τ) , τ
)

dτ.

In the case of boundary control, KT is linear in u, that is

KT (u, x, τ) = K0T (x, τ)u (τ) +K1T (x, τ)

for given functions K0T and K1T .

In addition, u satisfies the boundary conditions

u (0) = u0, u (T ) = uT . (2.33)

Then, (2.28), (2.30), and (2.32) are reduced to linear systems for um.
Indeed, in the case of, e.g., (2.31), the resulting system for the free
parameters will be

K0T (um, tm) = fT +K1T ,
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where

K0T =
(
K̃0T1 . . . K̃0TN

)T
, K1T =

(
K̃1T1 . . . K̃1TN

)T
,

and ∫ T

0

[
K0Tn (τ)

M∑
m=1

umδ (τ − tm) +K1Tn (τ)
]

dτ =

=
M∑
m=1

um

∫ T

0
K0Tn (τ) δ (τ − tm) dτ +

∫ T

0
K1Tn (τ) dτ =

=
M∑
m=1

umK0Tn (tm) +
∫ T

0
K1Tn (τ) dτ :=

:= K̃0Tn (um, tm) + K̃1Tn.

Here K0Tn and K1Tn are the expansion coefficients of K0T and K1T

into a series of {ϕn}∞n=1, respectively. At this, (2.33) implies additional
restrictions on um: when t1 = 0 and tM = T ,

u1 = u0 and uM = uT .

Otherwise, (2.31) can be applied in the case when u0 = uT = 0.

Remark 2.4. In general, the N -dimensional system (2.28) contains
3M unknowns, therefore it might be irresolvable. Nevertheless, if some
of the free parameters, say ωm and/or γm, m = 1, . . . ,M , are pre-
scribed, then (2.28) can become solvable. Moreover, in the case of
boundary control, (2.28) is reduced to a linear system for um. There-
fore, if ωm and γm are prescribed and M = N , um are found straight-
forwardly. Otherwise, i.e., when M 6= N , for finding specific solutions,
the techniques of nonlinear programming [195] must be utilized.
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The same reasoning applies also to the systems (2.30) and (2.32)
containing, in general, 2M unknowns.

Remark 2.5. Any solution derived from the truncated version of the
infinite-dimensional system (2.26) is approximate, which means that
(2.25), in general, is satisfied approximately. In that case, the residue
(2.10) is not exactly zero, i.e., (2.6) is not satisfied exactly. Thus,
truncation of (2.26), which simplifies the explicit representation of re-
solving controls, eventually leads to the fulfillment of the approximate
controllability condition (2.7).

2.3.2 Approximate Controllability

Assume that the system under study is linear in control. Then its
approximate controllability is reduced to the evaluation of an integral
equation of the form ∫ T

0
KT (τ) |u (τ)|dτ = fT (2.34)

for a positive constant fT , a positive and bounded kernel KT , and u ∈
U . In the case of boundary control, the control function is constrained
by the discrete constraints

u (0) = u0, u (T ) = uT . (2.35)

It is easy to see that one of the obvious solutions is the constant
function

u = uo = const, (2.36)
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leading in (2.34) to

|uo| = fT
kT

with kT =
∫ T

0
KT (τ) dτ.

When the control is carried out by the boundary data, this regime is
applicable only in the case when u0 = uT = uo 6= 0.

In vibration control problems, time-harmonic controls of the form

u (t) = uo sin (ωt+ γ) (2.37)

are usually considered, reducing (2.34) to the nonlinear equation

|uo|
∫ T

0
KT (τ) |sin (ωτ + γ)|dτ = fT (2.38)

with respect to the free parameters uo, ω, and γ. In the case of bound-
ary control, (2.35) provides the additional constraint

u0 sin (ωT + γ) = uT sin (γ) .

A particular solution of (2.34) can be constructed using the quasi-
polynomial control

u (t) =
∑
m

∑
n

umnt
m (T − t)n , (2.39)

where umn and m,n ∈ R+ are free parameters satisfying the system
(2.34). Assume, for simplicity, that sign u ≥ 0. Then, (2.34) provides∑

m

∑
n

umnP
m,n
T = fT , (2.40)
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where
Pm,nT =

∫ T

0
KT (τ) τm (T − τ)n dτ.

Evidently, when m and n are prescribed, (2.40) becomes a linear equa-
tion for umn.

In the case of boundary control, in order to satisfy (2.35) by the
quasi-polynomial regime, the term

u0 (t) = u0 + [uT − u0] t
T

must be added to (2.39). Then, (2.40) is reduced to

∑
m

∑
n

umnP
m,n
T = fT − u0P

0,0
T − uT − u0

T
P 1,0
T .

A fast verification of approximate controllability is provided by the
trigonometric regime

u (t) =
M∑
m=1

∑
n

umn

[
1− cos

(
2πmt
T

)]n
, (2.41)

where umn, m, M ∈ N, and n ∈ R+ are the free parameters to satisfy
(2.34). Assuming that sign u ≥ 0, for the free parameters the nonlinear
equation

M∑
m=1

∑
n

umnC
m,n
T = fT (2.42)

is derived, where

Cm,nT =
∫ T

0
KT (τ)

[
1− cos

(
2πmτ
T

)]n
dτ.

75

 EBSCOhost - printed on 2/14/2023 8:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



2. LINEAR SYSTEMS

In the case of boundary control, in order to satisfy (2.35), the term
u0 above should be added to the control. The resulting system reads
as follows:

M∑
m=1

∑
n

umnC
m,n
T = fT − u0C

0,0
T −

uT − u0

T
C1,0
T .

Other particular solutions appropriate for the physical treatment of
the problem are also possible. In many applied problems it becomes
necessary to involve sliding modes [43]. As an example consider the
switching or piecewise constant control regime

u (t) =
M∑
m=1

umθ (t− tm) (2.43)

subject to the inequality type constraints 0 ≤ t1 < · · · < tM ≤ T .
Here um, tm, and M are free parameters. Note that piecewise

continuous regimes with um = um (t) are also often considered. In
such cases, any of the continuous regimes above can be considered as
um.

Assuming that sign u ≥ 0, (2.34) can be reduced to

M∑
m=1

Θm
T (um, tm) = fT , (2.44)

where

Θm
T (um, tm) =

∫ T

0
KT (τ)um (τ) θ (τ − tm) dτ =

=
∫ T

tm

KT (τ)um (τ) dτ.
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Note that in the case of boundary control, the additional constraints

u1 = u0,

M∑
m=1

um (T ) = uT

are derived when t1 = 0. Otherwise, the term u0θ (t− 0) should be
added to (2.43).

Another application of the sliding mode control is the so-called op-
timal stopping regime [196] usually given as

u (t) = uo (t) θ (to − t) . (2.45)

In this case, the equality (2.34) must be satisfied by an appropriate
choice of uo and to. In addition, to satisfies the inequality type con-
straint

0 < to ≤ T.

Obviously, in this case,

supp (u) ⊆ [0, to] .

Furthermore, (2.34) is reduced to

ΘT (uo, to) = fT , (2.46)

where

ΘT (uo, to) =
∫ T

0
KT (τ) |uo (τ)| θ (to − t) dτ =

=
∫ to

0
KT (τ) |uo (τ)|dτ.
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Therefore, if to is prescribed and uo = const, then

|uo| = fT
Θ0
T

with Θ0
T =

∫ to

0
KT (τ) dτ.

In the case of boundary control, if to < T , only the first condition
in (2.35) can be satisfied by uo, and uT necessarily should be zero.
Otherwise, if to = T , both conditions must be satisfied by uo. When
uo = const, the latter makes sense if and only if u0 = uT = uo.

The set of reachable terminal states can be significantly extended,
by complementing U with impulsive actions of the form

u (t) =
M∑
m=1

umδ (t− tm) , (2.47)

subject to the inequality type constraints

0 ≤ t1 < · · · < tM ≤ T.

The free parameters are um, tm, and M . Additionally, if all um ≥ 0,
then (2.34) is reduced to the nonlinear constraint

M∑
m=1

umDT (tm) = fT , (2.48)

where
DT (tm) =

∫ T

0
KT (τ) δ (τ − tm) dτ = KT (tm) .

In the case of boundary control, if t1 = 0 and tM = T , (2.35) is
satisfied only when

u1 = u0, uN = uT .
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Otherwise, (2.47) is applicable if and only if

u0 = 0, uN = uT ,

or
u1 = u0, uN = 0,

or
u0 = 0, uT = 0,

respectively.

Remark 2.6. Concerning the determination of the free parameters
from (2.38), (2.40), (2.42), (2.44), (2.46), and (2.48) recall Remark
2.4. Apparently, those control regimes can also be involved in the case
when the system is nonlinear in control.

Remark 2.7. In all the cases above, together with the constraints de-
rived above, the free parameters must also satisfy the inequality type
constraint

|u| ≤ ε in [0, T ] .

This means that the techniques of nonlinear programming likely must
be applied.

Remark 2.8. In order to preserve the restriction supp (u) ⊆ [0, T ],
the control regimes above must be multiplied by χ[0,T ] (t).

Remark 2.9. In practice, it might be the case that the substitution of
any of the aforementioned particular solutions does not provide (2.34)
exactly. Basically, for the approximate controllability it is sufficient
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that the inequality ∫ T

0
KT (τ) |u (τ)|dτ ≤ fT

holds by a choice of the free parameters, which in some sense is an
easier task. Particularly, for instance, in the case of (2.37), from (2.38)
it follows that for the approximate controllability of the system it suffices
to take

|uo| ≤ fT
kT
.
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2.4 Examples

Some particular problems are considered in this section to test the
approach described in Section 1.4 and reveal its advantages and draw-
backs. Primary attention is paid to approximate controllability, even
though the ways of analyzing exact controllability are discussed as
well. The examples contain some specific issues that usually complicate
the controllability analysis, such as variable system characteristics, an
unbounded system domain, uncertainty in external parameters, point
sources, etc.

2.4.1 Finite Thin Inhomogeneous Rod Heated from
Both Ends

Let a sufficiently thin rod of length l be heated from both ends x = 0
and x = l. Assume that the rod is thermo-isolated from the external
medium, which means that the heat transferring from the rod edges
is exchanged strictly within the rod. Let the thermal conductivity
and volumetric heat capacity of the rod, denoted here by κ and ν,
respectively, be functions of the x-coordinate given by

κ (x) = κ0χ (x) , ν (x) = ν0

χ (x) .

Here κ0 and ν0 are positive constants characterizing the thermal con-
ductivity and volumetric heat capacity of a homogeneous material,
and χ is a strictly positive and piecewise continuous in [0, l] function
describing the material distribution law within the rod. Evidently,
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supp (χ) = [0, l]. The above assumption provides

κ (x) · ν (x) = κ0ν0 = const,

which considerably simplifies the study.
The aim of the control is to choose boundary heating regimes, such

that in a required time the temperature distribution within the rod
becomes uniform and admits a given value.

The temperature distribution in the rod, denoted here by Θ, obeys
the one-dimensional heat equation with coordinate dependent coeffi-
cients

ν (x) ∂Θ
∂t

= ∂

∂x

[
κ (x) ∂Θ

∂x

]
in (0, l)× R+. (2.49)

The boundary and initial conditions are as follows:

Θ (0, t) = Θ (l, t) = ub (t) in R+, (2.50)

Θ (x, 0) = Θ0 (x) in [0, l] . (2.51)

Mathematically, the problem is to find such an admissible control, ub ∈
U , that in the required T provides the terminal condition

Θ (x, T ) ≡ ΘT = const in [0, l]

exactly or approximately. In other words, it is required to find such a
ub ∈ U that the residue

RT (ub) = ||Θ (x, T )−ΘT ||L2
ν [0,l]

satisfies
RT (ub) = 0, (2.52)
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or, if that does not hold,

RT (ub) ≤ ε, (2.53)

with a required precision ε > 0.

In the above definition of the residue, a weighted L2 space is con-
sidered, where the weight is the coefficient ν of the heat equation10.

In addition, it is assumed that the boundary, initial, and terminal
data are consistent, so that the boundary control satisfies

ub (0) = Θ0 (0) , ub (T ) = ΘT . (2.54)

The set of admissible controls in this case is considered to be

U =
{
ub ∈ L2 [0, T ] , supp (ub) ⊆ [0, T ] , (2.54)

}
.

According to the Green’s representation formula, the general solu-
tion of (2.49)-(2.51), evaluated at the instant t = T reads as

Θ (x, T ) =
∫ l

0
Θ0 (ξ)G (x, ξ, T ) ν (ξ) dξ+

+
∫ T

0
Gb (x, T − τ)ub (τ) dτ in [0, l] ,

(2.55)

in which [77]

G (x, ξ, t) =
∞∑
n=1

1
||ϕn||2L2

ν [0,l]
ϕn (x)ϕn (ξ) exp

[
−λ2

nt
]
,

10The reason will become clear from the proceeding calculations.
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Gb (x, t) = −
∫ l

0
G (x, ξ, t) [κ (0) δ′ (ξ) + κ (l) δ′ (ξ − l)] dξ =

=
[
κ (ξ) ∂G (x, ξ, t)

∂ξ

] ∣∣∣∣∣
ξ=0

+
[
κ (ξ) ∂G (x, ξ, t)

∂ξ

] ∣∣∣∣∣
ξ=l

=

=
∞∑
n=1

κ (0)ϕ′n (0) + κ (l)ϕ′n (l)
||ϕn||2L2

ν [0,l]
ϕn (x) exp

[
−λ2

nt
]
.

Above λ2
n and ϕn are the eigenvalues and corresponding eigenfunctions

of the following Sturm-Liouville problem:

d

dx

[
κ (x) dϕ

dx

]
+ λ2ν (x)ϕ = 0 in (0, l) , (2.56)

ϕ (0) = ϕ (l) = 0. (2.57)

It is noteworthy that (2.56), (2.57) admits an exact solution for a suf-
ficiently large class of distribution functions χ [82].

Consider, in particular, the case of null-controllability, i.e., ΘT = 0.
Then, (2.52) is equivalent to∫ T

0
Gb (x, T − τ)ub (τ) dτ +

∫ l

0
Θ0 (ξ)G (x, ξ, T ) ν (ξ) dξ = 0

or

∞∑
n=1

exp
[
−λ2

nT
]

||ϕn||2L2
ν [0,l]

ϕn (x)
[
αn

∫ T

0
exp

[
λ2
nτ
]
ub (τ) dτ+

+
∫ l

0
Θ0 (ξ)ϕn (ξ) ν (ξ) dξ

]
= 0,

where αn = κ (0)ϕ′n (0) + κ (l)ϕ′n (l).
Further, since by the definition, {ϕn}∞n=1 are orthogonal over the
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interval [0, l] with the weight ν, then the last equality is equivalent to
the infinite-dimensional system

αn

∫ T

0
exp

[
λ2
nτ
]
ub (τ) dτ = −ψn, n ∈ N, (2.58)

where
ψn =

∫ l

0
Θ0 (ξ)ϕn (ξ) ν (ξ) dξ.

Then, the set of resolving controls will be

Ures = {u ∈ U , (2.58)} .

Depending on the asymptotic behavior of λn and ψn for large n, (2.58)
can be truncated by some finite N (refer to Section 2.3).

Consider the approximate null-controllability of the rod. Then, by
virtue of the Minkowski and Cauchy-Schwartz inequalities, the residue
can be estimated as follows:

RT (ub) ≤

∣∣∣∣∣
∣∣∣∣∣
∫ T

0
Gb (x, T − τ)ub (τ) dτ

∣∣∣∣∣
∣∣∣∣∣
L2
ν [0,l]

+ ||MT ||L2
ν [0,l] ≤

≤
∫ T

0
g (T − τ) |ub (τ)|dτ + ||MT ||L2

ν [0,l] ,

where

g (t) = ||Gb (x, t)||L2
ν [0,l] =

√∫ l

0
G2
b (x, t) ν (x) dx =

=

√√√√ ∞∑
n=1

α2
n

||ϕn||2L2
ν [0,l]

exp [−2λ2
nt],
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MT (x) =
∫ l

0
Θ0 (ξ)G (x, ξ, T ) ν (ξ) dξ =

=
∞∑
n=1

exp
[
−λ2

nT
]

||ϕn||2L2
ν [0,l]

ϕn (x)ψn.

Here it is taken into account that[∑
n

an

]2

=
∑
n

a2
n + an ·

∑
k 6=n

ak

 , (2.59)

∫ l

0
ϕ2
n (x) ν (x) dx = ||ϕn||2L2

ν [0,l] ,

as well as the fact that the functions {ϕn}∞n=1 are orthogonal over the
interval [0, l] with the weight ν. Furthermore, straightforward calcula-
tions lead to

||MT ||2L2
ν [0,l] =

∞∑
n=1

exp
[
−2λ2

nT
]

||ϕn||2L2
ν [0,l]

ψ2
n.

Eventually, for the approximate null-controllability of the rod it is
sufficient to find such a control ub ∈ U that∫ T

0
g (T − τ) |ub (τ)|dτ ≤ ε− ||MT ||L2

ν [0,l] , (2.60)

as far as
ε̃T = ε− ||MT ||L2

ν [0,l] ≥ 0. (2.61)

Apparently, since MT has an exponential decay in T , then there
exists such a T > 0 that (2.61) holds. On the other hand, as it was
mentioned in Subsection 2.3.2, for fixed T , (2.61) can be provided by a
particular choice of system characteristics. To make this obvious, con-
sider particular inhomogeneities of the rod. More specifically, consider
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the cases when
χ (x) = exp (αx) , α ∈ R,

and
χ (x) =

(x
l

+ β
)−α

, β > 0, α ∈ R.

Setting α = 0 at any step of the preceeding calculations, the case of a
homogeneous rod will be obtained. It is obvious that the hardening or
the softening of the rod material in both cases depend on the sign of α.

In both cases, the general solution of (2.56) reads as

ϕ (x) = c1 sin
[
λ√
d
φ (x)

]
+ c2 cos

[
λ√
d
φ (x)

]
in [0, l] , (2.62)

where in the first case

φ (x) = 1
α

exp (−αx) ,

while in the second case

φ (x) = l

α+ 1

(x
l

+ β
)α+1

.

Here,
d = κ0

ν0

is the constant thermal diffusivity of a material with the thermal con-
ductivity κ0 and the volumetric heat capacity ν0. It measures the rate
of the heat transfer from areas with higher temperature to those with
lower temperature. Therefore, the larger the d is, the faster the heat
transfers.

Involving the boundary conditions (2.57), in both cases of inhomo-
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geneity it is derived that c1 remains arbitrary, while

c2 = −c1 tan
[
λ√
d
φ (0)

]
,

and λn are the roots of the equation

sin
[
λ√
d
φ (l)

]
− cos

[
λ√
d
φ (l)

]
tan

[
λ√
d
φ (0)

]
= 0.

After simple transformations, this equation becomes

sin
[
λ√
d

(φ (l)− φ (0))
]

= 0,

admitting the solution

λn =
√
d

πn

φ (l)− φ (0) , n ∈ N, (2.63)

as long as φ (l) − φ (0) 6= 0. Note that this holds in both cases of
inhomogeneity considered above.

Since c1 is arbitrary, let c1 = 1. Then, (2.62) is reduced to

ϕn (x) = sin
[
φ (x)− φ (0)
φ (l)− φ (0) · πn

]
.

Moreover, if in particular Θ0 = ϕN for a fixed N ∈ N, then using
the orthogonality of the functions {ϕn}∞n=1 over the interval [0, l] with
the weight ν once again, by virtue of (2.63), ||MT ||2L2

ν [0,l] is straightfor-
wardly reduced to

||MT ||2L2
ν [0,l] = exp

[
−2λ2

NT
]

= exp
[
− 2π2N2dT

(φ (l)− φ (0))2

]
.

88

 EBSCOhost - printed on 2/14/2023 8:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



2. LINEAR SYSTEMS

Therefore, indeed, by a specific choice of material characteristics d, α,
and β, it is in principle possible to provide the inequality

ε̃T ≥ 0

for a given ε.
Then, any admissible control

ub ∈ Ũres =
{
ub ∈ U , |ub| ≤

ε̃T
ε̃T

}
with

ε̃T =
∫ T

0
g (T − τ) dτ,

provides approximate null-controllability of the rod at T .
For numerical analysis consider the case when

χ (x) = exp (αx) with α = 1
l
.

Assume that the bulk material of the rod (i.e., the material with κ0

and ν0) is made from copper11. Moreover, let

l = 0.1, Θ0 = ϕ3, ε = 10−3.

Then,
ε̃T ≥ 0 for T ≥ 42.

First consider the case of the constant control regime (2.36). Then,
uo = 10−4 ensures the approximate null-controllability of the rod for

11Computations show that different materials do not significantly affect the solu-
tion, but only cause slight changes in numerical values of control parameters. That
is why the consideration is restricted only by one material.
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T ≥ 90 (see Fig. 2.3). Moreover, it turns out that regimes with uo <
10−4 may provide (2.60) for 42 ≤ T < 90.

Now consider the quasi-polynomial control regime (2.39). Then,
the approximate null-controllability of the rod is provided for T = 110
when u11 = 5 · 10−7, m = n = 1 (see Fig. 2.4).

On the other hand, involving the trigonometric control regime (2.41),
it is possible to reduce the control time to T = 70 (see Fig. 2.5).

It turns out that regimes like switching control (2.43) or optimal
stopping control (2.45) or their mixed variants can be quite efficient in
the sense that the approximate null-controllability of the rod can be
achieved with the same precision, but with less intensity of control and
for smaller T . For example, in the case when

ub (t) = 2 · 10−5[θ (t− 25)− θ (t− 30) +

+ θ (t− 45)− θ (t− 50) + θ (t− 65)− θ (t− 70)
]
,

the rod is approximately null-controllable in T = 70 (see Fig. 2.6).
The residue (2.53) is evaluated for the control regimes considered

above (see Tab. 2.1). The smallest value of RT = 2.5 · 10−4 for the
residue guarantees the quasi-polynomial control regime in T = 110. On
the other hand, the trigonometric and switching regimes may provide
RT ≤ 5 · 10−4 already for T = 70.
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Control regime Residue Control time
Constant 3 · 10−4 90

Quasi-polynomial 2.5 · 10−4 110
Trigonometric 5 · 10−4 70
Switching 5 · 10−4 70

Table 2.1: Residue (2.53) for different control regimes: χ (x) =
exp (αx)
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2.4.2 Semi-Infinite Rod Heated by a Point Source

Let a sufficiently thin semi-infinite rod be thermo-isolated from the
external medium. Since it is proved that the rod is not exactly null-
controllable by means of L2 boundary controls [33], let the rod be
heated by a point source with a controllable intensity u = u (t) placed
at an inner point x = x0, 0 < x0 < ∞, of the rod. The aim of the
control is to determine admissible intensities for the source, which heats
the rod to a required temperature in a given finite time T .

The temperature distribution in the rod, denoted here by Θ, obeys
the one-dimensional heat equation

∂Θ
∂t

= d
∂2Θ
∂x2 + u (t) v (x) in R+ × R+, (2.64)

with the conditions of thermo-isolation

Θ (0, t) = lim
x→∞

Θ (x, t) ≡ 0 in R+. (2.65)

Here d is the thermal diffusivity of the rod.

Remark 2.10. In this and related controllability problems, the function
v in the right-hand side of (2.64), describing the shape of the heaters,
plays a very crucial role. It turns out that the set of the reachable
terminal states strongly depends on v. Moreover, as it is shown below,
the null-controllability of the rod can be achieved only for very specific
forms of v.

Very often the case of heating with point sources is considered (see,
e.g., [28, 165]). In such cases, v is expressed in terms of the Dirac
function and its derivatives, so that the right-hand side of (2.64) be-
comes a distribution. The practical implementation of point sources is
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usually carried out by means of L1
loc sequences converging in the sense

of distributions to the Dirac function. Examples of such sequences in-
clude [64,65]

δζ (x) = 1
π |ζ|

exp
[
−
(
x

ζ

)2
]
, δζ (x) = 1

π

ζ

ζ2 + x2 as ζ → 0.

For small ζ, vζ = δζ in some approximation describes a point heater
(see Fig. 2.1).

ζ=0.05

ζ=0.075

ζ=0.1

-1.0 -0.5 0.0 0.5 1.0
0

1

2

3

4

5

6

x

δζ(x)=
1
π

ζ

ζ2 + x2

Figure 2.1: δζ for decreasing values of ζ

The temperature distribution at the initial instant t = 0 is given by

Θ (x, 0) = Θ0 (x) in R+. (2.66)

Mathematically, the problem is to choose such a distributed heating
regime u ∈ U , that in a given T provides a desired terminal distribution
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of the temperature in the rod given by

Θ (x, T ) = ΘT (x) in R+, (2.67)

for a prescribed function ΘT ∈ L∞ (R+).

The set of admissible controls is considered to be

U = {u ∈ L∞ [0, T ] , |u| ≤ ε, supp (u) ⊆ [0, T ]} .

Since the rod is semi-infinite and the heat transfers with a finite
speed, then, generally speaking, for exact satisfaction of the terminal
condition (2.67) it is required to consider infinitely large T (refer to the
reasoning made in [46]). That is why in this case the consideration of
the approximate controllability is more appropriate.

In other words, it is required to find a u ∈ U , such that

RT (u) = ||Θ (x, T )−ΘT (x)||L∞(R+) ≤ ε, (2.68)

with a given precision ε > 0.

Assume that the boundary and initial data are consistent, so that

Θ0 (0) = lim
x→∞

Θ0 (x) = 0.

For the general solution of (2.64)-(2.66) evaluated at t = T , the
Green’s formula provides

Θ (x, T ) =
∫ ∞

0
G (x, ξ, T ) Θ0 (ξ) dξ+

+
∫ T

0
Gv (x, T − τ)u (τ) dτ in R+,

(2.69)
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where [77]

G (x, ξ, t) = 1√
4πdt

[
exp

[
− (x− ξ)2

4dt

]
− exp

[
− (x+ ξ)2

4dt

]]
,

and
Gv (x, t) =

∫ ∞
0

G (x, ξ, t) v (ξ) dξ. (2.70)

Note that the initial temperature Θ0 and the heater shape v must be
chosen in such a way that the improper integrals in (2.69) and (2.70)
are well defined.

Further, since the Minkowski inequality provides

RT (u) ≤
∫ T

0
g (T − τ) |u (τ)|dτ + ||MT ||L∞(R+) ,

where
g (t) = ||Gv (x, t)||L∞(R+) ,

and
MT (x) =

∫ ∞
0

G (x, ξ, T ) Θ0 (ξ) dξ −ΘT (x) ,

then, for the fulfillment of (2.68), i.e., for the approximate controllabil-
ity of the rod, it suffices that∫ T

0
g (T − τ) |u (τ)|dτ + ||MT ||L∞(R+) ≤ ε. (2.71)

Evidently, as far as

ε̃T = ε− ||MT ||L∞(R+) ≥ 0 (2.72)
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holds, then any admissible control satisfying

u ∈ Ũres =
{
u ∈ U , |u| ≤ ε̃T

ε̃T

}
with

ε̃T =
∫ T

0
g (T − τ) dτ,

ensures the approximate controllability of the rod at T . The particular
solutions from Section 2.3 can be involved to satisfy (2.71).

Let in particular

v (x) = δ (x− 0.5) , Θ0 (x) = θ (x)− θ (x− 1) ,

ΘT ≡ 0, ε = 10−3.

In that case,

MT (x) =
√
π

2

[
2 erf

[
x√

4πdT

]
− erf

[
x− 1√
4πdT

]
− erf

[
x+ 1√
4πdT

]]
,

which (for fixed x) decreases as T increases. Then, the inequality (2.72)
holds for very large values of T , specifically, for T ≥ 5.16 · 105. The
same behaviour is observed for a number of other initial conditions.
Therefore, in such cases (2.68) must be verified directly.

On the other hand, for the initial temperature of the form

Θ0 (x) = exp
[
− (x− 0.1)2

ζ2

]
with ζ = 10−3,

the inequality (2.72) is satisfied already for T ≥ 213.18. Let T = 240.
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Then, the control

u (t) = uo
(

1− cos
[

2πm
T

t

])n [
− [θ (t)− θ (t− 60)] +

+ [θ (t− 90)− θ (t− 120) + θ (t− 150)− θ (t− 180)] +

+ [θ (t− 200)− θ (t− 240)]
]
,

(2.73)

with m = 5, n = 0.3 and uo = 10−4 ensures the approximate null-
controllability of the rod with RT ≤ 8 · 10−4 (see Fig. 2.7).

Implementing (2.68) directly, it is possible to achieve the approxi-
mate null-controllability of the rod for smaller values of T . Indeed, let
T = 150. Then, the switching control

u (t) = uo [θ (15− t)− θ (t− 30) + θ (t− 45)]−

− uo [θ (t− 60)− θ (t− 90)− θ (t− 100) + θ (t− 120)] ,
(2.74)

with uo = 10−4 ensures the approximate null-controllability of the rod
with RT ≤ 8 · 10−4 (see Fig. 2.8).
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2.4.3 Elastic Beam Subjected to a Dynamic Load
with Uncertainty

Consider an elastic finite beam of length l subjected to a concen-
trated dynamical load of intensity P . The exact location of the load
application, denoted by x0, is not known, however it is given that
x0 ∈ (l0, l1) ⊂ (0, l) for prescribed l0 and l1. Assume that x = l

end of the beam is simply supported, while at x = 0 only the bending
moment is fixed, and the transverse deflection is controlled. The aim
is to find boundary controls providing controllability of the beam in a
given time T . It is supposed that the load vanishes at some 0 < T0 < T .

Since there exists an uncertainty in the system, it is hardly possible
to provide exact controllability in a finite time [35, 197]. That is why
the approximate controllability of the beam is studied.

Assume also that the beam is sufficiently thin and the load intensity
varies in such a range that the beam undergoes merely infinitesimal
strains. In that case, the Euler-Bernoulli assumptions can be involved
(see [198] for details). Then, limiting the consideration by the linear
elasticity, the transverse deflection of the beam, denoted here by w,
satisfies the fourth order differential equation12

EJ
∂4w

∂x4 + ρS
∂2w

∂t2
= P (t)χ[0,T0] (t) δ (x− x0) in (0, l)× R+, (2.75)

subject to the boundary conditions

w (0, t) = ub (t) , w (l, t) = ∂2w

∂x2

∣∣∣∣
x=0,l

= 0 in R+. (2.76)

Here E is the Young’s modulus, ρ is the density, J is the cross-sectional
12Regarding the right-hand side, recall Remark 2.10.
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moment of inertia, and S is the cross-sectional area of the beam. The
quantity EJ measures the resistance of the beam against a bending
load and is called bending stiffness.

At the initial time instant t = 0 the state of the beam is given by

w (x, 0) = w0 (x) , ∂w

∂t

∣∣∣∣
t=0

= w01 (x) in [0, l] . (2.77)

Mathematically, the problem is to find such a boundary control
function ub, that provides the inequalities

RT (ub) = ||w (x, T )− wT (x)||L2[0,l] ≤ ε, (2.78)

RT1 (ub) =
∣∣∣∣∣∣∣∣∂w∂t

∣∣∣∣
t=T
− wT1 (x)

∣∣∣∣∣∣∣∣
L2[0,l]

≤ ε1 (2.79)

simultaneously in a given finite T with required precisions ε, ε1 > 0
and given functions wT , wT1 ∈ L2 [0, l]. As in many applications, here
it is assumed that wT = wT1 ≡ 0, i.e., it is required to suspend the
vibrations of the beam.

The initial and boundary data are supposed to be consistent:

ub (0) = w0 (0) , u̇b (0) = w01 (0) ,

ub (T ) = wT (0) , u̇b (T ) = wT1 (0) .
(2.80)

Then, the set of admissible controls is considered to be

U =
{
u ∈ L2 [0, T ] , |u| ≤ ε, supp (u) ⊆ [0, T ] , (2.80)

}
.

Unlike the previous two cases, where only one inequality (c.f., for
example, (2.53) or (2.68)) must have been provided, in this case the
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two inequalities (2.78) and (2.79) must be provided simultaneously.

For the further analysis it is convenient to use the dimensionless
quantities

x

l
,
ct

l
,
w

l
,
P l2

EJ
,

for the coordinate, time, deflection, and load intensity, respectively.
Here c is the speed of the elastic wave propagation in the beam:

c =

√
E

ρ
.

New symbols for those quantities are not introduced, in order to make
the reading convenient.

Then, the general solution of (2.75)-(2.77) according to the Green’s
representation formula is given by

w (x, t) =
∫ 1

0

[
w0 (ξ) ∂G (x, ξ, t)

∂t
+ w01 (ξ)G (x, ξ, t)

]
dξ+

+
∫ t

0

∫ 1

0
P (τ)χ[0,T0] (τ) δ (ξ − x0)G (x, ξ, t− τ) dξdτ+

+
∫ t

0
ub (τ)Gb (x, t− τ) dτ in [0, 1]× R+.

(2.81)

Here [77]

G (x, ξ, t) = 2α
π2

∞∑
n=1

1
n2ϕn (x)ϕn (ξ)ψn (t) ,

ϕn (x) = sin (πnx) , ψn (t) = sin
(
π2n2

α
t

)
, α2 = Sl2

J
,
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Gb (x, t) =
∫ 1

0
δ′′′ (ξ)G (x, ξ, t) dξ = −∂

3G (x, ξ, t)
∂ξ3

∣∣∣∣
ξ=0

=

= 2πα
∞∑
n=1

nϕn (x)ψn (t) .

Differentiation of (2.81) with respect to t once provides a similar
representation formula for the beam particle velocity:

∂w (x, t)
∂t

=
∫ 1

0

[
w0 (ξ) ∂

2G (x, ξ, t)
∂t2

+ w01 (ξ) ∂G (x, ξ, t)
∂t

]
dξ+

+
∫ t

0

∫ 1

0
P (τ)χ[0,T0] (τ) δ (ξ − x0) ∂G (x, ξ, t− τ)

∂t
dξdτ

+
∫ t

0
ub (τ) ∂Gb (x, t− τ)

∂t
dτ in [0, 1]× R+.

(2.82)

For the derivation of (2.82) the Leibniz rule

∂

∂t

∫ t

0
f (t, τ) dτ = f (t, t) +

∫ t

0

∂f (t, τ)
∂t

dτ

is taken into account together with the obvious relation

G (·, ·, 0) ≡ 0.

Evaluating the expressions (2.81) and (2.82) at t = T and substitut-
ing into the inequalities (2.78) and (2.79), respectively, by virtue of the
Minkowski and Cauchy-Schwartz inequalities, the following estimates
are derived

RT (ub) ≤
∫ T

0
g (T − τ) |ub (τ)|dτ + ||MT ||L2[0,1] , (2.83)
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RT1 (ub) ≤
∫ T

0
g1 (T − τ) |ub (τ)|dτ + ||M1T ||L2[0,1] , (2.84)

where

g (t) = ||Gb (x, t)||L2[0,1] , g1 (t) =
∣∣∣∣∣∣∣∣∂Gb (x, t)

∂t

∣∣∣∣∣∣∣∣
L2[0,1]

,

MT (x, x0) =
∫ 1

0

[
w0 (ξ) ∂G (x, ξ, t)

∂t
+ w01 (ξ)G (x, ξ, t)

] ∣∣∣∣
t=T

dξ+

+
∫ T0

0

∫ 1

0
P (τ) δ (ξ − x0)G (x, ξ, T − τ) dξdτ =

=
∫ 1

0

[
w0 (ξ) ∂G (x, ξ, t)

∂t
+ w01 (ξ)G (x, ξ, t)

] ∣∣∣∣
t=T

dξ+

+
∫ T0

0
P (τ)G (x, x0, T − τ) dτ,

M1T (x, x0) =
∫ 1

0

[
w0 (ξ) ∂

2G (x, ξ, t)
∂t2

+ w01 (ξ) ∂G (x, ξ, t)
∂t

] ∣∣∣∣
t=T

dξ+

+
∫ T0

0

∫ 1

0
P (τ) δ (ξ − x0) ∂G (x, ξ, T − τ)

∂t

∣∣∣∣
t=T

dτ =

=
∫ 1

0

[
w0 (ξ) ∂

2G (x, ξ, t)
∂t2

+ w01 (ξ) ∂G (x, ξ, t)
∂t

] ∣∣∣∣
t=T

dξ+

+
∫ T0

0
P (τ) ∂G (x, x0, T − τ)

∂t

∣∣∣∣
t=T

dτ.

Thus, the right-hand sides of the inequalities (2.83) and (2.84) depend
on the uncertain value of x0 ∈ (l0, l1) through the norms of the func-
tions MT and M1T . Therefore, the boundary control needs to be de-
termined to compensate for the “worst” influence of x0 on ||MT ||L2[0,1]
and ||M1T ||L2[0,1].

Computing the corresponding time derivatives of the Green’s func-
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tion above,

∂G (x, ξ, t)
∂t

= 2
∞∑
n=1

ϕn (x)ϕn (ξ)ψ1n (t) ,

∂2G (x, ξ, t)
∂t2

= −2π2

α

∞∑
n=1

n2ϕn (x)ϕn (ξ)ψn (t) ,

∂Gb (x, t)
∂t

= 2π3
∞∑
n=1

n3ϕn (x)ψ1n (t) ,

where
ψ1n (t) = cos

(
π2n2

α
t

)
,

the functions g, g1 and MT , M1T can be evaluated as follows:

g (t) =

√∫ 1

0
G2
b (x, t) dx =

√
2πα

√√√√ ∞∑
n=1

n2ψ2
n (t),

g1 (t) =

√∫ 1

0

(
∂Gb (x, t)

∂t

)2
dx =

√
2π3

√√√√ ∞∑
n=1

n6ψ2
1n (t),

and

MT (x, x0) =
∞∑
n=1

An (x0, T )ϕn (x) ,

M1T (x, x0) =
∞∑
n=1

A1n (x0, T )ϕn (x) ,
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Here

An (x0, T ) = 2w0nψ1n (T ) + 2α
π2n2w01nψn (T ) +

+ 2α
π2n2Pn (T )ϕn (x0) ,

A1n (x0, T ) = −2π2n2

α
w0nψn (T ) + 2w01nψ1n (T ) +

+ 2P1n (T )ϕn (x0) ,

and
w0n =

∫ 1

0
w0 (ξ)ϕn (ξ) dξ,

w01n =
∫ 1

0
w01 (ξ)ϕn (ξ) dξ,

Pn (T0, T ) =
∫ T0

0
P (τ)ψn (T − τ) dτ,

P1n (T0, T ) =
∫ T0

0
P (τ)ψ1n (T − τ) dτ.

Moreover, taking into account the summation formula (2.59) and
that in this case

||ϕn||2L2[0,1] = 1
2 ,

the direct integration leads to

||MT ||2L2[0,1] = 1
2

∞∑
n=1

A2
n (x0, T ) ,

||M1T ||2L2[0,1] = 1
2

∞∑
n=1

A2
1n (x0, T ) .

(2.85)
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Remark 2.11. It is evident from the expressions for An and A1n that
when x0 ↘ 0 or x0 ↗ 1, then MT and M1T become independent on
x0. It is also obvious that the “worst” influence x0 has on ||MT ||L2[0,1]

and ||M1T ||L2[0,1] when x0 →
1
2 , i.e., when the load is acting at the

mid-point of the beam. This is a consequence which should be expected.

On the other hand, assuming that for a given constant P0

|P (t)| ≤ P0 in [0, T0] ,

the lower and upper bounds of the integrals in Pn and P1n are estimated
as follows:

|Pn (T0, T )| ≤ 2P0α

π2n2 , |P1n (T0, T )| ≤ 4P0α

π2n2 .

It is taken into account that∫ T0

0
|ψn (T − τ)|dτ = α

π2n2

[
ψ1n (T − T0) sign [ψn (T − T0)]−

− ψ1n (T ) sign [ψn (T )]
]
,

∫ T

0
|ψ1n (T − τ)|dτ = α

π2n2

[
2− ψn (T − T0) sign [ψ1n (T − T0)] +

+ ψn (T ) sign [ψ1n (T )]
]
.

Therefore the Minkowski inequality provides

A2
n (x0, T ) ≤ A2

0n (T ) +
(

4P0α
2

π4n4

)2

,

A2
1n (x0, T ) ≤ A2

01n (T ) +
(

4P0α

π2n2

)2
,
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where
A0n (T ) = 2w0nψ1n (T ) + 2α

π2n2w01nψn (T ) ,

A01n (T ) = −2π2n2

α
w0nψn (T ) + 2w01nψ1n (T ) .

Substituting those estimates into (2.85) and taking into account the
values of the series

∞∑
n=1

1
n4 = π4

90 ,
∞∑
n=1

1
n8 = π8

9450 ,

the norms in (2.85) are estimated as follows:

||MT ||2L2[0,1] ≤
1
2

∞∑
n=1

A2
0n (T ) + 8

4725P
2
0α

4,

||M1T ||2L2[0,1] ≤
1
2

∞∑
n=1

A2
01n (T ) + 16

90P
2
0α

2.

Thus, as far as

ε̃T = ε−

√√√√1
2

∞∑
n=1

A2
0n (T ) + 8

4725P
2
0α

4 ≥ 0, (2.86)

ε̃1T = ε1 −

√√√√1
2

∞∑
n=1

A2
01n (T ) + 16

90P
2
0α

2 ≥ 0, (2.87)

any admissible control

ub ∈ Ũres =
{
u ∈ U , |u| ≤ min

{
ε̃T
ε̃T
,
ε̃1T

ε̃1T

}}
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with
ε̃T =

∫ T

0
g (T − τ) dτ, ε̃1T =

∫ T

0
g1 (T − τ) dτ,

provides the approximate null-controllability of the beam at the re-
quired T for any x0 ∈ (l0, l1).

For numerical analysis let the cross section of the beam be rectan-
gular, providing

S = bh, J = bh3

12 , α2 = 12 l
2

h2 ,
P l2

EJ
= P

Eh2α
2,

where b is the width and h is the thickness of the beam. Moreover, let

w0 (x) = w01 (x) = ϕ1 (x) , P = P0 = const, T0 = 1,

l

h
= 10, P0

Eh2α
2 = 1.26 · 10−4, ε = 10−2.

Then, the inequalities (2.86) and (2.87) are simultaneously satisfied for
6.41 ≤ T ≤ 6.54 (see Fig. 2.2). Fix T = 6.5. Then,

ε̃T ≈ 720, ε̃1T ≈ 165.14,

so that admissible controls with

|ub| ≤
ε̃1T

ε̃1T
≈ 5.4 · 10−5

ensure approximate null-controllability of the beam in T = 6.5.

It is observed that when l

h
> 10, then for simultaneous satisfaction

of the inequalities (2.86) and (2.87) for at least one T > 0 it is necessary
that P0

Eh2α
2 < 2.98 · 10−4 corresponding to infinitesimal strains. For

smaller values of the last fraction, there exist several values of T for
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ε
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Figure 2.2: Plots of ε̃T and ε̃1T against T

which (2.86) and (2.87) are satisfied simultaneously. On the other hand,
considering smaller values for l

h
may lead to a distortion in the Euler-

Bernoulli assumptions and make the beam model above invalid.
A more comprehensive analysis requires direct verification of (2.86)

and (2.87). However, computations show that when P0 ∼ 105, then
w ∼ 10−5 when the load is active and w ∼ 10−9 when it vanishes (see
Fig. 2.9). Therefore the required precision must be at least ε ∼ 10−10.
On the other hand, the residual axial stress arising in the beam after
the load vanishes accepts larger values and can serve as a controllability
criterion. Thus, as a residue consider the quantity

RT (u) =
∣∣∣∣∣∣∣∣E∂2w

∂x2

∣∣∣∣
t=T
− σ0

∣∣∣∣∣∣∣∣
L2[0,l]

, (2.88)

where
σx (x, T ) = E

∂2w

∂x2

∣∣∣∣
t=T

, x ∈ [0, l] ,

is the axial stress of the beam evaluated at t = T and σ0 is a prescribed

108

 EBSCOhost - printed on 2/14/2023 8:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



2. LINEAR SYSTEMS

threshold value. Thus, RT evaluates how close the axial stress is to a
given threshold at the instant T .

For a more specific analysis, consider a beam of length l = 1 m13

and of a square cross-section with dimensions 0.1 m × 0.1 m. Therefore

J = b4

12 ≈ 8.3 · 10−6m4.

Let the material of the beam be made from copper, i.e., E = 1.1 · 1011

N/m2, ρ = 8960 kg/m3. Limit the computations to the case when
x0 = l

2 (recall Remark 2.11). Assume that

P (t) = P0 sin (πt) [θ (t− 0)− θ (t− T0)] ,

with T0 = 1 s. Set T = 1.2 s.

Note that the maximal value of σx (x, T ) = 300 N/m2 (see Fig. 2.10
(right)). In order to reduce this value, the threshold value is set to
σ0 = 200 N/m2 and the optimal stopping boundary control regime

u (t) = uo [θ (t− 0)− θ (t− to)] sin (ω1t+ ω2)

is chosen to ensure the inequality

RT (u) ≤ ε (2.89)

for (2.88) with the precision ε = 10−5. Above, uo, to, ω1, and ω2 are
free parameters. At this, to is constrained by 0 < to ≤ T . Then, the

13Here the dimensions are introduced to make the evaluation more realistic.

109

 EBSCOhost - printed on 2/14/2023 8:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



2. LINEAR SYSTEMS

inequality (2.89) holds with ε = 10−5 when

uo = 10−9, ω1 = 1, ω2 = 0, to = 0.85.

Moreover, Fig. 2.11 shows that besides ensuring (2.89), the considered
control regime reduces the total displacement of the beam almost twice.

Consider now the switching regime

u (t) = u1 [θ (t− 0)− θ (t− t1)] + u2 [θ (t− t2)− θ (t− t3)] ,

where u1, u2, t1, t2, and t3 are free parameters. Let the threshold value
in this case be σ0 = 150 N/m2. Then,

u1 = u2 = 10−9, t1 = 0.25, t2 = 0.4, t3 = 0.65,

provide (2.89) with ε = 10−5. Note that the total displacement in this
case is also reduced almost twice (see Fig. 2.12).
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2.4.4 Square Heated from the Boundary

Let a sufficiently thin square sheet which occupies in the Cartesian
coordinate system Oxy the flat domain Ω = [0, a]×[0, a] be heated from
its boundary. Assume that the upper and lower surfaces of the sheet
are thermo-isolated, so that the heat is exchanged exceptionally within
the plate. The aim of the control is to determine a heating regime at
the boundary such that the temperature distribution in the sheet in a
required finite time T becomes uniform and admits a given constant
value.

The heat distribution in the sheet in time, denoted here by Θ, is
described by the two-dimensional heat equation

∂Θ
∂t

= d∆Θ in Ω× R+,

where d is the thermal diffusivity of the sheet material. The boundary
conditions are

Θ (x, 0, t) = Θ (x, a, t) = ub (t) v (x) in [0, a]× R+,

Θ (0, y, t) = Θ (a, y, t) = ub (t) v (y) in [0, a]× R+.

Here v is the distribution of the heaters along the sheet edges, satisfying
v > 0 and supp (v) ⊆ [0, a]. The case v ≡ 1 corresponds to the uniform
distribution of the heaters along the boundary14.

The initial temperature distribution in the square sheet is given by

Θ (x, y, 0) = Θ0 (x, y) in Ω.
14A more general problem with different heating regimes on different edges of the

sheet, as well as with different distribution functions can be considered for achieving
a better result. However, with the symmetry assumption, the study is considerably
simplified.
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Mathematically, the problem is to find such a boundary control ub ∈
U , that in the required time T provides a uniform terminal temperature
distribution

Θ (x, y, T ) ≡ ΘT = const in Ω

exactly or approximately for a given ΘT . In other words, it is required
to find such an admissible control ub ∈ U , that the residue

RT (ub) = ||Θ (x, y, T )−ΘT ||L2(Ω)

satisfies
RT (ub) = 0 (2.90)

or
RT (ub) ≤ ε (2.91)

with a required precision ε > 0.
The control function is constrained by the compatibility of the ini-

tial, terminal, and boundary data, implying

ub (0) v (x) = Θ0 (x, 0) = Θ0 (x, a) in [0, a] ,

ub (0) v (y) = Θ0 (0, y) = Θ0 (a, y) in [0, a] ,

ub (T ) = ΘT .

(2.92)

In general, (2.92) makes sense only in the case when

Θ0 (x, 0)
v (x) = Θ0 (x, a)

v (x) = Θ0 (0, y)
v (y) = Θ0 (a, y)

v (y) = const := Θ00 in ∂Ω.

Then, (2.92) provides

ub (0) = Θ00, ub (T ) = ΘT . (2.93)
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As a set of admissible controls consider

U =
{
u ∈ L2 [0, T ] , |u| ≤ ε, supp (u) ⊆ [0, T ] , (2.93)

}
.

In this case, the Green’s formula evaluated at t = T results in

Θ (x, y, T ) =
∫

Ω
Θ0 (ξ, η)G (x, ξ, y, η, T ) dξdη+

+
∫ T

0
Gb (x, y, T − τ)ub (τ) dτ in Ω,

where [77]

G (x, ξ, y, η, t) = 4
a2

∞∑
n=1

∞∑
m=1

ϕm (x)ϕm (ξ)ϕn (y)ϕn (η)ψmn (t) ,

Gb (x, y, t) = d

∫
Ω
G (x, y, ξ, η, t)

[
v (η) δ′ (ξ − a)− v (η) δ′ (ξ) +

+ v (ξ) δ′ (η − a)− v (ξ) δ′ (η)
]
dηdξ =

= d

∫ a

0
v (η) ∂G (x, y, ξ, η, t)

∂ξ

∣∣∣∣∣
ξ=0

ξ=a

dη+

+ d

∫ a

0
v (ξ) ∂G (x, y, ξ, η, t)

∂η

∣∣∣∣∣
η=0

η=a

dξ =

= 4πd
a3

∞∑
n=1

∞∑
m=1

αmnϕm (x)ϕn (y)ψmn (t) ,

αmn = m (1− (−1)m) γn + n (1− (−1)n) γm, γn =
∫ a

0
v (η)ϕn (η) dη,

ϕm (x) = sin
(πm
a
x
)
, ψmn (t) = exp

[
−dπ

2

a2

(
m2 + n2) t] ,
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f (x)
∣∣x=0
x=a = f (0)− f (a) .

Since {ϕm}∞m=1 are orthogonal over the interval [0, a], then from the
final expression for Gb it follows that (2.90) is equivalent to the infinite
system

4πd
a3 αmn

∫ T

0
ψmn (T − τ)ub (τ) dτ = MTmn, m, n ∈ N, (2.94)

with
MTmn =

∫
Ω
MT (x, y)ϕm (x)ϕn (y) dxdy,

MT (x, y) =
∫

Ω
Θ0 (ξ, η)G (x, ξ, y, η, T ) dξdη −ΘT =

= 4
a2

∞∑
n=1

∞∑
m=1

µTmnϕm (x)ϕn (y)−ΘT ,

where
µTmn = ψmn (T )

∫
Ω

Θ0 (ξ, η)ϕm (ξ)ϕn (η) dξdη.

Thus,

MTmn = 4
a2µTmn −

a2ΘT

π2mn
(1− (−1)m) (1− (−1)n) .

It is evident that MTmn decreases very fast with individual or simulta-
neous increase of m and n, which means that (2.94) can be truncated
and considered for some finiteM and N . Eventually, the determination
of ub is reduced to a finite-dimensional system of algebraic equations.
For further details and particular solutions of (2.94), refer to Subsec-
tion 2.3.1.

It is noteworthy that there might exist solutions of (2.94), which do
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not satisfy (2.93). Indeed, assume that ΘT = 0, and

Θ0 (x, y) = ϕM (x)ϕM (y) , v = ϕM ,

for a fixed odd M . Then

αmn = 4MδMm δ
M
n , MTmn = 4

a2µTmn = 4
a2ψMM (T ) δMm δMn ,

and therefore (2.94) consists of only one equation∫ T

0
ψMM (−τ)ub (τ) dτ = a

πMd
.

Here it is taken into account that

ψMM (T − τ) = ψMM (T ) · ψMM (−τ) .

Evidently, the function

ub (t) = uo · ψMM (t) with uo = a

πMTd
,

belongs to L2 [0, T ] and satisfies the equation above, but it does not
ensure the exact controllability of the plate, since the second condition
in (2.93) is satisfied exactly only when T →∞.

On the other hand, for the approximate null-controllability of the
square, it is necessary and sufficient that the inequality∣∣∣∣∣

∣∣∣∣∣
∫ T

0
Gb (x, y, T − τ)ub (τ) dτ +MT (x, y)

∣∣∣∣∣
∣∣∣∣∣
L2(Ω)

≤ ε (2.95)

holds on U . Then, by virtue of the Minkowski and Cauchy-Schwartz
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inequalities, the fulfillment of the inequality∫ T

0
g (T − τ) |ub (τ)|dτ ≤ ε− ||MT ||L2(Ω) (2.96)

for at least one ub ∈ U is sufficient for the fulfillment of (2.95) as far as

ε̃T = ε− ||MT ||L2(Ω) ≥ 0.

Here

g (t) = ||Gb (x, y, t)||L2(Ω) = 2πd
a2

√√√√ ∞∑
n=1

∞∑
m=1

α2
mnψ

2
mn (t),

and

||MT ||L2(Ω) =

√√√√ ∞∑
n=1

∞∑
m=1

M2
Tmn ||ϕm||

2
L2[0,a] ||ϕn||

2
L2[0,a] =

= a

2

√√√√ ∞∑
n=1

∞∑
m=1

M2
Tmn.

In the derivation above, the summation formula (2.59) and

||ϕn||2L2[0,a] = a

2 .

are taken into account.

In that case, any admissible control satisfying

ub ∈ Ũres =
{
u ∈ U , |u| ≤ ε̃T

ε̃T

}
116

 EBSCOhost - printed on 2/14/2023 8:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



2. LINEAR SYSTEMS

with
ε̃T =

∫ T

0
g (T − τ) dτ,

is a resolving control ensuring the approximate null-controllability of
the square.

Particular solutions presented in Subsection 2.3.2 can be involved
to satisfy (2.96).

For numerical analysis let

a = 0.1, v ≡ 1, Θ0 (x, y) = 10ϕ1 (x)ϕ1 (y) , ΘT = 0, ε = 10−3.

In addition, assume that the material of the square is made from copper.
Then, the inequality

ε̃T = ε− 20
a

exp
[
−2dπ

2

a2 T

]
≥ 0

holds for T ≥ 57.
It turns out that involving the constant control regime with uo =

−10−4, it is possible to provide the approximate null-controllability of
the square in T = 150 (see Fig. 2.13).

For achieving a higher precision for less T , control regimes other
than constant can be involved. Indeed, involving the quasi-polynomial
regime (2.39), the approximate null-controllability of the square can be
ensured for T = 120 (see Fig. 2.14).

On the other hand, the trigonometric regime (2.41) can provide a
smaller value for the residue in (2.91), but for larger T . Specifically,
(2.41) with uo = 10−4, m = 7 and n = 1.5 provides RT ≤ 3 · 10−4 in
T = 180 (see Fig. 2.15).

The residue (2.53) is evaluated for the control regimes considered
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above (see Tab. 2.2). The smallest value for the residue guarantees the
trigonometric control regime, but in T = 180. On the other hand, the
quasi-polynomial control regime provides RT ≤ 3.5 · 10−4 for T = 120.

Control regime Residue Control time
Constant 9 · 10−4 150

Quasi-polynomial 3.5 · 10−4 120
Trigonometric 3 · 10−4 180

Table 2.2: Residue (2.91) for different control regimes
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Figure 2.3: Initial (left) and implemented terminal (right) distribu-
tions of temperature in the rod with χ (x) = exp (αx) when ub ≡ 10−4

Figure 2.4: Implemented terminal state (left) for quasi-polynomial
control regime (right) with uo = 5 · 10−7, m = n = 1
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Figure 2.5: Implemented terminal state (left) for trigonometric con-
trol regime (right) with uo = 9 · 10−4, m = 3, n = 1

Figure 2.6: Implemented terminal state (left) for switching control
regime (right) with uo = 2 · 10−5, t1 = 25, t2 = 30, t3 = 45, t4 = 50,
t5 = 65, t6 = 70
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Figure 2.7: Implemented terminal state (left) for the switching control
regime (2.73) (right)

Figure 2.8: Implemented terminal state (left) for the switching control
regime (2.74) (right)
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Figure 2.9: Maximal uncontrolled displacement at t = 0.5 s (left) and
at t = T (right)

Figure 2.10: Maximal uncontrolled axial stress at t = 0.5 s (left) and
at t = T (right)
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Figure 2.11: Controlled total displacement (left) and axial stress of
the beam at t = T : optimal stopping control

Figure 2.12: Controlled total displacement (left) and axial stress of
the beam at t = T : switching control
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Figure 2.13: Initial (left) and implemented terminal (right) distribu-
tions of temperature in the square when ub ≡ −10−4

Figure 2.14: Implemented terminal state (left) for quasi-polynomial
control regime (right) with uo = −10−5, m = 0.75 and n = 1
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Figure 2.15: Implemented terminal state (left) for trigonometric con-
trol regime (right) with uo = 10−4, m = 7 and n = 1.5
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3

Nonlinear Systems

Nonlinear models generally describe real-life phenomena more pre-
cisely than linear ones. Moreover, in some cases linear models can
become totally useless. That is why in modern control theory pri-
mary attention is paid to the control of nonlinear models. Numerical
methods for nonlinear models are more costly, therefore making ex-
plicit solutions especially worthwhile. As it was shown in Section 1.3,
a kind of Green’s representation formula is valid for an exact (Cacuci’s
approach) and approximate (Frasca’s approach) solution of nonlinear
models. The latter is used below for the derivation of approximate
controllability conditions for nonlinear systems with specific dynamics.

This chapter is organized as follows. The problem is described in
Section 3.1 and the resolving constraints are obtained in Section 3.2.
Particular nonlinear systems are studied on approximate controllability
in Section 3.3. The exact and approximate controllability of Burgers’
equation is studied in Section 3.4 using exact linearization.

 EBSCOhost - printed on 2/14/2023 8:03 AM via . All use subject to https://www.ebsco.com/terms-of-use
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3.1 Problem Statement

Consider the simplest problem about providing a given terminal
state in a given finite time for a system with nonlinear dynamics of a
specific form. Let the system be governed by the second order ordinary
nonlinear differential equation (cf. (1.26))

d2w

dt2
+N (w, t) = f (u, t) in R+, (3.1)

subjected to the Cauchy condition

I [w] = wb at t = 0. (3.2)

Above, N : W × R+ → Rm is a generic nonlinear vector-function,
f : U×R+ → Rm is a given vector-function representing the controller
influence on the system, and wb ∈ Rm is a given constant vector.

The system (3.1) is a reduced version of nonlinear partial differen-

tial equations that are linear in ∂2w̃

∂t2
. Indeed, using the generalized

separation of variables, the equation

∂2w̃

∂t2
+ Ñ

(
∂kw̃

∂xk
,x, t

)
= f̃ (u,x, t) , k = 0, 1, . . . , (3.3)

in principle can be reduced to (3.1). See [103,104] for details.
In the general treatment, if the variable t represents the time, sys-

tems like (3.3) describe wave phenomena in different media. That is
why they are often referred to as oscillating systems.

The set of admissible controls is considered to be

U = {u ∈ U, |u| ≤ ε, supp (u) ⊆ [0, T ]} .
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Mathematically, the problem is to find such admissible controls
u ∈ U that provide the terminal condition

T [w] = wT at t = T, (3.4)

in a given finite time T for a prescribed constant vector wT ∈ Rm.
The exact or approximate controllability in this case is verified in

terms of the residue

RT (u) = |T [w]−wT | .

The nature of exact and approximate controllability described in Chap-
ter 2 for linear systems applies here as well. Here,

RT (u) = 0 on U (3.5)

implies exact controllability, and

RT (u) ≤ ε on U (3.6)

with a given precision ε > 0 implies approximate controllability.
In this chapter, only the case when

T [w] = w (T )

is considered. The solution procedure can be adapted correspondingly.

129

 EBSCOhost - printed on 2/14/2023 8:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



3. NONLINEAR SYSTEMS

3.2 Resolving System

To simplify the derivations, assume that the Cauchy condition (3.2)
is of the form

w (0) = 0, dw

dt

∣∣∣∣
t=0

= 0.

Then, the solution of (3.1) can be approximated by the formal Green’s
representation formula

w (t) ≈
∫ t

0
G (t, τ)f (u, τ) dτ in R+. (3.7)

Following the algorithm described in Section 1.4, evaluate the solu-
tion at t = T and substitute into the residue to derive

RT (u) ≈

∣∣∣∣∣
∫ T

0
G (T, τ)f (u, τ) dτ −wT

∣∣∣∣∣ .
Then, the exact satisfaction of (3.5) is equivalent to the system of
restrictions ∫ T

0
G (T, τ)f (u, τ) dτ = wT . (3.8)

In this case, the set of resolving controls will be

Ures = {u ∈ U , (3.8)} .

The particular solutions obtained in Subsection 2.3.1 can be involved
for explicit representation of the resolving controls.

However, note that since (3.7) is only an approximation to the so-
lution of the nonlinear system (3.1), (3.2), then, in general, for every
admissible control u ∈ U and any terminal state (3.4) the residue sat-
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isfies
RT (u) > 0.

In other words, even the exact solution of (3.8) ensures the approximate
controllability of the system.

On the other hand, since the triangle inequality provides the esti-
mate∣∣∣∣∣
∫ T

0
G (T, τ)f (u, τ) dτ −wT

∣∣∣∣∣ ≤
∣∣∣∣∣
∫ T

0
G (T, τ)f (u, τ) dτ

∣∣∣∣∣+ |wT | ,

then, obviously, the inequality∣∣∣∣∣
∫ T

0
G (T, τ)f (u, τ) dτ

∣∣∣∣∣ ≤ ε− |wT | (3.9)

will be sufficient for approximate controllability of the system, as soon
as

ε̃T = ε− |wT | ≥ 0.

Note that, for instance, in the case of approximate null-controllability,
the last inequality always holds true.

Furthermore, assuming that for a given constant ε0 > 0

|f (u, t)| ≤ ε0 in U × R+,

then from the left-hand side of (3.9) it can be derived that

ε̃0 ≤
ε̃

gT
,
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where
gT =

∫ T

0
|G (T, τ)|dτ,

is sufficient for the approximate controllability of the system. In other
words, any admissible control satisfying

u ∈ Ũres = {u ∈ U , |f (u, t)| ≤ ε̃0} ,

ensures the approximate controllability of the system. For the explicit
determination of the resolving controls in this case, the particular so-
lutions obtained in Subsection 2.3.2 can be involved.

Remark 3.1. In general, the solution of the system (3.8) is not unique
providing opportunities for an optimal choice among the resolving con-
trols. Usually, a cost functional of the form

C [u] =
∫ T

0
W (u, t) dt,

is considered with a given density function W having a specific inter-
pretation in the particular problem under study.
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3.3 Examples

Several particular examples are considered in this section in or-
der to demonstrate how the proposed algorithm works in the case of
nonlinear systems. For simplicity, the consideration is limited to the
one-dimensional case. In addition, it is supposed that the systems are
linear in controls. All the studied systems and their Green’s functions
are borrowed from existing references (see Section 1.3).

3.3.1 Pendulum with Cubic Non-Linearity

Consider in (3.1) the cubic non-linearity

N (w, t) = w3.

In this case, the approximation (3.7) evaluated at t = T implies

w (T ) ≈
∫ T

0
G (T − τ)u (τ) dτ, (3.10)

where (see Subsection 1.3.2)

G (t) = 2 1
4 θ (t) · sn

[
2− 1

4 t, i
]
.

The aim of the control is to determine admissible controls providing
(3.5) or (3.6) for the given T and wT

1. First, consider the constant
regime (2.36) with

uo = wT .

1Without losing the generality one can assume that wT = 1, because otherwise
dividing both sides of the equality (3.10) by wT , its form is preserved.
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In this case, the quantity

∆ (T ) = 1−
∫ T

0
G (T − τ) dτ

measures the error between the desired and implemented terminal states.
Fig. 3.1 (left) shows that ∆ is a periodic function of T . Moreover, in
the case of constant control uo = wT , there exist four different values
of T in the range T ∈ (1, 10), for which ∆ ≡ 0. Namely, T = 1.37,
T = 3.88, T = 6.61 and T = 9.12. Note again that even though the
equality holds exactly, it still implies the approximate controllability of
the system.

Consider now the constant control regime with uo = αwT , α ∈ R.
Evidently, the case

α = 1
I (T ) ,

trivially defines resolving controls ensuring approximate controllability
of the system. Moreover, computations show that the integral

I (T ) =
∫ T

0
G (T − τ) dτ

is non-negative for all T ∈ [1, 10] (see Fig. 3.1 (right)), which means
that when α ≤ 0, it follows that ∆ (T ) > 1. Therefore, in that case the
system is not approximately controllable. Thus, the system is approx-
imately controllable if and only if

α ≥ 1
I (T ) .

When the case of the harmonic control (2.37) with uo = αwT ,
α ∈ R, is considered, the error between the desired and implemented
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Figure 3.1: Dependence ∆ (left) and I (right) against the control
time T for a constant control uo = wT

terminal states becomes

∆ (T ) = 1− α
∫ T

0
G (T − τ) sin (ωτ + γ) dτ.

The aim is to find such real triples (α, ω, γ) for which

RT (u) ≈ |∆ (T )| ≤ ε

with a given precision ε.
Computations show that the integral

I (T ) =
∫ T

0
G (T − τ) sin (ωτ + γ) dτ

satisfies
|I (T )| ≤ 3

in the range T ∈ [1, 10] for all couples (ω, γ) (see Fig. 3.2 (right)).
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Therefore, the fulfillment of the equality

∆ (T ) = 0

is possible, i.e., the system is approximately controllable if and only if

|α| ≥ 1
3 .

Without loss of generality assume that α = 1. Then, for instance, in
the case when ω = π

2 , γ = 0, the equation ∆ (T ) = 0 has four roots
(see Fig. 3.2 (left)): T = 1.77, T = 2.72, T = 5.89 and T = 7.69.
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3
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0

1

2
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T

I

Figure 3.2: Dependence of ∆ (left) and I (right) against the control
time T for the harmonic control with uo = wT , ω = π

2 , γ = 0

In some physical problems, the usage of the switching or piecewise
constant control regimes (2.43) may be required. Let the control consist
of 3 modes, i.e.,

u (t) = u1θ (t− t1) + u2θ (t− t2) + u3θ (t− t3) . (3.11)
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The aim is to find such constants {un, tn}3n=1, partially restricted by
the constraint

0 ≤ t1 < t2 < t3 ≤ T,

that the error between the desired and implemented terminal states,
which is evaluated by

∆ (T ) = 1−
∫ T

0
G (T − τ)

[
u1θ (τ − t1) +

+ u2θ (τ − t2) + u3θ (τ − t3)
]
dτ,

satisfies
∆ (T ) = 0 or |∆ (T )| ≤ ε

for a given ε.

By the definition of the Heaviside function

∆ (T ) = 1− u1

∫ T

t1

G (T − τ) dτ − u2

∫ T

t2

G (T − τ) dτ−

− u3

∫ T

t3

G (T − τ) dτ.

Note that since the integrals

In (T ) =
∫ T

tn

G (T − τ) dτ, n = 1, 2, 3,

are non-negative (see Fig. 3.3), one possible solution of ∆ (T ) = 0 is

u1 = 1
I1 (T ) , u2 = 1

I2 (T ) , u3 = − 1
I3 (T ) , (3.12)

for arbitrary T . At this, t1, t2, and t3 may be fixed.
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Figure 3.3: Dependence of In against the control time T for the
switching control with t1 = 1, t2 = 2, t3 = 3

Excluding from consideration the cases when T = 6.24 for which
u1 →∞, and T = 7.24 for which u2 →∞, for any T ≥ t3 the system is
approximate controllable for (3.11) with (3.12). Let T = 4, then (3.12)
provides u1 = 0.56, u2 = 0.61 and u3 = −1.74. Moreover, it is evident
from Fig. 3.4 that in that case the equation ∆ (T ) = 0 has four roots
when T ∈ [1, 10]. Other solutions are also possible.

Wide physical applications also have the discrete control regime
(2.47). The filtering property of the Dirac function considerably sim-
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Figure 3.4: Dependence of ∆ against the control time T for the switch-
ing control

plifies the analysis. Indeed, let

u (t) = u1δ (t− t1) + u2δ (t− t2) + u3δ (t− t3) , (3.13)

where
0 ≤ t1 < t2 < t3 ≤ T.

Then, by virtue of the filtering property of the Dirac function the error
takes the simple form

∆ (T ) = 1− u1G (T − t1)− u2G (T − t2)− u3G (T − t3) .

Obviously, the regime (3.13) with

u1 = 1
G (T − t1) , u2 = 1

G (T − t2) , u3 = − 1
G (T − t3) , (3.14)

satisfies ∆ (T ) = 0 for all t1, t2, t3, and T ≥ t3, i.e., any discrete control
(3.13) with (3.14) ensures the approximate controllability of the system
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for arbitrary T > t3, excluded perhaps the finitely many isolated points
where

In (T ) = G (T − tn) = 0, n = 1, 2, 3

(see Fig. 3.5 (left)). In particular, fixing t1 = 1, t2 = 2, t3 = 3 and
T = 4, it is obtained that

u1 = −2.23, u2 = 1.37, u3 = 0.93.

Moreover, Fig. 3.5 (right) shows that the equation ∆ (T ) = 0 has three
roots when T ∈ [1, 10].
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Figure 3.5: Dependence of In (left) and ∆ (right) against the control
time T for the discrete control
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3.3.2 Sine-Gordon Equation

Now consider the case when

N (w, t) = sinw,

which corresponds to the space-reduced sine-Gordon equation. In this
case (see Subsection 1.3.2)

G (t) = 2θ (t) · am
[
t√
2
,
√

2
]
.

Considering the constant control regime

uo = αwT

for α ∈ R, the error takes the form

∆ (T ) = 1− α
∫ T

0
G (T − τ) dτ.

Since the integral

I (T ) =
∫ T

0
G (T − τ) dτ

is non-negative (see Fig. 3.6 (left)), the equation ∆ (T ) = 0 has roots
when T ∈ [1, 10] if and only if

α ≥ 1
I (T ) .

Moreover,
α = 1

I (T )
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ensures the approximate controllability of the system for arbitrary T ∈
[1, 10]. Furthermore, in some cases, the equation ∆ (T ) = 0 may have
more than one root. Specifically, when α = 1, the function ∆ (T ) turns
to zero in [1, 10] twice: T = 1.24 and T = 8.68 (see Fig. 3.6 (right)).
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Figure 3.6: Dependence ∆ (left) and I (right) against control time T
for constant control with α = 1

The analysis for other control regimes is similar to that performed
in Subsection 3.3.1.

3.3.3 Approximation Error Analysis

In order to estimate how efficient the approximation (3.7) is in con-
trollability analysis, a comparison between the derived solution and nu-
merical solution of the state equation with predetermined right-hand
side is carried out. To this end the Green’s formula (3.7) for particu-
lar forms of N considered in Subsections 3.3.1 and 3.3.2 is evaluated
at t = T . Here T resolves the corresponding equation ∆ (T ) = 0. In
the case when it has several roots, only the smallest root is considered.
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For the analysis, the scaling parameter introduced in (1.29) turns to be
very efficient. The relative errors are given in Tab. 3.1 and 3.2.

Control regime Relative error Scaling factor
Constant 1.9 · 10−5 −2.38
Harmonic 2.7 · 10−5 −4.12
Switching 7 · 10−6 0.85
Discrete 7.1 · 10−6 −0.89

Table 3.1: Relative error measures of approximation (3.7) for
N (w, t) = w3

Control regime Relative error Scaling factor
Constant 7.9 · 10−7 −1.34
Harmonic 6.5 · 10−9 −6.305
Switching 2.4 · 10−6 −1.58
Discrete 4.3 · 10−5 1.5 · 10−3

Table 3.2: Relative error measures of approximation (3.7) for
N (w, t) = sinw
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3.4 Burgers’ Equation

There is a large class of nonlinear ordinary and partial differen-

tial equations that can be exactly linearized using special algebraic

transformations (some of them can be found, for example, in [199–203]

and references therein). If the state equation of a system under study

is nonlinear, but can be exactly linearized by such a transformation,

then the general solution of the linearized equation can be represented

via the Green’s representation formula and therefore the controllability

analysis of the system can be carried out as it was described in Sec-

tion 1.4. Such transformations exist for various equations in physics

and mechanics [75]. The procedure is demonstrated on the well known

Burgers’ equation below.

The so-called Hopf-Cole transformation

w = −2d
1
Θ
∂Θ
∂x

, (3.15)

proposed in [204] and [205] independently, allows the nonlinear Burgers’

equation
∂w

∂t
+ w

∂w

∂x
= d

∂2w

∂x2
, (3.16)

to be reduced to the linear heat equation

∂Θ
∂t

= d
∂2Θ
∂x2

.

The Burgers’ equation arises in various branches of applied mathemat-

ics and mechanics, such as fluid mechanics and turbulence, nonlinear

acoustics, gas dynamics, traffic flow: the coefficient d is treated accord-

ingly.
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Consider the Burgers’ equation (3.16) in R. Let at the initial instant

t = 0 it be given that

w (x, 0) = w0 (x) in R,

where w0 ∈ L∞ (R) is a given function. Then, the evaluation of (3.15)

at t = 0 provides the following initial condition2 for Θ:

Θ (x, 0) = exp

[

− 1
2d

∫ x

−∞

w0 (ξ) dξ

]

:= Θ0 (x) in R.

Here it is taken into account that

∂Θ (x, t)
∂x

∣

∣

∣

∣

t=0

=
∂Θ (x, 0)

∂x
.

Consider now the non-homogeneous heat equation

∂Θ
∂t

= d
∂2Θ
∂x2

+ f (x, t) (3.17)

in the particular case when the source function is given by

f (x, t) = u (t) v (x) .

Here, as usual, u denotes the control function, and v denotes its distri-

bution on x-axis.

Let the problem be in explicit representation of admissible controls

u ∈ U with

U = {u ∈ L∞ [0, T ] , |u| ≤ ǫ, supp (u) ⊆ [0, T ]} ,
2In the case of finite domains, boundary conditions are transformed in a similar

way.
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for which within a required time T the terminal state

w (x, T ) = wT (x) in R (3.18)

is provided for (3.15) exactly or approximately for a desired wT ∈
L∞ (R). In other words, the problem is to find a distributed control

u ∈ U , such that for the given T , the residue

RT (u) = ||w (x, T ) − wT (x)||L∞(R)

defined for (3.15) evaluated on the solution of (3.17) satisfies

RT (u) = 0, (3.19)

or if that is not the case

RT (u) ≤ ε (3.20)

with a given precision ε > 0.

Since (3.15) provides an explicit dependence of w on u, the approach

described in Section 1.4 can be applied. The general solution of (3.17)

is given by the Green’s formula (see Section 1.2) as follows:

Θ (x, t) =
∫ ∞

−∞

Θ0 (ξ)G (x− ξ, t) dξ+

+
∫ t

0

∫ ∞

−∞

f (ξ, τ)G (x− ξ, t− τ) dξdτ in R × R+.

(3.21)

Here G is the Green’s function of (3.17), defined as [77]

G (x, t) =
1√

4πdt
exp

[

− x2

4dt

]

.
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Then, the controlled flow will be given in terms of (3.21) as follows:

w (x, t) = − 2d
Θ (x, t)

∂Θ (x, t)
∂x

in R × R+. (3.22)

Straightforward calculations allow RT to be expressed in terms of

Θ. Indeed, by denoting

ΘT (x) = exp

[

− 1
2d

∫ x

−∞

wT (ξ) dξ

]

, (3.23)

where wT is given by (3.18), and evaluating the solution (3.22) at the

terminal instant t = T , RT can be transformed to

RT (u) = ||w (x, T ) − wT (x)||L∞(R) =

= 2d

∣

∣

∣

∣

∣

∣

∣

∣

1
Θ (x, T )

∂Θ (x, T )
∂x

− 1
ΘT (x)

dΘT (x)
dx

∣

∣

∣

∣

∣

∣

∣

∣

L∞(R)

=

= 2d

∣

∣

∣

∣

∣

∣

∣

∣

∂

∂x
ln

∣

∣

∣

∣

Θ (x, T )
ΘT (x)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

L∞(R)

.

Therefore, according to the definition of norm, (3.19) is equivalent to

∂

∂x
ln

∣

∣

∣

∣

Θ (x, T )
ΘT (x)

∣

∣

∣

∣

= 0 a.e. in R.

The integration with respect to x once leads to

Θ (x, T )
ΘT (x)

= c,

where c is an arbitrary constant. Therefore, considering the residue

R̃T (u) = ||Θ (x, T ) − ΘT (x)||L∞(R) (3.24)
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with ΘT defined as in (3.23), it becomes obvious that the equality

R̃T (u) = 0

is equivalent to (3.19). Thus, the exact controllability of the Burgers’

equation is equivalent to the exact controllability of the linear heat

equation.

For computations assume that

w0 ≡ 0, wT (x) = rect
(x

2

)

, v (x) = χ[−1,1] (x) ,

where χ[−1,1] is the indicator function of [−1, 1], and rect is the rectan-

gular function. Then,

Θ0 ≡ 1, ΘT (x) = exp

[

− 1
2d

[(x+ 1) θ (x+ 1) − (x− 1) θ (x− 1)]

]

.

Following the algorithm of Section 1.4, (3.21) is evaluated at t = T ,

Θ (x, T ) =
∫ ∞

−∞

G (x− ξ, T ) dξ +
∫ T

0

Gd (x, T − τ)u (τ) dτ =

=
√

4dT +
∫ T

0

Gd (x, T − τ)u (τ) dτ,

and substituted into the expression of R̃T (3.24). Here

Gd (x, t) =
∫ ∞

−∞

G (x− ξ, t) v (ξ) dξ =
∫ 1

−1

G (x− ξ, t) dξ =

=
1
2

[

erf

[

x+ 1√
4dt

]

− erf

[

x− 1√
4dt

]]

.

First, check the possibility of the exact controllability. The resolving
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equation, equivalent to (3.19) is

∫ T

0

Gd (x, T − τ)u (τ) dτ = ΘT (x) −
√

4dT a.e. in R. (3.25)

In this case wT ≥ 0 in R, meaning that ΘT has an exponential decay

in x. Since Gd also has an exponential decay in x, it allows to consider

(3.25) in [−l, l] for some constant l > 1. Expanding Gd and ΘT into

Fourier series and taking into account that both are even functions, it

is derived

ΘT (x) =
1
2

ΘT 0 +
∞
∑

n=1

ΘT n cos
(πn

l
x
)

,

with

ΘT n =
2
l

∫ l

0

ΘT (x) cos
(πn

l
x
)

dx,

and

Gd (x, t) =
1
2
Gd0 (t) +

∞
∑

n=1

Gdn (t) cos
(πn

l
x
)

,

with

Gdn (t) =
2
l

∫ l

0

Gd (x, t) cos
(πn

l
x
)

dx.

The resolving system is formed by equating the coefficients of cosines’

for corresponding n in both sides of the equation above, resulting in

∫ T

0

Gd0 (T − τ)u (τ) dτ = ΘT 0 − 4
√
dT ,

∫ T

0

Gdn (T − τ)u (τ) dτ = ΘT n, n ∈ N.

(3.26)

For particular solutions of (3.26), see Subsection 2.3.1 and Remark 2.3.

For simplicity, restrict the consideration of the Fourier expansions
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above by N = 50. Fig. 3.7 expresses the logarithmic error function

Er (x) = log10

∣

∣

∣

∣

∣

ΘT (x) − 1
2

ΘT 0 −
50
∑

n=1

ΘT n cos
(πn

l
x
)

∣

∣

∣

∣

∣

in [−l, l] ,

for l = 2, N = 50. It is evident that N = 50 provides a good approxi-

mation for ΘT . The error decreases very fast for larger l.

-2 -1 0 1 2

-5.0

-4.5

-4.0

-3.5

-3.0

-2.5

x

Er(x)

Figure 3.7: Logarithmic error of approximation of ΘT by its Fourier
series expansion for N = 50

Further, in order to derive a consistent system of algebraic equa-

tions, let the control be given in the form

u (t) =
1
2
u0 +

50
∑

n=1

un cos
(πn

T
t
)

, (3.27)

where un, n = 0, 1, . . . , 50, are unknown constants that need to be

determined. Substituting u into the resolving system (3.25) truncated

with N = 50, the following system of linear algebraic equations is

derived:

Au = ΘT , (3.28)
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where

A = {Amn}N
m,n=0 , Amn =

∫ T

0

Gdm (T − τ) cos
(πn

T
τ
)

dτ,

u = {u0 . . . uN )T
, ΘT = {ΘT 0 . . . ΘT N )T

.

Solving (3.28) with respect to the unknowns un and substituting them

into (3.27), the absolute error between w (x, T ) and wT is plotted in

Fig. 3.8 (left). The corresponding control regime is plotted as well (see

Fig. 3.8 (right)). It turns out that at T = 0.1 the maximal absolute

error is on the order of 7 · 10−2. The maximal mismatch (known also

as Gibb’s phenomenon) occurs at the vertexes x = ±1, which can be

reduced by considering larger values for N .
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Figure 3.8: Absolute difference between the implemented and re-
quired terminal states (left) and the corresponding control regime (3.27)

Apparently, the equivalence between the exact controllabilities es-

tablished above does not occur in the case of approximate controlla-

bility. Nevertheless, the Minkowski inequality provides for the residue
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with the estimate

RT (u) ≤ 2d

∣

∣

∣

∣

∣

∣

∣

∣

1
Θ (x, T )

∂Θ (x, T )
∂x

∣

∣

∣

∣

∣

∣

∣

∣

L∞(R)

+ ||wT ||L∞(R) .

Further, since both Θ and
∂Θ
∂x

are uniformly bounded in R × [0, T ],

then using the obvious inequality3

||g1 · g2||L∞(R) ≤ ||g1||L∞(R) · ||g2||L∞(R) ,

as well as the solution (3.21) evaluated at t = T , the following estimate

for the residue is obtained:

RT (u) ≤ 2dRT 0 (u) · RT 1 (u) + ||wT ||L∞(R) .

Here

RT 0 (u) =

∣

∣

∣

∣

∣

∣

∣

∣

Gi (x, T ) +
∫ T

0

Gd (x, T − τ)u (τ) dτ

∣

∣

∣

∣

∣

∣

∣

∣

−1

L∞(R)

,

Gi (x, T ) =
∫ ∞

−∞

Θ0 (ξ)G (x− ξ, T ) dξ,

RT 1 (u) =

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∂Gi (x, T )
∂x

+
∫ T

0

∂Gd (x, T − τ)
∂x

u (τ) dτ

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

L∞(R)

.

Thus, as soon as

2dRT 0 (u) · RT 1 (u) + ||wT ||L∞(R) ≤ ε,

then (3.20) holds, i.e., the Burgers’ equation is approximately control-

3This directly follows from the generalized Hölder inequality as p goes to infinity.
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lable. Therefore, when the inequality

ε̃T := ε− ||wT ||L∞(R) ≥ 0, (3.29)

holds4, any admissible control

u ∈ Ũres =

{

u ∈ U , RT 0 (u) · RT 1 (u) ≤ ε̃T

2d

}

is a resolving control, i.e., it ensures the approximate controllability of

the Burgers’ equation at the given T with the required accuracy ε.

Furthermore, using the Minkowski inequality, it is obtained

RT 0 (u) ≤ c0 +
∫ T

0

g0 (T − τ) |u (τ)| dτ,

and

RT 1 (u) ≤ c1 +
∫ T

0

g1 (T − τ) |u (τ)| dτ,

where

c0 = ||Gi (x, T )||L∞(R) , c1 =

∣

∣

∣

∣

∣

∣

∣

∣

∂Gi (x, T )
∂x

∣

∣

∣

∣

∣

∣

∣

∣

L∞(R)

,

g0 (t) = ||Gd (x, t)||L∞(R) , g1 (t) =

∣

∣

∣

∣

∣

∣

∣

∣

∂Gd (x, t)
∂x

∣

∣

∣

∣

∣

∣

∣

∣

L∞(R)

.

Therefore, as soon as (3.29) holds, the inequality

∫ T

0

[g1 (T − τ) − g0 (T − τ)] |u (τ)| dτ ≤ ε̃T

2d
c0 − c1

4Note that it always holds in the case of approximate null-controllability.
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is also sufficient for the approximate controllability of the Burgers’

equation.

For a more specific analysis, consider a flow governed by (3.16) in

a thin infinite layer. Assume that the flow source is located at x = −1

section of the layer and generates a harmonic flux

ϕ (t) = [θ (t− 0) − θ (t− 1)] exp (iπt) ,

which vanishes when t > 1. Therefore, the Burgers’ equation must be

complemented by the initial condition

w (x, 0) ≡ 0 in [−1, 1] ,

and boundary condition

w (−1, t) =







ϕ (t) , t ∈ [0, 1] ,

0, else.

Let in particular

v (x) = rect (2x) .

The problem is to find such an admissible control u ∈ U , that ensures

the approximate null-controllability of the flow, i.e.,

RT (u) = ||w (x, T )||L∞[−1,1] ≤ ε

with ε = 10−4. Obviously, the desired T must satisfy T < T0, where

T0 satisfies

||w (x, T0)||L∞[−1,1] ≤ ε,

when u ≡ 0. Restricting the consideration by d = 1, it is obtained that
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T0 = 10.35 (see Fig. 3.9).

Involving the distributed control regime (2.37), it is possible to

achieve the approximate null-controllability of the flow for T = 9.2

when uo = −1, ω = 2π and γ = 0 (see Fig. 3.10). Furthermore, it is

evident from Fig. 3.11 that when uo = 1, ω = π and γ = −π

2
, the flow

is approximately null-controllable at T = 7.15.

On the other hand, the same accuracy can be achieved by using a

single impulsive action

u (t) = uoδ (t− to) ,

where 0 < to < T0. Indeed, Fig. 3.12 shows that when uo = 1 and

to = 1, the flow is approximately null-controllable at T = 8.5.

Furthermore, involving the switching regime (2.43), it is possible

to achieve the approximate null-controllability of the flow for smaller

values of T . Choosing u1 = −u2 = 0.1, t1 = 0 and t2 = 1.2, the

approximate null-controllability is achieved for T = 6 (see Fig. 3.13).

Figure 3.9: Uncontrolled flow in the layer at t = 10.35
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Figure 3.10: Flow in the layer at t = 9.2 (left) and corresponding
time-harmonic control regime (right)

Figure 3.11: Flow in the layer at t = 7.15 (left) and corresponding
time-harmonic control regime (right)
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Figure 3.12: Flow in the layer at t = 8.5 (left) and corresponding
impulsive control regime (right)

Figure 3.13: Flow in the layer at t = 8.5 (left) and corresponding
impulsive control regime (right)

157

 EBSCOhost - printed on 2/14/2023 8:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



 EBSCOhost - printed on 2/14/2023 8:03 AM via . All use subject to https://www.ebsco.com/terms-of-use



Summary

Along with stability and reliability, controllability, i.e., the ability
to produce controls providing a desired terminal state within a specified
time, is one of the most crucial features of control systems. In order
to ensure proper functionality, control systems are verified to possess
the mentioned properties (and perhaps some additional ones as well).
The usual analysis of controllability consists of evaluation of the residue
between the desired state and the state implemented by a specific choice
of an admissible control at the required instant. Depending on the
value of the residue obtained on the set of admissible controls, the
controllability is classified as exact or approximate. Thus, if the residue
is exactly zero, the system is referred to as exactly controllable. If this
does not hold, but the the residue remains smaller than a required
precision, then the system is called approximately controllable.

There exist several approaches for verifying particular systems on
exact or approximate controllability. One of the approaches is based on
the minimization of the residue on the set of admissible controls. By
solving the minimization problem, it is possible not only to figure out
whether the system is exactly controllable or not, but to estimate to
what extent the system is approximately controllable. Moreover, the
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approach allows the determination of the set of resolving controls ex-
plicitly, which is also a valuable advantage. However, the minimization
procedure can be of a high computational cost, e.g., in higher dimen-
sions, for systems with complicated state constraints, for a large set of
admissible controls, in the case of discontinuous state transitions, etc.
Another approach consists in a heuristic representation of resolving
controls which contain a set of free parameters. Those parameters are
eventually determined by substituting the controls into the residue and
solving the resulting nonlinear algebraic equations. Compared with the
previous approach, this one operates with explicitly defined controls,
instead of searching through the set of admissible controls. Therefore,
it incurs a smaller computational cost.

The controllability analysis can be simplified if the explicit solu-
tion of the state constraints is somehow found, since in that case the
dependence of the residue on the control function is explicit. Taking
into account that the notion of the Green’s function is extended from
linear to nonlinear systems, the Green’s representation formula can
serve that purpose. Indeed, evaluating the state function represented
by means of the Green’s formula at the required instant and substitut-
ing into the residue, either of the aforementioned approaches can be
applied to study the controllability and to define the set of resolving
controls explicitly. The advantage of the Green’s function method in
exact controllability analysis is conditioned by the availability of ex-
tensive handbooks containing explicit Green’s functions for numerous
known equations and their coupled systems. In approximate controlla-
bility analysis the Green’s function method is more advantageous due
to the existence of the upper and lower bounds for the Green’s func-
tion of some “irregular” systems, for which the explicit derivation of
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the Green’s function is complicated.

Case studies show that the developed approach works well for linear
systems with complicated state constraints, such as partial differential
equations with variable coefficients, equations defined in unbounded do-
mains, equations containing uncertainties, higher dimensional systems.
At this, the approach is efficient both in exact and approximate con-
trollability analysis. By means of expansion into series of orthogonal
functions, the exact controllability analysis is reduced to an infinite-
dimensional system of nonlinear equality type constraints on the control
function. Verifying that the expansion coefficients decrease sufficiently
fast, the infinite-dimensional system is usually truncated and studied
as a finite-dimensional problem of moments. The algorithm for finding
the Lp optimal solution of the finite-dimensional nonlinear problem of
moments is quite straightforward. Therefore, optimal control problems
can be studied as well. On the other hand, in some cases, the heuristic
determination of controls can also be quite convenient. The approxi-
mate controllability is studied by using some inequalities to estimate the
residue from above. Eventually, nonlinear inequality type constraints
are derived for the control function. However, those constraints are
merely sufficient for the approximate controllability, which means that
even if those constraints are not satisfied by any choice of admissible
controls, the approximate controllability may still be achieved. Also,
in this case, the heuristic determination of resolving controls is quite
convenient for a basic analysis.

The developed approach is also efficiently applicable for analyzing
approximate controllability of some nonlinear systems. It is established
that second order nonlinear ordinary differential equations of a specific
form can be approximated by a type of the Green’s representation for-
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mula with a Green’s function satisfying the appropriate nonlinear equa-
tion. Moreover, these equations are reduced from second order partial
differential equations which are linear in the second order time deriva-
tive, for instance, by the method of generalized separation of variables.
The approach provides an easily verifiable criterion for the approximate
controllability. Note also that the approach is useful in the case of ex-
actly linearizable nonlinear differential equations, since the solution of
the linearized equation can be represented by the Green’s representa-
tion formula. Furthermore, it is shown that the residue between the
desired and implemented states is the same for the nonlinear and lin-
earized equations. As such, their controllability analysis is equivalent.
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The book was edited several times. Nevertheless, we anticipate that
there is room for improvement and correction. We highly appreciate
any correspondence, whether concerning minor typos or larger issues
in the text.

Correspondence to
Asatur Khurshudyan
Institute of Mechanics
24/2 Baghramyan ave., 0019 Yerevan, Armenia
email: khurshudyan@mechins.sci.am
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