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Preface

INTRODUCTION

Over the past years, a growing number of people, researchers and analysts 
have come to realize that information not always has positive social impacts. 
Among others, the “digital revolution” and the continuous transformation of 
the mass communications sphere brought forward the liability of accurate 
data management, obliging individuals to get precaution in a diversity of 
phenomena, such as misinformation and face news propagation.

Two developments in the media landscape have created quality issues 
concerning the disseminated news and documents. Firstly, the proliferation 
of multimedia capturing and processing tools extended the ways of searching 
and sharing information, allowing people to efficiently and quickly produce, 
edit and distribute content online. Secondly, the volume and the speed of the 
exchanged messages /informatory streams have multilaterally influenced 
individuals’ perception of significant aspects of everyday life. For instance, 
User Generated Content (UGC) has overwhelmed the Internet and Social 
Networking Sites (SNSs), in which multimodal entities (text, image, audio, 
video, etc.) can be combined and spread in numerous ways. The arising 
matter is that large quantities of these digital products may be opinionated, 
sensationalized, misleading, unverified or manipulated, issue that is further 
deteriorated by the lack of confidence to the new online services, especially 
by the average user. The above also impacts negatively on levels of audience 
trust in news outlets, since the truth holds a significant role in the networked 
informing ecosystem. Citizen and Participatory Journalism models, while 
engaging populations /“news consumers” in the newsgathering and publishing 
works, they also deteriorate the above situation, correlating the offered 
computing capacities with their unwanted effects on tampering and forgery 
of informative resources. Within this situation, the public has been confused 
about the real purpose of media, gets disappointed, therefore stop following 

vii

 EBSCOhost - printed on 2/9/2023 8:38 AM via . All use subject to https://www.ebsco.com/terms-of-use



Preface

the associated journalistic channels, since the provided information is no 
longer considered useful and necessary.

The current book focuses on the interdisciplinary research and practices, 
aiming at preventing and/or controlling the misinformation phenomenon. By 
exploiting contemporary advantages in multi-channel media publishing and 
storytelling (i.e. cross- and trans-media) and their potentials in correlation 
analysis and evaluation strategies, the subject of the book is to usher in 
applicable cross-modal veracity solutions, which are considered tremendously 
topical, essential and highly demanded.

OBJECTIVE OF THE BOOK

The subject of misinformation forms an exceptionally complicated field, where 
multiple scientific and applied disciplines are involved. Any attempt to cope 
with the problem prerequisites an adequate research and understanding of the 
underlying framing, including all the current journalistic, ethical, operational 
and technological challenges. The associated perspectives can be classified 
into the following major categories, constituting the foreseeing prospects to 
be addressed by the book:

•	 Estimating the dynamic of massive uncontrolled misinformation, 
aiming at filling the possible interdisciplinary gaps.

•	 Comprehending the different views and approaches of the 
complementary sciences on this multi-perspective matter.

•	 Cultivating globally informing awareness and digital literacy.
•	 Establishing friendly practices, methods and tools, policies and 

procedures, which adequately contribute to ensure the quality of the 
transmitted information.

•	 Taking into consideration the recent advantages in multi-channel 
media storytelling (cross-/trans-media etc.) and their potentials in 
cross-modal veracity strategies.

Data is the new “lifeblood” of today’s ubiquitous society, in which, intense 
interaction between audience and news outlets is central. It goes without 
saying that “news influence beliefs, while beliefs affect the way that events 
are perceived”. With the dizzying rhythms of the exchanging communicative 
streams and the innumerous “user’s access to information” scenarios, 
unreliable content can lead society to a vulnerable position. Hence, related 

viii
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social, political and economic consequences can be triggered, influencing all 
areas of human activity. For this reason, a new scientific, technological and 
research industry has been developed, namely the field of Digital Forensics 
(DF), aiming at facilitating originality evaluation of multimedia resources. In 
specific, remarkable research effort has been conducted in the field of media 
veracity, progress that is validated by the development of content forgery 
tools, online /free document inspection platforms, adoption and elaboration 
of best factchecking practices. However, while modern computerized systems 
(software and hardware) made easier the production and distribution of 
UGC material, they also hardened the detection of manipulation and altering 
trails. Therefore, multiple /discerned methods and modalities for identifying 
tampering traces need to be engaged, for which the operating users should 
have the required marginal know-how with continuous up-to-date awareness. 
The diversity of the approaches is related to both the multimodal nature of 
the various formats or entities (text, audio, image, video) and the different 
algorithmic implementations, thus resulting in a very demanding multi-
disciplinary domain.

The innovative aspects of the book are related to the urgent and 
multidimensional character of the topic and the exploitation of the recent 
advantages in the digital media world. In specific, considering that 
multiple publishing and storytelling ways (i.e. cross-/trans-media) form the 
commonplace in today’s journalistic ecosystem, correlation of the various 
content versions and instances is examined as a promising solution towards 
cross-modal veracity strategies. No doubt, the maturity of cross-media 
facilitates easy transformation of informing resources, adapted to the technical 
specifications of the different communication means. The implied cross-
validation mechanisms create a kind of media tampering firewall, since, on 
purpose processing and falsification have to be applied in all the available 
instances, i.e. entities and networks. Hence, given that news is now produced 
once and deployed in various formats for different publication channels, 
processing inconsistencies that are caused during the tampering actions might 
be searched for, providing an additional verification approach. Moreover, 
the multimodal character of the information (and its propagation) allows for 
the investigation and selection of the most applicable media type, in which 
originality assessment can be more easily accomplished. In this perspective, 
both human-operated and machine-driven authentication techniques are 
presented in this book, forming the necessary grid for fighting and preventing 
disinformation.

ix
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STRUCTURE OF THE BOOK

The book is organized into eight chapters. The most important topics that are 
covered in this book are listed below, outlining the structure and organization 
of the chapters:

Chapter 1 provides a smooth “Introduction to Cross-Media Authentication 
and Verification”, helping readers to understand the basics of content tampering 
and forgery detection processes, as well as their association to multiple media 
and cross-validation techniques. Based on this, the analysis that is attempted 
in the following chapters could be more easily comprehended, primarily by 
the average reader.

Chapter 2, “Media Authenticity and Journalism: An Inseparable 
Framework”, addresses the news authentication principles concerning the cost 
of misinformation to society, concerning the lost trust in the media agencies 
and the journalistic profession. In fact, it is the first section where the problem 
of misinformation is thoroughly addressed in this book. Issues, controversies 
and problems are discussed with regard to “gatekeeping processes” of the 
“involved channels”, while suggested solutions and recommendations refer 
to the adoption of essential information verification principles, practices 
and tools.

Chapter 3 deals with “The Transforming Media Landscape”, listing the 
breakthroughs in communication technologies (and overall ICTs), while 
illustrating the associated progress in journalism and media services, aligned 
to the different Web eras. This progress is reflected in the appearance of new 
(digital) journalism genres, which are associated with various aspects of the 
misinformation phenomenon, such as the caused discomfort to the non-experts 
and the lack of trust in the news industry. Solutions and recommendations 
regarding digital literacy and continuous support for the quick adoption of 
the advantages, offered through the novel technological trends, are discussed 
as well.

Chapter 4 addresses issues related to “Misinformation via Tampered 
Multimedia Content”, emphasizing on the use of digital/multimedia documents 
as proofing evidence while revisiting reliability-based classification of news 
sites. Solutions and recommendations are provided in terms of informing 
awareness, cultivation and literacy.

Chapter 5 focuses on “Authentication by Humans”, analyzing news 
fact-checking issues, cross-validation practices and wise verification 
procedures, assisted by experts or through team-activity collaborations 
(i.e. crowd computing). Related initiatives on preventing the propagation 

x
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and dissemination of fake news are listed as recommended solutions to this 
contemporary problem.

Chapter 6, titled “Assisted Authentication”, presents machine-driven 
algorithmic methods as means of fully or semi-automated forgery detection 
solutions. The associated research initiatives are carefully inspected concerning 
their necessary elaboration and adaptation to the needs of the news industry 
and the everyday journalistic practices.

Chapter 7, “Cross-Media Publishing and Storytelling”, provides basic 
definitions and the historical evolution of these models. The corresponding 
information is considered essential to illustrate the significant functional 
attributes, therefore to comprehend the dynamics behind potential cross-
modal authentication solutions.

Chapter 8 focuses on the main thrust of the book, namely the presentation 
of the “Cross-Media Authentication and Verification” framework. Strengths, 
weaknesses, opportunities and threats of the envisioned media veracity 
integration are listed, resulting in the recommendation of a prototype 
modelling solution. Future work on system materialization, maintenance and 
continuous elaboration is also discussed, implying further multidisciplinary 
research directions.

TARGET AUDIENCE

The current book is addressed to all individuals, involved (in any way) in the 
aspects of media veracity. Hence, professional and citizen journalists, who 
monitor information alerts and disseminate news stories, as well as ordinary 
news consuming users, will benefit by reading the covered objectives, 
safeguarding themselves and eventually fighting against the unwanted 
phenomenon of misinformation. The same applies to the cases of (mediated) 
communication specialists and ICT experts that could take advantage of 
the provided information to rapidly acquire knowledge and know-how, best 
matching their associated urgent needs (in their fields of interest or broader 
multidisciplinary topics). Furthermore, researchers of all technological, 
humanoid and social sciences will find a convenient and friendly way of 
filling the possible interdisciplinary gaps, understanding the different views 
and approaches of the complementary sciences on this multi-perspective 
matter. For this reason, extensive /profound analysis on both the involved 
media communication theories and the associated forensic technologies and 
algorithms will be avoided throughout the chapters, aiming at serving the 
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balanced presentation of the various topics, while also maintaining a clear 
purpose on the focused target. Nonetheless, highly profound papers and 
focused references will be cited where applicable (without any concern of 
parsimony), so that they could be exploited as further studying sources (and 
more comprehensive resources) by the demanding readers.

Anastasia Katsaounidou
Aristotle University of Thessaloniki, Greece

Charalampos Dimoulas
Aristotle University of Thessaloniki, Greece

Andreas Veglis
Aristotle University of Thessaloniki, Greece
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Chapter  1

1

DOI: 10.4018/978-1-5225-5592-6.ch001

ABSTRACT

The current chapter provides an overview of the objectives being covered in 
this book, introducing the reader to the values of cross-media authentication 
in journalism and generally in informing services. Misinformation has 
social and economic consequences in every aspect of human activity, with 
critical political implication. The dominance of cross-media publishing and 
storytelling and the contemporary forms of digital journalism have shaped 
a new media landscape, raising certain question regarding the applied 
authentication and verification strategies. While media veracity has received 
a lot of attention during the last years, content verification practices need 
to be further supported, adapting to the diverse character of multiple media 
and sources. The utmost goal of this introductory chapter is to unveil the 
potentials of an interdisciplinary exploitation of current advantages in multi-
channel storytelling and their integration in cross-media veracity strategies, 
where best practices can be combined with state-of-the-art computational 
technologies and algorithmic solutions.

Introduction to Cross-Media 
Authentication and Verification
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INTRODUCTION

During the last decades, we have witnessed the digitization of media production 
that followed the tremendous evolution of Information and Communication 
Technologies (ICTs) and their widespread adoption in the media business. 
Undoubtedly, this breakthrough has multi-laterally influenced the roles of 
journalists, communication professionals and media organizations, as well as 
their relationships with the end-users and the audience (Kalliris & Dimoulas, 
2009). New tools and capabilities have been precipitated, transforming the 
media landscape with remarkably expeditious research progress, which 
is still in process. Among others, social media, web and generally ICT 
services have affected the ways that users are engaged in informing and mass 
communicating scenarios, where all news /content producing, accessing /
browsing and “consuming” services co-exist (Dimoulas & Symeonidis, 2015; 
Katsaounidou & Dimoulas, 2018; Kotsakis, Kalliris, & Dimoulas, 2012; 
Spyridou, Matsiola, Veglis, Kalliris, & Dimoulas, 2013; Veglis, Dimoulas, 
& Kalliris, 2016). The vast expansion in the usage and the capabilities of 
contemporary mobile devices (i.e. smartphones and tablets) have fueled the 
materialization of the “information at my finger tip” vision, further advancing 
flexibility and mobility of both users and services, which can now be launched 
independently of time and space (Dimoulas, Veglis, & Kalliris, 2014, 2015, 
2018; Satyanarayanan, Bahl, Caceres, & Davies, 2009). The proliferation 
of user-friendly (mobile) multimedia capturing and processing tools have 
extended the potentials of searching and sharing information, allowing regular 
users to produce and edit content online, with almost no expense. Hence, the 
so-called User Generated Content (UGC) has overwhelmed the Internet and 
social networks, usually having the form of multimodal entities (text, image, 
audio, video, etc.), which can be combined and propagated in innumerous 
ways (Dimoulas & Symeonidis, 2015; Dimoulas et al., 2014, 2015, 2018; 
Katsaounidou & Dimoulas, 2018; Kotsakis et al., 2012; Matsiola, Dimoulas, 
Kalliris, & Veglis, 2015; Veglis et al., 2016).

Except for the benefits that ICTs and digital revolution have offered to 
the media industry, there are certain arising issues related to the validity 
and integrity of the multimodal information that is exchanged through 
the available media channels. Hence, part of the posted, shared and/or re-
published information may be opinionated, sensationalized, misleading, 
unverified, manipulated or otherwise unreliable. Misinformation has social 
and economic consequences in all areas of human activity, with serious and, 
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in any case, interesting political implications. This is also one of the reasons 
explaining why much ongoing research is currently being directed toward the 
underlying causes and consequences of fake news, where the investigation of 
preventing measures and practices has major importance. While outstanding 
progress has been conducted in research terms through the implementation 
of content tampering detection algorithms and strategies, an integrated 
methodology is still missing to properly address all the aspects of news and 
information authentication, taking advantage of all the available modalities 
(Katsaounidou & Dimoulas, 2018). Considering that publishing in multiple 
media is nowadays the common place, multimodal authenticity features can 
be detected and extracted by evaluating the differences between the cross-
media publishing versions of a story (Dimoulas et al., 2014, 2015, 2018; 
Matsiola et al., 2015; Lu, Jin, Su, Shivakumara, & Tan, 2015; Veglis et all., 
2016). This also stands as the main objective of the current book, which aims 
at revealing the potentials of multi-channel media storytelling attributes, thus 
transforming them into innovative cross-media veracity solutions.

Undeniably, media veracity has received a lot of attention during the last 
years, where remarkable research progress has been achieved on related 
methods and algorithms (Katsaounidou & Dimoulas, 2018). However, 
the deployment of an applicable and user-friendly practical tool remains a 
question for the users involved in real-world applications (i.e. journalists /
citizen-journalists and generally social media users contributing content). 
At the same time, the daily exposure to a remarkable amount of visualized 
information (i.e. imaging content and presentation metadata) proves that 
modern civilization is primarily visual. Thus, images are often used as 
proofing evidence to convince readers about news truthfulness. In this context, 
image verification tools were the first approaches that attempted to validate 
digital content integrity and to reveal potential tampering operations, taking 
advantage of the inherited visualization means (Farid, 2009; Katsaounidou 
& Dimoulas, 2018; Schetinger, Oliveira, da Silva, & Carvalho, 2015). This 
was also dictated by the availability of image processing tools, which could 
/can be easily handled by non-professional users for basic visual tampering 
operations (i.e. using common photo editing software, such as the popular 
Adobe Photoshop, from which the name “photoshopped” was made up for 
the doctored images). Nowadays, the world has already moved from the age 
of information to the age of confirmation, where people are becoming the 
editors, gatekeepers and aggregators of information. Hence, content verification 
practices need to be further supported, and a potential solution may be found 
in the exploitation of all the available methods in properly integrated online 
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environments (Katsaounidou & Dimoulas, 2018). The maturity of cross-media 
publishing technology allows for easy content transformation, adapted to the 
technical specification of each different channel. The fact that cross-media is 
a part of everyday life of journalists and media organizations can further be 
exploited towards the implementation of a kind of media tampering firewall. 
Specifically, taking into consideration that news production is distributed 
in various (different) formats through multiple media, on purpose content 
processing and falsification should be applied to all the involved publishing 
and storytelling channels. Therefore, processing inconsistencies caused by 
the tampering operations may be sought, providing additional information 
validation mechanisms.

MULTIPLE MEDIA AND MULTIMODAL 
INFORMATION AUTHENTICATION

Background

The processes of news and content validation appeared almost together with 
the arrival of media publishing services (from the early days of newspapers and 
print-media) and they co-exist ever since (Dimoulas et al., 2014, 2015, 2018; 
Reich, 2006; Veglis & Pomportsis, 2014; Veglis et al., 2016). While content 
tampering and news falsification were even then possible, the technical means 
and the capabilities to deploy sophisticated media alteration were very limited. 
However, as evidenced by related propaganda stories, tampering could not be 
revealed until after some time, where the falsified information was exposed 
to the public and it was further analyzed by experienced investigators. The 
slow paces of news production and consumption at that time, as well as the 
limited number of journalistic and news publishing corporations, could act in 
favor of directed misinformation. On the other hand, untrue /falsified stories 
were revealed in time, resulting in a negative impact on the reputation and 
the credibility of the associated media organizations. Hence, the spread of 
misinformation could be controlled through the reliability of the limited (at 
that time) news producers and publishers, so that people could select their 
own news-informing preferences to avoid hoaxes (Dimoulas et al., 2014, 
2018; Ho & Li, 2015; Katsaounidou, 2016; Katsaounidou & Dimoulas, 2018; 
Siapera & Veglis, 2012; Silverman, 2013; Veglis et al., 2016).

 EBSCOhost - printed on 2/9/2023 8:38 AM via . All use subject to https://www.ebsco.com/terms-of-use



5

Introduction to Cross-Media Authentication and Verification

These days, the proliferation of Social Networking Sites (SNSs) and the 
transition to the era of Web 2.0 (and beyond) have massively extended the ways 
of mediated communication, resulting in a vast number of news producers 
(and consumers), in which all professional /citizen journalists and social 
media users are involved (Kalliris & Dimoulas, 2009; Kotsakis et al., 2012; 
Spyridou et al., 2013). Consequently, the spread of news has become almost 
impossible to monitor, exposing infotainment services in many uncontrollable 
tampering and falsification attacks, thus making users more vulnerable to 
hoaxes (Katsaounidou & Dimoulas, 2018; Matsiola et al., 2015; Silverman, 
2013). Media tampering refers to the processes of intentional altering or 
falsifying (digital) news reporting content, in an effort to make the story 
more appealing and/or to purposely misinform the public (i.e. as part of a 
propaganda campaign). It is well known that photos have been extensively 
used as proof evident of the associated news stories, also aiming at making 
the storytelling more attractive, vivid and compelling to the audience. As 
a result, image processing, aesthetic treatment and/or intentional doctoring 
are quite common in the effort to stimulate the audience, in order to get high 
popularity and ratings. Unfortunately, news manipulation can be applied 
to all the encountered content types or data that accompany a story (i.e. 
text, image, audio, video, their combination, etc.). In this principle, content 
authentication refers to the procedures of verifying published content and 
its multimodal media assets to reveal potential forgery actions, therefore to 
decide the authenticity of a news story. Considering that the possibility of 
content alteration is always present, verification actions and policies have 
become even more important, if not absolutely necessary (Farid, 2009; Gupta, 
Cho, & Kuo, 2012; Ho & Li, 2015; Katsaounidou, 2016; Katsaounidou & 
Dimoulas, 2018; Pantti & Sirén, 2015; Pasquini, Brunetta, Vinci, Conotter, 
& Boato, 2015; Silverman, 2013).

A Theoretical Perspective on Multimedia 
Evidence and Cross-Media Veracity

As aforementioned, prevention of misinformation is considered extremely 
critical, due to its subsequent political, social and economic implications. For 
this reason, fact-checking and confirmation mechanisms were incorporated 
into the services of journalism and mass informing, from their very early 
beginning. In particular, along with news-content acquisition, processing, 
presentation and dissemination, the processes of information validation form 
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a standard procedure that is integral in the end-to-end chain of news reporting 
(Figure 1) (Dimoulas et al., 2014; Reich, 2006; Veglis & Pomportsis, 2014). 
The diagram of Figure 1 models a media framework, which established the 
primary verification rules and practices. The associated theoretical perspectives 
were also adapted and accommodated to the cases of multiple channels, i.e. 
with the deployment of cross- and trans-media publishing and storytelling 
(Siapera & Veglis, 2012; Veglis et al., 2016). However, while this flow model 
is traditionally followed by most media organizations, the advent of social 
networks and UGC with the multiple genres of Digital and Online Journalism 
have complicated the “digital news landscape”, thus making media veracity 
even more demanding. Hence, the domain of Digital Forensics has emerged 
and is continuously elaborating, constituting an especially interdisciplinary 
research field, which aims at helping in the authentication of documents, 
both in scientific and applied level (Ho & Li, 2015). On the one hand, the 
causes and consequences of misinformation are extensively studied within 
the research frameworks of humanities and social sciences. On the other 
hand, experts and scientists on media technologies are trying to cope with 
the problem through algorithmic /automated solutions, by inspecting digital 
content for potential context or format inconsistencies that will reveal possible 
tampering operations. Both approaches are useful, featuring certain advantages 
and weaknesses when compared to each other, since they provide different 
evaluation analysis perspectives (Katsaounidou & Dimoulas, 2018).

Extending the above, the integration of all the available media veracity 
practices and techniques could lead to more reliable outcomes, towards the 
establishment of universal and easy to apply authentication solutions. However, 
major unresolved issues and obstacles exist, hindering progress in this direction. 
As depicted in Figure 1, there is a vast diversity of different sources, channels 
and paths, where multiple content modalities and plural digital formats are 
encountered. While this opens a possibility for cross-media authentication 
strategies (i.e. by correlating all modalities /content versions that refer to the 
same story), the large-scale heterogeneity and the lack of news propagation 
controlling and/or monitoring mechanisms are added to the already present 
difficulties. For instance, the adoption of best practices on fact-checking and 
the deployment of related crowdsourcing initiatives take some time before 
they can provide solid authenticity results. The same applies when causes 
and consequences of misinformation are studied in terms of sociological and 
humanities research questions, which cannot have the immediate /preventing 
character of an automated machine-driven method. This is very important 
when breaking-news come to question, but also because it has been proven 
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very difficult to reveal and diminish the effects of a fake story (i.e. debunk 
a rumor) after its wide spreading (Silverman, 2015). On the other hand, 
most algorithmic approaches are regularly associated with some underlying 
complexity and potential misclassification errors (especially when running in 
unsupervised modes), so that their outputs require technical know-how and 
“digital literacy” to be comprehensible and usable by average users. Moreover, 
in many cases, the above solutions do not exploit the required contextual or 
sociological framing, which is necessary for being understandable and further 
elaborated by other scientists.

Table 1 lists typical examples of possible media assets manipulation, 
providing an overview of the fields in which digital content authenticity can 
be useful. As it can be seen, multiple disciplines are implicated, where the 
subject matter experts of the various domains can be valuable in revealing 
possible forgery attacks and restoring the truth. Thus, gained experience and 
know-how acquired in one field can also be adapted and propagated to other 
related situations. Overall, a great number of factors is involved across the media 
authentication chain, where diverse specializations and different theoretical 
backgrounds are needed to adequately safeguard against misinformation, 
aiming at eventually facing this unwanted phenomenon. These complementary 
skills of the required expertise and competencies can be brought forward 

Figure 1. News reporting dataflow model: the role of multiple media and the need 
for cross-modal validation (Dimoulas et al., 2014; Veglis & Pomportsis, 2014)
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by the collaboration of ICT experts, digital literacy educators, professional 
journalists, scientists and researchers that work on the various aspects of 
media veracity. Understanding that the anticipated cross-media verification 
progress is subjected to the fruitful cooperation of all these multidisciplinary 
specialists, sufficient technological and theoretical background is needed to 
all parties to be able to understand and communicate with each other.

Table 1. Fields in which content authenticity can be useful

Disciplines Sub Disciplines Examples of Misused Digital Content

Media

Journalism • Manipulated Digital Content as evidence at reports

Social Networking

• Tampered User Generated Content (UGC) 
• Tampered photos of official documents (Identities - Passports) and 
misused identity attempts (aiming at succeeding illegal access to profiles 
/accounts)

Advertisement

• Doctored (or “photoshopped”) images used by Fashion industry 
• Exaggeratedly aesthetic “sculpting” of media assets presenting 
products and services associated with financial and commercial 
activities (e.g. embellished hotel images)

Science

• Inappropriate figures manipulations in scientific publications (results 
were altered and/ or fabricated) (Farid, 2004)

History • Altered audiovisual historical documents, used as misleading evidence

Art
• Forged works or pieces of Art, falsely attributed to artists for their 
value to be enhanced, having socioeconomic impact (i.e. financial loss) 
(Lyu, Rockmore, & Farid, 2004)

Health

• Exchange of medical images between hospitals and diagnosis centers, 
with severe consequences on the health of patients (Memon & Gilani, 
2008; Periaswamy & Farid, 2006) 
• Mislead about potential negative effects of important medical 
procedures (i.e. vaccination-related autism, health-hoaxes) (Poland & 
Spier, 2010)

Law

• Tampered photographic legal evidences (i.e. fingerprints, shoeprints, 
DNA images, data of toxicology and ballistic analyses, etc.) 
• Altered audiovisual legal evidences (e.g. recorded conversations) 
• Recognition of child pornography footage over digitally-modelled /
machine-generated virtual content that have different legal treatment 
(Farid, 2004) 
• Altered photos of official documents (Identities/ Passports) attempting 
illegal actions (tapping elements, i.e. access to unauthorized e-shops 
accounts) 
• Public administration (e.g. altered evidences / frauds) 
• Parts of Body or Tattoo identification (Lee, Jin, Jain & Tong, 2012)

Politics
• Political propaganda and public opinion manipulation (i.e. tampered 
audio, image and video content used for propaganda during election 
campaigns) (Krawetz, 2007)

National Security

• Analysis of news alerts and generally informing streams for detecting 
true emergency situations 
• Altered audiovisual content for military purposes (e.g. forge military 
threads, demonstrate untrue fighting superiority, etc.)
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Looking at the examples listed in Table 1, there are situations where the 
searched evidence lays in the meaning, the context or even the empathy of 
the associated messages, so that their evaluation by humans is necessary. In 
other circumstances, algorithmic solutions can bring forward automations 
in revealing possible inconsistencies within the digital data (and metadata). 
In all cases, authenticity for media is an end to itself and someone should 
be aware of information validation principles to comprehend the context of 
misinformation. The same applies to the understanding of the technological 
capabilities and limitations regarding the tampering of multimedia and 
generally digital content, which are the means and the sources of “digital 
forgery”. This is also profoundly affected by the rapidly transforming media 
landscape, with the technological advances being reflected in the appearance 
of new forms of mass communication and digital journalism, sometimes 
creating uncertainties or even suspicions to the audience regarding their real 
purpose. Finally, the proposed cross-modal veracity framework should follow 
the foundations of multi-channel publishing and storytelling (i.e. cross-/
trans-media), thus enlightening interesting aspects and the useful attributes 
of using multiple media. All these parameters and factors are thoroughly 
analyzed in focused /distinctive chapters in this book, aiming at providing 
the necessary knowledge and practical skills towards the materialization of 
the envisioned multimodal verification integration.

Issues, Controversies, Problems: Digital 
Journalism Forms and Authentication Needs

Based on the preceding analysis, contemporary informing architectures rely 
on the engagement of multiple publishing channels, containing information 
in the form of multimodal media assets (Dimoulas et al., 2014; Veglis et 
al., 2016). The availability of multiple media with various favored content 
entities has increased the competition between the media organizations. The 
effort to gain journalistic exclusivity and highly-rated popularity results in the 
uncontrolled propagation of unverified content and stories, whereas intentional 
information tampering is very likely. These unwanted effects are also fueled 
by the massive availability of tools easing digital content processing, even for 
the average user, as well as by the biased and/or sensationalized attitudes of 
media organizations and journalists. It is well known that journalistic analysis 
behind a story is most of the time subjective or even opinionated (i.e. due to 
the personal beliefs of the journalist /writer, the associated experience and 
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the momentary point of view, the tendency to line up to the preferences of 
the targeted audience, etc.). While this is somewhat fair and actually expected 
by the public, there are also cases where content alteration aims at severely 
changing the meaning of a story-article, with the intension of misinforming 
the public about the associated event. Although digital text can be easily 
modified, such kind of altering is expected by the end users and can be easily 
revealed (as already implied), so that the text content alone does not provide 
evidence of originality (Dimoulas et al., 2014, 2018; Katsaounidou, 2016; 
Katsaounidou & Dimoulas, 2018; Siapera & Veglis, 2012; Silverman, 2013; 
Veglis et al., 2016).

Nowadays, new forms of text-based social networking, such as short 
messaging –SMS (i.e. Twitter) and related commenting utilities, have 
overwhelmed the “digital news landscape”, thus resurfacing textual 
communication services. Along with them, unwanted forgery products also 
appear (i.e. machine-generated text messages and comments), requiring 
dedicated verification treatment through proper detection and interpretation of 
the associated textual inconsistencies. Hence, authentication mechanisms have 
been implemented to detect fake social media accounts and for the recognition 
of unexpected text syntaxes, pointing out artificially composed messages (Ho 
& Li, 2015; Katsaounidou & Dimoulas, 2018). Furthermore, tampering attacks 
regularly deal with the accompanying multimedia assets, such as photos, audio 
and video recordings, which usually supplement the associated news stories. 
For instance, recalling that photos have been extensively used as proofing 
evidence, even in traditional news reporting, image forgery is placed among 
the top-listed content tampering cases. Apart from their popularity and the 
power of the visual media (in terms of vividness, representativeness and 
attractiveness), the high rate of photo treatment can also be justified on the 
availability of user-friendly digital image capturing and processing tools. For 
the same reason, audio and video manipulation is more demanding, therefore 
more difficult to apply, requiring dedicated tools and expertise. Image and 
generally multimedia verification rely on context-aware inspection practices 
that are conducted by experts, which are usually combined with subjective 
evaluation reports of multiple users, provided through crowd computing 
frameworks. Moreover, content-based semantic analysis algorithms have been 
developed to automatically detect inconsistencies in the encoded image, text, 
audio and video streams, which can then be used as verification assistants. 
However, despite all this undisputed research progress, a well-tested universal 
procedure that can be used in practice for media authentication purposes is 
not yet available (Farid, 2009; Gupta, Cho, & Kuo, 2012; Ho & Li, 2015; 
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Katsaounidou, 2016; Katsaounidou & Dimoulas, 2018; Pantti & Sirén, 2015; 
Pasquini et al., 2015; Silverman, 2013).

SOLUTIONS AND RECOMMENDATIONS

Deployment of Cross-Media Authentication Strategies

Significant progress has been achieved in the development of authentication 
techniques and practices, during the last years. In fact, related research on 
digital forensics is still ongoing with even higher rates. However, it has been 
proved that the higher the sophistication of the implemented techniques is, 
the more are the requirements for an in-depth understanding of digital media 
technology, or even for some basic comprehension of the underlying verification 
algorithms (Katsaounidou, 2016). Moreover, what is still missing is a reliable, 
straightforward and convenient tool that could be easily used by journalists 
and social media users in their everyday fact-checking needs. Clearly, the 
fact that multiple content modalities co-exist along with different doctoring 
operations and a wide variety of inspection and validation techniques does 
not favor the integration and unification of an easy-to-use universal solution 
(Katsaounidou, 2016; Katsaounidou & Dimoulas, 2018). On the other hand, 
the availability of different content versions, which are associated with 
the corresponding publishing and storytelling channels, allows for further 
evaluation of their inconsistencies, towards the implementation of cross-modal 
veracity solutions. Specifically, the same way that cross-media correlation 
mechanisms are used for content understanding purposes (Lu et al., 2016), 
innovative multimodal authentication services can be launched to correlate 
informing streams between the various sources and dissemination paths, so 
as to assist in revealing potential manipulation actions.

Figure 2 provides an overview of the current news verification approaches 
with their relation to the different publishing channels and the envisioned 
cross-media authentication integration. In this context, the used “cross-media” 
term has a more enhanced meaning, incorporating all the aspects of cross- 
and trans-media storytelling, as well as the diversity of content modalities 
and the corresponding evaluation methods, applied by both humans and 
machines. As it is depicted in the diagram, the proposed framework attempts 
to provide new cross-validation means, adapted to the layered nature of 
multiple media (top center block), which have been elaborated as the outcome 
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of the continuously transforming media landscape (top left block). Hence, 
the prevention of content tampering and misinformation propagation (top 
right block) is targeted through the materialization of dedicated monitoring 
and controlling mechanisms, which form the core of the proposed model 
(placed at the center of the diagram). The presented modular architecture 
(bottom side blocks) has been enabled to address the multi-factored nature 
of veracity, driven by the essence of authenticity and its importance in the 
journalism profession (i.e. “authenticity for media is an end in itself”, bottom 
left block). As already implied, both human-applied practices and algorithm-
driven assisted authentication solutions are taken into consideration (bottom 
blocks, in the middle). Furthermore, added value services concerning system 
maintenance, users’ training, collaborative support and troubleshooting 
dissemination have been included as important system components (bottom 
right block). Overall, it is expected that the proposed architecture would 
facilitate both cross-media publishing and veracity needs through fully- and 
semi-automated mechanisms, supported by machines and groups of media 
experts (of various kinds). It is important to mention that most of the terms 
above (used both in the presented block diagram and in the previously 
noted definitions), are also reflected in the titles of the associated chapters, 
aiming at enlightening the various aspects of the discussed problem and its 
recommended solutions.

CONCLUSION

The current chapter attempts an overview of the media veracity problem and 
its relation to multi-channel publishing and storytelling paradigms, presenting 
the main idea and motivation behind the cross-modal verification target. In this 
context, the concise architecture of the prototype cross-media authentication 
model is wireframed, whereas basic definitions and background of all the 
involved matters are briefly discussed. Specifically, the purpose of the present 
(in this chapter) material is to provide a smooth “Introduction to cross-media 
authentication and verification”, helping the reader in understanding the 
basics of content tampering and forgery detection processes, as well as their 
association to multiple media and cross-validation techniques. Based on this, 
the analysis that is attempted in the following chapters could be more easily 
comprehended, especially by the average reader.
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In specific, the basic media theory is initially presented, followed by its 
elaboration and adaptation to the cases of multiple channels, including the 
recent “digital genres”. Traditional Journalism principles, concerning cross-
validation of events and articles, are discussed, indicating the difficulties 
and particularities that are encountered in today’s news ecosystem, which is 
rapidly transforming. Hence, the need to continually adapt to the new trends 
is pointed out, which is thought as very crucial, considering the essence of 
authenticity in news reporting. Except from the human-adopted practices, 
technological tools and algorithmic procedures are currently implemented for 
assisting journalists in the increased demands for evaluating the originality of 
documents and stories. Therefore, the necessity for combining all the available 
veracity methods and practices is brought to the readers’ attention, along with 
the needs to continually deploy support, training and digital literacy strategies. 
In this context, the proposed model is sub-structured to several layers, i.e. 
journalistic, social, ethical, legal, technological, operational, educational, 
etc., which are going to be thoroughly analyzed in the subsequent chapters. 
These perspectives will permit an in-depth comprehension of the problem, 
envisioning the adoption, development and integration of multiple approaches 
/modalities, towards prospect cross-modal veracity solutions.

Figure 2. The proposed cross-media authentication framework and its relation to 
all the involved cross-modal publishing and veracity aspects
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KEY TERMS AND DEFINITIONS

Content Authentication: The process of verifying published content 
and its multimodal media assets for revealing potential tampering actions, 
therefore for deciding the authenticity of a story.

Content Tampering: The process of intentionally altering or falsifying 
digital content, in an effort to make the story more appealing and/or to 
purposely misinform the public (i.e., as part of a propaganda campaign).

Cross-Media Authentication: A media veracity model that evaluates all 
the involved modalities across multiple media, so that the inconsistencies 
between different content version and analysis methods could reveal possible 
tampering actions.
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ABSTRACT

The evolution of information and communications technologies (ICTs) had 
a strong positive impact in the media world, and especially in the arrival of 
the participatory and citizens’ journalism paradigms. However, this progress 
was also marked by the explosion of content tampering and forgery attempts 
by the dissemination of false informatory data. Verification strategies and 
initiatives to prevent misinformation were introduced along with the advent 
of ICTs, aiming at shielding and resurfacing the essence of verification 
ethics. Based on the principle that information has to be validated before its 
channeling into journalistic pipelines, the present chapter investigates the 
trust between news outlets and audience. In specific, the lost “faith” in the 
media ecosystem is highlighted, focusing on the primary significance that 
truth holds along the end-to-end newsgathering and publishing processes.

Media Authenticity 
and Journalism:

An Inseparable Framework
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INTRODUCTION

In recent years, individuals have been confused about the real purpose of media, 
partly, due to the fact that the channels of communication between journalists 
(professionals or citizens) and the audience may propagate misinformation. 
Indeed, it has been revealed that intended falsification was attempted in many 
circumstances, purposing to disseminate subjective or opinionated stories 
(Amarasingam, 2011). There is often a belief that everything is intentionally 
biased because of the general attitude, which implies that the interpretation 
of individual cases becomes the rule. As a result, people get disappointed, 
therefore stop following the associated informing streams, since the provided 
information is no longer considered useful and necessary. Most journalists 
claim that truthfulness is the core element of the Journalism vocation, 
distinguishing news reports from other infotainment or political judgement 
articles (McNair, 2000). Hence, the notion of “Truth” is assumed to have a 
central place within the newsgathering and publishing industry.

Journalism holds a fundamental role in the way that people understand 
what takes place around the world. On one hand, journalists write stories 
about events that usually occur beyond the physical presence of the citizens, 
offering the unique accessing medium to the associated information. On the 
other hand, although reporters are entrusted with the prestige of “experts”, 
they may be biased regarding their judgment about the facts. In the same 
context, individuals can also influence the content of the news streams or even 
participate in their formulation. For instance, audience is prone to consume 
events which appeal to emotions or personal beliefs, offering the opportunity 
to criticize rather than to applaud. Operating likewise, consumers exert latent 
pressures on the production of such type of articles. Moreover, end users may 
shape their received information in many ways, i.e. in order to get informed 
from specific sources, they customize their favorite pages by connecting 
informing sites to their social network profiles. Other common practices 
include the combination of several kinds of devices /access terminals (with 
their adaptation /customization attributes) and the selection of geographically 
determined updates, associated with their place of residence or interest. 
Furthermore, consumers can shape news items by interacting with nonlinear 
storytelling tools and applications (Thurman, 2015).
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Human civilization intensely depends on information transmission 
(Lewandowsky, 2012).

Through the history of human civilization, there have been eight epochal 
transformations in communication that, in their way, were no less profound 
and transformative than what we are experiencing now: from cave drawings 
to oral language, the written word to the printing press, the telegraph to the 
radio, broadcast television to cable, and now the Internet. (Kovach, 2011, 
p. 18)

In addition,

It is not an exaggeration to say that the future of modern society and the 
stability of its inner life depend to a large extent on the maintenance of the 
equilibrium between the strength of the techniques of communication and the 
capacity of the individual’s own reaction. (McLuhan, 1994, p. 27) 

Each new path of communication, after a required adaptation period, 
evolves the way of exchanging information to simpler, more textured and more 
meaningful patterns. Contemporary difficulties that arise due to this incomplete 
maturity process are related to the uncontrolled spread of diverse or even 
contradictory informing streams, which have to be cross-validated. Typical 
examples are the misleading Websites, pursuing to misinform individuals about 
autism-related vaccination, by guiding them not to immune their children, 
a practice which can result in severe social consequences (Larson, Cooper, 
Eskola, Katz, & Ratzan, 2011; Poland & Spier, 2010; Ratzan, 2010). Given 
that an operational democracy depends on an educated and well-informed 
population (Kuklinski, Quirk, Jerit, Schwieder, & Rich, 2000), fact-checking 
procedures are considered essential to avoid the consequences of decisions 
based on incorrect beliefs and ambiguous claims. It turns out that media 
authenticity continues to represent an inherent principle of Journalism, with 
the constant need of being redefined to match the respective social, economic 
and technological framework.
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MEDIA AUTHENTICITY: THE COST OF 
MISINFORMATION TO SOCIETY

The Lost Trust in New Media: Issues, 
Controversies, Problems

Traditionally, the audience has had partial capability to influence the production 
of informatory assets or interact with the creators of the source messages. 
Today, individuals are creating and exchanging User Generated Content 
(UGC), turning themselves into news producers and/or citizen journalists who 
connect and collaborate with other networked participants. This is favored 
by the nature of Social Networking Sites (SNSs), which “are defined by the 
characteristics of participation, openness, conversation, community, and 
connectivity” (Hermida 2012, p. 311). Therefore, SNSs become “a source for 
news media to fill the news vacuum” (Torres & Hermida, 2016 p. 2; Bruno, 
2011; Ha & James, 1998; Harrison & Barthel, 2009; Hermida, 2012; Kaplan 
& Haenlein, 2010). Journalists were always responsible for performing cross-
validation tasks, acting as “Gatekeepers” who have access to all sources, while 
also possessing the required experience and knowledge to verify information 
accuracy. Gatekeeping represents a consistent and imperative journalistic 
practice that is almost as old as Journalism, so it does need to continuously 
adapt to the appearing challenges. Hence, the need for redefining fact-checking 
emerges, as the traditional approaches might be somewhat obsolete in todays’ 
digital informing landscape. A well-known model that attempts to interpret 
the bidirectional relationship between audience members and “media” has 
been suggested by Shoemaker and Vos (2009). Figure 1 depicts an updated 
version of the associated flow diagram by adding cross-media technologies, 
utilized in the massive and rapid channeling of information. In this context, 
all the involved parts have the ability of acting synergistically towards the 
reconstruction and evaluation of news items, giving them enhanced importance 
(Thurman, 2015).

Nowadays, the above model cannot be examined irrelevantly of the 
increasing influence of social media as news providers; the most critical 
issue is the danger that false stories rely on emotion and become as popular 
and widespread as the real ones. Changes in journalistic gatekeeping routines 
were taking place at a time when old-style print and broadcast information 
suppliers were making attempts to develop new online assets, expanding into 
geographically wider international markets and inventing novel approaches of 
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financial gain (Thurman, 2015). In a period that confidence in Journalism is 
continuously decreasing, the emergence of the so-called Post-Truth Journalism 
comes to confirm the technology sceptics’ point of view, concerning the 
harmful impact that Internet causes on the field, thus setting the media itself 
at the center of the public debate. The Oxford Dictionary highlighted the term 
“post-truth” as the word of the year for 2016, describing it as “an adjective 
defined, as relating to or denoting circumstances in which objective facts are 
less influential in shaping public opinion that appeals to emotion and personal 
belief” (Oxford Dictionaries | English, 2017). Examples of false news, widely 
propagated within social networks, can be detected in all countries (on both 
serious occasions /news-stories and gossip-related /lifestyle infotainment 
streams). A typical story broke out recently in Sweden with reference point 
to Prime Minister Stefan Leven and a wristwatch of outstanding value. This 
post was shared on Facebook about 1,000 times and provoked about 2,000 
reactions. Eventually, the article turned out to be inaccurate, firstly, because 

Figure 1. Involved channels in the gatekeeping process: an update to the Shoemaker 
and Vos (2009) model
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the wristwatch was not that valuable and furthermore, because it was given to 
the Prime Minister as a gift (Digiday, 2017). Fake-news is not a current trend, 
but the digital world has become the appropriate arena for their spreading. 
Hence, in the context of SNSs the uploaded content often does not have 
professional framing, so it is not clear if the narrative is an expression of 
opinion, analysis or news. In this increasingly participative environment, we no 
longer have to talk about separating roles between producers and consumers, 
but about participants interacting with each other under new rules that no 
one yet understands (Jenkins, 2006). Due to the spread of UGC and SNSs, 
Journalism has turned its attention to the users of these new services, thus 
forming the so-called “new media”. It is no coincidence that thirteen years 
after the launching of the first and most popular social networking platform 
–Facebook (2004)– even more Internet users in many countries worldwide 
consider SNSs as a necessary news source (Thurman, 2015). This tendency 
occurs in a “digital” and “ubiquitous” society, where the media world is 
experiencing a credibility crisis, while technology is evolving in a fearful 
frame of adverse impact on the quality of the provided information.

According to a survey conducted by the European Broadcasting Union 
(EBU) (2016), a scenery of decreasing public confidence in the mass 
communication channels is observed in Europe, as depicted in Figure 2. By 
2015, the general trust had fallen across the range of all informing means. 
The associated reliability index is slightly deteriorated in Internet and Social 
Networks, while the faith in Television and Radio reduced even more. 
However, for Europeans, the mainstream media (Radio, TV) are still the most 
trustworthy, in contrary to the written press and online news-sites, which 
present higher levels of unfaithfulness. Equally significant is considered the 
fact that, radio has found to be the most reliable medium in 20 countries, 
whereas television holds such lead in 13 countries.

Likewise, based on a longitudinal study, Americans’ confidence in media 
capacity to “broadcast the news completely, accurately and fairly” present 
declining tendency during the last fifteen years. As Figure 3 presents, the 
level of trust is steadily below 50% since 2007, whereas the highest measure 
(72%) was recorded in 1976. The lowest rate is observed in 2015, with only 
32% of Americans declaring that they have “Great deal/ Fair amount trust in 
media”. This image of citizens’ decreasing entrustment is found in all ages 
groups, and especially among young people (18-49 years old), where the 
associated percentage scores are even lower (Gallup, 2017).
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Figure 2. Evolution of the Net Trust Index in the European Union (2011-2015)
Source: EBU (2016)

Figure 3. Americans’ trust in the Mass Media
(Gallup, 2017)
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The above discussed crisis of press credibility towards the, as well as the 
fear of an adverse impact of new technologies on the provided information, 
are justified if someone takes into account the quality of the news that are 
shaped and shared through the available channels. For instance, just like 
every year, 2016 was characterized by stunning international events that 
took place, related to the refugee crisis, terrorist attacks in Europe, Donald 
Trump’s election, British decision to leave the European Union (Brexit) and 
the death of many celebrities. These stories were disseminated and became 
“viral” in social networking platforms. It goes without saying that the latter 
(i.e. SNSs) have claimed and won their value in the battle of informing, 
gaining ground from traditional media that gradually lost their power. On 
the contrary, this superiority appears to be quite weakened in 2017, where 
audience presents a more cautious attitude (as depicted in Figure 4). The 
spread of misinformation seems to form a primary reason why individuals 
all over the world are more suspicious about the role of SNSs. Given the low 
popularity and trustworthiness of traditional media, the emergence of “fake-
news” emanates from the remaining forms of Online Journalism, somewhat 
confirming those who worry about the harmful impact of the Internet in the 
news agenda. In a related survey of Reuters Institute, conducted in 36 countries 
across all continents with the participation of 70,000 content consumers, only 
a quarter (24%) of respondents answered that SNSs helped in distinguishing 
reality from fiction (Newman, Fletcher, Kalogeropoulos, Levy & Nielsen, 
2017). At the same time, a 40% voted in favor of “News Media” (i.e. the 
traditional news reporting agencies), with the majority of the interviewees 
(54%) admitting the exploration of SNSs as informing sources (although 
with reduced use of Facebook). Overall, while the mainstream informing 
channels have lost significant portion of their credibility and dominance in 
the transformed landscape of mass communications, the space left is not 
credited to the newfangled online services.

Does the Power of Social Networks Become a Weakness?

SNSs are now indissolubly linked to Journalism, shaping a new form of 
producing content (by both professional journalists and the audience), that 
is connected on the personal interest in information rather than its objective 
value; therefore, it is characterized by a more personalized and individualized 
view of the events. Apart from the roles of readers and UGC contributors, 
users also operate as “friends” and “followers”, grouped around specific 
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subjects, opinion leaders and other individuals, thus facilitating the rapid 
propagation of posts and shares (Siapera, 2012). Hence, with the advent 
of SNSs, Journalism has become “quicker” regarding the amount of news 
spread. However, many people claim that this is the reason for losing control 
over informatory streams, due to their unprocessed dissemination without 
the required journalistic crosschecking. Gowing (2009) discusses about the 
tyranny of live newscasting, which makes it very difficult for a professional 
broadcaster to choose whether it is appropriate to transmit information that is 
incomplete or, perhaps, not 100% confirmed. Overall, reporters are required to 
find the balance between quickness and truthfulness, within being meticulous 
and exhaustive or just interesting (Meyer, 2009).

Another essential principle of making journalism refers to objectivity, 
meaning that media professionals should leave their personal opinion outside 
their reporting (Hermida, 2012). However, the features and culture of SNSs 
give individuals the opportunity to express (in written) their thoughts or 
feelings about an event, with the purpose of sharing it publicly. At the 
beginning of 2000, the discussion over objectivity and subjectivity was 

Figure 4. Percentage of audience agreeing that News Media (i.e. traditional news-
reporting agencies) and Social Media help in successfully separating the facts from 
fiction
(Newman, et al., 2017)
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detected in the example of blogs. Those days, similar controversies were 
triggered with the rise of Twitter and Facebook (Hermida, 2012), which 
have been used as tools for manipulating public opinion, based on a recent 
study (Woolley & Howard, 2017). This survey was part of the University of 
Oxford Computational Propaganda Research Project and it was conducted in 
nine different countries (Brazil, Canada, China, Germany, Poland, Ukraine, 
Russia, Taiwan, and USA). According to Professor Philip Howard, “the lies, 
trash and misinformation” of traditional propaganda are widespread on the 
Internet and particularly on Facebook and Twitter. Again, it is shown that 
the decentralized nature of SNSs, besides the provided immediacy in the 
newsgathering tasks, also offers a fertile ground for information forgery and 
propagation of untrue stories.

As the British Guardian reports (Hern, 2017), SNSs form a field of 
political struggle, dominated by the spread of false news, the creation of 
bogus accounts and the use of automated bots, purposing to promote and 
reproduce publications in favor of a public figure, i.e. to increase the popularity 
of a politician. In the USA, similar practices were /are followed by creating 
more attractive profiles of (political) candidates, a phenomenon that led to 
the illusion of popularity. Based on the associated study, it has been found 
that the online endorsement for a candidate can “enhance actual support 
through the habit of reading public posts in favor of a person”, i.e. Donald 
Trump used Twitter as a central medium of communication in the elections, 
provoking voters to pay attention. According to Sam Woolley, director of the 
Research of the Computational Propaganda Project, these procedures lead to 
the “constructed consensus” effect, which is contradictory to fundamental 
principles of Journalism, such as objectivity and truthfulness. Consequently, 
although SNSs currently represent the primary source of news, it seems that 
skepticism over their role and proper use in informing services is somewhat 
justified, while it steadily increases. The potential enormous participation 
with unlimited freedom over content production and propagation might finally 
have a backfiring result on media authenticity. By all means, it is concluded 
that principles, practices and tools of information verification need to be 
reconsidered and redeployed as the only viable solution for recovering the 
lost trust in the journalistic industry.
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SOLUTIONS AND RECOMMENDATIONS

Information Verification Principles, Practices and Tools

The necessity for cross-validation arises from the fact that inaccuracies can 
be induced in both the news sources and the journalistic shaping /narration, 
where subjectivity, bias, intentional or mistaken transfer of falsified facts 
might occur. The principles of classical media gatekeeping should apply here, 
suggesting that any of today’s informative streams, considered as equivalent to 
the roles of old-time traditional press or broadcasted publications, should be 
treated with the utmost skepticism. Contemporary differences and difficulties 
that are encountered at present-day are related to the uncontrollable nature of 
the digital communications landscape, where Internet services and SNSs have 
prevailed as reporting /infotainment means, therefore making it impossible 
to monitor and evaluate the vast amount of the disseminated data. The 
decentralized, participating and collaborative character of those informing 
networks implies that every node should be part of the necessary distributed 
evaluation. Thus, individuals have to act as citizen gatekeepers (in analogy 
to the citizens’ Journalism paradigm), performing their own fact-checking 
duties, in conjunction with the corresponding news-content consumption, 
contribution and propagation actions. Consequently, the majority of the efforts 
being made in developing practices and platforms, purposing on verification, 
are centered on the cultivation of the necessary audit skills (Katsaounidou & 
Dimoulas, 2018). However, distinguishing between what is true or lie is not 
only a critical judgment, so it needs to be surrounded by knowhow, experience, 
techniques and well-tested best practices. This section summarizes the desired 
knowledge and skills, which Internet users need to possess for ensuring the 
credibility of online reporting. Precaution or defending arrangements, that 
popular news outlets make to protect themselves from misinformation, are 
regarded as equally significant for compiling an integrated framework for 
fighting against media forgery.

Over the last two decades, World Wide Web has been introduced into 
people’s lives as an essential, if not necessary, communication tool. As a result, 
Internet users browse more information than they may actually need, which 
is not necessarily useful, since there is no assurance regarding the accuracy 
of the corresponding content. For instance, different websites often provide 
contradictory data, thus the emerging challenge, faced by individuals, is to 
detect and classify trustworthy sources. Online verification is a compound 
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procedure, implemented through traditional journalistic practices and live tools, 
purposing to evaluate the originality of the associated informatory streams 
and documents. Despite the exponential progress of ICTs and their enhanced 
computing facilities (including quality assessment automations), the human 
factor holds an essential role in the process of media authenticity, through 
the utilization of mature time-established techniques. The combination of the 
above two mentioned approaches is somewhat equivalent to the four-basic 
factor model, usually involved in typical news-checking and cross-validating 
scenarios (Figure 5). Hence, concatenating all these different certification 
perspectives is very likely to lead to the best possible confirmation results, 
while deciding on journalistic credibility and reliability.

Full Fact1, the UK’s independent fact checking charity, has also established 
a related four-stage inspection model, claiming that the inner processes remain 
intact, either when they are applied by humans or when executed by machines 
(Figure 6). The procedure begins with the monitoring of all the associated 
public data, moves to the searching for specific information, then is checking 
the required material about a claim or an event, and finally concluding in 
decision taking about a news item /claim.

Figure 5. The four basic factors of verification strategies
(Silverman, 2013)

Figure 6. The four-stage fact checking process by Full Fact Organization
(Babakar & Moy, 2016)
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To detect and fight fake-news, mainstream and online channels have 
begun to develop strategies to secure both their products and audiences from 
falsified information. The verification process is divided into the accuracy 
inspection of the content itself and the credibility validation of the associated 
news sources. On a second level, the reliability of the stories depends on the 
multimedia evidence that is used to reinforce the value of the presented events. 
Aiming at deciding whether the articles are trustful or not, two essential 
measures are introduced: the credibility of the publisher and the authenticity 
of the documents. One action that has been taken for solving specific aspects 
of the problem is the enlisting of the International Fact Checking Network 
(IFCN), a branch of the Journalism research organization Poynter (Wendling, 
2017). The purpose of this utility is to hold information about the history 
of specific informing pages and agencies, concerning their involvement in 
ambiguous reports that proved to be inaccurate. In the same context, records 
/log files regarding specific rumors or hoaxes are also kept, targeting to reveal 
potential reappearance of such topics with similar /untrue framing. The 
effort is supported by the collaboration of journalists /media professionals 
and authenticity specialists /experts, employed by press corporations like 
the Washington Post and the debunking sites Snopes.com, FactCheck.org, 
Politifact.com, etc. Among the cooperating parties is also listed Google, the 
largest and most popular online search engine, assisting people by displaying 
useful information of linked posts, created by publishers, editors and (teams of) 
external analysts. The so-called “Google Fact Check” service isolates articles 
that include fact-checking evaluations (performed by related organizations and 
other specialized authorities), inserting a summarized version of these reports 
along with the remaining searched /retrieved results. Hence, if an agency or 
an individual runs a debunking site that examines authenticity “statements” 
made by thirds, then, “Claim Review”, a structured data element is included 
in the respective webpage and, as a result, the page appears in search lists 
for that “statement” (Google Developers, 2018).

Facebook has been launched special purpose partnerships with Snopes, 
Associated Press, FactCheck.org, Politifact and ABC News over the past few 
months to stop the propagation of fake-news. The goal is to post warnings in 
news feeds, purposing on limiting and halting the efforts of those who spread 
rumors, hoaxes or jokes. The process is designed as follows: Facebook enables 
readers to execute a series of event control services, which are based on the 
partnerships mentioned above, aiming at alerting users about the potential 
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falsified articles. For this reason, related metadata labeling will be applied with 
the aid of algorithms or through crowdsourcing mechanisms, taking advantage 
of the received feedback. If collaborating organizations confirm a news item 
as fake, Facebook will be informed through a dedicated reporting site and 
will post a warning notice stating that the narrative “is being challenged by 
one or more event control agencies”. The announcement will also be framed 
by a hyperlink, either in the news feed or in the page where the story was 
composed, especially when the user intends to share the hyperlink. Due to 
the worry caused by the evolving phenomenon of tampered information, 
there will be many browser extensions or message Bots that will have been 
performing cross-event processes by the end of 2017 (Schaedel, 2018).

Twitter, with its blue “verified” sign, provides details about the authenticity 
of a public-interest account. In the same context, various newspaper publishers 
have implemented related strategies in their online versions, aiming at detecting 
and fighting misinformation spread by investigating the truth or accuracy of 
the content. One such service that has been developed in Sweden, posts a 
double hyperlink at the bottom of each page, with the following functions: 
the first link asks the public to declare any inaccuracies about the fact that is 
highlighted in the report and the other allows the user to share the article, within 
the regulations of the formula (Southern, 2017). In addition, Washington Post 
attempted to test President Donald Trump’s tweets by utilizing an automated 
system through a new extension to the web browser called “Real Donald 
Context” (Bump, 2016). The number of such applications as the above, 
including robotic methods to cross-check the information, is expected to be 
increased soon. Furthermore, the French newspaper Le Monde has already 
established a search engine to help readers check the accuracy of political 
statements. Having set up a specialized group of 13 people called “Les 
Decoders”, Le Monde seeks to combat the distressing phenomenon of false 
news dissemination, providing a web extension called “Decodex” (Wendling, 
2017). Likewise, BBC has launched the so-called “Reality Check team” in 
the editorial room to combat misinformation (Jackson, 2017). The work of 
the group is to collect stories that are either not cross-checked or formatted 
to look real and then, through appropriate research, to “demystify” them 
by writing penetrating articles and publishing videos in the special section. 
Finally, BBC attempts to launch the “slower news” idea, using exhaustive 
analysis and expertise to help the public better understand the contextual 
framework of the stories, such as the latest political incidents (i.e. Brexit) 
that appeared in the United Kingdom (Jackson, 2017).
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As already implied, various kinds of such authenticity evaluation tools 
continuously enter the market, purposing to fight fake-news and misinforming 
propagation. However, the majority of the users is not always aware of the 
appearance or the proper functioning of such services. It is expected that 
after putting these utilities into testing for an adequate period, the acquired 
experience and the exploited feedback will propel the implementation of 
more prosperous solutions in the future.

CONCLUSION

The evolution of ICTs brought forward many changes in the news business, 
across the end-to-end sides of production and consumption. The media 
ecosystem is under continuous and rapid transformations, where Internet 
and SNNs have prevailed as the most popular informing means, resulting 
in the domination of the Digital and Online Journalism services. As aptly 
pointed out by Rochlin (2017, p. 13): “We are currently witnessing a war 
of information. This war is being fought on an electronic battlefield, and is 
using clicks as ammunition”. Despite this heavy impact of technology and 
the widespread use of social networks, professionals of digital outlets are 
not worried about the future of their work. An adverse side effect is located 
in the uncontrollable nature of information propagation, where intentionally 
falsified content and messages can easily be disseminated, and accepted 
as accurate by the broader audience, which implicates further harmful 
consequences in the society. Nevertheless, the overwhelming majority of 
publishers believe that fake-news is not a threat to their product, but rather a 
powerful incentive, causing to became conspicuous and to emerge qualitative 
Journalism (Newman, 2017). Their optimistic attitude might be attributed 
to the rapid rise of initiatives, which are purposing to prevent spreading of 
untrue stories. Indeed, during the last years, there is a systematic research 
effort, where the Digital Forensics field has been significantly elaborated in 
the journalistic domain, aiming at helping in news authentication. However, 
the developed tools and practices have not yet reached the required maturity, 
to deal decisively with this phenomenon. Additionally, these newfangled 
utilities are unknown both to the general public and the experts of the field, 
issue that further deteriorates their practical usefulness (Katsaounidou & 
Dimoulas, 2018).
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Despite the increased ICTs capabilities in implementing automated systems 
to rank documents in terms of their quality and originality (i.e. absence of 
tampering trails), the human intervention remains important, if not imperative. 
In today’s digital communications landscape, with the presence of multiple 
informing channels, propagation paths and sources, cross-modal authentication 
and verification practices seem to be the only viable solution. In analogy to 
the participatory journalism, the notion of citizen gatekeepers has already 
surfaced, implying that every user, acting as engaged interactor /consumer 
or even as content contributor and disseminator, is obliged to perform fact-
checking duties. Dedicated knowledge and skills are essential in this new role, 
in which the importance of literacy and critical thinking has increased. Thus, 
academics, librarians, educators and media professionals need to collaborate 
towards the elimination of these know-how inadequacies, accomplishing 
a crucial mission in confronting misinformation (Rochlin, 2017). There 
is no objection that this battle should be combatted with applicable tools 
and technological means that will assist individuals in their own “personal 
fights”. For this reason, along with the advances of computing systems and 
services, the research community should bend on the practical needs to 
assess the credibility of informative data, while users should be trained and 
supported on how to use the invented methods or protocols (Berghel, 2017; 
Katsaounidou & Dimoulas, 2018). The unquestionable fact is that fake-news 
cannot be stopped, but they can only be confronted with digital literacy on 
the matters (Rochlin, 2017). Out of the contents and the outline, visualized 
in the present chapter, it is attempted to come an understanding that will ease 
the way forward, for better managing the fluid identity of the information and 
for supporting quality journalism. After all, it has been proven that media 
authenticity and journalism do form an inseparable framework.
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KEY TERMS AND DEFINITIONS

Authentication Strategies: Strategies which investigate the truth of 
events and facts, as well as user and account identity, web pages accuracy, 
and multimedia content data integrity.

(Automated) Βot: An internet bot, also known as web robot, www robot 
or simply bot, is a software application that runs automated tasks over the 
Internet. Βots perform tasks that are both simple and structurally repetitive, 
at a much higher rate than would be possible for a human alone.

Bogus Accounts: Counterfeit or fake, not genuine accounts of social media.
Constructed Consensus: A process in which the online behavior leads 

to similar behaviors in the real world e.g. online support for a candidate can 
enhance actual support through the habit of reading public posts in favor of 
a person.

Debunking Websites: Websites have taken up the task of spreading 
awareness against rumors by presenting evidence and hard facts (e.g., Snopes.
com, FactCheck.org, Politifact.com, etc.).

Digitalization: Integration of digital technologies into everyday life by 
the digitization of everything that can be digitized.

Net Trust Index: The net trust index makes it possible to rank the countries 
according to their level of trust in media, and also to compare the levels of 
trust across different types of media. It can be a positive value, meaning that 
on the whole, citizens tend to trust the given medium, or a negative value, 
which means that generally, citizens tend not to trust it.

Slow News: A new “movement” in Journalism claiming that speed is the 
fundamental issue of reliability and suggests in-depth and expertise analysis in 
order to provide accurate information and help the public understand the facts.
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ABSTRACT

During the last decades, the digital revolution that we have all experienced 
through the widespread deployment of information and communication 
technologies (ICTs) has multilaterally influenced individual’s perception about 
significant aspects of everyday life. Among others, the massive adoption of 
internet technologies and the transition to the Web 2.0/3.0 paradigms (and 
beyond) have shaped a dynamically changing media environment. As a result, 
new forms of journalism and mass communication have been launched and 
are currently available, promoting the so-called citizen and participatory 
journalism models, where user generated content (UGC) is dominant. The 
arising issue is that part of the propagated information may be subjective, 
manipulated, and/or unreliable, which is further deteriorated by the lack of 
confidence of many average users within the new digital environment. The 
present chapter attempts to enlighten the correlations between the rapidly 
transforming media landscape and its unwanted effect on news and content 
tampering.

The Transforming 
Media Landscape
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INTRODUCTION

Historically, technological advances have always affected human life and 
especially the professional and social activities that were /are related to the 
associated evolution. We have witnessed such an intensive impact in our 
everyday habits due to the digital revolution that took place during the last 
decades. This transformation was dominated by the remarkable progress, 
achieved in Information and Communication Technologies (ICTs), resulting 
in the introduction and extensive use of novel mediated communication 
tools (Kalliris & Dimoulas, 2009; Siapera & Veglis, 2012). In particular, 
the widespread adoption of Internet technologies and the transition from 
the primitive Web 1.0 initiative to Web 2.0 and Web 3.0 eras (and beyond), 
drastically altered (and continues to alter) the “user’s access to information” 
scenarios (Aghaei, Nematbakhsh, & Farsani, 2012; Dimoulas, Veglis, & 
Kalliris, 2014, 2015, 2018; Matsiola, Dimoulas, Kalliris, & Veglis, 2015). 
The proliferation of manageable multimedia capturing, processing and 
sharing tools engaged people to be actively involved in the news production 
and consumption processes. As a result, new forms of Digital Journalism and 
Mass Communications are continuously launched and elaborated, advancing 
contemporary media services. Among others, easier information exchange is 
favored by the efficient collaboration between remotely-located users, groups, 
professionals and experts of various kinds, therefore promoting pluralism 
and diversity with timely- and geographically-boundless news coverage (i.e. 
without time and/or location restrictions). Along with the contemporary 
journalism technologies (i.e. robot-, drone-, immersive-journalism, etc.), 
new digital storytelling potentials also appear, aiming at offering enhanced 
capabilities of content capturing, processing automation and augmented user 
interaction (Chamberlain, 2017; Coddington, 2015; Dimoulas, 2015; Dimoulas 
et al., 2014a, 2015, 2018; Gynnild, 2014; Ntalakas, Dimoulas, Kalliris, & 
Veglis, 2017; Tremayne & Clark, 2014; Veglis, Dimoulas, & Kalliris, 2016).

On the other hand, in order for the new capabilities to be fully exploited, 
some minimum “digital skills” and knowhow are necessary, for both news 
producers and consumers. While reasonable, this fact provokes /triggers a 
negative attitude on the part of a number of media organizations, journalists and 
users, who prefer the traditional ways of informing. For instance, professional 
journalists may get anxiety, regarding their working future, considering 
that job offer might severely decrease, due to the automation, provided by 
algorithmic journalism. Similar effects might have the exponential growth 
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of the User Generated Content (UGC), contributed within the citizens’ 
journalism paradigm. Moreover, quite a few practical, ethical and legal issues 
usually come into sight when a new trend enters the market, as it happens 
with almost all the aforementioned genres of Digital Journalism (Dörr, 2015; 
Dörr & Hollnbuchner, 2017; Haim & Graefe, 2017; Johnston, 2016; Linden, 
2016; Montal & Reich, 2016). Another arising matter is that part of the 
news data, contributed by users or machines, is exposed to manipulation and 
tampering actions that can be easily imposed for intentionally opinionating, 
sensationalizing and misleading the public. Consequently, content verification 
processes are even more critical for validating the reliability and authenticity 
of the associated stories, where related difficulties are further intensified by 
the implied digital literacy prerequisites (Katsaounidou, 2016; Katsaounidou 
& Dimoulas, 2018). Besides, the continually changing (therefore being 
unstable) environment of ICTs and mass communication services requires 
for training and persistent support actions, which could help informing users 
and professionals in fast adapting to contemporary trends and challenges 
(such as forgery detection). The current chapter attempts to enlighten all 
these aspects of the rapidly transforming media landscape, emphasizing 
on the unwanted effects of news and content tampering that deteriorate the 
credibility of journalistic organizations and overall lead to lack of trust in the 
news industry. Among others, arising technological capabilities, regarding the 
implementation of novel and more sophisticated information authentication 
techniques, will be outlined as potential promising solutions, analyzing 
advantages and shortcomings of their associated attributes.

THE TRANSFORMING MEDIA LANDSCAPE

Background: Digital Media Technology Breakthroughs

Looking back at the beginning of the media revolution, it all started with the 
breakthrough of digital technology and the development of cost-effective 
computing systems with constantly increasing processing capabilities 
(i.e. personal computers and dedicated computing servers), which also 
initiated the digitization of the newsroom. Computerized editorial systems 
revolutionized newspaper production and publishing, which, with the arrival 
of the World Wide Web, brought forward the electronic /online news editions 
that complemented print and analogue media (i.e. newspapers, radio and TV 
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news). However, the real progress to the contemporary digital environment 
actually began with the transition from Web 1.0 to Web 2.0, and continued 
with the gradual implementation of the succeeded models (Web 2.5, 3.0, 4.0), 
towards the materialization of the so-called “Internet of Thing” envision (Web 
x.0). As it is depicted in Figure 1, while Web 1.0 was characterized by static 
content with limited user interaction (restricted in static pages of simple text 
and still images), both content modalities and interaction mechanisms were 
enhanced in the Web 2.0 era. Most of all, the number of content providers 
was significantly increased with the advent of Web 2.0 services (i.e. blogs, 
wikis, social networking sites in general, etc.), allowing average users to act 
both as content producers and consumers (Aghaei et al., 2012; Dimoulas et 
al., 2014a, 2015, 2018; Matsiola et al., 2015; Siapera & Veglis, 2012).

Additional useful attributes, such as mobility, location- and context-
awareness, personalization and multilevel adaptation, are being progressively 
ingested, offering flexibility with literately unconstrained “access to 
information”. These elements are dominant in today’s Symbiotic Web (Web 
2+/2.5), while they are continuously augmented with more sophisticated 
functionalities of smart processing and management automation. Indeed, 
huge volumes of data are daily produced by innumerous users, a fact that 
requires increased storage capacities and, mostly, efficient content management 
mechanisms (Kalliris & Dimoulas, 2009). Furthermore, the semantics 
behind a story (i.e. topic, meaning, empathy, etc.) are now considered as very 
important and challenging, pointing in the direction of the Semantic Web, 
which emerged as the next big thing (Web 3.0). Semantic processing is quite 
demanding, but also extremely expedient for both content understanding and 
media management purposes (i.e. opinion and sentiment recognition, content-
based searching and retrieval, data summarization, visualization, interpretation, 
etc.). Hence, machine learning and intelligent processing algorithms possess 
a key role in the semantic world of Web 3.0 and Web 4.0. The latter is known 
as the Intelligent Web and is expected to integrate agents and advanced 
intelligent systems into the next generation semantic services (Aghaei et al., 
2012; Matsiola et al., 2015). At the same time, hardware evolution increased 
the capacity of the media storage (though lowering their costs), thus helping 
in facing the associated storage demands. Cloud computing (CC) systems 
have also been promoted for archiving solutions, favoring network-centric 
collaboration and documentation, while ensuring data safety and integrity. 
Moreover, mobile cloud computing (MCC) services allow for computationally 
heavy applications to run on resource-limited mobile devices, thus extending 
mobile capabilities to pervasive and ubiquitous processing frameworks. In this 
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context, the outmost ambition of the “Internet of things” is to provide such 
semantically-enhanced interconnection with all possible electronic devices 
that are used in everyday human life (Aghaei et al., 2012; Dimoulas et al., 
2014a; 2015; 2018; Dimoulas, Kalliris, Chatzara, Tsipas, & Papanikolaou, 
2014; Dimoulas & Symeonidis, 2015; Kotsakis, Kalliris, & Dimoulas, 2012; 
Matsiola et al., 2015; Papadopoulos, Cesar, Shamma, & Kelliher, 2015).

Apparently, most of the above progress has already been reflected in 
the media world and the various “models” of Digital Journalism (e.g. Data, 
Computational and Multimedia Journalism, Robot and Drone Journalism, 
Immersive Journalism and others), which are depicted in Figure 1 and are 
further analyzed in the next sections (Álvarez, 2017; Bull, 2010; Coddington, 
2015; Ntalakas et al., 2017, Veglis & Bratsas, 2017a; 2017b). An indicative 
review of a yearly progress (from 2015 to 2016) brings forward some useful 
conclusions, foreseeing the most important future expectations. For instance, 
the year 2015 can be characterized as “the year of distributed content”, where 
auto-play videos and animated User Interfaces (UIs) intensified their presence 
(Newman, 2016). New interaction mechanisms were launched, such as the 
“3D touch” by Apple, while waterproof and foldable mobile phones made 
their appearance, along with the first sights of wireless charging. Mobile 
network speeds were further increased with the transition to 4G technology, 
also extending the available mobile storytelling capabilities. At the same 

Figure 1. Digital media technology breakthroughs and associated progress in 
journalism
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time, avatars, media agents and multi-agents have been elaborated as virtual 
user assistants, augmenting the associated human-machine interaction (HMI) 
experience. In addition, data summarization and mush-up services have 
extended the utilization of “push notifications and glanceable content”, where 
smart-watches and wearable sensors can find their place. The above trends, 
combined with the advances of Virtual and Augmented Reality (VR, AR), 
resulted in the so-called “Zero UI” idea, where media producers are required 
to make their content available, not just for multiple screens, but even for no 
screens. With the beginning of 2016, it is foreseen that the aforementioned 
multisensory technologies could lead into new journalistic services, within 
the envisioned “Internet of Things” conception. Similarly, it is expected 
that immersive storytelling will continue to emerge, taking advantage of 
the contemporary virtual reality technologies (i.e. navigation through aerial 
views, panoramas, AR, gigapixel imaging, etc.), as well as of the upcoming 
next-generation drones and mobile systems (Dimoulas, 2015; Dimoulas et 
al., 2014b; Matsiola et al., 2015; Newman, 2016; Ntalakas et al., 2017; Pavlik 
& Bridges, 2013).

Digital Journalism Models: Issues, 
Controversies, Problems

As already stated, most of the conducted digital technology breakthroughs 
have their reflection in the formulation of new forms and models of Digital 
Journalism. The remarkable speed of the technological progress resulted in 
the corresponding fast transformation of the media world, where overlapping 
or oven confusion between the different definitions was rather unavoidable. 
Hence, several difficulties appear, regarding the right conception of the 
various new fields, bringing forward further complications and problems 
on the proper use of the associated services. These inconveniences concern 
all the involved parties, namely professional journalists and news producers, 
content contributors and participating users, average /ordinary users or news 
consumers. Along with the controversies that usually emerge when a new 
technology enters the market, the above matters deteriorate the full potentials of 
the newly surfaced services, diminishing the prospects for extended real-world 
practice and testing, which otherwise could lead to constructive evaluation 
and feedback with possible useful updates. Considering that technological 
advances in digital media continue to evolve even at higher rates, it is vital 
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for someone involved in the news business to comprehend existing services 
and their corresponding terminology, before being able to cope with the 
forthcoming tools. Among others, these shortcomings affect cross-media 
publishing and verification practices, making users more susceptible to forgery 
attacks, thus weakening the chances of thorough, versatile and unbiased 
informing. On the contrary, there are challenging opportunities located in 
the innovative character of the up-to-date /upcoming journalism “products”, 
which could be exploited towards the implementation of integrated and unified 
information authentication strategies (Bull, 2010; Ho & Li, 2015; Johnston, 
2016; Katsaounidou & Dimoulas, 2018; Lu, Jin, Su, Shivakumara, & Tan, 
2015; Silverman, 2013; Spyridou, Matsiola, Veglis, Kalliris, & Dimoulas, 
2013; Veglis et al., 2016).

Figure 2 attempts to depict the most important genres of Journalism that 
have been formed with the advent and the widespread domination of digital 
technology, thus portraying a kind of taxonomy of the associated tools and 
media services. From a linguistic point of view, Digital Journalism refers to 
the implementation of digital technology for the collection, publishing and 
consumption of news, therefore along the end-to-end chain of the journalistic 
profession. In that principle, it stands as the main root of all the newfangled 
models that followed. Although the term is often ascribed as a synonym to 
Online Journalism in the related bibliography, in the current chapter (and for 
the rest of the book) the more strict terminology will be used, which slightly 
differentiates the two disciplines. In specific, Digital Journalism has a more 
generic meaning that academically encapsulates all the digital media sub-cases, 
where news is produced, managed and disseminated through digital means, 
having the form of multimodal assets (text, image, audio, video, etc.). On the 
other hand, online Journalism has a somewhat narrower focus, emphasizing 
on the distribution of the news stories through the Web, as clearly indicated 
by the associated “online” adjective. Another possible way of discrimination 
between the two terms relies on the fact that Online Journalism holds only the 
second half of the whole process (the publishing and dissemination part), so 
that it can be viewed as a supplemental task to Computer Assisted Reporting 
(CAR). The later describes the prerequisite work of gathering and writing 
news reports with the help of computers, the origin of which is dated back in 
the early 50s (Coddington, 2015; Dimoulas, 2019; Johnston, 2016; Siapera 
& Veglis, 2013; Spyridoy et al., 2013).
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Closely related to CAR is Computational Journalism, which has been 
surfaced as a recent model /definition, implying that more sophisticated 
processing can be now applied in the newsgathering, shaping and publishing 
tasks. For instance, Artificial Intelligent (AI) and Natural Language 
Processing (NLP) algorithms can be exploited for information searching 
and retrieval, automated news alerts, topic detection, story classification, 
semantic conceptualization, sentiment and opinion extraction, computer-
assisted authentication and others. In this context, dedicated management 
and recommendation techniques can be deployed for automating all the tasks 
of the news reporting chain, often without any involvement or engagement 
of the human factor. Such kind of automated tools forms the sub-section of 
the so-called Robot Journalism (also known as Automated and Algorithmic 
Journalism), where the headlines or even the entire news articles are created 
by computer programs (often called “Web-bots” and “Internet-bots”). 
Furthermore, the programing of the media channel and the time-slots that 
the gathered information is pushed online can be decided by these “software 
robots” or simply “bots”. Overall, Robot Journalism describes the processes 
of gathering and publishing news information with minimum or complete 
absence of human interventions (i.e. semi- or fully-automated news reporting). 
No doubt, this type of algorithmic automation provokes many ethical and 
legal questions, including possible oppositions to the ideology of Journalism, 
which usually results in lack of trust in the associated news stories by the 

Figure 2. Representation of the various forms of Digital Journalism, based on 
their time-entrance (starting point), their relation to the Web eras and the involved 
technologies
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public (Montal & Reich, 2016). Likewise, it can raise concerns regarding the 
working future of “human reporters”, who might be thought as redundant, an 
anxiety that is likely to shape a fighting /defending attitude by the journalists. 
On the other hand, it is not clear whether human-reported news is preferred 
over automated ones, an issue that seems to depend on many different 
aspects, i.e. content and story types, users’ profiles and preferences, etc. 
(Haim & Graefe, 2017). In all cases, professionals can take advantage of the 
offered automation tools, by exploiting them as useful information alerting 
and gathering means, also having the choice of reinventing and enriching 
the human aspects of making journalism (Bull, 2010; Coddington, 2015; 
Dimoulas, 2018; 2019; Dörr, 2015; Dörr & Hollnbuchner, 2017; Johnston, 
2016; Linden, 2016, 2017; Montal & Reich, 2016; Siapera & Veglis, 2013; 
Symeonidis & Mitkas, 2006; Van Dalen, 2012).

Extending the above, apart from media professionals and “machines”, 
average users can now have the role of citizen journalists, through feedback 
/commenting and UGC contribution actions. Hence, the forms of Citizens’ 
and Participatory Journalism have flourished with the advent of social 
networks (Web 2.0 and beyond). While many researchers use the two terms 
as synonyms, again, small variations can be found in their strict definitions. 
Particularly, in the Participatory Journalism scenario, people can be part of the 
news collection, contribution, sharing and commenting processes, however, 
under the authority of a professional media organization. In the citizens’ 
journalism case, users can act as information providers or commenters, 
autonomously (i.e. without any professional guidance or control). Both 
two paradigms met an exponential growth with the advancement of mobile 
computing devices (i.e. smartphones and tablets), which offer in-built Internet 
/networking connections with convenient audiovisual capturing capabilities, 
thus allowing the involved participants to produce and consume news 
independently of time and place. Computational power and storage limitations 
are dealt with the technological evolution of the new-generation processing 
(and storage) units, as well as with the use of contemporary CC and MCC 
services. Moreover, new utilities of pervasive and ubiquitous computing 
became available, incorporating context- and location-awareness attributes, 
semantically enhanced services and AR applications. Consequently, the 
predominant role of pervasive communication in today’s ubiquitous society 
also fueled Mobile Journalism, offering new ways of making journalism. 
Indeed, mobile devices have become the natural extension of journalists and 
their audience (i.e. users) in their everyday informing needs, revolutionizing 
news production and consumption ends. However, there are still remaining 
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practical issues, such as the lack of full-scale interoperability and platform 
independence concerning hardware, operating systems and applications, as 
well as the need for increased reliability, trust and privacy, for both users and 
mobile terminals (Álvarez, 2017; Dimoulas et al., 2014a; Pavlik & Bridges, 
2013; Rodríguez & Freire, 2017; Vázquez & Pérez, 2017; Veglis et al., 2016).

As already mentioned, the exchanged “online news information” usually 
has the form of multimodal assets (combinations of text, images, audio and 
video), which can run almost identically in mobile and desktop systems. 
Moreover, multimedia authoring can be applied for engaging nonlinear 
storytelling mechanisms with enhanced UI, thus offering rich-media 
experience, aligned to the aims of Multimedia Journalism. Besides vividness 
and active user engagement, the new genre also gave users the opportunity to 
have access to the involved digital documents, which can be treated as proof 
evidence of the associated news stories. In this context, multiple publishing 
channels are usually implicated for unfolding the storytelling, either in parallel 
(cross-media) or through trans-media concepts. Again, correlations between 
the different content entities and the associated transmitting channels can 
be useful in revealing potential information tampering actions. However, 
inconveniences do remain, with most important the appearance of strong 
heterogeneity among the different nonlinear navigation mechanisms and the 
corresponding interaction technologies, which can further create operating 
difficulties and lack of confidence to the average user (Bull, 2010; Dimoulas, 
2015, 2019; Dimoulas et al., 2014a, 2015, 2018; Ho & Li, 2015; Lu et al., 
2015; Thomee et al., 2016; Veglis et al., 2016).

An extension to the previous example is the Data Journalism specialty, 
where data accompanying a story are processed, analyzed and visualized for 
creating storytelling products. For instance, photos and videos can be shared 
through online repositories, thus providing new ways of unfolding nonlinear 
narrations. Data journalism brought forward another innovative way of 
storytelling through the use of digital content, where arithmetic sequences, 
multimedia assets, geographical and time-related information, infographics 
and big-data repositories can be involved. The success of the assembled 
news-tales relies on the availability of applicable data, their efficient statistical 
analysis and visualization. This data-driven approach shares some common 
characteristics with the previously described genres (i.e. Computational and 
Robot Journalism, CAR, etc.), with the addition that the human factor favors 
the appliance of investigative processes (precision journalism). As in the 
case of multimedia news reporting, the presented information can be used 
as evident proof documents of the associated stories, where forgery attempts 
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can be revealed. However, Data Journalism is a relatively new discipline, 
represented by a limited number of participating users and journalists, so that 
it hasn’t reached the required maturity level yet, on the broad scale. Thus, 
further progress and real-world practice are needed for facing the arising 
difficulties, before the true potentials of this interdisciplinary field could 
be fully exploited (Thomee et al., 2016; Vázquez & Pérez, 2017; Veglis & 
Bratsas, 2017a, 2017b).

Drone Journalism represents another ongoing media paradigm that favors 
mobility and rapid news coverage, in which drones, and generally Unmanned 
Aerial Vehicles (UAV), are engaged as means of newsgathering, in a diverse 
range of journalism and mass communication scenarios. Specifically, drones 
can “collect” photos, video and other data (i.e. from temperature and humidity 
sensors, GPS /location, etc.), even in places where ground access is not feasible 
(e.g. due to natural /geographical obstacles, unsafe or hazardous environment, 
etc.). The gathered information can be pushed into multiple publishing 
channels, while it can be further utilized in the aforementioned contemporary 
forms of journalism. For instance, photos and video can be treated as media 
assets in Multimedia Journalism; number sequences, acquired by various 
sensors, can be additionally exploited in Data Journalism; their combination 
can provide context- and location-aware information, therefore AR-data 
(and metadata) that are best suited for Mobile or Immersive Journalism, etc. 
(Chamberlain, 2017; Gynnild, 2014; Ntalakas et al., 2017). Regarding the 
last example, immersive storytelling is another innovating trend that is based 
on VR, 3D computer graphics and gaming technologies, aiming at creating 
first-person experiences by posing the audience into the (virtual) world of 
the news-story. In this context, drones are very useful in collecting aerial 
shooting with possible 360o coverage angles and at different scales, thus 
producing panoramas, 3D images /videos and gigapixel imaging products 
(i.e. multiple images covering the events /scenes of interest at different 
scales, while preserving high resolution). Hence, in combination with other 
capturing means (i.e. satellite photos, ground footage, etc.) and 3D gaming 
techniques (i.e. 3D-modelled characters, synthetic /virtual environments, 
interaction mechanisms, etc.), photorealistic motion sequences can be created 
and embedded in Immersive Journalism services (De la Peña et al., 2010; 
Ntalakas et al., 2017; Seijo, 2017).

As in all previous forms, both these two ongoing journalism frameworks 
feature certain advantages and disadvantages. For instance, drones and 
UAVs are quite convenient and have low-cost (at least, when compared 
to other aerial means), while they offer flexibility regarding mobility and 
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information gathering capabilities. On the contrary, the running distances and 
the maximum time of flight are very short, at the moment (unless high-end 
expensive equipment is used). Moreover, a universal regulatory framework 
is still missing, so that different certifications are required worldwide for the 
candidate journalists and users who want to fly these machines as pilots in 
command. Most of all, legal and moral implications, related to journalism 
ethics, as well as safety, privacy and security concerns need to be properly faced 
and settled. Similar criticism is encountered regarding the case of Immersive 
Journalism. While VR techniques aim at causing empathy to stimulate the 
feelings of the news readers, there is a discussion about the ethical limits 
of these storytelling approaches. For instance, unfitting footage, containing 
scenes of violence, cannot be utilized in immersive news stories that are 
addressed to all ages. In addition, the adopted gamification mechanisms 
might fail to deliver the emotions and the essence of the real events (e.g. 
someone might take serious wild actions for a game). The final results are 
strongly depended on the appropriateness and the quality of the produced 
services, thus requiring dedicated know-how and experience of both the 
engaged users and the media professionals (not only for the Immersive and 
Drone Journalism, but almost across the entire range of the aforementioned 
journalistic models). In every case, the lack of confidence in the use of the 
new tools also deteriorates the trust to the associated journalism products, 
leaving the audience more vulnerable to potential misinformation actions. 
Hence, the continuous training and support of all the involved parties seem 
to be the solution to their digital media literacy, therefore to the unwanted 
uncertainty effects of the rapid media transformations (Katsaounidou & 
Dimoulas, 2018; Katsaounidou, 2016; Linden, 2016, 2017; Matsiola et al., 
2015; Ntalakas et al., 2017; Seijo, 2017; Veglis et al., 2016).

SOLUTIONS AND RECOMMENDATIONS

Digital Literacy and Continuous Support 
for Fast Adapting to the New Trends

Based on the preceding analysis, most of the contemporary genres of Digital 
Journalism promise to deliver specific conveniences and benefits, the same 
time that they seem to suffer from some unwanted and rather unavoidable 
shortcomings. For instance, there is a contradictory argumentation regarding 
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the consequences of Robot Journalism, which is considered both a savior and 
a threat to human journalists (Linden, 2017). In the former case, the offered 
automation is (positively) judged of being assistive to media professionals, 
in receiving alerts while gathering news information. The already implied 
automation anxiety is justified in the second case, since it results in the 
formation of a defensive attitude, caused by the expected decrease of job 
offers due to the applied automations (Linden, 2016, 2017). Likewise, drones 
may replace human reporters, but they can also ensure healthier and less 
dangerous working conditions (e.g. when covering a civil disaster, a conflict in 
a war zone and, generally, in cases that news scenes are located in hazardous 
environments). Moreover, drones allow faster responding to breaking news 
events, while, in most cases, offer higher quality footage, provided by the 
aerial coverage (Chamberlain, 2017; Gynnild, 2014; Ntalakas et al., 2017). 
Similar advantages and disadvantages can be found in all the discussed media 
models. For example, specific digital skills and knowhow are demanded by 
journalists (and users) to take full advantage of Immersive and Multimedia 
Journalism. The same applies to the cases of Robot and Data Journalism, where 
a familiarization with computer software and data processing algorithms is 
rather necessary. Overall, the rapid technological changes redefine the core 
skills of human journalists, requiring a kind of turn to computational and 
algorithmic thinking; they are also challenging them to improve themselves 
at the things that humans can do better than machines and algorithms, such 
as in writings more appealing and humane news articles (De la Peña et al., 
2010; Linden, 2016, 2017; Montal & Reich, 2016; Van Dalen, 2012).

It can be foreseen that most of these new forms of journalism will further 
evolve and, in many cases, will probably dominate the news market, in the 
near feature. As it has been cleverly argued for the case of Algorithmic 
Journalism, “what can be automated will be automated” (Van Dalen, 2012). 
Considering that the skills and specialties of news producers and consumers 
are continuously redefined, all participating actors have to be informed and/
or trained, in order to find their place in the rapidly transforming media 
landscape. Otherwise, the power of the new services will remain in the hands 
of the elite groups and experts, worsening, even more, the conditions for 
diverse, objective and timely informing. Apart from the roles of the involved 
journalists, news-reporting organizations and contributing users, misinforming 
capabilities could be further extended through the power of the newfangled 
journalism forms. Again, the lack of trust to the “fresh products” makes even 
more possible the appearance of the unwanted content forgery and falsification 
effects. Recollecting the practical and legal questions regarding these digital 
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media trends, the absence of related regulatory frameworks and/or ethical 
codes (basically in Drone, Robot and Immersive Journalism), as well as 
the concerns of privacy, security and safety (mostly in Drone Journalism), 
decelerate the paces of the anticipated progress. Therefore, there is an urgent 
need to proceed with the decisive and convincing accommodation of these 
matters, the settlement of which seems to be crucial. In other words, it is vital 
to practice and evaluate the newly surfaced informing services in real-world 
scenarios, so that potential weaknesses and problems would be detected, 
analyzed and eventually resolved. In this context, digital media literacy 
and continuous support actions are anticipated as the fitting solutions for 
testing and improving these novel models, which would be beneficial for all 
professionals, average /ordinary users and the society, as a whole (Katsaounidou 
& Dimoulas, 2018; Katsaounidou, 2016; Linden, 2016, 2017; Lu et al., 2015; 
Matsiola et al., 2015; Ntalakas et al., 2017; Seijo, 2017; Veglis et al., 2016).

Figure 3 presents the basic architecture of a model, founded in the principles 
of ensuring digital media literacy with continuous support, which intends to 
help users for fast adapting to the needs of the rapidly transforming media 
environment. The proposed solution aims at exploiting the true potentials of 
the latest and upcoming informing services, incorporating training sessions, 
users’ validation and feedback that could drive to further improvements and 
updates to the corresponding machinery. It also promotes the close (though 
distant) collaboration between professionals /journalists, ordinary people /
news consumers and experts of various kinds. Specifically, when a newfangled 
media product enters the market, screening processes will be initiated to 
analyze its features, indicating potential functional difficulties. Both trainers 
(experts) and trainees (users) can trigger the initiation of learning sessions and 
on demand support, which can be deployed under the control of specialized 
authorities, as well as through news-group discussions and crowd computing 
approaches. In the latter case, direct communication and cooperation between 
various groups of users and specialists can take place for recommending 
possible solutions and getting feedback, as soon as a new matter arises. In 
this manner, proper documentation of the troubleshooting actions and the 
associated updates result in gain and dissemination of firsthand knowledge, 
indicating the adoption of the tested best practices.

It is important to re-emphasize that there are possible forgery detection 
mechanisms, which can be found in the differentiations encountered in the same 
story between the different media channels or forms. In addition, many of the 
presented trends favor the transparency of the published news articles through 
the principles of investigative and precision journalism. For instance, this 
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applies when the involved data repositories and/or the associated automation 
algorithms are open /publicly available for evaluation and testing (i.e. in the 
cases of Data, Multimedia and Robot Journalism); also, by releasing instant 
and multi-angled footage from the (breaking) news scenes, so that it could 
be accessed by the inquiring or engaging users (i.e. with the help of Drone 
and Mobile Journalism products). In this direction, integrated cross-modal 
authentication strategies could be developed by combining the advantages 
of all the contemporary mediated communication models, so as to face the 
challenges of forgery detection and misinformation prevention. It turns out 
that the rapidly progressing media environment can be beneficial to the news 
authentication needs, subjected to careful planning, implementation and 
support of the proposed cross-media solutions.

Figure 3. The proposed continuous support and digital literacy model for fast 
adapting to the new media trends
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CONCLUSION

The present chapter attempts to provide an overview of the current status in 
the digital media landscape, unveiling the dynamics behind its remarkably 
rapid transformation. Major technological breakthroughs in the fields of 
journalism and communications are outlined as the necessary background 
for realizing the achieved evolution. Modern forms of digital media are 
listed along with their main functional attributes, the involved technologies 
and the potential weaknesses that need to be addressed. The relation of 
the conducted analysis to the problem of misinformation, therefore to the 
necessity for reconsidering cross-validation procedures, is two-folded. Firstly, 
the extremely rapid and uninterrupted evolution of digital technologies, with 
their reflection on the appearance of novel informing services, result in a 
very unstable environment, causing discomfort, anxiety or even defending 
attitude to the audience. Among others, suspicions regarding the validity of 
the collected and presented information streams might appear because of the 
missing (or incomprehensible) transparency, thus further deteriorating the 
lack of trust to the journalistic world and the news business. Secondly, due to 
the deficient understanding and comprehension of the operating mechanisms 
behind the contemporary tools, their power cannot be fully exploited in the 
direction of objective and unbiased journalism, which would help in fighting 
misinformation. In the opposite direction, when this communication power is 
restricted in the hands of limited people and elite groups, its exclusive misuse 
could act in favor of falsification propagation and fake news dissemination. 
Based on this, the importance of digital literacy is justified, resulting in the 
recommendation of a collaborative training and continuous support model. 
It is also argued that the proper design and development of such a solution 
will allow further exploration of the real potentials of the new trends, which 
can be positively deployed towards the desired integration of cross-media 
authentication.
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KEY TERMS AND DEFINITIONS

Citizens’ Journalism: Form of journalism where ordinary citizens can act 
as news providers/publishers, without any professional guidance or control 
(autonomously). It is also called “public” or “participatory” journalism, 
although slight differences can be found in the second term, which implies 
the control of the whole news reporting process by an authoring professional 
media organization.

Computational Journalism: A contemporary model of digital journalism 
that uses computing systems (not necessarily personal computers) for 
the processes of news gathering, shaping and publishing. The difference 
with the preceding Computer Assisted Reporting lays in the principle that 
more sophisticated computations can be now applied for automating the 
aforementioned media tasks, taking advantage of contemporary Artificial 
Intelligent (AI) and Natural Language Processing (NLP) algorithms, as well 
as of intelligent content management and (semantic) analysis techniques.

Computer-Assisted Reporting (CAR): A news reporting model that 
utilizes computers for assisting the tasks of data collection and analysis, 
which correspond to the necessary information for writing news articles. 
While there is an overlapping with data and computational journalism, these 
three terms are not synonyms, since they have distinct differences. Besides, 
the origins of computer-assisted reporting are dated back in the early ’50s, 
while the other two trends models are more recent.
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Digital Journalism: In linguistic terms, Digital Journalism refers to 
the implementation of digital technology for the collection, publishing and 
consumption of news, therefore along the end-to-end chain of journalistic 
processes. Although the term is often ascribed as a synonym to Online 
Journalism in related bibliography, the strict definition slightly differentiates 
the two disciplines. Specifically, Digital Journalism is a more generic term 
that academically encapsulates all the digital media sub-cases, where news 
are produced, managed and disseminated through digital means. Hence, it 
stands as the main root of all the newfangled models that followed.

Digital Literacy: A set of competencies and skills that are required 
in order for someone to comprehend and fully exploit information and 
communication technologies in today’s digital world. Digital literacy describes 
a contemporary need for digital knowledge and knowhow. It is considered 
as the successor of the previous “Computer literacy” term, since, apart from 
traditional computers and software, new mobile devices and web applications 
are currently in use (e.g., smartphones, tablets, laptops, smart-watches, cloud 
computing services, and others).

Drone Journalism: An ongoing media paradigm that utilizes drones, and 
generally Unmanned Aerial Vehicles (UAV), as means of news-gathering, 
in a diverse range of journalism and mass communication scenarios. Drone 
journalism favors mobility and rapid news coverage, where drones can 
“collect” photos, video and other data, even in places where ground access is 
not feasible (e.g., due to natural /geographical obstacles, unsafe or hazardous 
environment, etc.).

Immersive Journalism: A recent trend in the broader field of Digital 
Journalism that is based on the use of Virtual Reality (VR) with 3D computer 
graphics and gaming technologies, aiming at creating first-person experiences, 
by immersing the audience into the (virtual) world of the news story.

Mobile Journalism: A new way of making journalism, using mobile 
computing terminals (mostly tablets and smartphones), which have become 
the natural extension of journalists and users in their everyday communication 
needs. The new capabilities of pervasive and ubiquitous computing that 
are currently available allow for the incorporation of innovative context- 
and location-aware attributes, supplementing augmented reality (AR) and 
semantically-enhanced services. Overall, the predominance of mobile 
computing models in today’s ubiquitous society has revolutionized news 
production and consumption ends, while further progress is expected in the 
near future (i.e. with the materialization of the “Internet of things” envision).
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Multimedia Journalism: A form of digital journalism that combines all the 
contemporary forms of digital media (text, images, audio, video, etc.), along 
with multimedia authoring and nonlinear storytelling mechanisms. Multiple 
publishing channels are usually engaged for unfolding the storytelling, either 
in parallel (cross-media) or thru trans-media concepts, thus favoring vividness 
and rich-media experience with more active user participation.

Online Journalism: A form of Digital Journalism where the news reports 
are made available online (i.e., they are disseminated through the web). 
Although the term is often ascribed as a synonym to Digital Journalism, 
Online Journalism has a somewhat narrower meaning, emphasizing on the 
news publishing and dissemination part, as clearly indicated by the associated 
“online” adjective.

Participatory Journalism: A journalism paradigm where users can 
be involved in the processes of news collection, contribution, sharing and 
commenting, usually under the authority of a professional media organization. 
The last part of the previous sentence indicates the slight difference to 
Citizens’ Journalism, despite the fact that a lot of people consider the two 
terms as synonyms.

Robot Journalism: A contemporary trend in Digital Journalism describing 
the processes of gathering and publishing news information with minimum 
or complete absence of human interventions (i.e. semi- or fully-automated 
news reporting). In Robot Journalism (also called Automated or Algorithmic 
Journalism) the gathered information is pushed online by computer programs 
known as “software robots” or simply “bots”, which can assemble and 
eventually create the headlines or even the entire news articles. This software 
usually runs in the form of web services, so that they are also encountered 
with the names “Web-bots” and “Internet-bots.”
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ABSTRACT

The present chapter investigates the use of multiple resources/modalities 
(text, audio, images, video, etc.) as evidence in journalism (i.e., documenting 
the associated articles). Indeed, multimedia assets are essential components 
of the professional news coverage, considering their ability to captivate 
enormous and complex amounts of data more rapidly (than reading the 
elongated plain text). Hence, the narration becomes vivid, representative, 
and attractive, while answering all the involved “questions” that surround a 
report (i.e., who, what, where, when, why, the so-called five Ws of journalism). 
However, their proofing attributes can be used in the reverse order (i.e., for 
applying content tampering), thus creating falsified documents to support 
and propagate untrue stories. Nowadays, user-friendly tools facilitate textual 
and audiovisual editing operations, easing the forgery processes even for 
the average user. This chapter analyzes the role of rich media in engaging 
infotainment services and their side effects in misinformation propagation.

Misinformation via Tampered 
Multimedia Content
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INTRODUCTION

Journalism is and has been theorized, researched, studied and criticized 
worldwide by people coming from a wide variety of disciplines. (Deuze, 
2005, p. 2) 

The divergences between modern forms of Journalism and the other genres 
of public communication are gradually vanishing, due to the dominance of 
the Internet and Social Networking Sites (SNSs) in the new media landscape 
(Deuze, 2008). In this context, multimedia resources have claimed and 
gained a key role along the end-to-end chain of informing, favoring audience 
engagement through more vivid, representative and attractive storytelling, 
while also serving proof evidence in supporting the truthfulness of the 
presented stories. On the other hand, the availability of digital information 
processing tools, offered through user-friendly software, web and/or Cloud 
Computing (CC) services, have facilitated the editing of textual and audiovisual 
modalities, even by the non-experts or through everyday used mobile devices, 
like smartphones and tablets (Dimoulas, Veglis, & Kalliris, 2014, 2015, 
2018; Katsaounidou & Dimoulas, 2018). Hence, content tampering can be 
easily deployed as part of intentional falsification and forgery attempts. The 
epidemic effects of disinformation are considered among the latest adverse 
reactions of the ongoing media ecosystem transformation, where Internet 
alters everything. In a related report, the World Economic Forum has stated 
that the “massive digital misinformation” is one of the foremost dangers for 
the present civilization (Howell, 2013). Purposing on producing articles about 
events, facts and people, journalists utilize all the applicable assets, which may 
be people (witnesses, experts), press issues (newspapers, magazines, etc.) or 
other records that provide related insights. However, besides the genuine use 
of the data surrounding a publication, ambiguous journalistic coverage with 
doctored images or other falsified documents is always possible. Therefore, 
being informed by reliable sources is not such self-evident and becomes more 
challenging in present days, since fake-news and their consequences arise a 
lot of disputes. Correspondingly, news and media organizations are judged on 
the truthfulness and credibility of the disseminated information, which must 
be accurately-sourced, checked and verified, transparent and unmistakable, 
strengthened by convincing proofs and arguments (Brewer, 2017).
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The massive adaptation of social media and microblogging platforms on 
the World Wide Web offers non-stop and disintermediated news distribution 
from producers to consumers, revolutionizing the way that audiences become 
up-to-date and form their opinion (Del Vicario et al., 2016). Nowadays, 
contemporary Journalism practices differ from their predecessors, taking 
advantage of the most significant feature of the Internet, which is the feasibility 
to syndicate several media elements seamlessly. These capabilities equip the 
online-publishers with useful authoring services, helping them to tell stories in 
novel intriguing ways, by combining text, links, graphics, video, audio in rich 
interactions, therefore overcoming presentation inadequacies /limitations of 
traditional print and broadcast channels (Foust, 2017). Additionally, material 
that originates from users (User Generated Contend-UGC) contributes to 
the journalistic product, often leading to spread and consumption of non-
professionally edited information, where traditional gatekeeping procedures 
are gradually vanishing. According to Wardle (2017), to understand the 
current information ecosystem, we need to break it down to three elements: 
the various sorts of content that are being produced and propagated, the “whys 
and wherefores” of those who create this material and the methods through 
which the material is being disseminated. These three perspectives represent 
the principal components of digital storytelling, which, along with the use 
and misuse of multimedia, outline the main subject of the current chapter.

CONTENT AS EVIDENCE IN NEWS: 
MULTIMEDIA JOURNALISM

Media Tampering and Misinformation: 
Issues, Controversies, Problems

The evolution of Information and Communication Technologies (ICTs) and 
the low cost of portable devices (i.e. smartphones, tablets and laptops) have 
fueled the proliferation of UGC, thus facilitating the transition to the so-
called Web 2.0 era (Dimoulas et al., 2014; Dimoulas & Symeonidis, 2015; 
Kotsakis, Kalliris, & Dimoulas, 2012; Spyridou, Matsiola, Veglis, Kalliris, 
& Dimoulas, 2013). The overwhelming adoption of ICTs allows digitization, 
distance computing /telecollaboration and, of course, informing globalization, 
resulting in the change of work patterns. An example somewhat indicative 
of this new situation is that the old saying “a story travelled around the 
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world” has been recently rephrased to “a story travelled around the Internet” 
(Katsaounidou & Dimoulas, 2018). While the daily agenda has become 
global and is characterized by common headlines in many countries, local 
individuals are “recruited” as reporters, since they are aware of what is 
happening around their “neighborhood”, detecting and covering local news 
more efficiently (Rosales, 2006). Overall, a lot of time has been spent for 
cultivating different forms of Journalism, in response to the new context that 
the Internet brought forward. Specifically, along with the development of 
Web 2.0, we have witnessed the explosive growth of web services that offer 
rich-media experience (in terms of both multimodal resources /assets and 
enhanced interaction), usually referred as networked multimedia or hypermedia 
(Dimoulas et al., 2015; Wang, Li, & Tang, 2017). As a result, the genre of 
Multimedia Journalism has also surfaced, emphasizing on users’ engagement 
through the non-linear storytelling and interfacing nodes. New elements, such 
as temporal and geolocation tags, have been introduced to accompany the 
narration of events, taking place at any time or location worldwide, where the 
utilization of multiple types of digital material has become the commonplace 
(i.e. text, images, audio, videos, etc.). Again, these new trends are facilitated 
by the extensive use of mobile computing terminals, featuring inherent 
networking and audiovisual capturing capabilities, hence they are regularly 
utilized in posts and shares of infotainment character, purposing to inform the 
audience. Therefore, Journalism 2.0 was emerged (in analogy to Web 2.0), 
incorporating the citizens’ involvement in the news reporting tasks (and their 
overall activities of commenting /interacting, i.e. participatory and citizens’ 
journalism paradigms). Considering that Internet provides unlimited space, 
where there is always room for everyone to produce and distribute content, 
a side effect is that people face vast quantities of information, becoming 
confused about its integrity /validation.

Many news-sites offer the opportunity to their readers to post stories about 
their communities, personal interests or beliefs, as long as they do not raise 
legal and ethical complications. These articles, submitted by citizen journalists 
and broadly Web 2.0 /UGC contributing users, are received by the editors, 
who push them to be published /online, after their evaluation concerning 
credibility, readability or even popularity potentials. Most of the times, a 
screening procedure is conducted by humans /experts and usually assisted 
by related systems, aiming at distinguishing the unreliable contributors. 
Moreover, bloggers, hosted by the corresponding servers /web environments, 
submit their reports or comments on almost any topic (e.g. politics, economy, 
entertainment, social gossip, etc.). Besides “observing” and broadcasting, blogs 
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offer connection to news, documents, pictures, interactive media, pages and 
graphics, pointing to associated sources and links for further reading. At this 
point, traditional cross-validation models become deficient or inapplicable, 
resulting in necessary changes in the well-known “gatekeeping” processes. 
Although the latter term is frequently quoted, a definition is still required: 
“Gatekeepers are reputational intermediaries who provide verification and 
certification services to media investors” (Coffee, 2002).

As already supported, ICTs have altered the communication landscape over 
the years, introducing new ways of assembling and transmitting information. 
Indeed, the most important factors related to the “lack of trust” phenomenon 
are the social processes, involved in the violent radicalization and the vehement 
adoption of technology breakthroughs, which are also indicated in Figure 1 
(Katsaounidou & Dimoulas, 2018; Thurman, 2015). In specific, hardware and 
software evolution contributed to the transformation of the media ecosystem 

Figure 1. The elements of misinformation and their relation to social processes, 
associated with the violent radicalization and the vehement adoption of technology 
breakthroughs
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in its present digital and highly multidisciplinary form. Hardware refers 
to physical devices associated with computing tasks, which can be found 
in many shapes, sizes, speeds and prices. Both their computational and 
operational capacities are continually elaborating, in parallel with the high-
tech race, thus offering new capabilities to the users, including the processes 
of creating, shaping and broadcasting UGC streams. Mobile phones and 
other small-sized and low-cost digital equipment (i.e. photo-/video-cameras, 
voice recorders /microphones, etc.) can be easily utilized by average users for 
content production purposes, i.e. in capturing a newsworthy event. Instant 
editing and sharing of this audiovisual footage is possible by running mobile 
applications or dedicated CC services, while the use of computers (desktop and 
portable) offers further processing and publishing options that can size-up to 
the professional online reporting utilities. For instance, web and multimedia 
authoring tools, combined with popular commercial software and free /open 
source solutions, can be conveniently functioned by the non-experts in their 
audio, image and video projects (e.g. Wix, Webbly, WordPress and other 
online HTML-5 editors; Adobe Audition, Audacity, etc. for sound processing; 
iMovie, Windows movie maker, Adobe Premiere, Sony Vegas, etc. for video 
editing; Adobe Photoshop, Gimp, etc. for photo and image processing and 
others). Additionally, specific social networking environments (i.e. Facebook, 
Twitter, YouTube, Vimeo, Ustream, etc.), that often outperform the usage 
and popularity ratings of other Web 2.0 products (e.g. blogs), do favor and 
promote the dissemination of such multimodal material, which can describe 
and visualize events in a more direct and communicative manner (Dimoulas, 
2015; Dimoulas et al., 2014; Spyridou et al., 2013). However, along with 
the presentation and operation expediencies, these platforms also have a 
negative effect in the formulation of the present uncontrollable nature of 
informing, where the risk of disinformation is always present. As appositely 
pointed out by Berghel (2017) “Social networks are frequently used to 
spread false rumors, calumnious stories, and propaganda because they offer 
extensive reach and minimal filtering”. Given the aforementioned vehement 
adoption of technology, along with the attributes that favor immature or even 
irresponsible users’ behavior (i.e. anonymity, digital illiteracy, inadequate and/
or inappropriate censorship, etc.), the vast sociopolitical reality offers fertile 
ground to grow fake-news and conspiracy theories, i.e. regarding science, 
health, policy, etc. After all, it is a political matter, since nothing noteworthy 
would have happened without the formulated seedbed for emerging intentional 
falsification and propaganda undertakings.
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The Power of Multimedia

The term multimedia refers to the multimodal presentation of information 
through the exploitation of many different media, such as text, images, 
animations, audio and video, using various user interfaces and human 
machine interaction mechanisms. Nowadays, multimedia stand as the most 
common and most popular mediated communication paradigm, enabling 
users to communicate with “machines” (and with each other) through the 
combination of textual and audiovisual information, in a variety of versatile 
non-linear narrative scenarios. This kind of “messaging” is closer to the 
archetypal audiovisual presentation and perception of information that 
human beings have been accustomed to be taught and informed, to discuss 
and debate, to learn and generally to communicate, so that multimedia are 
considered to be more informative and vivid compared to other documents. 
(Dimoulas, 2019) 

Each type of the primary content components (text, photos /graphics, audio 
and video) features different communicative characteristics, i.e. presentation 
advantages or data processing and analysis demands. Text is an assembled 
representation of characters, numbers and symbols, standing as the least 
demanding resource of all digital media entities. With the introduction of 
linking mechanisms (i.e. hypertext) and visualization “instructions” (i.e. 
markup signs), which launched with the advent of the Hypertext Markup 
Language (HTML), the textual material can be displayed in many sizes, styles 
or other format options, thus extending its online usefulness on more appealing 
/nonlinear storylines. Graphics can include vector images, photographs, 
illustrations, artworks and other visual assets, helping to illustrate a concept or 
to provide a more pleasing, exciting and emotional experience for the reader. 
Photos and overall imaging means are both compelling and effective, because 
of their vividness, the ability to provoke reactions and to recall memories. 
Audio has the potential to equally support supplementary /decorative and 
informative operations, providing more profound insights into the world of 
a story, thus enhancing the associated narrations and the users’ experience. 
Finally, movie files concatenate all the above informing attributes and can 
convey a significant amount of data in thicker and more robust demonstrations, 
in which audiovisual and textual entities can be overlaid. For this reason, video 
is considered to be the denser and more compact communicative medium, i.e. 
due to the high volumes of the carried informatory streams, making it also 
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the most demanding and technologically complex element. Hence, combining 
all the aforementioned factors, it can be claimed that multimedia can encode, 
carry and project information in much more efficient and attractive manners, 
thus turning them into a valuable storytelling instrument for engaging the 
audience and attracting the consumers’ interest. The rapidly gained popularity 
of this multimodal framework made its utilization the most straightforward 
way for individuals, in their newsgathering and publishing tasks (Bull, 2010; 
Dimoulas, 2015; 2019; Dimoulas et al., 2014, 2015, 2018; Papadopoulos, 
Cesar, Shamma, & Kelliher, 2015; Spyridou et al., 2013; Vaughan, 2014; 
Veglis, Dimoulas, & Kalliris, 2016).

Extending the previous remarks, the domination of audiovisual assets is 
verified by the corresponding media analytics, i.e. by measuring the rate of 
the different types of the transferred information. According to the Visual 
Networking Index of Cisco (2017), every day, more than seven billion videos 
are shared through Facebook and YouTube, while the associated network load 
is estimated to reach 82 percent of all IP traffic, by 2019. The same reports 
also predict that, by 2021, more than 5 million years will be required to watch 
the total video material that will go across global networks monthly. Thus, it 
is no coincidence that many popular SNSs are primarily visual-oriented (i.e. 
Instagram, Pinterest, Tumblr, Snapchat, etc.), even Facebook and Twitter, 
which were created to rely solely on text at their beginning. Large-scale 
functional and algorithmic changes in the Facebook environment force 
publishers to intensify the frequency of posts that involve motion-pictures 
and animations, as a strategy for increasing the popularity and reproduction 
rates of their content. Moreover, video subtitling is possible, ensuring that the 
delivered “messages” can be still understood, even if the sound is turned off, 
i.e. in the default setting when scrolling down the news feeds. Similar turn 
to multimedia resources is observed in the Twitter paradigm, with visually-
framed tweets to reach an average of more than 35% re-tweets, whereas 
infographics and quotes are being some of the most commonly met image 
types (Ellering, 2017).

Given the maximum 280 characters tweeting limitation, the strategy of 
re-directing followers to external sources allows for encompassing additional 
/linked information by adopting the well-established practices of hypertext and 
hypermedia. Furthermore, in cases that textual streams are supplemented by 
pictures, the attributes of vividness and representativeness are induced, thus 
helping people to quickly understand the context behind of a story, without 
the need of reading elongated reports. Indicative of the significance of the 
visualized data is the well-known idiom supporting that “A picture is worth a 
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thousand words”, which was recently updated to “A minute of video is worth 
1.8 million words”. The latter phrase is attributed to the researcher Dr James 
McQuivey, who combined the initial statement of Barnard with arithmetic 
calculations with putting into equation typical digitization parameters. In 
specific, he multiplied “one thousand words” per image with “30 frames per 
second” that a video commonly contains, and then again with “60 seconds 
that a minute contains” concluding that “A minute of video is worth 1.8 
million words”. While the above phrase is a figure of speech that should not 
be taken literally, still, it can be illustrative of the exponential increase of the 
involved volume of informatory pieces, which can be interpreted in terms of 
pixels, bits, demanded bitrate, etc. (Alton, 2017; Webb, 2017).

Another interesting perceptive, somewhat complementary and/or parallel 
to the above remarks, is related to the imaging processing capabilities of the 
human vision system. According to Marieb & Hoehn (2007), nearly half of 
the human brain is involved in visual administering, while seventy percent of 
all sensory receptors are situated in the eyes. The human mind can identify 
and pass-on the imaging data more rapidly, in a more adequate and everlasting 
way, compared to the printed or vocal counterparts (Dur, 2014; Yuvaraj, 2017), 
hence an optical scene can be perceived faster than one-tenth of a second 
(Semetko & Scammell, 2012). In fact, related studies have shown that articles 
which encompass visualizations get ninety-four percent more readership and 
popularity than those with plain text (Shah, 2017). These remarks justify the 
reason that nowadays, where technology can support the demanding processing 
load with the associated increased transmission rates (i.e. high bitrates), the 
media landscape has become primarily visual. The remaining modalities can 
also be part of the audiovisual projection and reproduction, composing a more 
complex and rich mediated communication experience, which gets closer 
and closer to the natural stimulus encountered in the world. On the contrary, 
manipulated images, sounds and videos can produce and reproduce falsified 
streams for disinformation purposes. Contemporary publishing technologies 
offer to news organizations the opportunity to create content once and make 
it available on multiple channels and devices, i.e. through the paradigms of 
cross- and trans-media publishing (Veglis, 2007; 2012; Veglis et al., 2016). 
Furthermore, consumers, contributing users and citizen journalists are very 
likely to interact with the disseminated forgeries, with a big chance of further 
propelling their widespread propagation, either unintentionally or purposely. 
Consequently, the amazing dynamics of massive content sharing, along with 
the considerable threat of multimedia tampering foment the danger that 
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inaccurate stories, relying on prejudice, personal beliefs and emotions, to 
become equally or even more popular and believable than the real events.

Who Is Shaping the Lies End-Users 
Consume in Media Ecosystem?

In a workshop held by Reuters in February 2017, the discussion was about 
the number of the different kinds of “fake-news”, the seriousness of the 
situation and the research strategies, deployed for addressing the problem and 
its consequences. From the discussions, it has been concluded that despite 
journalists’ efforts and volition to cross-check their reports, news-articles 
that contain errors are frequently published and propagated. From a political 
perspective, on many occasions, connotations cannot be avoided, since false 
information is produced with specific strategic intent. Trying to understand 
what drives those who create or reproduce falsified stories for misinformation 
purposes, Marwick and Lewis in their report “Media manipulation and 
disinformation online” (2017), catalog several classes based on manipulators’ 
political beliefs and ideological orientations. In general, the lines between 
groups and individuals that create and propagate inaccurate content are 
blurry. However, there are some well-defined patterns, related to the motives 
of the involved actuators, such as the “Internet Bogus Accounts” and the 
“Gamergates”. In the former case, “forgery administrators” systematically 
entice people to cause emotional reactions, while in the latter, they withhold 
the profiles of “highly politicized” or “hobbyists”, usually united by their 
mutual advocation in computer games. “Hate Groups”, “Ideologues” and 
“Hyper-Partisan News Networks” form additional categories, consisted of 
xenophobe or white supremacist crowds with increased reflectiveness, which 
use the Internet to engage new supporters. “Opinion Leaders and Massive 
Influencers”, described as ideologue and conspiracy “truth-seekers”, perform 
a key-role in the manipulation of the public opinion, by manufacturing and 
disseminating untrue informatory posts, the so-called “trolls”, from which, they 
are also known as “trollers” (Marwick & Lewis, 2017). Melissa Zimdars, an 
assistant professor of media and communication studies at Merrimack College, 
has set up a page, containing the most popular unreliable news sites, inviting 
users to complement this record, by incorporating further related links (i.e. 
their URL addresses). The list includes eleven paradigms /classifications of 
misinforming websites, presented and explained in Table 1, thus serving as 
a kind of “bibliography” of fake-news sources (Zimdars, 2016).
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The above categorization helps us to understand the ways and the reasons 
that tampered content is shared on the Internet. Moreover, Prof. Zimdars 
mentions the credible sources that generate and share confirmed or validated 
stories in harmony with the traditional and ethical reporting practices. Apart 
from that, the most useful remark that Zimdars (2016) provided to the audience 
is the fact that, even trustful sources often count on “clickbait-style” titles or 
sometimes make mistakes. It turns out that, no news organization is ideal, 
justifying the necessity of multiple sources of information, which a correct 
news consumption model entails (Rochlin, 2017). Unfortunately, there are 
plenty of dedicated web-pages, providing users with tools and methods to 
generate and disseminate their own fake stories. In his article “Caveat Lector: 
Fake News as Folklore”, Frank (2015) divides these websites to “Generators”, 
“Cloners”, “Wishful Thinkers”, “Citizen Satirists” and “Enables”. However, 
most of the examples that are listed as indicatives of his adopted classification 
are no longer active. The most interesting point is the easiness with which, an 
individual can create and publish falsified informatory items, incorporating 
tampered multimedia assets. Among others, fodey.com, a “newspaper clipping 
generator”, provides an automated procedure for directed news production. 
Users are only required to write down the name of a newspaper (existent or 

Table 1. Overview of Melissa Zimdars’ unreliable news sites categories

Fake News News sites generate and share information by altering real events.

Satire Sources Sources use comicality, sarcasm, exaggeration, ridicule, and fallacious information 
to state their opinion on contemporary events

Extreme Bias Sources Outlets may rely on propaganda, decontextualized information, and opinions 
distorted as facts from a particular point of view (e.g. political)

Conspiracy Theory 
Websites Websites promote weird conspiracy theories.

Rumor Mill Websites Sources specialized in rumors, scandals, insinuations, and unverified statements.

State News Sources Outlets operating under government authorization, in order to spread propagation at 
repressive states.

Junk Science Sources Websites promote practices that are considered unscientific, metaphysics, 
naturalistic delusions, and other scientifically ambiguous claims.

Hate News Outlets promote racism, misogyny, homophobia, and other forms of social 
discrimination with the purpose to strengthen social marginalization

Clickbait Sources News sites which provide generally credible content using exaggerated, misleading, 
or questionable headlines, social media descriptions, and/or images

Proceed With Caution Sources which may be credible but whose reports require additional verification.

Political Websites Outlets which provide generally verifiable information in support of certain points 
of view or political orientations.
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invented), the time and the title of the report, to fill in the main text box, where 
the (impersonated) story is imported and then to “push” the “Generate!” button. 
Trying to become more believable, the so-called Cloners-websites, like the 
breakyourownnews.com, copy the design of a legitimate media organization, 
allowing users to upload pictures, write the headlines or even shape a phony 
image, to be regarded as the screen capture of a real TV news-broadcasting 
show. Finally, fewer web platforms target the cultivation of conspiracy 
theories from nonprofessional filmmakers, who can publish their treachery 
documentaries, avoiding the traditional journalistic gatekeeping. A recent 
example is the theory that “the world is flat”, which is supported by videos 
uploaded to YouTube platform. The proponents of this belief have gone so 
far as to organize the first Flat Earth International Conference1 (FEIC2017), 
which took place on November 9-10, 2017 in Raleigh, North Carolina (“Flat 
Earth International Conference 2017”, 2018).

Extending the preceding analysis, representative /indicative forgery 
examples are given, to have a better picture about the mechanisms behind the 
creation and propagation of untrue content. The year 2017 will possibly remain 
in history as the year of the frauds, ranging, from star and personality deaths 
to unscientific delusions and politics (Novak, 2017). The USA presidential 
election had cast a spotlight on fake-news sites that traffic in misinformation, 
also blamed for the election of Donald Trump as president (Hunt, 2016). 
One of the most popular occasions involving inaccurate information is the 
theory known as Pizzagate, a story about a proprietor of a restaurant in 
Washington, whom conspiracy theory websites centered him at the spot of a 
pedophile scandal (Kang, 2017). News outlets and radical circles of Twitter 
and Facebook propagated conspiracy theories claiming that Hillary Clinton 
was involved in this case. These assertions were reproduced by a series of 
cloners-sources (designed to look like mainstream media channels), which 
published outrageous doctored content to enhance their profit, i.e. through 
advertising (Marwick & Lewis, 2017). Schemers’ statements were reinforced 
when WikiLeaks revealed hacked emails from Hillary Clinton’s campaign, 
in specific, with the detection of a message associating Clinton’s fundraising 
to the place. The above event forms an excellent incident to understand 
how fake-news can cause severe and “very” real consequences. Once this 
(untrue) story was spread, the restaurant owner and his employees became 
the targets of continual annoyance, receiving murder warnings and other 
threats of ferocity. Violence has not remained at a verbal level or abuse over 
SNSs, the moment that a man entered the restaurant carrying a weapon, to 
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examine the place by himself (he shot, but no one was debilitated) (Lipton, 
2016). The guy had browsed some reports on the topic, repeatedly listening 
to radio shows which promoted the hypothesis. The publicity of the “scandal” 
guided people “in the garden” of the White House to press the authorities 
for further research (Marwick & Lewis, 2017). The most ironic part is that 
many of the protestors expressed the complaint that the dominant press and 
journalistic corporations were not concerned about their worries and they 
did not report on the story with the seriousness it deserved (Miller, 2017).

Propaganda is a conscious attempt to persuade a person in accepting a 
conviction imprecisely. Typically, authoritarian regimes that do not have 
citizens’ consent resort to this technique to manipulate the audience and 
ensure that will stay in power. In order to influence public opinion, the 
targeted dissemination of beliefs can take place through a variety of methods, 
such as speeches (talks, lectures, conferences, news agencies, government 
statements), written discourse (notices, letters, books), as well as via the 
use of any form of art (theater, cinema, painting and literature). Nowadays, 
to attain such objectives, the potential influencers take advantage of the 
power of both SNSs /web services and their multimedia engaging attributes. 
Another example, clearly illustrating the strength that audiovisual narratives 
/communication campaigns hold in shaping people’s beliefs, is related to 
the USA elections and, in specific, the rumors implying that Hillary Clinton 
was concealing severe health difficulties (Cheadle, 2016; Marwick & Lewis, 
2017). Based on the exploitation of doctored photographs, a common practice 
for weakening political opponents, in 2016, bloggers began distributing 
inaccuracies about Hillary’s physical, mental and cognitive health, circulating 
that she suffered from several serious illnesses (seizure attacks, Parkinson’s 
disease and dementia). The theory relied on “visual pieces of evidence” 
and mainly on videos, i.e. “The Truth About Hillary’s Bizarre Behavior” 
(6.127.238 views). Figure 2 depicts two imaging examples, sourced from the 
article entitled “Hillary Clinton’s Entire Staff Say They Have Pneumonia: 
Cover up Begins -Voters Don’t Believe Pneumonia Claims”. This material 
has been published along with additional “proofing documents”, i.e. more 
photos, doctors’ diagnoses and other experts’ statements for convincing the 
audience. Overall, the related hashtag “#HackingHillary” was spread through 
Twitter, being augmented by “Opinion Leaders and Massive Influencers”, 
celebrities and public figures. Thus, it became a trending topic, which was 
displayed to users of Twitter influencing their response actions (Dourish, 
2016; Watson, 2016; Feldman, 2016; Marwick & Lewis, 2017).
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As already mentioned, falsified images frequently become viral, not only 
for political reasons but just to honor an artist or to comment /criticize the 
emergence of a social event. For instance, after the death of Lemmy (Motorhead), 
at the period when the famous music icon David Bowie also passed away, the 
Internet was floated with an unbelievable number of related images, spread 
around as a tribute to these two idols. A characteristic example is depicted 
in Figure 3 (left), in which the two artists have been photographed together. 
However, according to Getty Images (Novak, 2017), the original picture of 
Lemmy is taken in June 1972, presenting him with his “French girlfriend” 
(Figure 3, right). Based on the above documentation of the manipulators’ 
motives, it can be concluded that misinformation is an intricate and politically 
sensitive issue, the importance of which can be understood only with the 
examination of indicative exposed cases (i.e. debunked rumors). Clearly, the 
above three examples of inaccurate /untrue posts became viral, partly due to 
the lack of the individuals’ awareness, illustrating that education and media 
literacy form critical factors for preventing disinformation. Considering that 
the stemming flow of fake-news depends on the collective decisions of millions 
of individual users, whose choices around clicking and sharing determine its 
spread, the audience must become more discerning and suspicious regarding 
the trustworthiness of online reports (Reuters Institute, 2017).

Figure 2. Inaccurately framed images implying that Hillary Clinton could not climb 
up common stairs on her own in February 2016 (left), with a photo-collage (right) 
“proofing” the symptoms of her sickness
(Chang, 2016)
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SOLUTIONS AND RECOMMENDATIONS

Informing Awareness, Cultivation and Literacy

Historically, images (and broader audiovisual /multimedia assets) have been 
extensively used to convince readers about the truth of the surrounding reports, 
serving as witnesses /proofing evident documents. However, the possibility 
of altering visual material, which appeared almost together with the invention 
and use of the photography, eroded this trust. Before the digital age, “scams” 
required the knowledge of complicated and time-consuming techniques of the 
“dark room”, with the associated infrastructures. Today, the evolution of ICTs 
has provided the tools, so that anyone with elementary skills and knowledge 
on computers, can modify pictures, using powerful and easy to access digital 
image processing software (i.e. free /online, inexpensive). While the initial 
purpose of those services was not to facilitate information manipulation and 
forgery, this option has become very popular, and it is applied by many users, 
seeking for fun in the news spread (i.e. trolling) or aspiring to propagandize 
about specific topics of interest. Consequently, sophisticated counterfeits 
tend to be produced (and reproduced) with shocking frequency recently, 
thus reducing the people’s “good faith” in what they see. Doctorate /altered 
photos appear with exponentially increasing rates in almost all publication 
categories, such as traditional media, scientific journals, political campaigns, 

Figure 3. The manufactured photo of David Bowie with Lemmy from Motorhead 
(left). The original picture posed him with his French girlfriend (right)
Photo by Jorgen Angel /Redferns, Source: Getty Images.
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fashion- and lifestyle-related magazines, as well as in more severe cases 
of national security and in the courts, thus having a significant impact on 
many aspects of human life. The continuously increasing digital storage and 
computational power capacities, extended the processing (and tampering) 
capabilities in other more demanding content entities, like sound, video and 
their use in virtual worlds and immersive environments. The communicative 
power of the new means makes the storytelling more fascinating, engaging 
the audience in more intense and dynamic participating interactions, so the 
offered advantages can be exploited in favor of the unpleasing phenomenon 
of fake-news propagation. In addition, the latest trends and the appearance of 
associated genres of journalism deteriorate even more the confidence of the 
average citizens (i.e. concerning the use of the newfangled informing utilities), 
resulting in the further lack of trust and/or the adoption of a defending stand 
against the news-world.

The presented examples and the analysis that followed provide some 
useful insights regarding the cause, the mechanisms and, most of all, the 
recommended solutions towards facing fake-news. In the long run, education 
and media literacy would form the essential factors in the battle against this 
unwanted phenomenon. Know-how is considered very important for being 
informed about the problem itself and its potential answers, for which many 
different approaches, procedural routines and algorithmic techniques need to 
be integrated, formalized and orchestrated in multiple layers (i.e. journalistic, 
operational, social, ethical, technological, educational, regulatory, etc.). 
Examining this issue from a theoretical /journalistic point of view, chapter 
2 focuses on the essence of authenticity and the corresponding gatekeeping 
models that every individual, involved in the news consumption and 
contribution processes, should be aware of. The technological perspective 
implies the need for continuous adaptation to the new services, aiming at 
excluding ourselves from being outsiders in the swiftly transformed ecosystem 
of digital communications, aspects that are thoroughly reviewed in chapter 3. 
The present chapter discusses the power of multimedia and their potentials 
in undesirable misuse, related to misinformation, concluding that almost all 
the actions we perform online are useful, exciting and amusing, but there 
are always steps we can follow to improve the experience and to act more 
responsibly. The fact is that SNSs cannot behave like judges of what is fake 
or real, true or false and censor all the information, arising worries about 
particular defending actions, i.e. the creation of blacklists (Jarvis, 2016). 
Hence, chapter 5 investigates the involvement of citizens in veracity procedures 
(i.e. rational judgment, criticism, physical presence, etc.) and the adopted 
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cross-validation best-practices from a human-centered perspective. Many 
people are concerned about certain decisions, which devalue specific news 
providers, sometimes excluding them unwarrantably due to the unavoidable 
subjectivity or bias of the evaluators. Considering the massiveness of the 
informatory streams that are daily exchanged and the subsequent practical 
difficulties, content searching and managing procedures with the use of related 
automation algorithms are pursued, which is thought as a step forward, toward 
censorship. Indeed, algorithmic methods and tools are elaborated continuously, 
aiming at helping average users and media professionals securing themselves 
against disinformation. Chapter 6 demystifies the principles of these assisted 
authentication strategies, which are deployed with the purpose to minimize 
the needed time for revealing possible forgeries and for reducing the spread 
of non-validated reports.

Overall, many researchers, academics and specialists that work in the 
fields of journalism and mass communications have been already convinced 
that social media must exert more active censorship rules, strengthening a 
related regulatory framework in favor of their members, especially those with 
remarkable roles in the public life. For instance, while established media 
companies are often punished, when they make errors or fail to check facts, 
producers and disseminators of untrue stories usually operate under the cover 
of the anonymity, so their misinformation reporting activity has typically no 
consequences (Reuters Institute, 2017). Higher agreement exists about the 
importance of revealing the motivations of fake-news providers and, moreover, 
of addressing the matter, by integrating all the available defending means 
towards decisive collaborative solutions. An indicative example of this effort 
is the proposed cross-media authentication and verification model, which 
stands as the core objective of this book and is thoroughly analyzed in chapter 
8, in functional, technological and humanoid /ethical level. Returning to the 
title of the present section, informing awareness, cultivation and literacy are 
required with respect to all the implicated factors: i.e. knowing the problem 
itself and its dimensions, the new technological capabilities, the demanded 
responsibility in consuming and sharing ambiguous news reports, the best-
practices adopted by humans, who perform gatekeeping operations and, the 
possibility of utilizing cross-modal assisting authentication tools.
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CONCLUSION

The present chapter focuses on multimedia tampering, dealing with the 
problem of “digital shaping”, which can be utilized for intentionally falsifying 
documents that accompany a news report. ICT evolution has increased 
the associated processing capacities, which have been expedited by the 
remarkable progress of (mobile) computing systems, regarding both hardware 
and software developments. Online tools and user-friendly services allow 
the efficacious execution of demanding content altering operations, that 
can be easily performed almost by everyone. In fact, these capabilities have 
extended the simple cases of textual altering to the more advanced doctoring 
of audiovisual assets, which usually frame written articles as proofing facts 
of the corresponding stories. Moreover, authoring of nonlinear narratives 
with enhanced interactions attempts to engage the audience by offering 
more appealing and rich storytelling experiences, in which, forgery attacks 
can more easily pass-by unnoticed. The chapter outlines the relationship 
between multimedia resources, its widespread utilization and propagation 
by individuals and the potential dissemination of unverified events, lacking 
the necessary journalistic cross-validation and/or gatekeeping. Such changes 
have influenced professional newsgathering and coverage practices, resulting 
in a significant rise in the creation and spread of misleading information. No 
doubt, the present period may be easily characterized as the era of fake-news 
and contradictory arguments, since data is being generated and transmitted 
at dizzying speeds, taking advantage of the thousands connected devices 
that individuals use every day. A noteworthy remark that can be borrowed 
for consolidating the previous assumption is the fact that, the world internet 
population has grown 7,5% since 2016, currently representing 3.7 billion, 
people who generate 2.5 quintillion bytes of data each day (“Data Never 
Sleeps 5.0,” 2018).

The characteristics of the above setting have transformed the current 
international reality, with an adverse side effect on the massive propagation 
of ambiguous informing streams, that cannot be validated in real time 
through traditional gatekeeping approaches. It cannot be a coincidence that 
administration initiatives, aimed at stopping the distribution of false stories, 
are announced throughout the world. For instance, the French president 
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has declared as an urgent priority of his government the adoption of a 
new regulatory framework fighting fake-news laws. Furthermore, United 
Kingdom has announced the establishment of a dedicated national security 
authority to deal with disinformation (Walker, 2018; Chrisafis, 2018). These 
policies may highlight the gravity of the situation, but the practical aspects 
of this phenomenon are very complicated, requiring for cross-modal, more 
complex and cooperative confronting strategies. Among the most challenging 
difficulties that modern societies have to face, is dealing with the problem of 
“multimedia manipulation”, which, in some degree, is the root or the fuel of 
the misinforming actions. Besides the technical, algorithmic, operational and 
journalistic perspectives, the anticipated solutions should rely on the cultivation 
of informing awareness attitudes and digital media literacy. Illustrative 
examples that were presented in the previous sections of this chapter and the 
subsequent argumentation, which they triggered, rather advocated the above 
necessity. In this digital epoch, individuals have separate responsibility for 
collecting, analyzing, checking and validating information, an ascertainment 
that seems to converge to the famous equation, coined by Francis Bacon in 
1597, stating that “knowledge is power”.
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ABSTRACT

The present chapter investigates the involvement of the human factor in news 
evaluation procedures. Indeed, the “wise” crowd is an essential component of 
the verification practices, although there are continuously arising automated 
processes in the related research field (digital forensics). The idea of validating 
events using individuals’ advantages (rational judgment, criticism, physical 
presence) is not new, since audience has always influenced the published 
stories regarding their formulation and perception. It is no coincidence that 
the term “collective intelligence” has been used for many years. Furthermore, 
this section of the book attempts to provide an overview of the fact-checking 
procedures, while utilizing the capabilities of Semantic Web and the developed 
initiatives around the world regarding authentication. The utmost goal of the 
chapter is to highlight that people hold a crucial role in in the dissemination 
of misleading information, but also in detecting, flagging, and debunking.

Authentication by Humans
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INTRODUCTION

Traditionally, Journalism has constantly included verification processes; 
for that reason, reporters always had an obligation to crosscheck the stories 
they published (Kolodzy, 2012). Many may argue that journalists must 
adapt their traditional work practices to the new digital environment, but 
things are not quite straightforward. The current digital environment has 
different characteristics from the media landscape of the 20th century. Speed 
is an essential factor that dominates the journalistic work, and the variety 
of contemporary information sources makes the evaluation process very 
demanding for every media organization (Veglis & Pomportsis, 2014; 2016). 
The news is produced from various sources in a 24-hour cycle, and all data 
must be consumed fresh otherwise, they lose their value (Veglis, 2012). 
This transforming media landscape has positioned media in an extremely 
vulnerable position.

Due to the need for endless content production, reporters, to succeed 
the highest “number of clicks”, utilize Social Networking Sites (SNSs) as 
an important information source, in which a significant amount of data is 
not valid. Considering that every internet user can create and disseminate 
news items, which can become “viral” (image, video, hashtag, etc.) and lead 
to coverage from mainstream media (Marwick & Lewis, 2017), anything 
published online should be questioned. Organizations around the world study 
the problem by focusing on specific areas or by covering the entire field to 
reduce misinformation and continuous radicalization, as well as to increase 
trust in mainstream media. The present chapter aims to point out the need 
for digital literacy enhancement and to highlight that even, algorithmic and 
mechanically assisted, solutions must be human-centered, understandable 
and user-friendly. Data verification and authentication practices, debunking 
sites and crowdsourcing methodologies are the topics which are discussed.
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THE “WISE” CROWD: VERIFICATION 
COLLABORATIVE PROCEDURES

Verification Can Be a Team Activity: 
Issues, Controversies, Problems

Public trust has fallen across the range of media and the core reason for 
this is the existence of the fake-news problem (EBU, 2016). The crisis of 
credibility towards the press, as well as the fears of an adverse impact of new 
technologies on the media industry, have resulted in the urgent need for finding 
solutions to face the problem. The rise of misinformation in the Internet era is 
presumably caused by the ease of content creation, transmission and access/ 
retrieval. (Zelizer, 2004). This phenomenon is not new, since it appeared, in 
some form, in the sixth century (Byzantine period). The problem became quite 
widespread in eighteenth-century London when newspapers started to impact 
on a broader public (Darnton, 2017). It reached its climax at the beginning 
of the 21st century (Post-truth era) with the production of fake, semi-false 
and true but compromising stories. From a theoretical standpoint, Kumar 
and Geethakumari (2014) utilize the perceptions of cognitive psychology 
to understand the process of individuals’ decision-making. According to 
them, the cognitive procedure associated with the decision to share stories, 
involves the response to four main questions: “consistency of message, “the 
coherency of message”, “credibility of source” and “general acceptability of 
message”. Considering that individuals determine their news consumption 
through filtering and personalization, they never actually browse reports that 
challenge or contradict to what they already believe (Libicki, 2007). Even 
more, people believe “kinds of stuff”, which reinforce their prior thoughts 
without questioning them (Lewandowsky, Ecker, Seifert, Schwarz, & Cook, 
2012). According to the above perceptions, manipulators usually shape “news 
evidences” towards specific beliefs, aiming at achieving higher levels of 
acceptance and widespread dissemination.
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An outstanding example of worldwide crowdsourcing investigation is the 
paradigm related to the leaked “Panama Papers”. According to a Wikipedia 
entry, this case was consisted of about 11.5 million documents that contain 
financial and client information for more than 214,488 offshore entities. 
Because of the different kinds of records (printed, manuscript, pdf), participants 
all over the world converted them into a common format (pdf), in order to 
conduct optical character recognition (OCR) procedures and extract evidence 
related to names, ownerships, etc. Journalists from 107 media organizations 
in 80 countries collaborated for analyzing the documents. After more than 
a year of examination, the first news stories were published along with a 
database of interconnected graphs aiming at enhancing the identification of 
the correlations between the elements more easily. Among others, computer 
scientists were united towards the popularization of information extraction 
technology by creating user friendly interfaces, therefore effortless ways 
for journalists to search the documents. The above paradigm represents an 
important momentous in terms of transdisciplinary collaboration, use of data 
and journalism software tools.

Until now, computational approaches coping with the fake-news problem 
have mainly focused on automated platforms. These tools can label formerly 
identified counterfeit claims and automatically detect odd articles via natural 
language processing (NLP) techniques, based on predefined ground truth /
databases (Katsaounidou & Dimoulas, 2018). While most of these methods 
can partially prevent the transmission of fake articles, none of them can 
perceive the semantic content of them or understand the exact meaning of 
the text. Consequently, humans continue to perform an important role in 
the verification processes or serve also as sources of validated information. 
The most common example, regarding the power of the crowd in providing 
confirmed data is the case of “2009 Darpa Network challenge” and especially 
the “Red Balloon Challenge”, in which vying teams competed in searching for 
ten weather balloons placed across the entire United States of America. The 
winning team from MIT found all 10 balloons within 8 hours by using social 
media to crowdsource the search (Silverman, 2013; Poblet, García-Cuesta, 
& Casanovas, 2017). The idea of validating news events using the human 
factor is not new. Lévy (1997) established the term “collective intelligence” 
targeting to that sometimes, when a group performs successfully a task, it 
seems intelligent. For instance, the Wikipedia project is often referred as an 
example of “collaborative knowledge” or to talk about the “wisdom of crowds” 
(Niederer & Van Dijck, 2010). Since Web is considered as a location for 
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peoples’ cooperation (Shirky, 2008) and web-based/mobile technologies have 
expanded crowdsourcing methods, users can easily contribute to crowdsourced 
verification projects. For example, taking into consideration that Social 
Networking Sites (SNSs) are the perfect place for information extraction 
and dissemination, VerI.ly platform was created as the first crowdsourced 
fact-checking and evidence collection platform, purposing in verifying the 
available evidences during humanitarian disasters (Poblet, García-Cuesta, & 
Casanovas, 2017). Its main “raison d’être” is to disprove unverified claims 
and reveal the truth by calling hundreds of people to contribute different 
types of evidence such as texts, images, videos, (meta)data collected from 
mobile position sensors and geo-social check-ins.

There are established methods to exploit social media in the verification 
process. According to Silverman (2013), the validation of User Generated 
Content (UGC) in breaking news situations must agree with specific 
investigative fundamentals, such as “The five W’s” (Hart, 1996). Rumors and 
unconfirmed reports tend to spread rather quickly on social media, thus the 
crowd can also be part of the solution. In today’s interconnected world it is 
quite natural to create a network of SNSs users (Facebook Groups, Twitter, 
Google+, etc.), which can be employed to verify an event (Silverman, 2014a). 
For instance, journalists should contact and discuss with people, consult several 
and authorized sources, correspond and cooperate with other professionals 
and familiarize themselves with research processes and techniques. Moreover, 
media professionals ought to build and sustain a social network of credible 
sources to be able to monitor social media for current trends. In addition, 
the existence of this network of interested parties through social media 
provides new possibilities in the verification process, through utilization of 
crowdsourcing schemes (Hermida, 2012). Reporters must also be able to use 
SNSs and Internet tools /services for crosschecking the obtained evidences. 
Finally, they should exploit the social media connectivity to disseminate 
their articles (Silverman, 2014b). Such systems must be already established 
before there is a need for them to be utilized. The challenge to use hundreds of 
individuals as information providers for events verification, points the finger 
of responsibility at the users, while also signifies the enormous importance 
of their mandatory presence in fact-checking procedures.

Algorithmic solutions had not only become part of everyday life, but they 
are now “objects of public attention, topics of newspaper articles and coffee 
shop conversations” (Dourish, 2016, p.1). In the last decade, the establishment 
of online tools, services and browser extensions that deal with the verification 
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problem is widened. However, the tools with “a stand-alone” nature meaning 
that there is no interconnection between them. The detection of propaganda 
in large volumes of data is a perplexing task and methods which use Machine 
Learning (ML) and Natural Language Processing (NLP) techniques has been 
developed through research programs, attempting to automate the process to 
a degree (Schifferes et al., 2014; Tzelepis, et al., 2016).

As already mentioned, humans in contrast to machines can perceive data 
based on logic and observation in this context the field Digital Image Forensics 
(DIF) encloses an approach which utilizes the humans’ abilities as mentioned 
earlier. For example, objects which are depicted in an image can be used as 
indicators to determine its location (electrical outlets, language of the signs) 
and its time of creation (clocks, calendars, other kinds of devices and their 
operating systems, e.g. smartphones). Among others, some meaningful and 
detectable by human eye indications are reflections, shadows, people and 
objects on wrong scale or appearing to be “floating” etc. (Farid, 2009; Redi, 
Taktak, & Dugelay, 2010; Wen, 2017). In this context, Schetinger, Oliveira, 
da Silva, and Carvalho (2015) conducted a study to evaluate whether people 
are able to identify doctored images. Although some of the images were 
not altered in any way, more than half had been spliced (meaning that they 
were synthesized by multiple photos), involved areas that had been erased, 
or contained segments that were copied and pasted from the same image. 
Participants were only able to spot the fakes in a proportion of 47%. Moreover, 
Katsaounidou (2016) undertook a partly similar survey using crowdsourcing 
techniques to estimate users’ abilities in retrieving valuable information 
about images consistency. The key/ element element which separates the 
aforementioned surveys is that in the latter case were included interviews 
with journalists and experts on image analysis. The scope of the interviews 
was to seek if the above professionals can comprehend the results which DIF 
algorithms (analyzed in chapter 6) provide regarding the detection of possible 
image manipulation. Moreover, participants were able to identify the fakes in 
a performance rate of 56%, while interviewers found the task rather difficult.

Even though humans do not have the computational or storage capacity 
of machines they are able to verify all kinds of the provided information, 
by following a variety of paths. Specifically, individuals can examine the 
originality of a report by investigating the containing rich media (text, 
image, sound, video), which offer many opportunities to conduct multilateral 
fact-checking (i.e. an article which analyses an odd Politician’s statement, 
published via his Twitter account). This article is most likely to embed the 
tweet itself along with other evidences to strengthen the analysis. First and 
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foremost, the authenticity of the politician’s account must be checked (blue 
verified badge which appears next to the name on an account’s profile and 
next to the account name in search results). Moreover, a common strategy 
is to cross-check the trustworthiness of the statement among the Politician’s 
SNSs pages (Facebook, Google+, etc.). If the above procedure is not effective, 
“investigators” must direct their attention to the major challenge; if the tweet 
is real or fake. A tweet can include multimedia content, physical language, 
punctuation, hashtags, mentions and external links. In more detail, it can 
contain question and exclamation marks, pronouns, slang words or words 
and sad/ happy emoticons that highlight a positive that highlight a positive 
or negative sentiment. Generally, the usage patterns of the above entities 
can determine the “character” of the tweet. For example, syntax errors and 
styles (e.g. size, color, font type /size, etc.), punctuation points (e.g. question/
exclamation marks), lowercase versus capital characters, etc. may indicate 
that the messages have been artificially generated. Likewise, the frequency of 
certain words, the statistics of the used terminology or even the structure of 
the entire vocabulary may imply that the tweet is fake. Except for the above, 
a user can utilize Google’s image archive to dismiss a photo as being fake or 
out of context in a matter of seconds. These procedures offer the opportunity 
for users to form a first impression about the validity of the content. However, 
the last and more important thing to do is to acquire information about the 
Politician i.e. if the statement is in harmony with the Politician’s “path” so far.

Nowadays, the media ecosystem has been dominated by the contemporary 
forms of Journalism, where Multiple publishing and digital storytelling 
means/ channels have emerged. Specifically, the cross- and trans-media 
publishing systems have become an everyday practice for journalists in 
most professional organizations. Even though that the existence of multiple 
publishing alternatives facilitates the spread of misleading stories, the 
availability of differentiated audiovisual material (and overall data) describing 
a story works also in favor of the authentication. Therefore, end-users are 
expected to contribute equally to verification activities, participating in 
crowdsourcing projects, and to towards multimedia authentication. The 
challenge of addressing the fake-news phenomenon needs to be supported, 
taking advantage of the information dissemination channels. Table 1 aims 
to partly visualize what an extended cross-media correlation could be, while 
listing the most popular publishing channels and associating them with their 
commonly available entities. As presented in the Table 1, users can look 
through the channels in order to cross-check the elements of a story/report. 
For example, when a person reports his /her physical presence to a news event 

 EBSCOhost - printed on 2/9/2023 8:38 AM via . All use subject to https://www.ebsco.com/terms-of-use



94

Authentication by Humans

and presents itself as an eyewitness, the “investigator” can gather geo-data 
from witness’ related accounts on SNSs to be sure that the person was there 
at the corresponding event.

SOLUTIONS AND RECOMMENDATIONS

Human-Based Prevention Initiatives 
for Fake News Dissemination

Since 2016, the issue of fake-news attracted the attention of the media 
organizations as well as public’s and there was much debate on the ways in 
which our society can tackle this problem. The first thing that comes to mind 
when speaking about rumors, hoaxes, claims, conspiracy theories, propaganda 
and misinformation is the “debunking sites”, such as Snopes.com1, Buzzfeed.
com2, Politifact.com3, Factcheck.org4 and TruthOrfiction.com5. The Snopes.

Table 1. A simple correlation matrix presents the relation between the popular 
publishing channels and their containing elements; Multimedia (text, audio, image, 
video), Tags (all applicable metadata), Source (profile, contacts, network, personal, 
information, bio, account), Links (Urls), Attachments (digital files/ multimedia)

CHANNELS WWW E-Mail, 
Newsletter

Facebook, 
Google+ Twitter

Instagram, 
Pinterest, 
Tumblr

Messenger, 
Viber, Snapchat, 

WhatsApp

WWW Multimedia 
Links, Tags

Source 
Text, Links 
Attachments

Source, 
Tags, 
Links, 

Multimedia

Source, 
Links

Image 
Tags

Text, 
Attachments 

Links

E-Mail,
Newsletter

Source 
Text, Links 
Attachments

Multimedia 
Links, Tags

Source, 
Tags, 
Links, 

Multimedia

Source 
Text, Links 
Attachments

Image 
Tags

Text, 
Attachments 

Links

Facebook,
Google+

Source, 
Tags, Links, 
Multimedia

Source 
Text, Links 
Attachments

Multimedia 
Links, 
Tags

Source, 
Links

Image 
Tags

Text, 
Attachments 

Links

Twitter Source, 
links

Source 
Text, Links 
Attachments

Source, 
Links

Multimedia 
Links, Tags

Source, 
Links Image 

Tags

Text, 
Attachments 

Links

Instagram, 
Pinterest,
Tumblr

Image 
Tags

Image 
Tags

Image 
Tags

Source, 
Links Image 

Tags

Multimedia 
Links, Tags

Text, 
Attachments 

Links

Messenger, 
Viber, Snapchat, 

WhatsApp

Text, 
Attachments 

Links

Text, 
Attachments 

Links

Image 
Tags

Text, 
Attachments 

Links

Text, 
Attachments 

Links

Multimedia 
Links, Tags
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com project, founded by David Mikkelson6 in 1994, is the initial effort in 
researching urban legends and today it is the leading fact-checking agency that 
embraces not only urban legends, but also popular misjudgments, odd news 
stories, rumors, personalities’ gossip etc. It is supported by a small number of 
researchers and writers dedicated to investigate and analyze claims of various 
topics. The editorial team usually attempts to contact the source of the rumor 
(to acquire support information) or individuals and organizations, who might 
be aware of about or have appropriate expertise on the subject under inspection. 
Moreover, editors are searching in printed editions (articles, scientific and 
medical journal articles, books, interview transcripts, statistical sources). 
The most important element is that all the utilized research material in the 
investigation is listed in the reference, displayed at the foot of each article so 
that readers, who wish to verify the accuracy of the information, could check 
the sources. While most experts seem to agree that the most efficient way to 
debunk the stories is with the help of such sites, even these services are not 
useful in case of breaking news, because of the needed time for choosing 
and inspecting a topic. Moving one-step further, Politifact.com and Snopes.
com web sites, based on their experiences, composed their Guides on Fake 
News Sites/ Hoax Purveyors7,8 in order to support readers in distinguishing 
facts from fiction on their social streams.

In January 2016, Reynolds Journalism Institute9 launched the Trusting 
News Project10, with the initial queries: “How do people decide what news 
is trustworthy?” and “How can journalists influence what users consume 
and share?”. After a year being spent on studying users’ reactions to social 
media, this site is offering guidance on those questions, which are crucial 
in an scenery where journalists struggle to stand out in a minefield of 
misinformation (Kearney, 2017). Another effort is made via the the “Public 
Data Lab11”, which achieves to simplify research, democratic engagement and 
public debate around the future of the data society. Its aim is the development 
and dissemination of innovative research, teaching, design and participation 
formats for the creation and use of public data. Furthermore, the purpose of 
“News Integrity Initiative12” is the advancement of news literacy, increase of 
trust in Journalism around the world and better inform the public conversation.

An important development which reflects the significance of the 
misinformation problem, as mentioned in chapter 2, is the “Google Fact 
Check13”. This service identifies articles that include fact checked information 
by news publishers and fact-checking organizations. The process is designed 
as follows: if a publisher “owns” a web page (debunking site) that reviews 
claims, he can include a “ClaimReview” structured data element in his web 
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page which enables Google Search results to show a summarized version of 
the fact review. It is no coincidence that when a user searches with Google 
for the first time the search engine provides clearly authoritative results 
containing fact checking snippets about ambiguous social events. As it was 
already pointed out, crowdsourcing is a specific financial model in which 
individuals or organizations use contributions from Internet users to develop 
needed services or ideas. An interconnected “online” municipality with its 
members spirited by their passion for objective Journalism, can perform 
a crucial role in news coverage procedures. An excellent example is the 
“FirstDraftNews14” collaboration, a nonprofit partnership and academic 
network, aiming to raise awareness and address challenges related to trust 
and truth. This association is the first of its kind to bring social platforms 
together with global newsrooms and other industry projects, organizations, 
research labs, projects and universities. Partners work together to deal with 
common issues, including ways to streamline the verification process, improve 
the experience of eyewitnesses and increase news literacy. Among others, 
“CrossCheck” is a project supported by “FirstDraftNews”, a “breathing” work 
room aiming in investigating if collaborative services are helpful to the public 
(First Draft, 2017). “FirstDraftNews” is also involved in developing guides for 
fake-news detection and provides others solutions like “NewsCheck” Chrome 
extension. That extension allows people to investigate the authenticity of an 
online image or video by running through a standardized checklist which 
encourages users to examine material authenticity, creator, time and location. 
The innovation of the above interactive guide is that the rules are attractively 
visualized and always available at the browser toolbar.

Another interesting association is the “Poynter International Fact Checking 
Network15” (IFCN). A forum for fact-checkers worldwide hosted by the 
“Poynter: A global leader in Journalism” which monitors trends in fact 
checking worldwide published articles, encourages best practices through 
the fact-checkers’ code of principles or projects and provides training in 
person and online. Finally, the above association performs a crucial function 
by increasing the impact of fact-checking and also promotes collaborative 
efforts by funding annual fellowships and a crowdfunding program and 
by holding an annual “International Fact-Checking Day. Moreover, recent 
projects have included examination of best practices to determine the future 
of fact-checking, like training sessions across the United States of America 
(USA), creation of online courses on fact-checking and weekly fact-checking 
newsletter. Currently, IFCN cooperates with thirty-four partners and has 
launched a cooperation as a third-party fact-checker on Facebook.
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We believe in giving people a voice and that we cannot become arbiters of 
truth ourselves, so we’re approaching this problem carefully. We’ve focused 
our efforts on the worst of the worst, on the clear hoaxes spread by spammers 
for their own gain, and on engaging both our community and third-party 
organizations. (Mosseri 2016)

Until now, Facebook users have been able to report a person for fake account 
/profile, as well as potential inappropriate or even illegal activity (i.e. nudity, 
sexual harassment [or sexism], hateful language, threats, etc.). However, 
with the above statement, Adam Mosseri, the Vice President of Facebook, 
informed the audience about Facebook’s commitment to begin solving the 
issue of fake-news by “activating” also the users. In his announcement he 
describes four areas, which are some of the first steps they are taking to 
manage the problem: a) Easier reporting, b) Flagging Stories as Disputed, c) 
Informed Sharing, d) Disrupting Financial Incentives for Spammers. Moving 
ahead at the same direction, “Storyful16”, an award-winning social marketing 
and news company helps publishers and marketers to find social insights, 
while using proprietary technology that gathers real-time data from social 
platforms around the world. “Reveal17” from the Center for Investigative 
Reporting engages and empowers the public, through investigative journalism 
and groundbreaking storytelling, to spark action, improve lives and protect 
democracy (Reveal, 2018). “Trust Project18” explores how Journalism can 
stand out from the chaotic crowd and signal its trustworthiness. The project 
constructs tangible digital strategies to fulfill journalism’s basic pledge: 
to serve society with a truthful, intelligent and comprehensive account of 
ideas and events. It should be made distinct that the purpose of the above 
organizations /initiatives reference is to be abundantly clear that multilevel 
efforts are being made towards resolving the problem. Overall, no matter the 
attempts mentioned above and the exponential ICTs development regarding 
the automated opportunities to rank data in terms of its quality, the great 
merit of media literacy towards impartial, objective and credible Journalism 
is the core subject at the misinformation issue.

CONCLUSION

The present chapter points out that research and development are important 
factors for closing current knowledge gaps regarding the misinformation 
phenomenon. Nowadays, individuals increasingly learn ICT skills informally, 
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and aspects such as critical thinking in the use of new technologies and 
media, risk awareness, and ethical and legal considerations have received 
less attention. However, digital literacy has central role as a framework 
for progressing towards the problem solutions. Moreover, the analysis of 
news fact-checking /cross-validation practices and verification procedures, 
focuses on the involvement of the human factor in news evaluation tasks. 
Additionally, after presenting crowdsourcing strategies, in which individuals 
or organizations utilize internet users to gather evidence for fact-checking, the 
chapter concludes with related initiatives on preventing the propagation and 
dissemination of fake news. As already mentioned, crowdsourcing methods 
offer unique prospects for society to provide its wisdom to the authentication 
strategies and furthermore to the fact-checking procedures.

Thousands of propaganda accounts on social networks are spreading all 
over the world, lies in all languages. False information, photos or videos are 
purposefully created and spread to confuse or misinform. News, pictures 
or videos are manipulated to deceive, and old photographs are shared as 
new. Satire or parody which means no harm can fool people by overflow 
the media ecosystem. Thus, in recent years, a wide discussion has been 
conducted regarding the issue of fake-news, its implications and the strategies 
to deal with this phenomenon. Several initiatives, which attempt to tackle 
the misinformation problem, have emerged from organizations that explore 
different aspects of the problem and try to alleviate the crisis. On one hand, 
maybe the solution is identified at the development of the legal systems for 
protecting democracy from fake-news, while on the other hand, perhaps the 
answer can be found by launching new schemes to help people identify real 
news and filter out fake or falsified content.
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KEY TERMS AND DEFINITIONS

Cognitive Psychology: Cognitive psychology is the study of mental 
processes such as “attention, language use, memory, perception, problem 
solving, creativity and thinking”. Much of the work derived from cognitive 
psychology has been integrated into various other modern disciplines of 
psychological study, including educational psychology, social psychology, 
personality psychology, abnormal psychology, developmental psychology 
and economics.

Crowdsourcing: It is s a specific sourcing model in which individuals or 
organizations use contributions from Internet users to obtain needed services 
or ideas. Crowdsourcing was coined in 2005 as a portmanteau of crowd and 
outsourcing.
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Digital Image Forensics (DIF): This field emerged as a sub-field of Digital 
Image Processing (DIP), aiming at providing tools for images tampering 
investigation.

Digital Literacy: Digital literacy is the set of competencies required for 
full participation in a knowledge society. It includes knowledge, skills and 
behaviors involving the effective use of digital devices such as smartphones, 
tablets, laptops and desktop PCs for purposes of communication, expression, 
collaboration, and advocacy.

Machine Learning (ML): Scientific discipline that investigates algorithms 
and methods aiming at giving machines the ability to learn from experience 
(without being explicitly programed), in order to respond autonomously on 
specific tasks and automate various data-handling processes.

Natural Language Processing (NLP): Scientific discipline utilizing 
Machine Learning and Computational Linguistics, aiming at giving computers/
machines the ability to perceptually interact trough human (natural) languages.

Predefined Ground Truth: Ground truth is a term used in various fields 
to refer to information provided by direct observation (i.e., empirical evidence) 
as opposed to information provided by inference.

User-Generated Content (UGC): Any form of content created and shared 
by users of an online system or service.

“Wise” Crowd: The theory according to which the many are smarter 
than the few.
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ABSTRACT

The present chapter deals with the issue of information manipulation detection 
from an algorithmic point of view, examining a variety of authentication 
methods, which target assisting average users and media professionals to 
secure themselves from forged content. The specific domain forms a very 
interesting, highly interdisciplinary research field, where remarkable progress 
has been conducted during the last years. The chapter outlines the current 
state of the art, providing an overview of the different modalities, aiming at 
evaluating the various types of digital data (text, image, audio, video), in 
conjunction with the associated falsification attacks and the available forensic 
investigation tools. In the coming years, the problem of fake news is expected 
to become even more complicated, as journalism is heading towards an era 
of heightened automation. Overall, it is anticipated that machine-driven 
verification assistance means can speed up the required validation processes, 
reducing the spread of unverified reports.

Assisted Authentication
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INTRODUCTION

Nowadays, Social Networking Sites (SNSs) have become the most dominant 
place for news origin and propagation. Although journalists have in their 
availability innumerous ways for verifying SNSs streams, these means also 
require different competences and expertise (Brandtzaeg, Luders, Spangenberg, 
Rath-Wiggins, & Folstad, 2016). Subsequently, multimedia evaluation for 
discovering the evidence of potential tampering has become a significant 
and currently popular research field among disciplines. The formed domain 
of Digital Forensics Science (DF /DFS) embraces a broad combination of 
various technological and methodological approaches. In principle, DFS 
has been launched for commonly addressing the recovery and investigation 
of material found in digital devices, often in relation to computer crimes. In 
recent years, the term is more often attributed to the analysis of the counterfeit 
instances of individual resources, which is the objective of DF inspections. 
Indeed, given that most of today’s articles are composed by Multimodal Media 
Assets (MMA), altering operations usually involve all the encountered types 
of digital assets, i.e. text, images, audio, video, etc. (Dimoulas, Veglis, & 
Kalliris, 2014; 2015; Katsaounidou, 2016; Katsaounidou & Dimoulas, 2018). 
Each content entity has distinct communicative and operative characteristics, 
which are taken into consideration for applying potential forgery actions. 
Likewise, strategies for verifying the integrity of the different categories 
also rely on their unique representative features (Katsaounidou & Dimoulas, 
2018). Overall, there are two discrete though supplementary issues: integrity 
and authenticity. Integrity ensures that the involved media components have 
not been modified, while authenticity refers to the ability to confirm the 
integrity of the provided information, as a whole.

According to a recent survey (Brandtzaeg et al., 2016), Twitter is the most 
popular SNS platform, commonly used as informing source. In specific, 
journalists are trying to stay tuned /up-to-date and aware of the newsworthy 
events, by monitoring Twitter profiles /posts and the associated breaking 
news alerts. Various add-on tools have also emerged for helping to organize 
/structure timelines, keeping track of lists, searches, activities and more 
(Tame.it, TweetDeck, etc.). On the contrary, Twitter is an excellent example 
concerning the dissemination of unverified textual streams. With the previous 
restriction state of the maximum number of one hundred and forty (140) 
characters, Twitter messages, the so-called tweets, often used to contain odd 
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or fake data to raise interest, attract reactions, provoke retweets /shares, etc. 
Considering the “computational propaganda”, namely the exploitation of 
algorithms, automations and human curation for purposefully distributing 
misleading information over SNSs, automated software robots (or just bots) 
have been used for contaminating public life with artificial affairs (Woolley 
& Howard, 2017). Hence, machine-operated Twitter profiles are engaged 
in shaping and publishing auto-generated tweets or links, often conveying 
ambiguous and inaccurate content. In addition, while the tweeting length 
limit has been extended to two hundred and eighty (280) characters, Twitter 
users still re-direct their followers to external sources, very often, pointing to 
hyperconnected multimedia assets (or even to authored nonlinear hypermedia).

The trustworthiness of audiovisual material has an essential role in many 
areas: forensic assessment, criminal investigation, surveillance systems, 
intelligence services, medical imaging and journalism. The “art” of content 
fakery has a long history. Only a few decades after Niepce generated the 
first photograph in 1814, images were already being manipulated (Farid, 
2008). Forensic audio examination, for example, traces its roots to the 
1950s, with the advent of outdoor recording systems (for use outside of the 
studio). According to Koenig (1990), the Federal Bureau of Investigation 
(FBI) in the United States has developed expertise in audio forensics since 
the early 1960s, for the purposes of speech intelligibility enhancement and 
authentication of recordings. Undoubtedly, the invention of the digitization, 
the arrival of personal computing systems and the development of dedicated 
processing software have simplified the data manipulation tasks, even for 
the non-professionals (Ho & Li, 2015; Katsaounidou, Vryzas, Kotsakis, & 
Dimoulas, 2016; Katsaounidou & Dimoulas, 2018; Silverman, 2013). In 
today’s digital age, it is possible to quickly alter the information, represented 
by an image, without leaving apparent traces of tampering (Mahdian & Saic, 
2007). Hence, the existence of digital editing tools and overall the evolution 
in related technology and algorithms have made it more challenging to 
perform accurate validation of cross-modal sources and documents. For 
instance, visual objects can be quite easily deleted or inserted in a motion 
pictures sequence, utilizing frames from other time-instances and/or from 
entirely different clips/footage. The fact that video forms the most demanding 
element of mediated communication, helps us realize the challenge that we 
are facing, as far as the verification of multimedia content is concerned (Al-
Sanjary & Sulong, 2015).

 EBSCOhost - printed on 2/9/2023 8:38 AM via . All use subject to https://www.ebsco.com/terms-of-use



107

Assisted Authentication

MACHINE-DRIVEN FORGERY DETECTION 
AND ASSISTED AUTHENTICATION

Multimedia Verification Algorithms: 
Issues, Controversies, Problems

It is admitted that 2015-2016 were the years of audiovisual content, where 
SNSs responded to the users’ growing desire for consuming images and videos, 
by optimizing related news feed services (Newman, 2016). Specifically, 
subtitling tools were added, automatic video activation (auto-play) was applied 
and live video streaming was launched. Purposing to keep-up with the SNSs 
competition in the news-sourcing dominance and to re-gain a loyal audience 
engagement, official web pages of the associated journalistic organizations 
have also invented new mechanisms of events notifications through smart 
devices. For instance, media agencies progressively invested in “social video” 
solutions, such as the live streaming facilities that are currently available for 
serving real-time /synchronous multimedia communications on Facebook, 
Twitter and YouTube. Considering the popularity of the messaging applications 
in informing alerts (i.e. Messenger), publishers are also trying to edge into 
this field for triggering information distribution and public interaction. Hence, 
automated /robot journalism utilities have emerged and are continually 
elaborating, such as the case of chatbox messaging platforms (Bock, 2011).

Α variety of robot tools are currently used for intelligent content production, 
fast-packing and publishing of journalistic narratives across different platforms. 
For example, Wibbitz1 is an artificial decision-making system that was 
designed to summarize stories through audiovisual presentations, relying on 
Machine Learning (ML) and Natural Language Processing (NLP) algorithms. 
Specifically, Wibbitz parses and harvests textual headlines, keywords and 
corpora from international news outlets, thus producing mashup videos in 
seconds. At the same time, newfangled services are continuously entering 
the market, aiming at helping journalists in monitoring and managing related 
data streams. For instance, Sam Desk2, Dataminr3 and SocialSensor4 are 
notable social media management tools, allowing for configuring cross-modal 
notification services, therefore helping newsroom personnel to detect, classify 
and rank sources of public informing. Moreover, event tracking and metadata 
processing utilities can be applied for categorizing, semantically annotating 
and overall documenting the collected archives, for future utilization and re-
use scenarios. Ordering to survive the vast competition, news-casting sites 
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should creatively adopt usable interaction interfaces with enhanced back-
end automations. Thereby, in the race to establish their relationship with the 
audience, major stakeholders like CNN, Wall Street Journal, The Economist 
and The Guardian have built their own custom front-ends, purposing to serve 
their distinct demands. Algorithmic Journalism strategies promise smarter 
and more efficient procedures in the future news battle, however cybernetic 
methodologies contain certain security risks, including the dissemination of 
tampered content (Alden, 2013; Dayan & Cohen, 2017; Diplaris et al., 2012; 
Schwartz, Naaman, & Teodoro, 2015).

In order to get a deeper and clearer picture about the algorithmic aspects of 
the assisted verification tools, a metaphor will be attempted, attributing science 
advancements to the growth of trees. Both expand their “vertices” outwardly 
and not inwardly to their core, so most of the “fertile” and exciting evolutions 
are detected across several (scientific) branches. For instance, the tremendous 
progress of the Information and Communication Technologies (ICTs) propelled 
many other multidisciplinary fields, related to social and humanistic domains. 
Thus, targeting to prevent the misinformation phenomenon, Journalism has 
been affected by research initiatives, developments and achievements of 
many other disciplines. Evolutionary algorithms and architectures of ML and 
Deep Learning (DL) are listed among the recent scientific trends (Dourish, 
2016), which have been deployed to establish methods and technologies for 
verifying data, concerning their integrity and credibility. On the other hand, 
the constantly increasing conveniences and capabilities of digital processing 
allow for easier shaping of online content /news. Therefore, reliability measures 
/estimations are difficult to be extracted, by both humans and machines. 
Wardle (2014) supports that automated verification technology guaranteeing 
perfect scores (100% accurate) does not exist, yet. Nonetheless, remarkable 
research progress has been succeeded regarding the implementation of fully- 
and semi-automated authentication algorithms, developed for assisting in the 
forensic investigation needs (Katsaounidou & Dimoulas, 2018).

Specifically, the purpose of DF techniques is to trace the processing history 
of a multimedia document, to detect potential manipulation trails and generally 
to identify all possible forgeries. For example, DL and NLP frameworks are 
jointly used for contextual analysis of text streams. Hence, detected syntax 
errors and styles (e.g. size, color, font type /size, etc.), punctuation points 
(e.g. question /exclamation marks), lowercase versus capital characters, etc. 
could indicate that the messages have been artificially generated. Likewise, 
the frequency of some certain words, the statistics of the used terminology 
or even the structure of the entire vocabulary may form useful metrics for 
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identifying specific writing patterns, which can be associated to humans or 
machines (Katsaounidou & Dimoulas, 2018). Although the same algorithmic 
principles (i.e. textual processing /numbering, search /computing of patterns, 
etc.) are used in most cases, different thresholds and adaptation mechanisms 
are implicated, depending on the specifications of each particular use-scenario. 
The configuration of the employed frameworks (i.e. ML /DL architectures 
and adopted topologies, NLP structures, etc.) can adjust and/or alter the 
operational attributes of the decision-making systems and the provided 
outcomes. Taking advantage of the increased computing power and the 
availability of dedicated datasets, the initial searching utilities of headlines, 
messages and keywords have been extended to more elongated corpora 
analyses, web crawling and parsing tasks, and beyond (Bock, 2011; Boididou 
et al., 2017; Diamantopoulos, Roth, Symeonidis, & Klein, 2017; Mendoza, 
Poblete, & Castillo, 2010; Roth, Diamantopoulos, Klein, & Symeonidis, 
2014; Zubiaga & Ji, 2014). Overall, text-driven processes can extract useful 
information regarding the origin and the semantics behind the news-stories 
/articles, as well as correlations with other sources and users, thus providing 
the “fingerprints” of the associated instances. There are also the active or 
double-sided approaches (described next), in which the primary /root reports 
contain “digital signatures” as security measures, that are usually invisible 
to the consumers, i.e. watermarks, active fingerprints, etc. (Ho & Li, 2015; 
Katsaounidou & Dimoulas, 2018).

Moving forward to the currently pursued and more demanding cases of 
audiovisual content (i.e. photos, audio recordings and video sequences), the 
above-implied categorization exists, classifying the implicated techniques 
into two major categories: the active and the passive approaches. The former, 
which enclose digital watermarks, signatures, etc., are further indexed as 
full-reference (FR) and reduced-reference (RR) methodologies, depending 
on the types of the provided source material (Mulla & Bevinamarad, 2017). 
FR is implied when both the original and the tampered versions are fully 
available to detect manipulations (through direct comparisons), while RR 
is considered in circumstances that, instead of the previous two sources, 
tampering is detected by the combination of the available material and the 
associated signatures. However, the disadvantage of these methods is that they 
require some processing, during the production, for creating and embedding 
the distinctive “content signatures”, which is not the typical case for the 
most capturing devices, e.g. the watermarking processes can destroy image 
quality (Qureshi & Deriche, 2015). In passive or blind procedures, the only 
available information is the digital item itself, supposed to be the authentic 
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material (Mulla & Bevinamarad, 2017). In these cases, though the tampering 
is invisible, the researchers assume that altering operations transform the 
statistical properties of the original media assets /resources, so that proper 
feature extraction can reveal these changes (Qureshi & Deriche, 2015).

Redi, Taktak and Dugelay (2010) in their manual “A booklet for beginners” 
define two main strategies of Digital Image Forensics (DIF). The first utilizes 
“capturing metadata” related to the recording devices (if they are available) 
and exploits them for detecting potential contradictions. The second group 
of methods aims at finding semantic manipulation traces, by studying 
irregularities in the physical image. Hany Farid (2009) classifies these latter 
techniques into five basic categories, regarding the data they handle:

1.  Pixel-based techniques search for cloning, resampling, splicing and 
general altering processes at the pixel level (i.e. statistical changes in 
the image histograms, etc.).

2.  Format-based techniques evaluate the attributes of the used encoding 
standards, looking for possible differences in the thresholding levels 
that are applied during compression (JPEG quantization, double JPEG, 
JPEG Blocking, etc.).

3.  Camera-based techniques search for inconsistencies in the associated 
capturing patterns, which could be attributed to different devices (i.e. 
chromatic aberration, color filter array-CFA, camera response, sensor 
noise, device fingerprints, etc.).

4.  Physics-based techniques analyze the three-dimensional interactions 
between physical objects, lights, and cameras (i.e. 2D/3D light directions).

5.  Geometry-based techniques apply image transformations for projecting 
the visual information into the reconstructed geometrical space, where 
specific parameters, concerning the relative placements of objects and 
lens, can be further evaluated (i.e. principal point, metric measurements, 
etc.).

Moving to the field of audio forensics, their initial /traditional objective 
was to determine the integrity of the captured /stored sound signals, relying 
on the analogue magnetic recording footprints (head switching transients, 
mechanical splices, overdubbing signatures, etc.) (Owen, 1996; Begault, 
Brustad, & Stanley, 2005; Boss, 2010; Malik, 2013). Other methods monitor 
the electrical network frequency (ENF) as an identification metric /footprint 
(Grigoras, 2007; Cooper, 2008). Overall, by utilizing features related to 
the recording devices or the changes in the situated acoustic environment 
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(background noise inconsistencies, reverberation, etc.), researchers can export 
interesting conclusions concerning data integrity (Buchholz, Kraetzer, & 
Dittmann, 2009; Garcia-Romero & Espy-Wilson, 2010; Katsaounidou et 
al., 2016; Kraetzer, Oermann, Dittmann, & Lang, 2007; Kurniawan, Khalil, 
& Malik, 2015; Malik, 2013; Malik & Farid, 2010). Nowadays, editing and 
processing software offer the ability to apply diverse “shaping” operations, 
without leaving “visual traces”. Therefore, recording-based assessment has 
rather became obsolete, so the investigation of other methods turned out to be 
a necessity. In specific, novelty detection, pattern analysis and overall semantic 
processing approaches have emerged, trying to locate unexpected transitions 
in the appearance of various patterns (i.e. detection of speech, music and 
noise events, speakers’ succession, thematic /emotional categories, etc.). In 
lower level analysis, waveforms and spectrograms can be used to reveal these 
irregular altering points (Gupta, Cho, & Kuo, 2012). Another distinguished 
methodology, initially deployed in the case of photos, is the detection of 
different compression levels as an indicator of multiple sources, thus leading 
to the advancement of compression-driven methods (Malik, 2013; Gupta et 
al., 2012; Ho & Li, 2015). The field of audio forensics requires expertise in 
a variety of complementary fields, such as acoustics, electroacoustics and 
digital signal processing. Thus, despite the progress that has been achieved, 
there is a lack of methods and “real world” tools, available and comprehensible 
to the non-knowledgeable and not adequately equipped average user.

Currently, research about multimedia tampering detection has turned its 
focus on digital images and motion pictures. The usefulness of video (i.e. 
in education, medicine, documentaries, infotainment and many other fields) 
is directly proportional to its composite nature (i.e. it combines multiple 
photos /frames and audio tracks), therefore to its enhanced vividness /
representativeness, key elements that resemble the natural audiovisual 
communication of human beings. However, the previous advantages come 
along with a more demanding character concerning all factors, such as storage 
demands, encoding and compression complexities, processing difficulties or 
even computing power that is needed for proper decoding during reproduction 
/play. These matters can be used to justify the relative delay in the appearance 
of associated digital forgery operations, as well as on the implementation of 
the corresponding revealing algorithms. The most popular cases of tampering 
include frame cropping and repetition of specific scenes, ordering to conceal 
valuable information (i.e. important visual objects, subtitles and logos that 
provide the source of the footage, etc.). Video manipulation refers to the change 
of the content by inserting or hiding items that do not exist in the authentic 
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captures. These “shaping adjustments” are usually applied at different viewing 
scales, i.e. at scene-, shot-, frame-, block- or pixel-level (Christian & Sheth, 
2016). According to Mulla and Bevinamarad (2017) video manipulation 
strategies can be grouped into the following three categories (Yin & Hong, 
2001; Upadhyay & Singh, 2012):

1.  Spatial tampering that adds, deletes, crops or replaces image regions 
and blocks of pixels, at the frame level.

2.  Temporal tampering that forgers the frame sequence by adding, deleting, 
or rearranging the order of the scenes, as depicted in Figure 1.

3.  Spatio-temporal tampering that refers to the combination of the above 
two methods, in which both spatial (image) and temporal (motion) 
modifications take place.

Besides the above content-based passive approaches, similarly to the 
photos and audio recordings cases, active /double-sided methods also exist, 
where camera coding detection can be used for the identification of specific 
fingerprints that are connected to distinct devices (Hsu, Hung, Lin, & Hsu, 
2008). Particularly, source class, like model type, brand, sensor, etc., can be 
recognized by analyzing the visual content and/or its accompanying metadata, 
so that capturing signatures are provided. Again, forgery detection alerts 
are triggered when trails of more than one device are encountered within a 
single footage, implying that the sequence has been edited with multi-source 
material (Popescu & Farid, 2005; Kot & Cao, 2013; Al-Sanjary & Sulong, 
2015). However, as already explained in the previous categories of photos 
and audio, “active methods” have some prerequisites that may not always 
be met, hence, making passive approaches more important and challenging. 
The argued significance is justified on the global character of their appliance 
(i.e. they can be utilized in all situations, without requiring extra information 
besides the stream under examination). Analogously, the claimed interesting 
and demanding attributes are rationalized to the arisen difficulties, as well as 
to the anticipated resourcefulness and sophistication of the pursued /under 
development algorithms. While reviewing the recent scientific publications 
in this research area, Yang, Huang, and Su (2016) proposed a new technique 
for detecting frame duplication through similarity analysis, while Saxena, 
Subramanyam, and Ravi (2016) focused on the temporal localization of copy-
paste inpaintings. Su, Huang, and Yang (2015) introduced a compressive 
sensing procedure for estimating the deletion of moving objects, which are 
substituted with background information from the surrounding areas. Tralic, 
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Grgic, and Zovko-Cihlar (2014) presented a method for copy-move frame 
detection, relying on cellular automata and local binary patterns. This process 
can additionally find duplicated frames, by inspecting their similarities within 
the monitoring timeline. Subramanyam & Emmanuel (2013) developed a 
pixel-wise tampering localization strategy, through the presence of possible 
double quantization, deriving from dual compression setups. Chao, Jiang, and 
Sun (2013) have worked on the discovery of inter-frame altering operations, 
based on the Lucas Kanade optical flow consistency (i.e. frame addition or 
deletion will affect the motion flow vectors). Kancherla and Mukkamala (2012) 
used a different predictive approach (Markov models) for the video motion 
estimation, along with a final ML-based pattern recognition layer. Innumerous 
other works have been conducted featuring different motivation and emphasis: 
i.e. on temporal and spatial copy-paste (Subramanyam & Emmanuel, 2012); 
on blind feature-based assessment and fusion (Goodwin & Chetty, 2011); 
on motion-compensated edge artifacts inspection at various frames (Su, 
Zhang, & Liu, 2009), etc. Likewise, correlation approaches, between, either 
the noise characteristics and residues (Hsu et al., 2008; Kobayashi, Okabe, 
& Sato, 2009), or the frequency components (Porter, Mirmehdi, & Thomas, 
2000), managed to identify a variety of manipulations. In other occasions, 
the analysis focuses on the differences between interlaced and de-interlaced 
videos (Wang & Farid, 2007).

Figure 1. Categorization of the encountered multimedia forgery operations for each 
content type (i.e. text, audio, image, video) and indicative algorithmic verification 
principles
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Based on the above review, it becomes clear that the list of the different 
algorithmic approaches and their configurations with respect to the various 
multimedia forgeries, is literally endless and goes far back in time (especially 
for the case of photo forensics). The previously discussed categorization and 
the main principles of each approach are depicted in Figure 1. The reader who 
desires a detailed presentation and in-depth comprehension of the different 
methods can refer to corresponding review articles (Al-Sanjary & Sulong, 
2015; Gupta et al., 2012; Mahdian & Saic, 2007; Maher, 2010; Mizher, Ang, 
Mazhar, & Mizher, 2017; Mulla & Bevinamarad, 2017; Qureshi & Deriche, 
2015; Thajeel & Sulong, 2013). Furthermore, from the number and the 
alternative directions of the published papers, it can be noted that research 
on these areas is very active, anticipating the realization of far more scientific 
accomplishments, shortly. On the contrary, along with the technological 
advancement and the progress of the authentication methods, the field of 
counter-forensics (or anti-forensics) also evolves, aiming at concealing 
the forgery tracks, thus making harder the proper forensic investigation 
(Katsaounidou & Dimoulas, 2018; Stamm, Lin, & Liu, 2012). Overall, it can 
be supported that, even for the listing and superficial review of the above-
outlined categories, essential knowledge and understanding of the underlying 
technical principles is required for being able to distinguish and/or to interpret 
the main differences. Similar knowhow is needed for operating such tools, 
i.e. for properly configuring their working parameters and for elucidating the 
provided results. Unfortunately, very few of the presented paradigms have 
turned out to be usable and easy to operate practical applications, whereas the 
majority of the achieved research outcomes are still of no use for the average 
journalist. The next section provides an overview of the currently available 
tools, attempting to indicate their expansion and combined implementation 
towards integrated and collaborative solutions.

SOLUTIONS AND RECOMMENDATIONS

Automated Verification Toolsets

Considering the current state of real-world services, SNSs seem unable to 
address the proliferation of misinformation propagation on their platforms 
substantively. As already supported, the framework for addressing the 
misinformation phenomenon encloses heavily technical challenges, which 
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are related to the algorithmic perspectives of the involved methods. Thus, 
along with the journalistic fact-checking, new features need to be discovered 
for detecting fake content and revealing the truth, aiming at reaching decisive 
problem-facing towards prosperous solutions. Encompassing all the above 
approaches (i.e. ML /DL and NLP applied for multilevel pattern recognition 
and multimedia semantics), cognitive computing takes on as a key-factor, 
favoring the wanted sophistication and integration. Cognitive apps are 
platforms focusing on contextual understanding and conceptualization of 
the various news items, purposing to come to conclusions through logical 
steps, easily comprehended by human beings. A simple example of such 
software is the B.S. Detector5, offered as a browser extension and powered 
by OpenSources6, intending to keep and update a professionally curated list 
of unreliable or otherwise questionable sources. B.S Detector operates as 
source classifier (i.e. domain name), categorizing the media sites to fake-
news, satire, extreme bias, conspiracy theory, rumor mill, state news, junk 
science, hate group, clickbait, proceed with caution, etc. At this moment, the 
repository7 of OpenSources has a tiny number of entries (834), if we consider 
the billions of sites online. The optimal utilization of the above tool could 
be ensured by checking and rating, if possible, all the webpages worldwide, 
a process that is thought as unfeasible, for the time being. Another web-
based service is “The Tweet Verification Assistant8”, a tool that evaluates 
the veracity of a tweet, by analyzing multiple (textual mainly) parameters, 
i.e. language, punctuation, number of hashtags, mentions and external links, 
as well as multimedia content (attached or connected). However, reading 
and identifying a specific article as fake, does not necessarily entails that all 
the pieces of information contained to this site are untrue (Fan, 2017). Still, 
ranking measures and further /optional filtering of the top popular sources (i.e. 
concerning county /location, topic, etc.) could offer more thorough credibility 
assessment insights, which may have significant added-value results.

Other browser add-ons are trying to solve misinformation indirectly, by 
seeking for the starting point and/or possible copying and altering operations 
along the history of the various streams. For instance, “TinEye Reverse Image 
Search”9 and “Search by Image (by Google)”10 allow users to monitor the origin 
of a picture and its past use, or even to find multiple matching versions, with 
possible higher resolution. While these approaches evaluate all the available 
information (i.e. content-features, keywords, semantic tags, etc.), there are 
also utilities that are explicitly relying on metadata processing. Specifically, 
“Send to Exif Viewer”11 enhances the contextual framework by inspecting 
visual parts /entities in a metadata viewer (EXIF), which provides valuable 
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information about the source of the photos (i.e. time, location, indication 
of processing by specific software, capturing parameters like shutter speed, 
exposure, F-number, etc.). Moving one step further, the “Image Tools”12 
is an extension that adds several context menu items (i.e. “Jeffrey’s Exif 
Viewer”13, “Metapicz online metadata Exif viewer”14, “TinEye Reverse Image 
Search”, “Google Search by Image” and others), which offer diverse metadata-
driven image searching and retrieval mechanisms (e.g. “SauceNAO Image 
Search”15, “Multi-service image search”16 etc.). Going closer to the core of 
the problem, “Snopes Searcher”17 allows users to highlight text and search for 
potential matches with popular /listed rumors (debunked Snopes). Likewise, 
“Instant Snopes Checker (Unofficial)”18 checks the title and the keywords 
of a page within the records of the official “Snopes.com’ site, thus making 
a simple and easy to operate browser addon. Specialized web interfaces are 
also available through online/free platforms dealing with most of the image 
forgery problems and techniques. Notable examples are the Forensically19, 
created by Jonas Wagner, the “Media Verification Assistant”20, implemented 
in the framework of the REVEAL project21, and other environments like 
Ghiro22, Imageforensic.org23, Fotoforensics24, etc. Fewer efforts are related 
to the case of motion pictures, such as the InVID Project25, which aims at 
detecting, checking and authenticating newsworthy video material, spread 
through social media, thus exporting credibility marks. Recently, InVID has 
released its “fake video news debunker”26 browser extension, providing the 
code in open source, under MIT license. Table 1 summarizes the most popular 
/worth mentioning veracity assistance tools, including the above-described, 
grouping them by the content they examine, so that the perception of the 
whole picture in this matter could be better served.

Skipping the philosophical debate about the efficiency of each addressing 
method, researchers and media professionals seem to agree that the most 
effective way to debunk the fake stories is with the help of fact-checking sites 
(i.e. Snopes.com, Buzzfeed.com, Politifact.com, Factcheck.org, Truthfiction.
com, etc.). However, these services, analyzed in the previous chapter 
(Verification by humans), are not applicable when it comes to breaking 
news, because of the needed time to select and investigate a topic. Therefore, 
automations provided by machine-driven solutions are still considered to form 
an essential part, which can be really helpful in the future, subjected to their 
further advancement and testing in practice. Since most of the available tools 
do offer different /complementary views and evaluation outcomes, relying 
on a single authentication method and/or source can be considered utterly 
inadequate. Though the combination of multiple algorithms and procedures 

 EBSCOhost - printed on 2/9/2023 8:38 AM via . All use subject to https://www.ebsco.com/terms-of-use



117

Assisted Authentication

can propel the accuracy of the composite forgery detection results, technical 
and operational difficulties concerning interoperability and unification of the 
individual modalities need to be resolved before the materialization of the 
envisioned integration (Katsaounidou & Dimoulas, 2018).

To better illustrate the current state of the art and the research efforts that are 
being made in this area, three popular machine-driven platforms will be more 
thoroughly presented, namely Forensically, “Media Verification Assistance” 
and InVID. The former two focuses on photo-forensics, with Forensically 
being one of the initial efforts for verifying images trustworthiness, probably 
the most notable one. InVID can be thought as a pioneering venture in the 
more demanding area of video integrity evaluation, where integration with 
REVEAL (Media Verification Assistance) is pursued. Forensically, is a web 
environment that contains a set of free services for digital image forensics, 
namely clone detection, error level analysis, metadata extraction, and more. 
The simplest utility is the Magnifier tool, which enlarges the pixels of an 
image, allowing the more thorough inspection of a selected area, so that 
hidden details, likely connected to forgery trails, could be revealed (Figure 2a). 
Another function is the Clone Detection that allows the discovery of possible 
duplicated areas within a picture, using superimposed color indications (Figure 
2b). Error Level Analysis compares the original image (under inspection) with 
its decompressed version, targeting to display areas with different noising 
patterns that might suggest potential forgery (Figure 2c).

Another essential technique is applied by the “Noise Analysis” function, 
which operates flipside from the classical de-noising goal, i.e. instead of 
removing the image noise, it isolates the estimated noise. Hence, the specific 
algorithm reveals noise inconsistences, thus it can be useful for detecting 
manipulations such as aerographs and distortions (Figure 3a). The “Level 
Sweep” process investigates different parts of the illumination values, allowing 
the quick sweep through the image-histogram that exposes the contrast of 
certain brightness levels (Figure 3b). Moving one step further, “Luminance 
Gradient” is based on the assumption that similar color should be observed 
in the parts of a photo under similar illumination (i.e. when they face light 
sources at similar angles /distances). As depicted in Figure 3c, its purpose 
is to find anomalies while inspecting the formed edges. Considering that 
similar edges should have comparable spatial transitions, if the gradients at 
one edge are significantly sharper than the rest, this can be taken as a sign 
that parts of the image could have been copy-pasted.

 EBSCOhost - printed on 2/9/2023 8:38 AM via . All use subject to https://www.ebsco.com/terms-of-use



118

Assisted Authentication

Table 1. An overview of user-friendly services, platforms and tools, classified 
respectively to their investigated multimedia elements and dissemination channels

Channels Elements Platforms and Tools

WWW 
Facebook, Google+ 
Twitter 
Instagram, Pinterest, Tumblr

Text

Dbpedia27

Hoaxy28

Instant Snopes Checker (Unofficial- Google Chrome 
Plugin) 
Snopes Searcher (Google Chrome Plugin) 
Tweet Verification Assistant 
TweetCred29 (Google Chrome Plugin)
Twitter Trails30

WWW 
Facebook, Google+, 
Twitter

Audio EdiTracker31 (Google Chrome Plugin)
FIAS - Forensic Image Analysis System32

WWW 
Facebook, Google+, Twitter 
Instagram, Pinterest, Tumblr 
Messenger, Viber, Snapchat, Whats 
App

Image

eyewitnessproject.org33

Forensically 
fotoforensics.com 
Ghiro 
Google Reverse Image Search 
Image Verification Assistant 
Izitru.com34

tineye.com

WWW 
Facebook, Google+, Twitter 
Instagram, Pinterest, Tumblr

Video InVID Project (Google Chrome Plugin-Fake video 
debunker)

WWW 
E-Mail, Newsletter 
Facebook, Google+, Twitter 
Instagram, Pinterest, Tumblr 
Messenger, Viber, Snapchat, Whats 
App

Tags (all 
applicable 
metadata)

Image Tools (Google Chrome Plugin) 
Jeffrey’s Image Metadata Viewer 
Metapicz online metadata Exif viewer 
Multi-service image search- iqdb.org 
SauceNAO Image Search

WWW 
E-Mail, Newsletter 
Facebook, Google+, Twitter 
Instagram, Pinterest, Tumblr 
Messenger, Viber, Snapchat, Whats 
App

Source / 
Account

B.S Detector (Google Chrome Plugin) 
Pipl.com35

Webmii36

Wolframalpha37

WOT: Web of Trust38 (Google Chrome Plugin)

Elements: Text, Audio, Image, Video, Tags (all applicable metadata), Source /Account
Channels: WWW, E-Mail /Newsletter, Facebook /Google+, Twitter, Instagram/ Pinterest /Tumblr, Messenger /Viber /

Snapchat /Whats App

Figure 2. Forensically tools: a. magnifier, b. clone detection, c. error level analysis

 EBSCOhost - printed on 2/9/2023 8:38 AM via . All use subject to https://www.ebsco.com/terms-of-use



119

Assisted Authentication

“Principal Component Analysis” (Figure 4a) provides a different point 
of view, aiming at revealing specific manipulations through the more 
straightforward observation /indication of the projected details. Moreover, 
various metadata and geo-tag reading utilities (Figure 4b, 4c) can detect 
invisible in naked eye EXIF meta-information, which can be exploited in 
the detection of context- and location-aware inconsistencies (provided that 
these labels have been stored in the image files).

“Thumbnail Analysis” (Figure 5a) uncovers possible thumbnails /preview 
data that are hidden inside the original photo, which can reveal aspects 
about the original image and/or information related to the recording device. 
Moreover, relying on the fact that the most common /popular compression is 
the JPEG format, specialized “JPEG Analysis” can be applied for extracting 
EXIF metadata (even in the cases that such data were not saved in the first 
place), thus providing complementary evaluation insights (Figure 5b). 
Finally, “String Extraction” scans the image for binary content (i.e. looking 

Figure 3. Forensically tools: a. Noise Analysis, b. Level Sweep, c. Luminance Gradient

Figure 4. Forensically tools: a. Principal Component Analysis, b. Metadata inspector, 
c. Geotags (i.e. GPS-related information)
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for sequences of ASCII characters) which can be further exploited in the 
end-to-end contextual evaluation (Figure 5c).

As mentioned before, there are further initiatives following the efforts of the 
above platform. The most notable one is the “Media Verification Assistant”, 
which is a set of free tools for digital image forensics, built by software 
engineers and researchers from CERTH-ITI21 with the valuable cooperation 
of Deutsche Welle journalists. The platform features a multitude of image 
tampering detection techniques, including most of the already presented 
evaluation principles (i.e. noise, compression quantization /blocks, etc.), 
metadata analysis (GPS Geolocation, EXIF Thumbnail extraction, etc.), as 
well as integration with the Google reverse image search. Figure 6 provides an 
overview of the implemented services and their involvement in the different 
forgery operations. According to the shown diagram, some methods are 
best suited for detecting “object-wise” tampering operations and others for 
“image-wise” manipulations. For instance, the “Double JPEG quantization 
(DP)” evaluates the statistical inconsistencies at the compression level, as it is 
depicted in Figure 7, for a typical cloning /copy-move scenario. Particularly, 
the original JPEG document is initially compressed at a quality (A), and then 

Figure 5. Forensically tools: a. Thumbnail Analysis, b. JPEG Analysis, c. String 
Extraction
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an area is inserted into it (uncompressed, lower or higher quality). Following 
the applied processing, file saving triggers a recompression process, probably 
at a different quality (B). Hence, the image will have endured two compression 
levels, an issue that would probably leave some processing trails. Table 2 
provides an overview of the tampering detection algorithms that are part of 
the “Media Verification Assistant”20 platform (REVEAL project)21, the web 
environment of which is presented in Figure 7, in a typical analysis example.

As already implied, video is considered as the most challenging forgery 
detection category, both due to the power, concerning mediated communication 
capabilities, and the involved difficulties. Hence, it worth mentioning the 
case of the InVID work, a pioneering effort in the demanding area of video 

Figure 6. “Media Verification Assistant” algorithms and their use in the most 
common image manipulation operations

Figure 7. A typical scenario of clone forgery and the indications of the “Media 
Verification Assistant”, while using “Double JPEG quantization (DP)”
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Figure 8. The “Media Verification Assistant” environment (REVEAL project), 
presenting the analysis of an image tampering example by all the implemented 
algorithms

Table 2. Overview of the algorithms of the “Media Verification Assistant”20 platform 
(REVEAL project) 21

JPEG-Ghosts This algorithm recompresses the JPEG image at all possible qualities (65-100%) and 
subtracts every produced image from the original, to generate a locally smaller difference.

Error Level Analysis

This algorithm removes the questionable recompressed version of JPEG image from the 
image itself. In contrary to “JPEG Ghosts”, only a single version of the image is subtracted 
(quality 75%) to display areas with different noise patterns, which might pinpoint the 
potential falsification.

High Frequency 
Noise -Wavelets

This algorithm utilizes 2D Wavelet Transform to separate the image into multiple 
scales /levels. Then, it searches for significant /localized visual variances, based on the 
assumption that images with differentiated histories will feature dissimilar patterns of 
invisible high-frequency noise (i.e. due to different capturing devices, add-on image filters 
and other processing, compression, etc.).

Median Noise 
Residuals

This algorithm also relies on the expectation of altered high-frequency noise patterns, 
because of the tampering operations. Median filtering is applied as a mean for isolating 
noise and the filtered versions are subtracted from the original one. Thus, if areas of 
similar content exhibit different intensity residues, it is likely that the specific region 
has been originated from a different image source. As noise is generally an unreliable 
estimator of tampering, the specific algorithm should be considered valuable in 
confirming the output of other descriptors, rather than as an independent detector.

JPEG blocking
This algorithm investigates the appearance of artifacts related to JPEG block 
inconsistencies, seeking for traces that have been left during the procedures of splicing, 
copy-moving or inpainting.

GRIDS (and GRIDS-
inversed)

The specific technique tries to locate grid alignment abnormalities in a JPEG compressed 
image, as an indicator of possible forgery. GRIDS-inversed is used in cases where 
tampering discontinuities appear as areas of averagely higher contribution, following an 
inverse mechanism, compared to GRIDS.
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integrity evaluation. Funded by the European Union (Horizon 2020), the 
project has recently launched a plugin entitled “Fake video news debunker by 
InVID39”. Upon its installation, users can be transferred to a web environment 
(by activating the corresponding button), where a set of services are online 
available, aiming at detecting, authenticating and checking the reliability 
and accuracy of spread newsworthy video content. InVID attempts to face 
the most popular cases of frame cropping and temporal processing (i.e. 
scenes removal, insertion, repetition, etc.), which are applied for concealing 
vital information (i.e. visual objects, subtitles and logos citing the footage 
sources, etc.). In this context, professional and citizen journalists may have 
valuable assistance when verifying videos and images, disseminated through 
SNSs, thus saving time and being more efficient in their fact-checking and 
debunking duties.

The interface contains a variety of tools (categorized at labels), which 
allows average users to get contextual information on Facebook and YouTube 
videos quickly. The plugin provides features that help to decompose videos 
(of various platforms) via key-frames extraction, so that a representational /
sampled evaluation of all spatial, temporal and spatiotemporal manipulation 
operations can be conducted. The whole process is facilitated by various 
add-on functions /utilities, such as the magnifying lens for image inspection, 
reverse image search on related search engines, revealing visual metadata 
(i.e. associated with photos and motion pictures), performing Twitter queries 
concerning the appearance of linked multimedia content, and others. Table 
3 provides an overview of the services (tabs) that are offered through the 
InVID environment (Figure 9), which is accessed after the activation of the 
corresponding plugin.

The presented tools form the current state of the art in the assisted /
machine-driven multimedia veracity domain. Thus, they can be considered as 
automated solutions to the given problem of content and overall information 
authentication. As already explained and practically shown, an in-depth 
comprehension of the different methods and their algorithmic /operational 
attributes is rather necessary, in order to be familiar and confident with 
forensic investigation and validation processes. Therefore, proper instructions 
and training are urgently required, before professional journalists and average 
users could use these interesting services in their everyday practice. Moreover, 
integration and unification of the individual techniques are considered key-
factors towards both the advancement and the real-world implementation 
of the acquired knowledge. Enhanced collaboration between researchers, 
journalists, professionals and various kinds of experts is truly necessary for 
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discovering difficulties and weaknesses, receiving useful feedback, planning 
system support, maintenance and updates, in favor of all the involved 
parties (Katsaounidou & Dimoulas, 2018). The above-listed directions 
can be considered as top-priority initiatives in the proposed solutions and 
recommendations.

Figure 9. The InVID environment and its main features (tabs): a. Analysis, b. 
Keyframes, c. Thumbnails, d. Twitter Search, e. Magnifier, f. Metadata, g. Forensic 
(“Media Verification Assistant”)

Table 3. Overview of the utilities (tabs) of the InVID26 environment that are used 
for the purpose of video news debunking

Analysis tab
An enhanced metadata viewer for YouTube and Facebook videos that allows users to retrieve 
contextual information, location (if available /applicable), most interesting comments, as well 
as to apply reverse image search and check for tweets on the video (on YouTube).

Keyframes tab

A utility that allows user to copy a video URL (from YouTube, Twitter, Facebook, Daily 
Motion or Dropbox) or to upload a video file, in order to decompose it in key-frames, which 
can then be searched with a right click on Google, Yandex40 and Chinese search engine 
Baidu41. The extracted key-frames are fed in the reverse image search tools, thus increasing the 
possibilities for finding related video.

Thumbnails tab A service that allows users to quickly trigger a reverse image search on Google or Yandex 
Images with the four thumbnails, extracted from YouTube video.

Search tab

A function that allows users to perform an advanced search on Twitter for keywords or 
hashtags, using the “since” and “until” operators, either separately or together, to query within 
a time interval, up to one minute. It translates automatically the calendar date, hour and minutes 
into an unix timestamp to facilitate the query, e.g. of first eyewitness pictures or videos within a 
time range just after a breaking news event.

Magnifier tab A tool that operates as a magnifying lens while displaying an image through its URL, thus 
helping to discover image-embedded information, such as written words, signs, banners, etc.

Metadata tab A service that allows users to check the EXIF metadata of a JPEG picture, or the metadata of a 
video in mp4/m4v format, either through a link or through a local file upload process.

Forensic tab An internal /i-frame opening of the “Media Verification Assistant” platform (Reveal project), 
which allows users to apply all the spatial /image-tampering inspection tools, mentioned before.
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CONCLUSION

The present chapter focuses on the algorithmic perspectives of media veracity 
and, especially, deals with machine-driven authentication solutions. Nowadays, 
algorithms have become a matter of public attention, having a more or less 
profound impact on various aspects of human life. Regarding their relation 
to the world of media and mass communications, these artificial systems 
have already entered the news-room, aiming at automating the journalistic 
reporting processes, in all the aspects of information covering, shaping and 
publishing (Singer, 2014; Belluck, 2015; Dourish, 2016). Robot journalism 
services have emerged, fueling fully- and semi-autonomous newsgathering 
(i.e. with little or no human interventions), while offering useful news alerting 
utilities to average users, citizen journalists and professional reporters. In 
this context, processing and editing of multimedia resources become easier 
and more efficient, even for the demanding audiovisual entities. The new 
computing capacities are ideal for serving modern needs of our ubiquitous 
society, such as the large-scale networking and exchanging of informatory 
data among various groups of specialists and individuals. A variety of tools 
and options is currently available for capturing, sharing and recreating 
events through digital content, in which the visual element is dominant. 
However, the new capabilities always bear the risk of misuse, such as in 
the case of intentional tampering and falsification of the news items. The 
above phenomenon did result in a corresponding rise in the dissemination 
of misleading articles and propaganda stories. While technology is partly 
the cause of the misinforming propagation and its unwanted consequences, 
computational models and algorithms can also offer the prosperous solutions 
for its decisive confrontation. In this framework, the field of digital forensics 
has been developed and is continuously elaborated ever since, aiming at 
exposing forgery attacks, thus helping the audience in the difficult fight 
against disinformation (Katsaounidou & Dimoulas, 2018).

Extending the preceding analysis, the dizzying speeds at which digital data 
and informing streams are spread, make it extremely difficult for traditional 
human-directed fact-checking processes to be fruitfully applied. Consequently, 
there is a turn to more sophisticated gatekeeping procedures, which could 
be assisted by the development of computerized automations. As already 
evidenced, there are several technologies for the detection of multimedia 
tampering based upon blind approaches (i.e. when the only accessible 
information is the digital item itself), a small number of which was thoroughly 
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presented and reviewed. While every technique has its own advantages and 
disadvantages, it seems that different approaches are better suited in different 
cases. Hence, proper configuration of the planned authentication strategies, 
with respect to the encountered forgery operations and the available tools, 
is rather critical. Along with this, dedicated training and support in the use 
of the newfangled services seem to be equally essential. These prerequisites 
will facilitate easier integration and unification of all the offered cross-modal 
validation solutions, which could manage a decisive strike to the problem of 
misinformation. In conclusion, although the challenges of real-time verification 
intensify with the advance of social media platforms and the amount of the 
contributed volumes of content (i.e. UGC), marked improvements have 
already been achieved on individual parts of the whole process, thanks to 
social computing, incorporating intelligent information processing.
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KEY TERMS AND DEFINITIONS

ASCII (American Standard Code for Information Interchange): A 
character encoding standard for electronic communication. ASCII codes 
represent text in computers, telecommunications equipment, and other devices.

Cellular Automation: A discrete model studied in computability 
theory, mathematics, physics, complexity science, theoretical biology, and 
microstructure modeling.

Deep Learning Approaches: Supervised, partially supervised or 
unsupervised deep structured learning or hierarchical learning is a part 
of a broader family of machine learning methods based on learning data 
representations, as opposed to task-specific algorithms.

Digital Image Forensics (DIF): This field emerged as a sub-field of digital 
image processing (DIP), aiming at providing tools for images tampering 
investigation.
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Digital Signature: A digital signature is a mathematical technique used 
to validate the authenticity and integrity of a message, software or digital 
document.

Digital Watermark: A digital watermark is data embedded into digital 
intellectual property (IP) to identify its originator or owner.

Local Binary Patterns (LBP): A type of visual descriptor used for 
classification in computer vision.

Machine Learning: A scientific discipline that investigates algorithms 
and methods aiming at giving machines the ability to learn from experience 
(without being explicitly programed), in order to respond autonomously on 
specific tasks and automate various data-handling processes.

Markov Model: A stochastic model used to model randomly changing 
systems, where it is assumed that future states depend only on the current 
state, not on the events that occurred before it.
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ABSTRACT

Technological evolution on digital content processing and mediated 
communication has created multiple publication means, which can be employed 
for information channeling and dissemination. The present chapter analyzes 
in detail the important topic of cross-media publishing and storytelling that 
resulted in changes in the news reporting chain and created new ways of 
making journalism. It also involved fundamental changes in both ends of 
media production and consumption and consequently in the way that informing 
streams arrive to the end users. Taking into consideration that journalistic 
organizations utilize all the available propagation paths to spread their 
product, this section discusses the historic evolution of cross-media, defining 
multi-channel publishing procedures and presenting the various devices 
which can be utilized as receiving terminals. As a final point, the cross-modal 
attributes of the presented paradigms are studied for their potential usefulness 
in multimodal integrated authentication solutions.

Cross-Media Publishing 
and Storytelling
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INTRODUCTION

During the past thirty years, Information and Communication Technologies 
(ICTs) have transformed the media industry considerably. Digitization of 
media organizations and their procedures has facilitated changes in the main 
processes and practices of journalism (Erdal, 2007). A deriving consequence 
is that the complete control over news production and dissemination no longer 
belongs to the media companies, now that users can participate in every 
part of the process (Bruns, 2005; Ibrus & Scolari, 2012; Conrado, Neville, 
Woodworth, & O’Riordan, 2016; Mikos, 2017). Historically, newspapers, 
radio and TV mediums could publish news only on their designated channel. 
Specifically, newspapers were producing print editions, radio stations were 
transmitting radio programs and TV stations were broadcasting TV programs 
(Veglis, 2012). The convergence of ICTs created new opportunities and, for 
the first-time, media companies could utilize various channels in order to 
disseminate news. 

In the heart of this development was the digitization of the production 
systems, enabling content to travel across-media boundaries, which were 
sealed in the previous decades. Television footage and radio soundbites 
could be published on the Web and television sound was frequently used 
on radio (Erdal, 2007; Veglis, 2012). This resulted in fundamental changes 
in the workflow of both media organizations and journalists (Sabelström, 
2001; Papacharissi, 2017). The news is now produced once and deployed in 
various formats for different delivery channels. That allowed media companies 
to cover more audience needs, to deploy channels that complement each 
other, but also to attempt attracting younger users that tend not to consume 
news through traditional delivery channels (print, radio, TV). Trends in the 
worldwide media industry have clearly shown that, in order to guarantee long-
term success with audience in the future, it is vital to change from a single 
product to a multimedia framework and a user-oriented approach (Dietmar, 
2008). Thus, nowadays, media companies are changing and distribute news in 
a synchronized manner via different channels, guiding their readers from one 
medium to the other, in order to generate brand loyalty. According to Ibrus 
and Scolari (2012), the above practice is what we call cross-media storytelling 
(CS), in terms of popular knowledge, i.e. when news items are disseminated 
across multiple channels using a variety of media forms. The synchronous 
use of different transmission routes enables media outlets to make contact 
with their audience in a comprehensive and cross-modal way, using the 
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involved channels as independent delivery paths. Thus, the same information 
is available via many different terminals and communication ways (Dena, 
2004). Apart from CS, trans-media storytelling (TS) describes the narration 
of a single story across multiple platforms and formats, including modern 
interactive technologies that enable active user participation with possible 
content contributions (Jenkins, 2003; Ibrus & Scolari, 2012). The importance 
of cross-media publishing is due to many factors, namely the introduction of 
new technologies, changes in users consuming behavior, adoption of the new 
smart devices (smartphones and tablets) and new documentation capabilities 
(Rogobete, Peters, & Seruga, 2012; Heinrich, 2011; De Torres & Hermida, 
2017). Along with the introduction of multiple media, co-production and 
cross-platform storytelling models, rethinking about copyright (Lessig, 2008; 
Bauman, 2013) and misinformation propagation (Katsaounidou & Dimoulas, 
2018) emerge as side effects of the rapidly transforming media ecosystem.

CROSS-MEDIA FOUNDATION, 
EVOLUTION AND DEFINITIONS

Printing technology dominated the mass media industry until 1930’s. Then 
radio was introduced and a couple of decades later television as well, so the 
field was completely reshaped. The last major evolution was the introduction 
of the Internet and its services during the last decade of the 20th century 
(Rogobete, Peters, & Seruga, 2012). During the first decade of the 21st century, 
media organizations witnessed another revolution with the introduction of 
the smart mobile devices (smartphones, tablets), that completely changed 
the way information is produced and consumed. The term cross-media was 
already used in the early days of electronic publishing during the 60’s. In the 
print world, the term described database publishing (ACTeN, 2004). The first 
segment to automate cross-media was directory and reference publishing. 
When material was finally in a normalized database, creating new extract and 
transformation routines for CD-ROM and eventually Web production was 
not radically different from what publishers had been doing for the previous 
two decades of database print publishing. In the late 1980’s, new cross-media 
publishing systems that were focused on “content-driven” publications 
emerged: manuals, books, treatises and other publications whose length is 
usually determined by the content, rather than trimmed to fit in a predefined 
space (Veglis, 2012; Walter, 1999). The print and publishing industries have 
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incorporated cross-media for a long time. One driver was efficiency, but in 
newspaper and magazine publishing the technique is used for marketing and 
market penetration as well. In book printing and publishing, cross-media 
started out as media that were complementary to each other, such as a book 
and a CD-ROM. In magazine and newspaper publishing, cross-media are 
used more extensively to bridge the time between publications by providing 
information on the Internet and to create a community. In the most rudimentary 
form, newspapers and magazines had an electronic counterpart. They did not 
really add to the content of the magazine or the newspaper, but reproduced 
it (ACTeN, 2004; Veglis, 2012). This was the cross-media implementation 
in the early days of the internet.

Cross-media publishing can be defined as the production of any content 
(news, music, text images, etc.) for more than one media platform (for example 
print, Web and TV), within the same media organization (Erdal, 2011; Veglis, 
2005, 2012). The content is posted once and it is available on many media 
distribution channels. Another term that is widely used is “Multiple media”, 
which specifies the inter-platform or inter-device possibilities. The term 
“multiple media” indicates that the same content is delivered to end users 
in more than one medium, whereas a medium can be defined as means of 
communication or, more precisely, a system where transmission media are 
using more than one type of transmission path (e.g., optical fiber, radio and 
copper wire) to deliver information (Veglis, 2007; 2012). An alternative term 
for multiple media is multi-channel publishing. The same content is published 
on various channels or media. The term “multiple media” is broader than 
cross-media, as it expands the concept from devices to content (Antikainen, 
Kangas, & Vainikainen, 2004). Erdal (2011) proposes that cross-media is 
not synonymous with multi-platform. Other scholars perceive cross-media 
as an extension of multi-platform (Veglis, 2012). Multi-platform indicates 
the use of more than one media platform within the same ‘communicative 
situation’, but with no communicative relations or references between them. 

Erdal (2011) believes that there must be a distinction between cross-media 
communication and production processes. If a news story is published on 
different mediums and involves cooperation between reporters for the different 
mediums’ (i.e. television and web), either on the research stage or through 
content sharing, we have cross-media production process. The utilization of 
such publishing techniques in newspaper organizations has been investigated 
by some researchers (Sabelström, 2001; Sabelström, 2000; Veglis, 2007). 
However, the issue of cross-media publishing in broadcast media has drawn 
very little attention, although it is worth mentioning that there is a small 
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number of important contributions (Cottle & Ashton, 1999; Duhe et al., 
2004, Veglis, 2010).

CS is closely related to the cross-media term. Monique de Haas defined 
CS as the communication where the storyline is directing the user from one 
medium to the other (Hannele, Kangas, & Vainikainen, 2004). In this case, the 
user is navigated through different media, in order to obtain all the available 
information about a news story (Veglis, 2012). Cross-media publishing refers 
mainly to the utilization of multiple media and it focuses on the mean for 
conveying the message (news). On the other hand, CS is focused on the way 
the message is transmitted to the audience.

Another term that is related to CS is Trans-Media Storytelling (TS), where 
media providers are producing content across different channels and taking 
advantage of each channel’s specific qualities and abilities (Bolin, 2007; 
Jenkins, 2003; Ibrus & Scolari, 2012). This technique attempts to engage 
audience members individually, validating their involvement and positively 
reinforcing personal participation in the narrative (Veglis, 2012). It involves 
the creation of a rich in-between space, an archive of shared meaning in-
between different parts of the story. In different media, there are different 
“entry points” through which users can become immersed in the story. 
These entry-points have a unique and independent lifespan, but they play a 
definite role in the big narrative scheme. TS’s field of application is mainly 
the entertainment industry. Although CS and TS have been around for quite 
some time, no specific theory has been introduced. In most cases scholars 
adapt existing media theories in order to study them. 

MEDIA CONTENT AND CROSS-MEDIA 
DEVICES AND CHANNELS

Before discussing media channels, it is worth examining the available devices 
through which those channels are being accessed, namely PC/laptops, 
smartphones and tablets. PC/laptops, well known for their capabilities, are 
widely used since 1980’s. Generally, they have sufficient processing power, 
above 12’ screens with high resolution and internet access, usually through Wi-
Fi or even cable connections. They are considered ideal for media consumption, 
but they lack portability (especially the PCs). Tablets are portable computer 
devices that include touch screens and wireless connections to the Internet. 
These devices offer relatively large high-resolution displays and an extensive 
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storage capacity (in comparison with other mobile devices, for example 
smartphones, although high-end smartphones nowadays may offer extensive 
storage capacities) that allow publishers to provide readers with visually rich 
content in a fixed format that can retain each publication’s established brand 
identity (Hassan & Alejandro, 2010; Wearden & Fidler, 2001; Veglis, 2012). 
Smartphones are devices that combine the functions of a personal digital 
assistant (PDA) and a mobile phone. They can serve as portable media players 
and camera phones with high-resolution touch screens, GPS navigation, Wi-
Fi and mobile broadband access. They include browsers that enable users 
to access regular websites. However, these devices have small screens (in 
comparison with the PCs or even tablets) and thus web surfing is not an easy 
task. That is why many media companies are offering portals (with mobile 
themes) prepared for mobile devices that include all the necessary text and 
photographs for each article, but limited graphics (with basic navigation 
functions). This increases access speed and makes navigation more effortless 
for mobile readers (Veglis, 2012). Except the previously mentioned devices, 
there is one more category, the wearable devices, that is worth mentioning. 
Wearables are small electronic devices that are worn by users (usually on the 
wrist) (Mann, 2012). Some of them are standalone devices, but others work in 
conjunction with smartphones (smartwatches, wristbands, etc.) and support 
the display of smartphones’ notifications. Although they are still at an early 
stage of adoption, and currently they can display only small notifications, 
it is worth mentioning them because, in the near future, they may play an 
important role in cross-media content consumption.

Channels for Publishing Content

Media companies have been employing various channels in order to relay 
news to their audience. These channels are being used in a cross-media 
scheme. It should be noted that they do not represent different categories of 
technology, but simply various methods for publishing news. They are the 
ways that the news is published by media organizations around the world. Next, 
the capabilities that each channel offers are briefly presented and discussed:

WWW

The main advantage of WWW is the transportation of information over 
great distances and the possibility of continuous updating (Negroponte, 
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1995). Surveys indicate that it is the first alternative publishing channel that 
newspapers adopted in the early years of WWW (Veglis, 2007). Newspapers 
publish the majority of their articles along with photos and, in some cases, 
they enrich articles with additional sources that cannot be included in the 
printed edition. On the other hand, WWW is also the main publication channel 
for every news organization. It is worth noting that it can be accessed from 
PCs laptops and from smart devices (smartphones and tablets). In the latter 
case, the websites must support mobile themes in order for the webpages to 
be more friendly to mobile users. 

E-Mail 

E-mail is employed by media companies in order to alert their readers about 
breaking news, relay them the headlines of the main stories (with links to 
the entire articles included in an online version), or send them the entire 
edition – in the case of a newspaper - in a PDF file (Schiff, 2003). E-mails 
can be accessed through all the devices being employed for the consumption 
of cross-media content. 

Webcasting

Webcasting can be broadly defined as the delivery of media content on the 
Web (Veglis, 2007). Websites can be used for Webcasting of audio and video 
content. This content is available on demand and it is used in order to add 
value to the services offered by the WWW presence of the media company. 

PDF

It is a file format. PDF files are portable, platform-independent and highly 
compressed. They are also searchable and can include features for interactive 
document use. That is why many newspapers have used this format to deliver 
exact copies of their printed edition (Schiff, 2003). 

SMS

It is a service offered by network providers that allows customers to send text 
messages over their mobile phones. Many media companies employed SMS 
in order to send the main headlines to their readers or to alert them about 
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breaking news (Gillmor, 2004). With the introduction of the smartphones 
along with the internet services they are able to support, the use of SMS as 
a publication channel has gradually decreased. Nevertheless, because this 
service is actively utilized by the majority of mobile phone users, it was 
included in the list of the available cross-media channels.

Blogs

A blog is a website where entries are written in chronological order and 
displayed in reverse chronological order. An important feature of blogs is 
the ability for readers to leave comments. That is the reason why media 
organizations have included blogs as a supplement to their web presence, 
thus giving their journalists the opportunity to comment onto current events 
and to their readers the ability to interact with them (Veglis, 2007).

Social Networks

They are web-based services that allow individuals to construct a public 
of semi-public profile within a bounded system, articulate a list of other 
users with whom they share a connection and view and traverse their list 
of connections and those made by others within the system (Ellison, 2007; 
Boyd & Ellison, 2010). The majority of media companies have established 
a presence in the most popular social networks (for example Facebook) in 
order to publish their news articles and attract other social network users 
to their web site. They have also integrated social media links in their web 
articles, so that users can link to them through their social network profiles. 
Moreover, their expansion outside the boundaries of their environments has 
institutionalize their function as an aggregator of news and other content 
(Wilson, Gosling, & Graham, 2012). A characteristic example is the like and 
share buttons of Facebook, which can be found outside the platform itself 
and allow people to share content from external sources (Gerlitz & Helmond, 
2013; Mathieu & Pavlíčková, 2017). Users have also the ability to interact 
with the media companies by leaving comments (Veglis, 2012). A recently 
introduced type of social networking service that appears to have a growing 
popularity is Social or Content Curation (Kieu, Ichise, & Pham, 2015). It 
involves assembling, managing and presenting some types of collections of 
social content. It is considered to be a new type of journalism. Examples of 
such service are Storify, Pinterest, etc.
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Twitter

Twitter is a social networking and micro-blogging service that enables its 
users to send and read other users’ updates known as tweets. Twitter is often 
described as the “SMS of Internet”, in that the site provides the back-end 
functionality to other desktop and web-based applications to send and receive 
short text messages, often obscuring the actual website itself. Tweets are text-
based posts of up to 280 characters in length. Updates are displayed on the 
user’s profile page and delivered to other users who have signed up to receive 
them. Users can send and receive updates via the Twitter website and through 
the Twitter application for mobile devices. Many media companies are using 
Twitter in order to alert their readers about breaking news. Although one 
may argue that Twitter belongs to the Social Network category, its distinct 
characteristics allow us to categorize it as a separate channel (Veglis, 2012).

Web Push Notifications

They are messages which are sent by a website through the user’s web browser. 
They are considered to be a new publishing channel. The user has to accept 
once the initial request from the website to send notifications. The procedure 
is quite simple and it does not require any kind of registration. user receives 
notifications on his PC/laptop or other smart device even when the concerned 
web page is not open in his browser. The notification usually is comprised of 
the title of the news article, an image and a link to the news article. 

RSS

It is a method of describing news or other Web content that is available for 
feeding from an online publisher to Web users. Today, many media companies 
are employing RSS in order to alert their readers about news headlines 
(Veglis, 2007). An RSS feed usually employs text and often photographs. 
RSS can also be utilized in smart devices, with the help of news readers 
apps. Typical examples are Google news, flipboard, freedly, etc. To some 
extent this solution is comparable with the smartphone apps (which are being 
discussed next), but it has the advantage that it can read feeds from many 
different media organizations. 
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Smartphone/Tablet Apps

They are special build apps for smartphones and tablets that display news and 
notifications from media organizations. They usually utilize the existing RSS 
feeds from the media organization’s website and present the news in a format 
that retains the identity of the media organization. The problem is that the user 
must download and install the application for each media company. In some 
cases, media organizations offer different apps for smartphones and tablets, 
in order to exploit the larger screens employed by the tablets in a better way. 

Social Broadcasting

Social Broadcasting can be defined as the broadcasting of video, text and 
pictures through social media channels (Yartey & Ha, 2015) such as Facebook, 
Twitter, Youtube and Instagram. This channel has been introduced recently 
(in spring of 2016) and it can be used for broadcasting live video of breaking 
news. The broadcasted content can also be available (in some social networks, 
Instagram does not support on demand viewing of social broadcasting) for 
on demand consumption, but in some cases for a limited time period (one 
week in Youtube). It is worth noting that this channel is available through 
the social media app, but in some cases (for example in the case of Twitter) 
it requires the installation of an additional application. Social broadcasting 
is aiming mainly for consumption through smart mobile devices, but is some 
cases is also available (for example Youtube) for access via PC/laptop devices.

SOLUTIONS AND RECOMMENDATIONS

News Dissemination and Storytelling 
Through Multiple Media

Based on the discussion presented in the previous section, it is evident that 
cross-media publishing is under constant evolution as far as its publishing 
channels are concerned. New channels appear every year that offer different 
characteristics and they are best suited for users with particular needs. Some 
of them are being accepted and used by the internet users, but others may be 
very short-lived. It is up to the media organization to choose and utilize the 
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proper channel combination to best serve its target audience. Thus, in this 
section, the characteristics of each channel are discussed, offering certain 
usage guidelines for the media organization.

As various channels differ a lot, direct comparison is not an easy task. 
While, some of them are internet services (WWW, e-mail), others are 
specialized applications. However, we can make a general categorization 
based on the device through which a user can access them. Table 7-1 
includes such a categorization. Most of the channels are accessible through 
PC/Laptop devices, but Smartphone/Tablet devices are able to utilize all the 
possible cross-media channels. It is worth noting that users cannot receive 
SMSs (which is considered to be an old channel not being utilized a lot in 
the last decade) through PC/laptop devices and they cannot install and use 
specialized apps, but one might argue that the later channel can be utilized in 
the PC/laptop devices by installing android emulators (i.e. bluestack, Duos, 
etc.) which support executing android apps. The latter is not an easy endeavor 
and it cannot be used on entry-level devices with limited processing power. 
Overall, there seems to be a redundancy in the devices a user can employ in 
order to access cross-media content. Nevertheless, the very slim advantage 
that smart devices exhibit over the traditional PC indicates that future cross-
media publishing will focus on portable devices. 

Table 1. Channels – devices

Channel PC/Laptop Smartphone/Tablet

www ✓ ✓

E-mail ✓ ✓

Webcasting ✓ ✓

PDF ✓ ✓

SMS ✓

Blogs ✓ ✓

Social Networks ✓ ✓

Twitter ✓ ✓

Web push notifications ✓ ✓

RSS ✓ ✓

Apps ✓

Social broadcasting ✓* ✓

*not all social networks support accessing social broadcasting through PC/laptop devices
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The above classification suggests that some channels overlap. For example, 
RSS, apps and web push notifications usually include the exact same content. 
But we must also take into account that each channel may target different 
groups of users (Veglis, 2009) and users of different devices.

Different publishing channels can be classified as push or pull oriented, 
based on the way their content reaches internet users. Specifically, it is 
classified as push oriented when forced upon the end user without a specific 
request from him or her (typical examples are e-mail, RSS). On the other 
hand, it can be classified as pull oriented when the end user makes a deliberate 
action to access it (for example, WWW) (Veglis, 2012). Based on the above 
categories, Table 7-2 includes the channel classification as push and pull. 
It is worth noting that, in some cases, specific channels can be classified in 
both categories.

WWW is characterized as a pull channel. In the same category, Webcasting 
and blogs are also included, since their content is usually webpages. Of course, 
many blogs and web sites offer RSS feeds, but this is covered by the RSS 
channel. On the other hand, E-mail, RSS, Twitter, Web push notifications and 
SMS are considered to belong to the push category, since they deliver (push) 
information to readers (Veglis, 2012). In order to receive pushed information 
from a channel, the user has to actively choose it (for example, subscribe to 
an RSS feed, to a mailing list or follow a user on Twitter). Conversely, users 
usually do not know what they will receive when they access pull oriented 
information. 

Finally, Table 2 includes a group of publishing channels (PDF, Social 
Networks, Apps and Social broadcasting) that can be classified to both push 
and pull categories. PDF files are mentioned as both push and pull channels, 
because they can be downloaded through a webpage and thus be considered 
as a pull channel, or they can be sent via an e-mail and thus be treated as a 
push channel. Social Networks can be characterized as pull when a user is 
accessing a profile, but also as a push channel in the case that a relationship 
is established between two users (or a user and a media organization) and 
content that is published by one user is sent to the other as notification. The 
same can be said in the case of apps. The user can use an app in order to 
access the news content from a media organization but at the same time he/
she can receive notifications about new content (or breaking news) published 
by the organization. Finally, Social broadcasting can be classified in both 
categories since the live consumption can be viewed as a push channel for 
as much as a notification alerts the user to watch the broadcasting. However, 
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on-demand consumption can be considered as a pull channel since the user 
willingly accesses the recording.

All publishing channels consist of content elements which can be 
categorized into two categories, namely static and dynamic elements (Veglis, 
2012). Text and images/graphics belong to the static content elements. They 
can be created and edited independently of each other and later compiled and 
logically connected in a news article. Static content elements can be created 
quite rapidly. In the second category, the dynamic elements, video and sound 
are included. Those elements are sequentially built up. It is quite obvious 
that the majority of publishing channels employ a combination of static and 
dynamic content elements, with the exception of some publishing channels 
that employ only video (Webcasting, Social broadcasting). As expected, 
preparing dynamic content is more time consuming than preparing static 
content. As a consequence, channels that are comprised of static content are 
always the fastest channels in disseminating breaking news. Content elements 
define the time required in order for the content to be produced. The first 
channels that relay the headlines of breaking news to the media audience are 
those based on text (RSS, Twitter, web push notifications). These channels 
are often characterized as info-alerts (Antikainen et al., 2004). and play an 
important role in cross-media communication (Veglis, 2012).

Table 2. Push – Pull orientation

Channel Push Pull

www ✓

E-mail ✓

Webcasting ✓

PDF ✓ ✓

SMS ✓

Blogs ✓

Social Networks ✓ ✓

Twitter ✓

Web push notifications ✓

RSS ✓

Apps ✓ ✓

Social broadcasting ✓ ✓*

*in the case of on-demand consumption
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CONCLUSION

This chapter presents and discusses in detail the issues of cross-media 
publishing (CP) and storytelling (CS) in media organizations. The close 
related issue of transmedia (TS) is also examined. The available publishing 
channels have been presented, thoroughly analyzed and systematically 
categorized. Based on the characteristics of these channels, in conjunction 
with the needs of media companies, the specific cross-media strategy of 
a media organization can be planned. Initially, cross-media offered the 
opportunity to publish an article with the help of multiple channels. Thus, the 
produced content could be disseminated via CP. Gradually, the multichannel 
publishing trend focused on the exploitation of the alternative access points’ 
features for enhancing users’ engagement and interaction. That resulted in 
the introduction of more sophisticated digital narrations, namely CS and TS. 
Media industry is still focused on CS. Story narratives that were initially 
developed for newspapers and gradually transformed with the introduction 
of radio, TV and lastly the Internet, still have their roots in the early days of 
journalism. There were some attempts to introduce novel narratives in news 
organizations (Veglis, 2012), which included elements of TS. For example, 
Google’s Living-Stories was a novel format for presenting and consuming 
online news, back in 2009 (Living-Stories, 2011). Although the format had 
the backing of Google and New York Times, the project was discontinued. 
Today, there are even more tools to tell a story and Internet users are more 
susceptible in embracing news narratives. There are tools that allow the flow 
of content across multiple channels. The kids who have grown up consuming 
content from various devices and services it is most likely that they are going 
to expect a similar experience when reading the news (Veglis, 2012). They 
have become information hunters and gatherers, taking pleasure in tracking 
information about things that interest them (Jenkins, 2003).

Another parameter that must be taken into account is that we are gradually 
moving away from PC/laptop devices and concentrating in media consumption 
with the help of smart mobile devices. This is evident from the number of 
cross-media channels that are accessed through mobile devices. In a past survey 
(Veglis, 2012) the situation was significantly different and the consumption 
through PC/laptops was the main target for cross-media projects. The 
appearance and rapid adoption of cross-media channels specifically created 
fοr consumption through mobile devices (for example Social broadcasting), 
is a clear indication of what to expect, in the near future. This shift to mobile 
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devices is evident from the steady decrease in the sales of PC/laptops and the 
fast increase in the sales of smart mobile devices1. The utilized narratives must 
be adapted to the characteristics of the mobile devices and the consumers’ 
habits. The future is mobile and it is already here.

Furthermore, CS and TS practices are significantly affected by the fake 
news phenomenon, which came in the spotlight during the last couple of 
years. Fortunately, the availability of multiple content versions and entities, 
adapted to the specific characteristics of each channel, require from potential 
news falsifiers to tamper the individual assets /resources across all instances of 
multiple media. Hence, the correlation of the various modalities, accompanying 
and describing the same event /news-article, could be useful in revealing 
possible informatory inconsistencies, therefore in detecting the associated 
forgery attacks. This evaluation approach forms the central principle and 
the motivation that lay beneath the envisioned cross-media authentication 
and verification model, which stand as the core topic of this book and it is 
thoroughly analyzed in the next chapter. 
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KEY TERMS AND DEFINITIONS

Pull Channel: A channel for which the end user makes a deliberate action 
to access.

Push Channel: A channel which is forced upon the end user without a 
specific request from him or her.

Web Push Notifications: Messages appearing in the browser’s environment 
which are send by web sites alerting users about new content.
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ENDNOTE
1  See https://www.statista.com/statistics/272595/global-shipments-

forecast-for-tablets-laptops-and-desktop-pcs/
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ABSTRACT

The present chapter outlines the potentials of cross-media authentication 
solutions by correlating all the available information streams involved in 
multiple media (i.e., content/channel-adapted modalities, linking mechanisms, 
users’ feedback, metadata). The proposed model attempts to thoroughly 
analyze the existed (and detected) diversities, aiming at seeking for “consistent 
inconsistencies” (i.e., specific dissimilarities that are proportionately steady 
in most “comparison pairs”). Full range of forgery detection strategies are 
taken into consideration (i.e., best practices adopted by humans, algorithms, 
and intelligent systems implemented through machine learning, their dynamic 
combination, etc.). Thus, the current framework ventures to concatenate 
all the involved approaches, which are related to both multiple publishing 
channels and news verification. Hence, the “cross-media” term has a broader 
meaning, encapsulating the sub-cases of cross-/trans-media publishing and 
storytelling, with respect to cross-validation of information, along with the 
entire landscape of digital media.

Cross-Media Authentication 
and Verification
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INTRODUCTION

During the last decade, the tremendous progress in the Information 
and Communication Technologies (ICTs) has drastically altered mass 
communications into a social networking environment, revolutionizing the 
processes of news informing. Apparently, the new era has been dominated 
by the contemporary forms of Journalism, where multiple publishing means 
and digital storytelling have prevailed. Nowadays, most media organizations 
utilize more than one channel to disseminate their news articles, while active 
user engagement is also propelled, taking advantage of content contribution, 
commenting and sharing services, through the models of User Generated 
Content (UGC). No doubt, the advent of citizens’ and participatory journalism 
further extended the plurality and diversity of the exchanged news information, 
yet with the counterbalance of the potential propagation of unverified content 
and, therefore, with the associated necessity for reconsidering validation 
codebooks. Indeed, the wide expansion in the use of mobile devices /
computing systems (i.e. smartphones and tablets), and their inherent multimedia 
capturing and networking capabilities, made possible the massive production 
and distribution of multimodal digital content. Moreover, the availability of 
easy to use software and cloud computing services expedited the potentials 
of “shaping” and altering multimedia documents (not only text, but also 
images and audiovisual streams, as well). Considering that, in many cases, 
these media assets are used as proof evidence of the corresponding news 
events, the convenience of the digital processing broadened the possibilities 
for intentional content tampering and falsification, thus opening another 
backdoor of misinformation propagation (Dimoulas, Veglis, & Kalliris, 2014, 
2015, 2018; Ho & Li, 2015; Katsaounidou & Dimoulas, 2018; Pantti & Sirén, 
2015; Pasquini, Brunetta, Vinci, Conotter, & Boato, 2015; Silverman, 2013; 
Veglis, Dimoulas, & Kalliris, 2016).

While cross- and trans-media publishing systems have become the everyday 
practice of the average journalist in most professional organizations, this is 
not the case for the arising cross-validation demands. For this reason, the 
Forensics (or Digital Forensics -DF) field has emerged, purposing to face the 
majority of the forgery detection problems, so as to force news authentication. 
Although multimedia veracity techniques form a rapidly evolving research 
area with remarkable progress, simple, accurate and reliable tools to be used 
in real-world scenarios are still missing (Katsaounidou 2016; Katsaounidou 
& Dimoulas, 2018). This fact is further complicated by the plurality of the 
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involved media entities and their possible content “shaping” mechanisms, 
resulting in a very broad, disperse and quite inhomogeneous taxonomy of 
potential verification systems. Clearly, distinguished scientific background 
and knowledge are required in each of the encountered types of information 
for the detection of possible manipulation or falsification (i.e. text /messages, 
images /photos, audio-video recordings etc.). Thus, much effort has been put 
into text analysis (i.e. Twitter messages) and photo evaluation. The former due 
to its urgent character, since it is used for fast posting up /info propagation, 
and the latter because of its documentation capabilities, when pictures are 
used as evidence records of the accompanying news events (Boididou et 
al., 2017; Farid, 2009; Katsaounidou, 2016; Mendoza, Poblete, & Castillo, 
2010; Zubiaga & Ji, 2014). Less progress has been succeeded in the fields 
of audio and video, where research projects were relatively delayed and they 
were not, actually, launched until recently. This hysteresis is justified on the 
more demanding character of audiovisual information, which is reflected in 
the processing needs of both tampering and tampering detection tasks (Al-
Sanjary & Sulong, 2015; Gupta, Cho, & Kuo, 2012; Maher, 2010; Mizher, 
Ang, Mazhar, & Mizher, 2017; Thakur, 2014). Apart from algorithms and 
machine-assisted approaches, the human factor is also engaged in authenticity 
assessment procedures, either in specific tasks, conducted solely by experts, 
or through their collaboration with individuals, by collecting the users’ 
massive responses (i.e. through crowd computing services). As a result, the 
full framing /context of the surrounding information that lay beneath or under 
a news-story is thoroughly inspected, seeking for potential inconsistencies 
that would reveal possible tweaking operations (Ho & Li, 2015; Katsaounidou 
& Dimoulas, 2018; Silverman, 2013).

Following the above remarks, it becomes clearer that different competencies 
and knowhow are required in each one of the aforementioned verification 
approaches, which have been progressed as distinctive sub-fields in both 
research and practical applications. Thus, the implicated methods feature great 
differences, concerning the achieved progress and the corresponding gained 
experience /maturity, as already implied. Most importantly, there is missing 
an integration of all the currently available techniques towards unified and 
collaborative solutions (Ho & Li, 2015; Katsaounidou & Dimoulas, 2018). 
Hence, each method (and content type) is usually treated individually, at the 
moment that forgeries are expected to be located in the differences among 
the involved entities (all the original material of the news stories and the 
associated / linked veracity outcomes). The primary objective of this chapter 
is to introduce more sophisticated cross-media authentication procedures by 
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applying multimodal (and multilevel) correlations across multiple channels, 
content versions, inspection tools, users, semantic tags and other metadata. 
Therefore, the “cross-media” term, here, extends the narrower meaning 
of multi-path transmission and interaction, although the motivation of its 
use remains the same. Particularly, while the former paradigms imply the 
utilization of many alternative publishing and storytelling ways, the reason 
of multichannel engagement is different in the new model. More specifically, 
cross-validation and certification mechanisms are deployed across the 
encountered modalities, thus aiming at confirming information integrity (or 
revealing potential falsification actions). In fact, this approach seems to be 
more beneficial with regard to contemporary digital storytelling examples, 
where plural sources and types of informing streams are normally involved, 
i.e. “Multimodal Media Assets” –MMA (Katsaounidou & Dimoulas, 2018; 
Veglis et al., 2016). Overall, the convergence of commonplace cross- and 
trans-media practices with upcoming multimodal authentication techniques 
is attempted towards a meaningful breakthrough on verification integration.

CROSS-MEDIA AUTHENTICATION 
AND VERIFICATION MODEL

Background: Cross-Media and 
Authentication Technologies

Looking back at the early days of cross-media, the availability of multiple 
communication channels gave the opportunity to publish an article by 
means of multiple paths and terminals. The content was produced once, 
in its prototype form /medium, and then it was pushed further on different 
networks, disseminating the same story via additional routes (Cross-media 
Publishing, CP). The most characteristic example that someone could refer 
to, is the release of electronic editions for printed newspapers and magazines, 
which actually flagged the beginning of the multiple media paradigms (Veglis 
2012a, 2012b; Veglis et al., 2016). Following the trends of multichannel 
publishing, the interest moved on the exploitation of the alternative access 
points for enhancing users’ engagement and interaction, implementing more 
sophisticated digital narrations. Thereafter, Cross- /Trans-media Storytelling 
(CS, TS) models emerged, aiming at creating more appealing presentations, 
directed through the nonlinear hyperlinking mechanisms and the associated 
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networking services (i.e. channels, like Web, Streaming, Social networks, 
Twitter, Blogs, Smartphone, Tablet, etc.). In the former case (CS), the storyline 
is composed of multiple successive streams, each one containing different 
portion of information, so that users have to navigate to all the interfacing nodes 
for accessing the entire narrative. In the later scenario (TS), parts of the story 
are offered in parallel, having differentiated /channel-adapted content, thus 
“creating a rich in-between space, an archive of shared meaning” (Dimoulas 
et al., 2015). While the majority of the average users that are nowadays using 
CP, CS and TS services cannot, actually, point out the differences among 
them, all of the above forms have been put into practice for such long time, 
so that the gained experience has resulted in high maturity levels (at least, at 
the side of media professionals).

On the other hand, the ICT evolution brought forward new trends that pose 
certain similarities with CP, CS and TS models, hence blurring further the 
borders between the different disciplines. Specifically, Web documentaries 
(Web Docs), adaptive and semantically-enhanced hypermedia, are currently 
combined with Drone and Immersive Journalism products, crafting novel TS 
mechanisms. A variety of “second screen” applications has been developed 
to accompany most infotainment services (e.g. news, sports, lifestyle, 
documentaries, etc.), whereas Virtual and Augmented Reality technologies 
(VR, AR) are often used for propelling users’ active participation (Dimoulas 
et al., 2015; 2108; Dimoulas, Kalliris, Chatzara, Tsipas, & Papanikolaou, 
2014; Katsaounidou, Matsiola, & Dimoulas, 2016; Matsiola, Dimoulas, 
Kalliris, & Veglis, 2015; Ntalakas, Dimoulas, Kalliris, & Veglis, 2017; 
Seijo, 2017). For instance, AR-books, fold-out magazines /newspapers and 
animated maps shape some of the recent examples that utilize both electronic 
and paper-media, indicating a possible interesting turn in news consuming. 
Consequently, traditional news-readers have the choice to use their favored 
printed versions, where tablets and smart-phones can explore the surroundings 
that lay beneath the written stories, by offering on-demand access to enriched 
multimedia material. Also, the newfangled forms can encompass multimodal 
adaptation, learning and gamification components, which, along with context- 
and location-aware interactions, can literately alter the whole digital narration 
experience. Hence, the communicability, vividness and learning capabilities of 
those TS styles are further extended, favoring stronger and more entertaining 
engagement. These features are capable of efficiently supporting both news-
informing and continuous digital literacy needs (Pavlik & Bridges, 2013; 
Shelton, Warren, & Archambault, 2016; Weedon, Miller, Franco, Moorhead, 
& Pearce, 2014; Zeman, 2017). In all cases, enriched TS services have become 
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quite common in the media market, which is dominated by the co-existence 
of multiple content entities, (re)-sources, dissemination pipelines, access 
terminals, end-users’ categories and roles. As a result, the reconsideration 
of the applied cross-validation principles seems to be urgent, pointing in the 
direction of integrated authentication solutions, through extended correlations 
of all the involved modalities.

As already implied, researchers responded to the arisen media verification 
challenges, so that tremendous progress has been achieved in every associated 
individual domain. Obviously, the wanted aggregation and unification (of 
all the approaches) is still missing; nevertheless, this is quite reasonable and 
has been already justified on the large heterogeneity of the involved entities, 
methods and technologies (Katsaounidou, 2016; Katsaounidou & Dimoulas, 
2018). Recalling parts of the Introduction section, all three types of fully-/
semi-automated and manual authentication systems have been implemented. 
In the former two cases, algorithms and Machine Learning (ML) systems have 
been developed, either for providing the final decision making (in the first 
sub-case), or for the assistance of the users /experts, by locating and indicating 
possible forgeries (second sub-case). The third category, which preceded the 
other two, relies on the subjective assessment of information, taking advantage 
of the human experience. For instance, potential inconsistencies can be 
revealed in the text-syntax and/or in the physical /undisrupted continuity of 
the audiovisual captures (i.e. photos, audio and video records). Thus, much 
effort has been put on the evaluation of short messaging services (i.e. Twitter), 
which are used for fast dissemination of emerging /breaking news (so, the 
control of potential untrue alerts could slowdown overall misinformation 
propagation). More specifically, the absence of textual meaning might imply 
that the messages have been post-processed or entirely composed by machines. 
Likewise, the frequent appearance (or absence) of some particular words and/
or punctuation symbols (e.g. capitalized letters, exclamation points, etc.) might 
be related to specific “writers” (humans or machines). Thoughts and emotions 
that are extracted from an article can be further crisscrossed, concerning 
their match to the side-views of the accompanied events or situations (topic, 
time, location, semantics, context, etc.). To this end, useful conclusions 
can be drawn, grounded in the detection of unjustified contradictories (e.g. 
a sad story cannot be covered /reported with unfitting humorous mood). 
Commonly, both the original news-reports and the remarked altering trails 
are stored and documented in dedicated data repositories, allowing users and 
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experts of various fields to exchange useful ideas on the matters, whereas 
time-passing works in favor of forgery discovery (Dimoulas et al., 2014a, 
2014b, 2015, 2018; Ho & Li, 2015; Katsaounidou, 2016; Katsaounidou & 
Dimoulas, 2018; Mendoza et al., 2010; Silverman, 2013; Veglis et al., 2016; 
Zubiaga & Ji, 2014).

Extending the above, text-based authentication systems can be used, not 
only for short messages, but also for more elongated corpora that are part 
of an article or a multimedia story. Indeed, the adopted practices are being 
propagated and gradually progressed to other /composite content modalities, 
while they are tested as potential inputs to machine-driven solutions. Related 
verification artifacts can also be listed for the cases of photos and generally 
images, i.e. within the frame of motion picture sequences. Hence, abrupt 
changes in the values /colors of blocks, edges or pixels, as well as “missing 
or unexpected shadows and reflections” can be interpreted as manipulation 
side effects. Furthermore, areas with almost identical visual data imply 
possible cloning operations, where observations of inconsistencies about 
the scale, the relative placement or the geometry of some objects (with 
respect to the whole image view) expose potential splicing actions (Farid, 
2009; Katsaounidou & Dimoulas, 2018; Silverman, 2013). Likewise, audio 
continuity interruptions associated with groundless changes in background 
noise, music or reverb indicate regions of “novelty detection” that might be 
connected to possible sound treatment or tampering. The same applies to 
the appearance of unjustified alterations in speech rate, pitch and intonation 
shapes (Dimoulas & Symeonidis, 2015; Gupta et al., 2012; Katsaounidou & 
Dimoulas, 2018; Katsaounidou, Vryzas, Kotsakis, & Dimoulas, 2016; Maher, 
2010). As far as it concerns the case of video, favorably, the above image 
forgery detection principles can be extended from the solely spatial analysis to 
the additional evaluation of temporal and spatiotemporal correlations, aiming 
at revealing frame deletion, cloning or processing fingerprints (Al-Sanjary & 
Sulong, 2015; Katsaounidou & Dimoulas, 2018; Stamm, Lin, & Liu, 2012).

Algorithm-driven solutions, both semi- and fully-automated ones, can 
take full advantage of the offered high resolution and the increased power of 
the contemporary computing systems, thus more thorough inspections can 
be applied (i.e. at pixel /sample level and beyond, by projecting /predicting 
missing data). In particular, multi-observations and their connections can 
discover various hidden patterns, both in the text streams, i.e. through 
Natural Language Processing (NLP) searching mechanisms, and in the cases 
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of audiovisual recordings, i.e. by locating possible artifacts and altering 
traces in the different representations or signal domains (e.g. in various 
time /space, frequency or scale views, multi-dimensional feature-spaces, 
etc.). Further elements, which are not easily accessible by humans, can also 
be added to the evaluation, such as the signatures of the capturing sensors 
or the recording media, concerning their noising patterns, their expected 
responses or even specific nonlinear behaviors that might feature (i.e. lenses 
and camera transducers, microphones and audiovisual recorders; analog or 
digital). Hence, the recognition of multiple “capturing” and/or “recording 
fingerprints” implies that multi-sourced audio or video segments have been 
combined. Likewise, encoding and compression patterns can be used as 
audiovisual source indicators, while other related metadata, hidden in the 
digitized sequences or easily extracted after some mandatory processing, 
favor similar root-tracking utilities. Furthermore, context-, time- and location-
aware metadata, as well as content-based extraction of topic, semantic and 
emotion tags, offer additional inspection (and correlation) sights that can 
assist the overall veracity assessment process. Among others, ML and Deep 
Learning (DL) architectures are implemented for detecting possible universal 
manipulations or even the order of each tampering operation in the entire 
processing chain (Bayar & Stamm, 2016; Chen, Zhao, & Ni, 2017). As it has 
already been stated, the genres of text and (especially) photo authentication 
have received significant attention from multitudinous and pioneering scientific 
groups (i.e. image processing societies), so remarkable research progress 
has been conducted in these fields. The cases of audio and video present 
some hysteresis, due to their more demanding character, but also because 
of the corresponding delay in achieving the wanted audiovisual processing 
and authoring capabilities (Al-Sanjary & Sulong, 2015; Gupta et al., 2012; 
Katsaounidou et al., 2016a, 2016b; Mahdian & Saic, 2010; Mendoza et al., 
2010; Mizher et al., 2017; Qureshi & Deriche, 2015; Stamm et al., 2012; 
Zubiaga & Ji, 2014). Once again, today’s posts and shares are dominated by 
multimodal information (MMA), which combine time-based (audio, video, 
animations, etc.) and page-based media (text, images, pages, etc.), along 
with their linked metadata (Dimoulas et al., 2014a, 2014b; Katsaounidou 
& Dimoulas, 2018). Therefore, the absence of a holistic framework, which 
could jointly evaluate (and cross-authenticate) all the encountered multimodal 
entities, deteriorate the real potentials of the currently available verification 
solutions.
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Multiple Media and Authentication Needs: 
Issues, Controversies, Problems

Nowadays, we are experiencing a whole new world of digital communications, 
dominated by the Social Networking Sites (SNS), the plurality of cross-
media publishing and storytelling models, as well as the liquefied journalism 
landscape, where related present-day tools continuously appear and rapidly 
evolve (e.g. Drone, Robot, Data Journalism, etc.). Social Media have become 
the most popular place for news organizations to broaden and impress their 
audience. Facebook, Twitter, YouTube and other web services are used 
by their members to spread “knowledge” and to seed topics for the news 
reporters. The race to publish and the desire to have “a fancy story be true” 
can blind journalists to their judgment about the facts, showing a preference 
to events that appeal to emotion and personal belief, which give people the 
opportunity to criticize rather than to applaud. For instance, information about 
the economy, politics, conspiracy ideations, paranormal beliefs, alternative 
medicine, etc., which address to excessively “open-minded” individuals, is a 
cause for serious concerns. Ideology, money, status and desire for attention 
are included among the reasons that motivate actors to create and spread 
disinformation, propaganda or fake news. Due to their popular nature and 
the lack of effective and reliable censorship safeguards, SNSs have turned to 
be the central space for spreading misinformation online (Marwick & Lewis, 
2017). In all cases, there is an urgent need for re-inventing cross-validation 
and authentication codes (and ethics) in the era of multiple media and Digital 
Journalism, where misinforming propagation is entirely uncontrollable.

The above matters are further deteriorated by the plurality of the newly 
surfaced Digital Journalism forms, starting with the machine-generated and 
distributed content, and the overall involvement of algorithms in the news 
production and publishing automations (i.e. Robot, Automated or Algorithmic 
Journalism). Specifically, many posts and shares within social networks offer 
“related stories” through auto-generated links, retrieved and recommended 
by topic detection algorithms that attempt to match the subject or theme of 
the source article. These decision-making systems are regularly opaque in 
the criteria that use to select and classify information. In most cases, they 
are encompassing predictions of relevance based on past behaviors, content 
types, interactions and, of course, commercial goals, while not paying much 
attention to the accuracy of the reports (Bode & Vraga, 2015; Boididou et al., 
2017; Gillespie, 2014; Messing & Westwood, 2014; Pariser, 2012). The fast 
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advancement of those procedures, along with the absence of clarity and proper 
documentation, results in understanding difficulties, further hardening the 
comprehension of their operational attributes and usefulness. Therefore, lack 
of confidence might be induced in the involved actors (both journalists and 
their audience), who are unable to fully exploit the offered tools and facilities 
in their everyday practice. As a side effect, most people are becoming more 
vulnerable to potential forgery attacks through the newly surfaced and usually 
incomprehensive means (Katsaounidou, 2016, Katsaounidou & Dimoulas, 
2016; Ntalakas et al., 2017). Similar deficiencies or disadvantages can be 
found in the rest trendy genres of Digital Journalism, such as Data, Multimedia, 
Immersive and Drone Journalism. Inadequacy of related knowledge, practical 
experience and knowhow tend to form a defending attitude, to all media 
professionals, actively-engaged /contributing users and news consumers. 
Likewise, technical and usability complications arise regarding the proper 
configuration and functioning of the new services, including the setup and 
use of the add-on software or hardware. Apart from that, legal, regulatory 
and ethical matters are faced in most of the above disciplines and especially 
in Drone Journalism. The emerging issues seem to have a negative impact 
on both production and consumption ends, affecting the end-to-end chain of 
news reporting. Consequently, small groups of users and journalists utilize 
these recently launched paradigms in practice, a fact that further deteriorates 
their possible misuse, including likely disinformation actions (Coddington, 
2015; Dörr, 2015; Dörr & Hollnbuchner, 2017; Gynnild, 2016; Haim & 
Graefe, 2017; Linden, 2016, 2017; Montal & Reich, 2016; Ntalakas et al., 
2017; Seijo, 2017; Van Dalen, 2012; Veglis & Bratsas, 2017a, 2017b).

Additional controversies emerge because of the turn to multimodal news 
storytelling (TS) and immersive services. For instance, there are some 
contradictory argumentations regarding the truthful or engaging character 
of news informing. Web-docs, hypermedia, AR-books, transmedia games, 
fold-out magazines /newspapers and animated maps are some of the 
augmentation elements that are used for expanding the story narration across 
multiple modalities. Similarly, VR technologies, aerial footage, multi-view 
/360o coverage, photorealistic 3D graphics and dedicated Human Machine 
Interaction (HMI) terminals are also “hired” for immersing the audience into 
the recreated news-world. In this manner, stronger engagement is encouraged 
via multisite interaction nodes or “places”, which can have both physical and 
virtual nature. The cross-modal character of those novel models empowers 
audience participation, interconnecting all the involved actors with different 
content modalities and “words”, in meaningful ways (Dimoulas et al., 2015, 
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2018; Sánchez-Mesa, Aarseth, & Pratten, 2016; Weedon et al., 2014). On-
demand access to linked stories can be exploited to “x-ray” the surroundings 
behind the events, thus favoring diverse and multi-angled informing with 
rich media experience. End-users are expected to join equally pull and push 
activities, facilitating crowdsourcing and collaborative processing for the 
tasks of multimedia authoring and publishing, while enhancing the global 
character of the corresponding transmedia news coverage. Overall, multiple 
journalism styles can be embraced with the combination of reports and 
documents, opinion articles, comments, etc., either from the part of the news 
organizations or from the sides of users and citizen journalists. On the other 
hand, there is a different argumentation supporting that, instead of engaging 
the audience through appealing storytelling, the number one priority of 
news-report should be to defend the truth and to inform the people. Hence, 
investigative practices and facts are considered as more important than stories 
(and aesthetics), which could turn journalism into a myth-making job (Groot 
Kormelink & Costera Meijer, 2015; Rampazzo Gambarato & Tárcia, 2016; 
Sánchez-Mesa et al., 2016; Weedon et al., 2014). While this dilemma has just 
surfaced and will probably stay for the following few years, it is clear that 
the availability of multiple genres and tools tend to confuse and disorient all 
kinds of users (at least in the beginning). This weakness could also offer a 
fertile ground for media forgery and misinformation to grow. On the contrary, 
it can be supported that the proper and well-balanced use of the up-to-date 
digital communication services could be the only prosperous solution to deal 
with the root of all these problems.

There are many advantages that the new journalism styles can offer, 
concerning timely, accurate and unbiased informing, where built-in validation 
filters can automatically engage. For instance, Data and Robot Journalism 
can offer the wanted transparency by properly documenting the associated 
data repositories and algorithms and, mostly, by releasing these assets 
under open /public licenses and use rights. The same applies to the cases of 
Multimedia and Immersive Journalism, provided that the source authoring 
material (and its thorough description) is similarly made accessible to the 
public. In addition, putting aside current regulation deficiencies, drones 
can truly offer an undisputed eye witness from above, which can be used 
as proof evidence of the associated events (especially if the aerial photos or 
footage are accompanied with time- and location-aware sensing data, thus 
making available the overall context of the captured /transmitted stories) 
(Ntalakas et al., 2017). The immediate and geographically unconstrained 
coverage attributes of this perspective can be further extended, by putting 
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UGC models into equation (i.e. engaging drone enthusiast and amateurs into 
citizens’ journalism duties). Likewise, dedicated surveillance networks and/
or robotic systems (i.e. security cameras, traffic monitoring grids, Unmanned 
Aerial /Ground Vehicles, UAV /UGV, etc.) can be part of cooperative media 
production and management. Hence, Mobile Journalism and UGC-interactions 
can further extend the diversity and complementarity of events that are captured, 
processed, stored and shared through multiple publishing channels and SNSs. 
Although large-scale heterogeneity and improper /inconsistent annotation of 
the “streams to be matched” deteriorate the possibilities for their successful 
collaborative exploitation, undoubtedly, much progress has been achieved for 
the detection and registration of multimodal assets belonging to the same event 
or story (Álvarez, 2017; Dimoulas et al., 2014a, 2015, 2018; Dimoulas et al., 
2014b; Dimoulas & Symeonidis, 2015; Gynnild, 2014; 2016; Kim, Evans, 
Blat, & Hilton, 2016; Ntalakas et al., 2017; Papadopoulos, Cesar, Shamma, 
& Kelliher, 2015; Rodríguez & Freire, 2017). Subsequently, besides the 
obvious enhancements in the used data repositories and the offered storytelling 
experience, among others, multichannel synching can serve cross-validation 
and authentication aims.

The availability of different audiovisual captures (and overall data), 
describing an explicit story, works in favor of the authentication. Specifically, 
single-file content evaluations and cross-correlations between the different 
instances can be conducted by both human and machines, aiming at locating 
possible forgery attacks. Indisputably, a lot of effort has been put for the 
implementation of methods, capable of revealing potential manipulation 
of information, including their algorithmic automation. Human-driven 
approaches have been thoroughly studied by related groups of experts, leading 
to the adoption of some primary best practices (Ho & Li, 2015; Katsaounidou 
& Dimoulas, 2018; Silverman, 2013). However, we are still far away from 
the moment that an apt factchecking codebook will be available, empowering 
end-users with the necessary knowledge, flexibility and adaptation to deal with 
the tampering revealing challenges, encountered in their every-day practice. 
Outstanding research progress has also been achieved for the development of 
fully- and semi-automated machine-driven verification solutions. Unpleasantly, 
these decision-making systems feature broad heterogeneity and complexity, 
so that, even the interpretation of the extracted validation outcomes (i.e. color 
heat-maps in photo forgery evaluation) requires some basic knowledge of the 
underlying algorithmic principles. It has been observed that, in most cases, 
the higher the sophistication of the implemented technique, the more the 
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requirements for in-depth understanding of its operational attributes. While 
quite a few useful tools have been released, they regularly focus on a single 
content entity and on the treatment of a specific manipulation operation. 
Apparently, this is considered as fairly inadequate, at the moment that most 
of the exchanged information has nowadays the form of linked multimodal 
assets. Hence, despite the availability of some solitary services, most users 
prefer traditional validation approaches, since there is a lack of an integrated 
system (both in term of content modalities and methods) to support media 
authentication from all of its aspects in real-world scenarios (Katsaounidou 
et al., 2016a, 2016b; Katsaounidou & Dimoulas, 2018; Silverman, 2013).

The challenge of addressing the misinformation phenomenon is heavily 
technical, not only semantic, so that it needs to be supported at multiple levels. 
The main question remains the discovery of the possible features that are 
common in fake content, which need to be further supplemented and validated 
through related journalistic factchecking rules. Cross-modal processing has 
become the commonplace for many contemporary and highly demanding 
media tasks, such as topic detection and tracking, content-based searching 
and retrieval, multimedia document understanding and others (Boididou et 
al., 2017; Dimoulas & Symeonidis, 2015; Diou et al., 2010; Katsaounidou & 
Dimoulas, 2018; Li, Joo, Qi, & Zhu, 2017; Lu, Jin, Su, Shivakumara, & Tan, 
2015; Peng, Huang, & Zhao, 2017; Vryzas, Kotsakis, Dimoulas, & Kalliris, 
2016). While most of these systems have not reached an adequate maturity 
level yet, it can be predicted that, given the rapid technology and research 
evolution in the implicated domains so far, a lot of the encountered difficulties 
will be decisively faced in the near future. Such kinds of solutions seem to 
perfectly match to the inherent multimodal character /nature of the media 
veracity problem. Synergies and integration with the aforementioned fields 
are anticipated towards a prosperous cross-media authentication solution, 
taking advantage of all of the involved modalities (i.e. tools, methods, content 
entities, channels, etc.). Figure 1 graphically presents the above listed issues 
and controversies that associate multichannel publishing and storytelling 
models with the information validation needs. As already argued, both 
problems and challenges arise, which are strongly connected to the progress 
of the new digital journalism styles and the consequent ideological, legal 
and moral questions concerning the future of news reporting. Among others, 
motives, opportunities and anticipated benefits, pointing in the direction of 
the proposed cross-modal integration, are brought forward.
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SOLUTIONS AND RECOMMENDATIONS

Integrating Cross-Media Authentication Models

Following the preceding analysis, cross-media authentication could be 
defined as an integrated veracity model, aiming at evaluating all the involved 
modalities across multiple channels (i.e. content entities /types, versions and 
forensic inspection outcomes), so that their unexpected contradictions could 
indicate possible tampering actions. In this approach, the different entities 
refer to the various types of information (i.e. text /messages, images /photos, 
audio, video, nonlinear multimedia, etc.), including the original multimodal 
assets and their accompanying metadata. The modified versions are related 
to the use of complementary publishing and storytelling ways, where slight 
variations are expected within the implicated terminals and news-products. 
The extraction of alternative validation instances is justified on the plurality 
of the above media forms and editions, as well as on the availability of several 
analysis methods, even within the exact same content type. For instance, 
photo manipulation can be checked by innumerous ways, such as through the 
estimation of inconsistent local noise patterns (implying different capturing 
locations, lighting conditions, sensing equipment, etc.), varying compression 
levels (indicating successive encoding /saving operations, therefore potential 

Figure 1. Multiple media and authentication needs: Issues, controversies, problems
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post-processing actions), and others (Bayar & Stamm, 2016; Chen et al., 
2017; Farid, 2009; Katsaounidou & Dimoulas, 2018; Schetinger, Oliveira, da 
Silva, & Carvalho, 2015; Al-Sanjary & Sulong, 2015; Mizher et al., 2017). 
In the specific case of photo-forensics, it has been noticed that, though most 
forgery categories are generally detected by at least one method, the overall 
recognition accuracy remains at relatively low levels when algorithms are 
solely used. This also deteriorates the precision, hence the reliability of the 
provided results, which could erroneously lead to the registration of false 
positive marks (i.e. authentic /genuine images might be classified as fake / 
tampered). Reasonably, along with the technological and research progress, new 
algorithmic perspectives appear, practically offering unlimited implementation 
extensions that can be deployed for each one of the principle assessment ideas. 
In addition, the intervention of the human factor can be catalytic, whereas the 
adoption and appliance of best-practices, conducted by various investigators 
and expert groups, and their dynamic combination with the machine-drivel 
solutions, can further extend the potentials of the suggested integration. 
While such kind of modeling has been already proposed (Katsaounidou & 
Dimoulas, 2018), the novel part, here, lays in the targeted unification with 
the associated cross-media publishing and storytelling needs, taking into 
consideration the newly surfaced digital journalism models.

The motivation behind this cross-media veracity idea is quite obvious, 
if not self-evident, and it can be rationalized on the intensive multimodal 
character of today’s information dissemination, as well as on the turning up 
of related cross-modal processing initiatives (Boididou et al., 2017; Dimoulas 
& Symeonidis, 2015; Li et al., 2017; Lu et al., 2015; Peng et al., 2017; Vryzas 
et al., 2016). Consequently, useful knowledge, concerning authenticity 
validation and disinformation prevention, could be mined by correlating 
all the engaged modalities (not only in terms of media assets, channels and 
storytelling means, but also with respect to different actors, i.e. professional 
and citizen journalists, informing and interacting audience, etc.). Indeed, such 
kinds of cross-modal processes have been already deployed for the urgent 
requirement of efficient content management, which came into view with the 
advent of Web 2.0 (UGC) and the domination of the participatory journalism 
models. The critical prerequisites for proper documentation and archiving 
of the massively exchanged multimedia streams resulted in the development 
of more sophisticated techniques and services, such as news alerting and 
recommendation systems, topic classification, searching and retrieval 
algorithms, semantic extraction and conceptualization forms, etc. (Dimoulas 
et al. 2014b; Dimoulas & Symeonidis, 2015; Diou et al., 2010; Katsaounidou 
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& Dimoulas, 2018; Li et al., 2017; Lu et al., 2015; Peng et al., 2017; Vryzas 
et al., 2016). Most of these approaches suffer from many difficulties at the 
moment, so that are mainly deployed at the research level. Nonetheless, it is 
more than certain that related practical applications will exponentially increase 
in the near future, aiming at dealing with the contemporary necessities in the 
journalism and mass communications business. Therefore, the convergence of 
the above trends towards collaborative cross-media authentication could bring 
forward some mutual benefits for all the involved parties, thus conjointly serving 
the arisen duties (i.e. semantic recognition and processing, multichannel 
publishing /storytelling, aggregated factchecking and verification integration). 
Subsequently, the broader meaning of the “cross-media” term incorporates 
the root concepts of the cross- and trans-media paradigms (CP, CS, TS), as 
well as the meta-processes of multimodal correlation and validation, across 
multiple users, networks and tools.

Considering the current state of the art (and research) of digital media 
technologies, presented in the previous paragraphs, and combining them 
with the accompanied argumentation that followed, a SWOT analysis was 
conducted for estimating Strengths, Weaknesses, Opportunities and Threats 
of the proposed model (Table 8-1). First of all, multimedia information 
(MMA) and cross-modal processes are already present, dominating the new 
networking landscape, an undisputed fact that can be listed in the strengths 
of the current project. Looking back at the proliferation of mobile computing 
and SNSs (including the paradigms of Web and Mobile Journalism), UGC 
production resulted in massive content exchange, on a daily basis. In the same 
way that this necessity brought forward smart Media Assets Management 
(MAM) systems and semantic services, it is similarly unavoidable that 
multimodal processing will prevail, both in the news informing and 
misinformation prevention practices. Likewise, the so-far progress of the 
involved technologies is considered among the strong points of the whole 
undertaking. Thus, new automation algorithms and artificial intelligence 
methods firmly appear and evolve (i.e. ML, DL), taking advantage of the 
continually increasing computational power, along with the associated 
progress in technical sophistication and elegance of the implemented solutions 
(Bayar & Stamm, 2016; Liu et al., 2017; Ota, Dao, Mezaris, & De Natale, 
2017). In addition, the integration of all the encountered layers /instances 
of the news data and their verification outcomes could combine and jointly 
automate the individual base components, i.e. the models of multiple media 
(CP, CS, TS) and the processes of cross-validation. Overall, the advent of the 
contemporary digital communication ways and the increasing forgery attacks, 
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therefore the intensification of the authentication needs, point in the direction 
of collaborative evaluation and interpretation of the authenticity remarks, 
which can be supported within the introduced framework. In this context, 
unique changes are offered for launching and continuously adapting digital 
literacy services, while, at the same time, supporting the engagement of the 
newfangled Digital Journalism genres. It is worth mentioning especially the 
cases that favor transparent informing /news-reporting that are related to some 
features of Drone, Robot, Mobile and broadly Computational Journalism, of 
course, with the prerequisites of proper documentation and availability of the 
used data and algorithms. Following the above arguments, it is expected that 
the anticipated progress will have an overall positive impact to the currently 
pursued far-reaching aims, such as the revolutionary notions of Semantic /
Intelligent Web (Web 3.0/4.0) and the upcoming Internet of Things.

Besides the previously stated positive attributes (pros), certain difficulties 
or disadvantages can also be pinpointed and listed as weaknesses or threats 
(cons). In specific, a major drawback can be found in the need for central 
coordination of both the project deployment and its networking architecture. 
It is well known that the nature of social media and SNSs lacks such a 
centralized control mechanism, so that it would be difficult to be invented 
and applied hereafter. In spite of this, dedicated organizations or experts 
could start to coordinate the whole effort, with the expectation that additional 
news corporations would voluntarily join the venture, once the first practical 
benefits are visible. Therefore, the introduction of extra processing /analysis 
layers and entirely new aggregation mechanisms would allow to unify, better 
interpret and interoperate all the offered solutions, with the prerequisite 
cooperation agreements among the involved actors, for ensuring peer access 
to the repositories and execution codes. Closely linked with the above is the 
large-scale heterogeneity that is encountered across the entire news informing 
chain (i.e. content, users, terminals, dissemination and interaction ways, etc.). 
For instance, the training of artificial /smart systems relies on the availability 
of large datasets with consistent labeling /tagging that, even under the presence 
of a chief /supervising administration, is quite difficult to achieve (especially 
in the cases of DL). Nevertheless, semi-automated annotation procedures 
are, nowadays, emerging, either by interpreting the authoring and browsing 
history /analytics that “escort” the associated content, or by propagating related 
metadata across matched streams (Dimoulas et al., 2014a, 2014b, 2015, 2018; 
Dimoulas & Symeonidis, 2015; Diou et al., 2010; Ota et al., 2017; Tosi & 
Morasca, 2015; Sansone et al., 2017). Another strong weakness may be found 
in the fact that experienced reporters /investigators do face difficulties in 
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getting along with the pace of the new trends. Consequently, digital literacy 
is again considered very important for avoiding the exclusion of this category 
of experts, who could induct valuable knowledge and expertise.

Last but not least, threats are always present, when such major breakthroughs 
are attempted. Principally, in most cases, misinforming propagation is caused 
due to intentional disinformation actions, so decisive confrontation of this 
negative phenomenon might not be really desired by some major stakeholders 
(i.e. political and media companies, professionals of various kinds, free-
agents, opinion-makers, influencing individuals, etc.). Possible risk can 
also be justified on technical reasons, such as the inconsistent progress that 
has been conducted so far along the involved domains of cross-media and 
authentication. In specific, while some areas enclose remarkable progress and 
practical success, other developments feature a pure research character, thus 
failing to initiate the mass deployment of practical /real-world applications. 

Table 1. SWOT Analysis: Strengths, Weaknesses, Opportunities and Threats of the 
proposed Cross-media Authentication Model

Strengths Weaknesses

• Multimodal character of today’s information exchange 
(multiple content entities, channels, storytelling means, 
users, etc.) 
• Cross-modal processes have been already deployed 
(i.e. topic detection and tracking, content-based 
searching and retrieval, semantic conceptualization, 
multimedia document understanding and others) 
• Rapid evolution of related technologies: new potentials 
• Urgent need for integrated authentication solutions 
• Urgent need for supporting new trends and, in general, 
digital literacy

• Need for central coordination 
• Contradictions to the “free” /non-controlled nature of 
social media and SNSs 
• Large-scale heterogeneity across the entire news-
reporting chain (i.e. content, users, terminals, 
dissemination and interaction ways, etc.) 
• Need for proper /consistently annotated datasets 
• Experienced reporters /investigators cannot get with 
the pace of the new trends, while they could induct 
valuable knowledge and expertise: digital literacy is a 
critical prerequisite

Opportunities Threats

• Combining and jointly automating the individual 
disciplines (i.e. multiple media publishing and 
storytelling, cross-validation, integrated information 
authentication) 
• Collaborative solutions: checking, interpreting and 
validating authenticity remarks 
• Propelling the employment and practice of the recent 
digital media genres, in the direction of enhancing 
transparent journalism (Drone, Robot, Mobile, 
Computational Journalism etc.) 
• Propelling active cooperation of all the involved actors 
through properly structured collaborative networks and 
services 
• Launching and continuously adapting digital literacy 
support services 
• Contribution to the overall progress of related far-
reaching targets (i.e. Semantic /Intelligent Web –Web 
3.0/4.0, Internet of Things)

• Misinforming propagation is most cases caused due to 
intentional disinformation actions 
• Major stakeholders do not actually desire fight against 
misinformation (i.e. political and media companies, 
professionals of various kinds, free-agents, opinion-
makers, specific individuals, etc.) 
• Inconsistent progress along the involved domains 
(i.e. cross-media and authentication) could be further 
uncontrollably extended 
• Imbalance between complexity and sophistication 
of the implemented methods could deteriorate their 
usability 
• Powerful modern technologies could be held in the 
exclusive use of elite groups, actually acting in favor of 
subjective and falsified informing 
• Extracted knowledge could be used in opposite 
directions by misinformation players (i.e. counter- or 
anti-forensics)
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Likewise, the appearance of incomprehensible complexity or technical 
sophistication of the implemented solutions worsens the probabilities for their 
optimum exploitation (i.e. average users cannot easily operate complicated 
systems, regardless of their effectiveness). This fact might cause some 
additional obstacles in the required wide collaboration among multiple 
actors with ultra-diverse skills and interests (i.e. interdisciplinary research 
groups and academics, experienced reporters, journalism and governmental 
organizations, hobbyists of various emerging trends, end-users, etc.). In 
this context, there is another danger for the powerful modern technologies 
to be held in the exclusive control of elite groups, so that they can be used 
to propel, rather than to fight, subjective and falsified informing. Finally, a 
significant threat, also deriving from the rapid advancement of contemporary 
media tools, deteriorates the weaknesses of the inadequate digital-literacy-
support to the heavier-impact risk of exploiting methods and knowhow in 
the reverse order, i.e. for serving information manipulation. Particularly, 
with the evolution of the veracity solutions the domain of counter- or anti-
forensics has emerged, purposing to conceal content tampering operations, 
thus preventing or hardening proper forensic investigation (Katsaounidou & 
Dimoulas, 2018; Stamm et al., 2012). Hence, there is always an opening for 
competent “misinformation players” to infiltrate into the “verification world”, 
exploiting mined knowledge in the exact opposite direction. Unfortunately, 
the skillful profiles of these actors, combined with the previously stated 
deficiencies (i.e. unstable media environment, lack of confidence in the new 
trends, urgent need for on-demand training and support, etc.), continue to 
act in favor of disinformation rather than its decisive confrontation (at least, 
in most practical situations).

Figure 2 presents the basic architecture and the data flow of the 
proposed integrated authentication model. Looking the diagram from the 
media production and dissemination sides, professional agencies have the 
opportunity of jointly serving the tasks of cross- /trans-media publishing 
and storytelling, along with the compulsory cross-validation and verification 
demands. Various automations can be applied in this direction (Veglis et 
al., 2016), aiming at autonomously producing all the required multimodal 
assets in the best possible quality (matched to the technical attributes of the 
different channels, terminals and storyline interaction nodes). Again, proper 
documentation and release of the implemented algorithms can guarantee the 
desired transparency, ensuring that the applied modifications were only made 
for serving multimedia authoring or adaptation needs, i.e. for confronting 
possible format compliance. In this context, processing logs and coding 
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certifications eliminate the doubts for potential side-operations (i.e. linked 
to information manipulation), so that news organizations can claim their 
proper /unbiased newsgathering and reporting across the multiple modalities. 
Furthermore, newfangled journalism models can be employed, either for 
augmenting users’ experience (i.e. Multimedia and Immersive Journalism) 
or for enhancing the authentication credibility, through supplementary views 
of timely and multi-angled footage or other data (i.e. Drone, Mobile and 
Data Journalism). As already discussed, surveillance grids, robotic systems 
and mobile UGC streams can be ingested in the informing streams, thus 
offering the possibility to further extend the diversity and objectivity of the 
captured events, while simultaneously promoting the more active audience 
engagement by means of nonlinear /HMI-augmented narrations (Álvarez, 
2017; Dimoulas et al., 2014b, 2015, 2018; Dimoulas & Symeonidis, 2015; 
Gynnild, 2014, 2016; Kim et al., 2016; Ntalakas et al., 2017). Subsequently, 
both targets of engaging and truthful journalism can be served, depending 
on the nature of the stories and the associated preferences in the production 
and consumption ends. In addition, new trends can be used for delivering the 
extracted forgery detection outcomes (described next) in more entertained, 

Figure 2. The proposed cross-media authentication model
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comprehensive and vivid ways. For instance, the AR-book paradigm can be 
extended to AR-newspapers and magazines, allowing to X-ray, not only the 
surrounding info that accompanies a news-article, but mostly, the possible 
tampering indications. Likewise, digital literacy and technical support actions 
can be delivered through similar user-friendly mechanisms.

Apparently, professional and citizen journalists (in the broader meaning 
of contributing users) can equally be involved in the above production, 
publishing and authoring tasks, although they feature some different 
capabilities with respect to their specialty /training, the gained experience 
and the used infrastructures. Additional informing procedures (i.e. news 
alerts, recommendations, info-propagation monitoring, etc.) are even 
more important nowadays, both at the production and consumption ends. 
Particularly, journalists can exploit the warning services for catching up to 
timely coverage and breaking news reports, while end-users can utilize these 
feeds for staying tuned /informed. Algorithms of topic detection, classification 
and tracking are usually “hidden” in the back-ends of the corresponding 
systems, attempting to adapt to users’ infotainment preferences, based on the 
selected configurations, their browsing history and interaction experience, 
etc. Nowadays, such automations play a key-role in the proposed cross-media 
authentication, purposing to locate all the alternative “versions” of the same 
story, which are disseminated along SNSs, through numerous channels, 
users and terminals (Dimoulas et al., 2014a, 2018; Diou et al., 2010; Lu et 
al., 2015; Matsiola et al., 2015; Ntalakas et al., 2017). Once new streams are 
located, matched and validated under a specific topic /article, multimodal 
assessment takes on, inspecting the associated modalities with regard to 
forgery detection: i.e. multimedia assets (text, image, audio, video, etc.), 
channel- and medium-adapted content versions, source profiles, human- and 
machine-driven authentication outcomes. Given that multiple approaches 
are used for detecting potential tampering attacks, the incorporation of all 
possible /applicable combinations allows for multilayered knowledge to be 
cross-correlated and verified. Therefore, performance accuracy of each method 
can be monitored and correlated with the associated altering operations, 
thus offering useful feedback that can propel the construction of dedicated 
ground-truth knowledge bases. Considering the large-scale inhomogeneity 
of the used resources /instances (and of the whole problem), unification 
of the provided results is considered very important, whereas continuous 
training and support actions are equally significant for informing users on 
how to exploit the implemented services. Although such kind of integration 
has already been presented (Katsaounidou & Dimoulas, 2018), cross-modal 
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processes are further involved here, extending the used evaluation corpus, 
while also serving multiple contemporary needs (i.e. topic detection and 
tracking, news alerting /recommendation, stream alignment /registration, 
transmedia authoring /storytelling, and others).

In order the depicted dataflow to be better comprehended, it would be 
useful to examine a typical news-story example. Let us suppose that a fresh 
story /article has appeared and it is questioned about its validity. Firstly, 
topic detection and cross-modal inspection processes will run, targeting the 
localization of all the possible alternative versions and instances, either from 
the same source (cross-/trans- media paradigms) and/or from other producers 
(i.e. posts and shares propagated by journalists, professional organizations, 
actively-participating and regular users /news-consumers). After the validation 
and synchronization of the matched streams, forensic investigation will be 
executed for each of the individual content entities along all the applicable 
assessment methods. Hence, source, title and keywords of the article can be 
checked in human-directed hoax-fighting web sites, returning useful feedback 
about the credibility of the publisher and the potential controversies regarding 
similar subjects in the past. Text processing and meta-processing can be 
applied (i.e. through NLP) to estimate possible syntax inconsistencies (i.e. 
implying fake accounts, machine-composed messages, etc.) or divergences 
in the extracted semantics (i.e. subject /theme, opinion, emotions, etc.). 
Thereafter, the remaining media assets that accompany the corresponding 
event (usually having the role of proof-evident) will be analyzed along the 
entire evaluation toolset. Hence, photos will be examined by the applicable 
image forgery detection algorithms and the variant human-directed practices. 
The provided results can be crisscrossed, as long as unified data structures 
and visualization mechanisms are adopted (e.g. use of specific range color-
maps, indicating the possibilities of altering operations across the entire 
image surface). After that, cross-inspection between all the extracted image 
tampering maps can be conducted, targeting to detect possible consistencies 
that are common /mutually presented in most of the matched instances (i.e. 
different channels, sources etc.). Next, similar rounds of investigations will 
be applied for the remaining content entities (audio, video, etc.), firstly 
along multiple evaluation methods and then across the registered versions /
streams. Multimodal document understanding in terms of opinions, semantic 
and emotional conceptualization cues will supplement the existed metadata 
and tags (i.e. time-, location- and context-aware, user-inserted /selected, 
etc.), thus making it possible to conduct broader cross-modal correlations. 
It is essential for the entirety of the extracted remarks to be kept in publicly 
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accessed linked repositories, featuring proper organization and structuring 
with dedicated documentation policies that need to be followed by all the 
engaged parties. Each time that a new story /informing stream appears, 
initiation of the applicable evaluation sessions is also triggered, allowing 
authored users to rank, classify, flag or archive the corresponding records. 
Furthermore, end-users’ browsing history and interactions can be logged as 
“consuming annotations”, while answers to specific questions and comments 
can similarly be crowd-sourced.

As already argued, a lot of technical and organization difficulties need to be 
faced, before the proposed model could become a viable solution. Continuous 
adaptation and system updates are needed each time that a new article /version, 
authentication method or technology appears, while large-scale heterogeneity 
always remains a big issue. Training on the latest tools and overall digital 
literacy support should also be solidly /on-demand provided, ordering to engage 
as many as possible users in the efficient operation of the offered services. 
Considering that crisp classification results are not very frequent in real-world 
examples, inconsistencies or controversies are very likely to be encountered 
among the evaluation outcomes of the various modalities. Consequently, 
networks of expert users and organizations must run and administrate the 
whole undertaking, where collaboration is more than essential for adopting 
best practices and overall policies, taking the right decisions when related 
questions arise. The above attributes form a typical, though highly demanding, 
big-data problem, requiring careful interdisciplinary analysis, planning and 
execution. However, there are certain advantages in this direction, as well, 
such as the construction of generic-purpose large repositories, the progress 
in the implementation of sophisticated DL algorithms and architectures, 
the availability of powerful computing systems (having high-end hardware 
and software resources), etc. (Bayar & Stamm, 2016; Dimoulas et al., 2015, 
2018; Dimoulas & Symeonidis, 2015; Diou et al., 2010; Liu, Ma, Qi, Zhao, 
& Chen, 2017; Ota et al., 2017; Sansone et al., 2017; Tosi & Morasca, 2015). 
Joint advancement and convergence of these techniques are considered very 
important towards the materialization of the Semantic and Intelligent Web 
envisions, forming the forthcoming media breakthroughs. Looking forward at 
the far-reaching aim of the Internet of Things, similar cross-modal procedures 
are currently emerging, featuring comparable technical requirements in terms of 
elegance, maturity and sophistication. Therefore, anticipated synergies between 
all these projects are expected to work in favor of the individual targets, also 
propelling the incarnation of the proposed cross-media authentication model.
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CONCLUSION

The present chapter provides a detailed view of the proposed cross-media 
authentication model. Multiple channels and nonlinear narration means have 
become the commonplace in most contemporary informing services, which 
exploit many different publishing and dissemination pathways. In specific, 
cross-modal storytelling and enhanced transmedia products have already 
begun to dominate mass communications and overall the news world. In this 
race, time works in favor of the new Digital Journalism models, the practical 
application and testing of which will offer the desired experience for gradually 
leading to their flourishing. Multimodal solutions have also emerged for 
providing efficient management, archiving and documentation utilities, as 
an answer to the innumerous users and content instances, involved in today’s 
information exchange. Hence, new robotic systems have become available, 
utilizing high-end hardware and software components that can be deployed 
for both event capturing automations and multi-angled story augmentations. 
For example, dedicated aerial, ground and underwater vehicles that are 
currently being constructed, can provide fascinating footage from different 
environments, which might not be accessible to human journalists (Ntalakas et 
al., 2017). In this context, professionals and media organizations can adapt to 
the modern needs for continuous and timely newsgathering. On the contrary, 
massive propagation of unverified content is listed among the side-effect risks, 
caused by the uncontrollable news dissemination character. As a result, there 
is an urgent necessity for reconsidering cross-validation principles and rules. 
Undeniably, technological advances are expected to have a strongly positive 
impact, not only to the specific verification problem, but also to the entirety 
of the involved disciplines (Ho & Li, 2015; Katsaounidou & Dimoulas, 2018). 
However, the extreme rhythms that digital media services continue to evolve 
preserve a rather fluidly /unstable environment that creates anxiety and lack 
of confidence to the audience. In principle, it is very crucial to re-focus the 
central interest to the users’ point of view, to fight both social exclusion and 
digital illiteracy. Thus, continuous training, updating and support actions are 
necessary for keeping up with the new trends, persistently notifying people 
for the entrance of new algorithms, computing systems, processing and 
interaction capabilities, veracity methods and practices.

Extending the above remarks in the news consumption side, humanoid 
robots, featuring multilingual, user-friendly and more humane-like interaction 
mechanisms, can now be part of innovative infotainment and journalism 
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services, facilitating the joint promotion of social inclusion and digital literacy 
support. Gamification components and immersive experiences (AR, VR) are 
being deployed for connecting the physical world with multilayered virtual 
places, aiming at engaging the audience in more intensive and entertaining 
ways (Ntalakas et al., 2017; Tsardoulias, Thallas, Symeonidis, & Mitkas, 2016; 
Tsardoulias et al., 2017; Zeman, 2017). Portable devices like smartphones and 
tablets have become the natural extension of the human senses, so they can 
offer means for exploring the surrounding landscapes through visual searching, 
context- and location-aware metadata and other “X-ray” ways (i.e. AR-book 
applications). Thus, lookup information of various kinds can be extracted 
and projected, i.e. retrieving the background of a story, indicating possible 
forgeries, supporting digital literacy needs, etc. (Kim et al., 2016; Liu et al., 
2017; Sánchez-Mesa et al., 2016; Weedon et al., 2014). The personalized 
character of the mobile communications can be used for perceiving users’ 
preferences and adapting to the situated environments, while it can expedite 
crowdsourcing of multimedia semantics, by massively harvesting labeled data-
pairs through fully- or semi-automated annotation tasks. Given that most of 
today’s decision-making systems take advantage of the contemporary learning 
algorithms and frameworks (i.e. DL), the construction of related training 
repositories is considered vital. These ground-truth knowledge bases can be 
useful, not only in the current verification problem, but also in more general 
semantic services and artificial intelligence automations (Dimoulas et al., 
2014a, 2015, 2018; Liu et al., 2017; Vrysis, Tsipas, Dimoulas, & Papanikolaou, 
2016). In addition, the progress in software engineering technology has further 
extended algorithmic capabilities (i.e. NLP, media understanding, semantics, 
etc.), offering new developing approaches, even for the non-programmers. 
For instance, average users, being in the role of software engineers, can just 
provide their front-end needs through graphically interacting interfaces, letting 
machines to assemble the code of the corresponding back-ends, by locating 
generic-purpose ready to use software components (Diamantopoulos, Roth, 
Symeonidis, & Klein, 2017; Roth, Diamantopoulos, Klein, & Symeonidis, 
2014; Tosi & Morasca, 2015; Zolotas, Diamantopoulos, Chatzidimitriou, & 
Symeonidis, 2016). In this perspective, future journalists would have better 
chances and prospects for designing their preferred algorithmic techniques 
on information collection, authentication and publishing.

The above technological facilities can be utilized by all, informing users, 
professional and citizen journalists that are involved in the news business. 
However, while remarkable research progress has been conducted in the 
implementation of related inspection methods (both human-operated and 
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machine-assisted), still, a simple, accurate and reliable environment to 
support all aspects of verification in real-world scenarios is missing. An 
integrated model is suggested for this holistic cross-modal validation, taking 
into consideration all the involved modalities across multiple media (i.e. 
channels, users, content versions /instances, etc.), where different evaluation 
practices can be jointly applied. Estimated strengths, weaknesses, opportunities 
and threats of the proposed solution are thoroughly analyzed, while future 
directions are anticipated. Given that the required automations are directly 
and heavily connected to highly-progressed multidisciplinary areas, close-
collaboration between experts of various kinds is judged as fully irreplaceable. 
Proper documentation and dissemination of the achieved results would help 
in the above directions, allowing professionals, scientists and researchers 
from different fields to serve better the interdisciplinary character of the 
project. Among others, monitoring of the competitor domain of counter- or 
anti-forensics is also intensively demanded, ordering to protect the useful 
research findings and to appropriately inform the engaged authorities. Overall, 
a balanced developing and supporting plan is needed for the prosperous 
implementation of the entire undertaking, aiming at equally propelling all the 
implicated processes, without effortlessly grounding priorities to some tasks 
over others. Under these prerequisites, constructive and effective cooperation 
among the involved parties will be more easily reached, which is the key 
factor for ensuring the success of the entire framework, as already pointed out.
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KEY TERMS AND DEFINITIONS

Cross-Media Authentication: An integrated media veracity model 
that evaluates all of the involved modalities across multiple media, so that 
inconsistencies between the different content entities, versions and forensic 
validation outcomes (from multiple methods and practices) could reveal 
possible tampering actions.
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