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Preface 

Biomedical Meets eHealth – From Sensors to Decisions 

Already today, but even more in the future, ICT systems in healthcare and biomedical 

systems and devices will increasingly be intertwined and share a common entity, which 

is data. This completes the chain and flow of information from the sensor via the pro-

cessing to the actuator, which can be anything from a human healthcare professional to 

a robot. Along this pathway, methods for automating the information processing, like 

signal processing, machine learning, predictive analytics and decision support, play an 

increasing role to provide actionable information and to support personalized and pre-

ventive health care concepts, in both biomedical and digital healthcare systems and 

applications. 

Both scientific disciplines, i.e. biomedical engineering and health informatics, are 

also closely related to each other and it is often difficult to delineate where the one ends 

and the other begins. 

This starts with the practical settings, for example, in hospitals. Traditionally, there 

are two different organizational entities working together, i.e. the healthcare engineer-

ing and the ICT departments. The first primarily take care of the “hardware”, i.e. appli-

ances, devices and systems, for example imaging equipment like Ultrasound machines 

or CT scanners. The latter take care of conveying the data generated by these items to 

the bedside and the healthcare specialists via Health Information Systems (HIS), Radi-

ology Information Systems (RIS) or Picture Archiving and Communication Systems 

(PACS). However, these systems are interrelated and – as an example – it becomes 

more and more difficult to locate errors when combined systems come down. In the 

end, security is also a common concern and standards like the IEC 80001: Application 

of risk management for IT-networks incorporating medical devices address these over-

arching needs. 

A look to the international level reveals, for example, that the IEEE Engineering in 

Medicine and Biology Society (EMBS),
1

 the world’s leading biomedical Engineering 

society, has named one of its flagship conferences “Biomedical and Health Informat-

ics”. As such, the name of this conference by itself very much integrates both worlds 

and in recent years this conference has been organized adjacent to the HIMSS Annual 

Conference on Healthcare IT, also evidence of the synergies that can be achieved by 

keeping these two topics close to each other. Therefore, it is fitting, that our opening 

keynote speaker, Prof. Nigel Lovell, has not only significantly contributed to both as-

pects in his professional and scientific life, but also currently happens to be the IEEE 

EMBS president. 

Finally, since its beginning in 2007, the scientific backbone of our annual confer-

ence has been the working group for “Medical Informatics and eHealth” of the Austri-

an Society of Biomedical Engineering (OEGBMT)
2

 and the Austrian Computer Society 

                                                           

1

 https://www.embs.org/  

2

 http://www.oegbmt.at/arbeitsgruppen/medizinische-informatik-und-ehealth/  

v
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(OCG).
3

 This unique group was founded by Prof. Günther Gell in 1981 and, since then, 

has been a forum for the many scientists, experts and practitioners with a stake in both 

worlds. As such, this year’s subtitle was also motivated by making this long-lasting 

partnership more explicit. 

Graz, March 2018 

 

Günter Schreier 

Dieter Hayn 

                                                           

3

 https://www.ocg.at/medizinische-informatik-und-ehealth 
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The Effect of Latent Binary Variables on 
the Uncertainty of the Prediction of a 

Dichotomous Outcome Using Logistic 
Regression Based Propensity Score 

Matching 
Szabolcs SZEKÉRa and Ágnes VATHY-FOGARASSYa,1

aDepartment of Computer Science and Systems Technology, University of Pannonia, 
Hungary 

Abstract. Logistic regression based propensity score matching is a widely used 
method in case-control studies to select the individuals of the control group. This 
method creates a suitable control group if all factors affecting the output variable 
are known. However, if relevant latent variables exist as well, which are not taken 
into account during the calculations, the quality of the control group is uncertain. In 
this paper, we present a statistics-based research in which we try to determine the 
relationship between the accuracy of the logistic regression model and the 
uncertainty of the dependent variable of the control group defined by propensity 
score matching. Our analyses show that there is a linear correlation between the fit 
of the logistic regression model and the uncertainty of the output variable. In certain 
cases, a latent binary explanatory variable can result in a relative error of up to 70% 
in the prediction of the outcome variable. The observed phenomenon calls the 
attention of analysts to an important point, which must be taken into account when 
deducting conclusions. 

Keywords. Case-Control Studies, Propensity Score, Logistic Regression, 
Uncertainty, Monte Carlo Method 

1. Introduction 

In clinical studies, cohort-based analyses are widely used to analyze the effect of specific 
risk factors, causes of diseases or complications of treatments. In these studies, 
characteristic data (e.g. patient history, applied treatments, medication, etc.) of two 
independent groups of patients are compared and the conclusions are drawn from the 
significant differences between the cohorts. 

In cohort studies, the selection of cohorts is very important and has a significant 
impact on the output of the analysis as well. Individuals of these groups have to be similar 
in many ways (e.g. gender and age distribution, etc.), but they have to differ in a certain 
characteristic property (e.g. patients in the case group are treated with a certain medicine, 
while individuals in the control group receive placebo) [1]. In prospective study design, 

                                                           
1  Corresponding Author: Ágnes Vathy-Fogarassy, Department of Computer Science and Systems 

Technology, University of Pannonia, 2. Egyetem Str., 8200 Veszprém, Hungary, E-Mail: vathy@dcs.uni-
pannon.hu 

Health Informatics Meets eHealth
G. Schreier and D. Hayn (Eds.)
© 2018 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-858-7-1

1
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there are many inclusion and exclusion criteria specified to select the proper individuals 
into the case and the control groups [2]. Patient-specific data, thought to be important 
and relevant, are systematically collected and recorded during the whole study period. 
The main disadvantage of these studies is that the execution of a study sometimes takes 
up a lot of time. In contrast, retrospective cohort studies look back in the time and they 
do not require a long time for collecting data about patients. However, these studies must 
face the fact, that the range of available data is not always complete. For this reason, it 
may happen that case and control groups differ not only in the previously planned 
characteristic property (e.g. medication treatment vs. placebo), but hidden differences 
may exist as well, for which we do not have data. Of course, similar cases may also occur 
in prospective studies, if the scope of data included in the study is not complete. 

In the analysis phase, the effect of the known independent variables on the outcome 
can be determined in different ways. If the outcome variable (e.g. the appearance of a 
disease) is categorical, the logistic regression (LR) method is probably the most 
commonly used method for this purpose. Logistic regression determines the odds ratios 
for each explanatory variable and helps to explain relationships between the dependent 
variable (outcome) and the independent variables. However, the LR is based on 
estimation, and it includes uncertainty. The uncertainty of the model can be measured by 

 measures, which suggest how well the observed outcome is replicated by the model 
from the independent variables. That is, if the established logistic regression model is 
inaccurate, then the value of the output variable (e.g. the appearance of a disease) cannot 
be predicted with sufficient certainty. However, the question arises, whether the 
uncertainty of the model can be derived from the latent variables. Furthermore, the 
uncertainty of the prediction of the output variable only arises from the predictive 
variables included in the model or the effect of the latent variables may also affect this 
uncertainty? How does the uncertainty of the model relate to the uncertainty of the 
prediction of the output variable? 

In this paper, our goal is to present a statistics-based research in which we try to 
determine the relationship between the accuracy of the binary logistic regression model 
and the uncertainty of the prediction of the output variable. The analysis is based on 
benchmark datasets generated with Monte Carlo simulations. Using these datasets, 
binary logistic regressions based propensity score matching was performed under various 
conditions to generate possible control groups, and then the deviation of the output 
variable in the case and control groups was investigated in order to determine the degree 
of distortion. In the present study, only the effect of binary independent variables was 
analyzed.  

The remaining part of this paper is organized as follows. Section 2 introduces the 
methods used during our study. In Section 3 the course of the research is presented, then 
Section 4 shows the results of the analysis. Finally, Section 5 concludes the paper. 

2. Theoretical background 

2.1. The methodology of the research 

As we mentioned previously, the aim of our analysis is to measure the effect of the latent 
predictors to the outcome variable. The effect of the known predictive parameters on the 
dependent variable is expressed by the calculations of odds ratios using logistic 
regression. The inaccuracy of the prediction determined by the logistic model was 
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measured by the  value of the model. This quantitative measure also estimates the 
extent of the deficit that comes from latent variables. After the creation of the binary 
logistic regression model, a propensity score value is calculated for each individual based 
on the odds ratios of the known predictive variables. Then, by the use of random 
sampling a case group is created and propensity score matching was performed to select 
the most proper individuals into a control group. Finally, the outcome variable of the 
control group and the case group were compared to measure bias between them and to 
estimate the effect of latent predictive variables. 

These applied methods are introduced briefly in the next section. 

2.2. Applied methods 

2.2.1. Logistic Regression 

Logistic Regression (LR) is a widely used regression model, ranging from machine 
learning to medical fields and social sciences, where the dependent variable is categorical. 
LR is an appropriate regression analysis to conduct when the dependent variable is 
dichotomous (binary): fit for healthcare-based studies where the outcome is the existence 
or lack of a diagnosis or condition. Using LR, it is possible to describe data and to explain 
relationships between the dependent variable (dichotomous outcome) and other 
independent variables, and aims to find the best fitting model to describe these 
aforementioned relationships by using a logistic function. LR estimates a multiple linear 
regression function defined as: 

 (1) 

where  is the probability of presence of the characteristic of interest and  is a 
regression coefficient indicating the relative effect of  explanatory variable on the 
outcome. The logit transformation is defined as the log odds: 

 (2) 
and 

 (3) 

The odds ratio for each independent variable is acquired by applying the exponential 
function to the corresponding factor. 

2.2.2. Coefficient of determination 

Logistic regression is a probabilistic model that does not guarantee that the regressed 
outcome is entirely describable with the independent variables: it is possible to measure 
this uncertainty and there are various methods to do so. The most basic measure is the 
coefficient of determination, denoted by .  is the proportion of the variance in the 
dependent variable that is predictable from the independent variables. It provides a 
measure of how well a model approximates the observed outcomes based on the 
proportion of total variation of outcomes explained by the same model. 

S. Szekér and Á. Vathy-Fogarassy / The Effect of Latent Binary Variables 3

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



Usually, the value of  is in the range of . The better the linear regression fits 
the data, the closer the value of  is to 1. However, values of  outside the range of 

 can occur, depending on the used measure. 
 does not indicate whether the independent variables cause the changes of the 

dependent variable or omitted-variable bias exists. There is no way to tell if the correct 
regression was used, if the most appropriate set of independent variables has been chosen 
or if there is a collinearity present in the data on the explanatory variables. The model 
might be improved by using transformed versions of the existing set of independent 
variables and it is possible that there are not enough data points to make a solid 
conclusion. It is important to take note of the second caveat:  does not indicate whether 
omitted-variable bias exists. But still,  provides a measure to quantify the model 
quality. 

Our main research aim is to discover if there is a measurable numeric relationship 
or determined correlation between the value of general  of models with omitted 
independent variables and the influence of the omitted independent variable on the 
outcome variable. 

2.2.3. Propensity Score Matching 

The Propensity Score (PS) is the probability of the outcome being true, based on the 
observed baseline characteristics. The propensity score is calculated for each individual 
independently. Patients with a near identical level of exposure will be assigned a similar 
propensity score. Matching based on the PS (Propensity Score Matching, PSM) allows 
one to reduce the effects of selection bias or confounding when estimating the effects of 
the outcome when using observational data [3, 4]. It is important to take into 
consideration the “no unmeasured confounders” assumption, stating, that all variables 
affecting treatment assignment and outcome have been measured [Rosenbam1983b]. 
There is no consensus in the literature as to which variables should be included in the 
propensity score model. There are merits in only including potential or true confounders 
[5]. Furthermore, there is no uniform agreement upon the definition of what constitutes 
as a maximal acceptable propensity distance (caliper size) between the matched 
individuals [6, 7]. Of course, if the caliper size is too large, then the accuracy of the 
matching-based selection decreases.  

3. The applied methodology  

Our study is based on the assumption that, if the set of observed variables is complete, 
the logistic regression model properly describes the relationship between the independent 
variables and the dependent variable and the  value of the model is around 1.0. 
Selecting a control group to a sample based on this model guarantees that the deviation 
of the outcome variable is marginal between the case and the control groups based on 
the assumption that the odds ratio values are adequate. The effect of the latent variables 
was analyzed the following way. We omitted only one independent variable at a time 
from the dataset. On the resulting reduced dataset, we remodeled logistic regression, 
recalculated the propensity scores and evaluated the result using the methods described 
in the succeeding paragraphs. In short, we examined how omitted variables affect the  
value and how much deviation can be observed in the distribution of the output variable. 
The question is, therefore, that if we ignore an explanatory variable from the logistic 
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regression, then how can the  value indicate the bias of the output variable (e.g. the 
incidence of a disease). 

3.1. Simulation 

The study was performed on benchmark datasets generated by Monte Carlo Simulation. 
Our investigation scenario consisted of 100 simulated datasets of size 1000 individuals 
characterized by 8 binary independent variables. All 8 independent variables ( ) 
were independent Bernoulli random variables with a probability parameter of 0.5. These 
independent variables model the characteristics of a certain patient, e.g. sex, diagnoses 
and other descriptors. For each dataset, additional datasets were created: for every 
independent variable, we omitted only one, while keeping the others intact. This resulted 
in 8 additional datasets, each one containing only 7 independent variables. This way the 
number of investigated datasets totals   

To determine the output variable we calculated a utility value (  for each 
individuals based on Equation 4. As it can be seen, the values of the regression 
coefficients were chosen in such a way, that the effect of the independent variables 
changes uniformly. The binary outcome (coded by ) was determined by Equation 5 
individually for each dataset. In a more comprehensible way, if the exposure of an 
element from a specific dataset was higher than the median of all elements from the same 
dataset, the outcome is 1 (having a diagnosis or receiving a treatment), otherwise 0. This 
way the probability of the outcome estimates 0.5 for each specific dataset. 

 (4) 

 (5) 

After the creation of the datasets, we performed logistic regression on each of them 
independently, to estimate the propensity scores of the individuals and the  values for 
the models. In the next step, we determined the  difference values for each coherent 
dataset by using Equation 6. 

 (6) 

where  is the  value of the dataset containing all independent variables and 
 is the  value of the dataset from which  was omitted. 
In the next step, test groups were created by blind random selection from each 

dataset having the outcome retain 0.5 probability. The remaining elements formed the 
population, which contained the possible entities of the control groups. To create control 
groups, we ran propensity score matching (with caliper size=0.05) on each dataset 50 
times and 50 possible control groups were selected for each test groups. The evaluation 
of the results was based on the average values of the 50 runs. 

The individuals of the control groups were selected in two different ways. In the first 
case (realistic case), we assumed, that the population giving the basis of the control 
group contains individuals both with 1 and 0 values on the omitted binary variable. This 
case simulates when the population from which the control group is selected may contain 
random values on the invisible predictive parameter. In the second case (pessimistic case), 
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the worst case was modeled, when the population contains only such individuals where 
the value of the invisible predictive feature is equal to 1. This is the case, when we do 
not know, for example, that diabetes has a great impact on the outcome variable, and we 
select people into the control group without taking into consideration this feature, and 
the resulted control group contains only diabetic patients. 

As the output variable in our study is binary, the distribution of the output was 
determined as the ratio of cases with  value, which models, for example, the 
frequency of a disease. So, the relative difference of the output variables in the case and 
control groups was calculated as follows: 

 (7) 

Finally, we compared the calculated  and  values. 

4. Results 

During our work, we analyzed two possible scenarios. The first one is a realistic scenario, 
where the omitted variable in the population contained both 0 and 1 values, while the 
second one is a pessimistic scenario, where the omitted variable was uniform in the 
population with a value of 1.  

Figure 1 shows the relationship between the probability of the outcome being 1 and 
the  value. The left side of Figure 1 shows that there is no noticeable relationship 
between the accuracy of the logistic regression model and the probability of the outcome 
in the realistic scenario. The quality of the selected control groups is almost the same in 
every case. The deviation of the probability of the outcome from the expected value 
(shown in the figure as a cyan horizontal region which represents the minimum, average 
and maximum probability of the outcome being 1 calculated based on the case groups) 
is within a 10% range. It seems that the quality of the outcome variable is not affected  
 

 
Figure 1. Relationship between the probability of the outcome being 1 and the  values for the realistic 
scenario (left) and pessimistic scenario (right). There is a noticeable linear relationship on the right side, while 
this relationship is nonexistent on the left side. 
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Figure 2. Relative error in the probability of the outcome being 1 as a function of  The same analogy 
applies in this case as well. On the left side (realistic scenario) there exists only a 20% relative error in the 
sample and the selected control, while on the right side (pessimistic scenario) this value rises up to 70% as a 
linear function of . 

 
by the quality of the model. The right side of Figure 1 (pessimistic scenario) shows a 
more noticeable connection. The omitted variable strongly affects the value of the 
outcome variable. The worse the logistic regression model estimates the outcome, the 
bigger the difference is in the probability of the outcome variable. Namely, the 
probability of the outcome being 1 is a linear function of the inaccuracy of the logistic 
regression model. The more inaccurate the model, the higher the probability of the 
outcome being 1. 

Figure 2. shows the relative error of the probability of the outcome being 1 between 
the case and the selected control groups as a function of  Just as previously, on the 
left side (realistic scenario) there is no noticeable relationship and the relative error tops 
at 20%. In contrast, in the pessimistic scenario (right side) there is a linear relationship 
between the measures. The higher the inaccuracy of the model, the higher the relative 
error becomes, reaching even 70%. 

Summarizing, the results of the logistic regression based analysis are significantly 
influenced by the ignoration of an explanatory binary variable. In the realistic case, when 
the omitted explanatory variable can take any value in the control group, the relative 
error of the predicted dichotomous value moves between 0% and 20%. However, if the 
omitted explanatory variable only takes 1 as value in the control group, the relative 
difference between the predicted dichotomous outcome value with an omitted 
explanatory variable and the outcome value without any omitted explanatory variable 
can reach 70%. 

5. Discussion 

The selection of independent variables is a critical step in case-control studies. The 
results of case-control studies rest on a correctly constructed dataset and adequate control 
group selection. In this paper, we analyzed the effect of the latent dichotomous variables 
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on the deviation of the outcome variable. The analysis was based on a Monte Carlo 
simulation in which we modeled the effect of omitted variables on the outcome. To 
measure the bias of the outcome we applied logistic regression based propensity score 
matching. We established that in the pessimistic scenario the omitted latent variables 
with high significance could greatly affect the value of the outcome variable. This 
conclusion is based on the revealed linear relationship between the deviance of the 
outcome and the model accuracy. This analysis draws attention to the important fact that 
calculations with latent variables can significantly influence the evaluation of case-
control-based studies. 
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Abstract. Lately, several studies started to investigate the existence of links between 
cannabis use and psychotic disorders. This work proposes a refined Machine 
Learning framework for understanding the links between cannabis use and 1st 
episode psychosis. The novel framework concerns extracting predictive patterns 
from clinical data using optimised and post-processed models based on Gaussian 
Processes, Support Vector Machines, and Neural Networks algorithms. The 
cannabis use attributes’ predictive power is investigated, and we demonstrate 
statistically and with ROC analysis that their presence in the dataset enhances the 
prediction performance of the models with respect to models built on data without 
these specific attributes.  

Keywords. eHealth, Machine Learning, First-Episode Psychosis, Gaussian 
Processes, Support Vector Machine, Neural Networks. 

1. Introduction 

According to the World Health Organisation (WHO), eHealth is any secure, cheap, and 
efficient use of information and communications technologies in order to support health 
[1]. These days, more health care providers are replacing traditional paper notes with 
electronic patient records. In addition, the usage of advanced technologies such as 
computers, personal digital assistants, smart phones, etc. had enabled information to 
become more available and accurate. This lead to a tremendous increase in the electronic 
health data making an ideal promising land for applying machine learning algorithms to 
extract insights from data.  

Currently machine learning algorithms are in the process of revolutionizing health. 
In just the same way as machine learning has made an enormous difference to business 
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and industry, it will just as undoubtedly enhance medical research, and improve the 
practice of healthcare providers. For instance, machine learning algorithms have been 
successfully used in understanding the different manifestations of asthma [2], diagnosing 
psychosis [3][4], classifying leukaemia [5], detecting heart conditions in 
electrocardiogram (ECG) data [6], etc. In particular, machine learning algorithms have 
been proven to be capable of dealing with complicated medical data such as ECG signal 
data, where they show some outstanding results compared to traditional statistical 
approaches.  

These studies suggest that machine learning can provide medical research with 
powerful techniques beyond the traditional statistical approaches mostly used, which 
include the conventional statistical tests, linear and logistic regression. Also, in 
biomedical engineering, several recent papers explored the potential for machine 
learning algorithms to detect various diseases. This has led to the publication of more 
guidance for medical researchers on how to infer and question such findings [7]. Finally, 
there is a tremendous interest in current interdisciplinary research into exploiting the 
power of machine learning to enable further progress in the new area of Precision 
Medicine, in which predictive modelling plays a vital role in forecasting treatment 
outcomes, and thus decisively contributes in optimising and personalising treatments for 
patients [8]. 

The medical field is considered as a critical area of research, yet there are still many 
difficult tasks that need to be carried out precisely and efficiently. The future success of 
health sector planning, and of healthcare in general, will be the adoption of intelligent 
systems where robotics and machine learning intersect. In order for health sector 
planning to catch up in this fast changing environment, machine learning must be put at 
the core of most strategies. For example, new developments in Psychiatry concern the so 
called Data-driven Computational Psychiatry, which relies heavily on the use of machine 
learning.   

In this study, we propose a new computational psychiatry and machine learning 
framework based on developing optimised models for predicting the onset of first-
episode psychosis with Gaussian Processes (GP), Support Vector Machines (SVM), and 
Neural Networks (NNET). In particular, our aim is the predictive modelling approach to 
help understanding the link between the first-episode psychosis and cannabis use.  The 
dataset on which we based our study was collected by psychiatry practitioners and was 
used in previously conducted studies, such as [3][9]. It comprises an extensive set of 
variables, including demographic, drug-related and other variables, with specific 
information on participants' history of cannabis use - some of which being illustrated in 
Table 1.  

The framework we present here integrates: data pre-processing, model tuning, model 
post-processing with receiver operating characteristic (ROC) optimisation based on the 
maximum accuracy cut-off threshold, and model evaluation with k-fold cross-testing. 
This sequence of enumerated phases is repeated 500 times for each GP, SVM with radial 
and polynomial kernels, and NNET algorithms, to study the potential variation of the 
performances of the resulting models. We investigated also the cannabis use attributes’ 
predictive power by establishing statistically that their presence in the dataset augments 
the models’ performances. 
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Table 1. Cannabis use attributes in the analysed dataset [3]. 

Attribute Description 
lifetime_cannabis_user Ever used cannabis: yes or no 
age_first_cannabis Age upon first use of cannabis: 7 to 50 
age_first_cannabis_under15 Age less than 15 when first used cannabis: yes, no or never used 
age_first_cannabis_under14 Age less than 14 when first used cannabis: yes, no or never used 
current_cannabis_user Current cannabis user: yes or no 
cannabis_fqcy Pattern of cannabis use: never used, only on weekends or daily  
cannabis_measure 
 
 

Cannabis usage measure: none, hash less than once per week, hash 
on weekends, hash daily, skunk less than once per week, skunk on 
weekends, skunk daily 

cannabis_type Cannabis type: never used, hash or skunk 
duration Cannabis use duration: 0 to 41 (months) 

2. Methods 

2.1. Description of study population  

The data we used to build our predictive models were a part of a case-control study [9]. 
The clinical data comprise 1106 records divided into 489 patients, 370 controls and 247 
unlabelled records. The patients were individuals who presented with first-episode 
psychosis to the inpatient units of the South London & Maudsley Mental Health National 
Health Service (NHS) Foundation Trust. The controls were healthy people recruited from 
the same area served by the Trust. Each record in the data refers to a participant in the 
study and has 255 possible attributes divided into four groups. The first group consists 
of demographic attributes, which represent general features like gender, race and level 
of education. The second group of drug-related attributes contains information on the use 
of non-cannabis drugs, such as tobacco, stimulants and alcohol. The third group contains 
genetic attributes. These were removed from the analysis since they were out of this 
study scope. The final group contains cannabis-related attributes, such as the duration of 
use, initial date of use, frequency, cannabis type, etc. 

For the purpose of building prediction models, we first removed any attribute with 
more than 50% missing value. Then, we perform the same high-level simplification of 
the dataset that was proposed in [3]. The resulting dataset, after the transformations, 
contained 783 records and 78 attributes. The records are divided into 451 patients and 
332 controls. A summary of some of these fields—specifically, those that relate to 
cannabis use, such as type, age of first use and duration—can be seen in Table 1. 

2.2. Data pre-processing  

The quality of data may significantly affect the performance of the predictive models 
[10]. In order to help improve the quality of the data and, consequently, of the predictive 
models, the clinical data is pre-processed. Data pre-processing usually deals with the 
preparation and transformation of the initial dataset. In this study, we applied numerous 
pre-processing techniques such as missing values imputation, class balancing and feature 
selection to improve the efficiency and ease the modelling process. 

Firstly, in term of missing values imputation, we applied random forest imputation 
from the randomForest package [11]. Although this method is computationally 
expensive, it enhanced the predictive power of the final models.  
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Figure 1. Attributes’ predictive power with respect to Information Gain. 

 
Secondly, the synthetic minority over-sampling technique (SMOTE) [12] was 

selected to treat the unbalanced classes existed in the data. SMOTE chooses a data point 
randomly from the minority class, de-terminus the K nearest neighbours to that point and 
then uses these neighbours to generate new synthetic data points using slight alterations. 
Our analysis used five neighbours. The results show that SMOTE leads to an increase in 
both the area under the ROC curve (AUC) and the accuracy. 

Finally, we applied a feature selection technique based on the information gain [13]. 
To do so, we evaluate the information gain for each attribute with respect to the class. 
Such techniques are often used with forward selection or backward elimination, which 
considers only removing the feature subset with least ranking values. In this study, we 
apply information gain to filter out the attribute that does not have predictive power 
regarding information gain. Figure 1 illustrates some (due to lack of space) attribute 
predictive power with respect to the information gain. Figure 1 shows that attributes such 
as riskcan and typefrq2, which are cannabis measures are the highest ranked attribute 
when attributes such as gender are among the least ranked attributes. Initially, this 
indicates that some of the cannabis use attributes have more productivity power than 
some of the demographic attributes 

2.3. Predictive modelling 

To develop optimised predictive models for first-episode psychosis, we controlled the 
values of the parameters for each of the considered algorithms using chosen grids. 
Predictive models have been fitted in a five-fold cross-validation procedure, on each 
training set after pre-processing techniques were applied on the same training set, and 
have been tested on each test set. Models based on SVM, NNET, and GP were optimised 
to maximise AUC.  

First, SVM models were tuned with different kernels such as SVM with the radial 
kernel (SVMR) and SVM with the polynomial kernel (SVMP). The optimal SVM 
models were obtained with SVMR, after tuning the parameters cost and gamma over 10 
values. The optimal values for cost and gamma were 16 and 0.004, respectively.  

Then, GP models were tuned with different kernels such as GP with the radial kernel 
(GPR) and GP with the polynomial kernel (GPP). The optimal GP models were obtained 
with GPP, with the parameters degree and scale, tuned over 10 values. The optimal 
values for degree and cost were 3 and 0.01, respectively.  
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Figure 2. ROC curves for 3 models: SVMR, NNET and GPR. 

 
Finally, NNET models were tuned over 15 values for the size (i.e. the number of 

hidden units) and 15 values for the decay (i.e. the weight decay), which is the parameter 
in the penalisation method for model regularisation. The optimal values were 13 and 
0.01, respectively. 

2.4. Predictive model post-processing  

ROC curves allow visual analyses of the trade-offs between a predictive model’s 
sensitivity and specificity regarding various probability cut-offs. The curve is obtained 
by measuring the sensitivity and specificity of the predictive model at every cutting point 
and plotting the sensitivity against 1-specificity. Figure 2 shows the ROC curves 
obtained for three of our predictive models, which are SVMR, NNET and GPR. The 
curve shows that SVMR performs better than other models regarding the evaluation 
dataset. 

Several methods exist for finding a new cut-o  threshold on the ROC curve. In this 
study, we find the point on the ROC curve corresponding to the highest accuracy.  

2.5. Overall modelling procedure  

The overall modelling procedure, which is based on data pre-processing, model 
optimisation, model post-processing and model evaluation, is inspired by [4] and 
reformulated and adapted to the context of the present framework. First, the dataset is 
randomly split, with stratification, in 60% and 40% parts denoted here by P1 and P2, 
respectively. Then, P1 is used for training and for optimising the model, as explained in 
Subsection 2.3. Different pre-processing methods that were explained in Subsection 2.2 
were appropriately integrated into the cross-validation. Finally, in order to further 
enhance the model performance, the post-processing and model evaluation methods were 
applied to the optimised model using k-fold cross testing on the P2 dataset. In the k-fold 
cross testing procedure, we produce k post-processed model variants of the original 
optimised model. First, we create k stratified folds of the P2 dataset. Then, k-1 folds are 
used to find an alternative probability cut-off, that corresponds to the highest accuracy, 
on the ROC curve. The remaining one-fold is scored with the post-processed model 
based on the newly found cut-off point. This procedure enhances the predictive models 
and ensures that the datasets for post-processing and scoring are always distinct.  
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Figure 3. 500 repeated experiments simulations on Support Vector Machines with Radial (SVMR) and 
Polynomial kernels (SVMP), Gaussian Processes with Radial (GPR) and Polynomial kernels (GPR) and Single 
Layer Neural Networks (NNET). 

3. Results 

Due to expected potential variations of the predictive models' performance, we 
conducted extensive repeated experiments simulations to study these variations and the 
models’ stability. The simulations consisted of 500 iterations of the procedure explained 
in Subsection 2.5. The models' performances concerning accuracy, AUC, sensitivity and 
specificity were evaluated for each iteration.  

The aggregation of all iterations yielded various distributions of the above 
performance measures. These distributions were then visualised using box plots in 
Figure 3 to capture the models’ performance capability and stability.  

Also, estimations of the predictive neural networks’ performances regarding means 
and standard deviation (SD) are shown in Table 2. We report results regarding models 
which are post-processed with ROC optimisation based on the largest accuracy cut-off 
method, as explained in Subsection 2.5. The results show that SVMR achieved the best 
results with a mean accuracy of 0.83 (95% CI [0.79, 0.87]) and a mean sensitivity of 0.87 
(95% CI [0.81, 0.93]), similar to the results achieved by GPP.  The rest of the predictive 
models scored a mean accuracy of 81%, which is better than all performances scored at 
[3]. 

Overall, we find that the models, especially SVMR and GPP, have good predictive 
power and stability, based on an acceptable level of variation in their performance 
measures evaluated across extensive repeated experiments simulations. Also, the results 
indicate that the performance differences between the different methods for selecting the 
ROC cutting points are not significant regarding the 4 performances.    
After performing the repeated experiments simulations, we further investigated the 
predictive models in order to better comprehend the predictive power of the cannabis-
related attributes over first-episode psychosis via statistical tests. To do so, we re-fit our 
performing models but removed the cannabis-related attributes, represented in Table 1, 
from the dataset. Then, we compared the performances of the models built with and 
without the cannabis-related attributes using t-test. We thereby demonstrated the  
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Table 2. Estimations of the predictive model's performances. 

Model Accuracy AUC Sensitivity Specificity 
Mean SD mean SD mean SD mean SD 

SVMR 0.83 0.02 0.88 0.02 0.87 0.03 0.77 0.04 
SVMP 0.81 0.02 0.87 0.02 0.81 0.04 0.80 0.04 
NNET 0.81 0.02 0.86 0.03 0.81 0.04 0.80 0.04 
GPR 0.81 0.02 0.86 0.04 0.86 0.03 0.73 0.03 
GPP 0.83 0.02 0.89 0.02 0.88 0.03 0.77 0.04 

 
predictive value of cannabis-related attributes with respect to first-episode psychosis by 
showing that there is a statistically significant difference between the performances of 
the predictive models built with and without the cannabis variables. 

Our analysis showed that the accuracy of SVMR decreased by 6% if the cannabis-
related attributes were dropped from the process of building the predictive models as 
shown in the right image in Figure 4. If we compare, for instance, the accuracies of the 
SVMR models built on the data sets with and without the cannabis use attributes, the p-
value obtained for the one-tailed t-test was 0.0002. This means that the predictive models 
with cannabis attributes have higher predictive accuracy than the models that were built 
without the cannabis attributes. This leads us to conclude that the additional cannabis 
variables jointly account for predictive information over first-episode psychosis. These 
results are consistent with findings from [3]. Also, we demonstrated that there is a 
significant difference between the ROC curves of the predictive models built with and 
without the cannabis variables as shown in the lift image in Figure 4. This also confirms 
the idea that the predictive models with cannabis attributes have higher predictive power 
than the models that were built without the cannabis attributes. 

4. Conclusion 

The advent of machine learning has so far proved to be of prime importance and 
capability in various fields, and recently in medical research and healthcare. This paper 
proposes a novel computational psychiatry and machine learning framework based on 
developping predictive models for the onset of first-episode psychosis in presence of 
clinical data including also cannabis use. We explored three types of machine learning  
 

 

 
Figure 4. Left: ROC curves for optimised SVMR, with and without the cannabis attributes. Right: boxplots 
for 500 repeated experiments simulations for optimised SVMR, with and without the cannabis attributes. 
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algorithms, namely Gaussian Processes, Support Vector Machines, and feed-forward 
neural networks. Models are tuned and further optimised via post-processing, and 
evaluated with a k-fold cross testing methodology. In order to study the variation of the 
performances of the prediction models, the framework incorporates 500 repetitions of 
the model building, optimising, testing sequence. Experimental results show that the 3 
machine learning algorithms lead to comparable models, with a slight advantage for 
Support Vector Machines and Gaussian Processes in front of neural networks.  

Our best models score an average accuracy of 83%, which is above all the accuracy 
performances achieved in previous studies such as [3]. This paper extends on previous 
work as [3] by proposing a new machine learning framework based on a novel 
methodology in which models are post-processed based on ROC optimisation, and 
evaluated with the recent method of k-fold cross testing which we adapt after [4]. 
Moreover, in this new methodology, we developed optimized models with other 
powerful techniques such as Gaussian Processes and artificial neural networks not 
addressed in [3].  We also demonstrate statistically that the best models’ performance 
decreases if cannabis attributes are removed from the analysis. This fact is also confirmed 
and illustrated by ROC analysis.  
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Abstract. Background: Evidence-based clinical guidelines have a major positive 
effect on the physician’s decision-making process. Computer-executable clinical 
guidelines allow for automated guideline marshalling during a clinical diagnostic 
process, thus improving the decision-making process. Objectives: Implementation 
of a digital clinical guideline for the prevention of mother-to-child transmission of 
hepatitis B as a computerized workflow, thereby separating business logic from 
medical knowledge and decision-making. Methods: We used the Business Process 
Model and Notation language system Activiti for business logic and workflow 
modeling. Medical decision-making was performed by an Arden-Syntax-based 
medical rule engine, which is part of the ARDENSUITE software. Results: We 
succeeded in creating an electronic clinical workflow for the prevention of mother-
to-child transmission of hepatitis B, where institution-specific medical decision-
making processes could be adapted without modifying the workflow business logic. 
Conclusion: Separation of business logic and medical decision-making results in 
more easily reusable electronic clinical workflows.  

Keywords. Guideline Adherence; Decision Support Systems, Clinical; Automatic 
Data Processing; Hepatitis B; Obstetrics and Gynecology Department, Hospital 

1. Introduction 

Clinical guidelines contain detailed instructions for the diagnosis and treatment of 
specific diseases or coping with difficult clinical situations. Their aim is to guide 
physicians in the decision-making process and introduce standard-based patient care [1]. 
In the ideal case, clinical guidelines are evidence-based, thereby identifying and 
integrating the most recent advances in prevention, diagnosis, treatment, prognosis, and 
cost-effectiveness in patient care [2]. As such, clinical guidelines have great potential to 
improve quality management and patient safety [3]. 
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Although evidence-based clinical guidelines are accepted among patient caregivers, 
they are frequently neglected in clinical routine because of their poor accessibility or 
time constraints on the part of clinicians. One solution to these limiting factors is to 
integrate clinical guidelines as computerized workflows in hospital or departmental 
information systems [1]. 

Clinical guidelines are usually documented as narratives containing descriptive texts, 
partially structured if-then statements, annotated decision tables, and/or narrated decision 
trees. In order to be integrated into an information system and processed automatically, 
the narratives need to be transformed into a standardized representation language and 
compiled into a computer-interpretable program. Several guideline models and execution 
engines are available for clinical use [4, 5]. 

One property of most guideline models and execution engines is that medical 
knowledge is combined with business logic. This restricts their reusability because 
healthcare institutions may have the same or similar workflows, but employ different 
underlying medial decision-making processes. We decoupled a clinical workflow’s 
business logic, i.e. logic describing which actions to undertake and when during a 
diagnostic process, from medical decision-making, i.e. medical knowledge on how to 
perform these actions. 

We adopted the Business Process Model and Notation (BPMN), version 2.0, Object 
Management Group (OMG) standard [6] to represent clinical guidelines in abstracted 
workflow form, and the Health Level Seven (HL7) knowledge representation standard 
Arden Syntax [7] to represent digitized medical knowledge. BPMN is a graphical 
representation language designed to model business processes and transform them into 
a set of activities. Several authors who reported on the implementation of clinical 
guidelines in BPMN noted significant improvements in their decision-making processes 
[8-10]. Arden Syntax is an international standard for medical knowledge representation 
and processing, extensively applied for clinical decision support (CDS). 

The aim of our project is to devise a set of best-practice methods on the 
implementation and deployment of digital clinical guidelines in order to ensure and 
optimize the quality of patient care. In the present study, we focus on an important 
subproblem, namely how business logic can be separated best from medical decision-
making when constructing an electronic clinical guideline. As a use case, we 
implemented a clinical workflow from the department of obstetrics and gynecology at 
the Vienna General Hospital (VGH), which contains evidence-based instructions on how 
to prevent mother-to-child transmission of hepatitis B. 

2. Methods 

This study addresses the implementation of the “Check for hepatitis B status at an 
outpatient visit of pregnant women” (HepBPW) guideline. This clinical guideline 
provides evidence-based instructions on how to prevent mother-to-child transmission of 
hepatitis B during pregnancy, and is part of the quality management framework at the 
department of obstetrics and gynecology, Vienna General Hospital [11]. 
The HepBPW guideline describes how outpatients are tested for their hepatitis B status, 
using hepatitis B antigen test results as well as quantitative hepatitis B polymerase chain 
reaction (PCR) test results. Based on the availability and outcome of these results, 
patients are instructed about breastfeeding (Table 1) and coached on adhering to these 
recommendations (such as how to wean a newborn from breastfeeding).  
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Table 1. Hepatitis B breastfeeding recommendations for HBsAg-positive patients. Table adapted from [11]. 

Test results Hepatitis B PCR 
Positive1 Negative2 Unknown 

HBeAg 

Positive 
Don’t breastfeed or 
wean from 
breastfeeding 

Breastfeeding after 
immunization possible 

Don’t breastfeed or 
wean from 
breastfeeding 

Negative 
Don’t breastfeed or 
wean from 
breastfeeding 

Breastfeeding after 
immunization possible 

Breastfeeding after 
immunization 
possible 

Unknown 
Don’t breastfeed or 
wean from 
breastfeeding 

Breastfeeding after 
immunization possible 

No recommendation 
possible until data is 
available 

1 Positive corresponds to >2*106 genomes/ml  
2 Negative corresponds to ≤2*106 genomes/ml  
Note: HBeAg, hepatitis B envelope antigen; PCR, polymerase chain reaction 

2.1. Data Collection and Storage 

For workflow development and testing purposes, patient cases covering all possible 
guideline scenarios were provided by the department of obstetrics and gynecology at the 
VGH; these data were stored in a MySQL database. 

2.2. Business Process Model and Notation 

To design BPMN-based workflows we used core elements of the BPMN standard, which 
include flow objects, connecting objects, swim lanes, and artefacts. 

Flow objects are the main elements describing workflow, and consist of events, 
activities, and gateways. Events are basic elements that trigger or terminate a process, 
such as start and stop events. Activities constitute an actual sequence of tasks that need 
to be executed in the process. Finally, gateways are constructs that determine control 
flow. 

Flow objects are joined by connecting objects. They comprise sequences, messages, 
and associations. A sequence flow shows the order in which activities are performed, a 
message flow indicates the messages exchanged between workflow participants, and 
associations associate an artefact or text with a flow object. 

Two swim lane components exist: pools and lanes. These serve as visual 
mechanisms that organize and categorize activities. A pool consists of major participants 
in a process, such as different organizations or different organizational branches. Lanes 
are used to organize and categorize activities within a pool. 

Artefacts enable developers to annotate models with additional information in order 
to improve their readability. These comprise data objects, groups, and text annotations. 
Data objects show which data are needed or produced in an activity. Groups are used to 
categorize different activities without affecting the model’s flow. Finally, text 
annotations are used to improve the readability and comprehensibility of the model. 

We employed the open-source Activiti BPMN 2.0 Platform for the development of 
BPMN workflows, This framework offers the following components among others [12, 
13]:  

� the Activiti Engine, a Java process engine that runs BPMN 2.0-defined 
workflow processes;  

� the Activiti Explorer, a web application that provides access to the Activiti 
Engine runtime; 
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� the Activiti Designer, an Eclipse plugin which permits the operator to 
graphically model BPMN 2.0 compliant workflow processes. 

2.3. Arden Syntax and ARDENSUITE 

We used Arden Syntax for the implementation of medical data access and knowledge-
based clinical rule evaluation. Arden Syntax is a knowledge representation and 
processing standard capable of computerized representation and processing of medical 
knowledge, such as rules, decision trees, tables, and scores. Constituent medical rule sets 
and procedures are known as medical logic modules (MLMs) [14], and usually contain 
sufficient logic to make at least a single medical decision. Such a decision may result in 
a clinical alert, reminder, recommendation, or a circumscribed activity in a clinical 
guideline [15-17].  

We used the ArdenSuite CDS technology platform for the execution of Arden 
Syntax MLMs, [18]. ARDENSUITE consists of an ARDENSUITE server with an Arden 
Syntax engine and a connector to relational databases, which is used for the storage, 
management, and execution of MLMs. Furthermore, it contains an ARDENSUITE 
integrated development and test environment (IDE), which serves as an authoring and 
test tool for Arden Syntax MLMs. Bidirectional access to MLMs is provided via 
representational state transfer (REST) or simple object access protocol (SOAP) requests 
and responses [18, 19].  

2.4. Electronic Workflow Construction Principles and Restrictions 

A guiding principle in constructing electronic workflows was to retain the original 
structure of the workflow and not introduce optimizations. In doing so, the workflow 
remained recognizable to our clinical partners, which promotes the acceptance of our 
method among clinicians. Furthermore, the workflows are implemented in such a way 
that they are not directly dependent on patient data, but rather on classification labels, 
thus improving their readability and reusability. The following guidelines and 
restrictions were used in modeling: 

1. Every medical action, such as test ordering, test result communication, or 
medical examination, is by default modeled as a user action.  

2. Every non-medical process, such as data preparation, abstraction etc., is 
implemented as a service task. 

3. Every medical decision, such as decisions and labels generated on patient data 
to advance patient diagnosis or treatment, is implemented in Arden Syntax and 
implemented as a remote service task. 

3. Results 

Figure 1 shows the Activiti implementation of the HepBPW guideline.  
The contents of the workflow results include instructions for: 
� Active and passive immunization after childbirth, if necessary 
� Specific breastfeeding recommendation according to Table 1 
� Referrals for hepatitis B antigen and/or hepatitis B PCR testing 
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Figure 1. Activiti BPMN workflow for the HepBPW clinical workflow. 

 

For the clinical use case, we constructed four MLMs that were responsible for 
clinical data retrieval and interpretation, including the hepatitis B breastfeeding 
recommendations shown in Table 1. Table 3 provides an overview of these MLMs and 
their descriptions.  
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Table 2. Activiti service tasks created for the clinical use case and their description. 

Activiti service task Description 
Convert input to JSON format Converts a string input to JSON format 
Extract gestational week Extracts a patient’s gestational week interpretation  
Extract breastfeeding recommendation Extracts breastfeeding recommendations for a patient 
Get PDF form Retrieves an institute-specific PDF form 
Tasks with prefix MLM:  Calls institute-specific evaluations implemented in 

Arden Syntax. These activities function as a wrapper 
for a REST call to the ARDENSUITE 

 
Finally, in order to orchestrate uniform interaction between Activiti and the 

ARDENSUITE, we developed a service in Java that can call MLMs over REST 
communication and receive the results of an MLM call. In this service, parameters and 
responses are both formatted in JavaScript object notation (JSON). 

 
Table 3. MLMs for the provision and interpretation of medical data related to the HepBPW workflow. 

MLM name Description 
BreastfeedDecision Implements the hepatitis B breastfeeding recommendation as stated in 

Table 1. The parameters for this decision are read from institute-
specific medical data repositories. 

GestationWeek Reads the patient’s gestational week from the medical database and 
determines whether it is below or above an institute-specific 
threshold related to an action in the workflow. 

HBeAg-PCR-Availability Checks in the institute-specific medical data repositories whether 
hepatitis B antigen and/or hepatitis B PCR test results are available 
for a patient. 

HBsAgResult Reads the patient’s hepatitis B surface antigen test result from the 
institute-specific medical data repositories. 

Note: HBsAg, hepatitis B surface antigen; HBeAg, hepatitis B envelope antigen; PCR, polymerase chain 
reaction 

4. Discussion 

We presented a clinical workflow solution that combines a BPMN-based workflow 
model with Arden Syntax MLMs. This solution permits the simplification of complex 
clinical guidelines by dividing them into an evidence-based general workflow layer, and 
an institute-specific medical decision-making layer. It is an essential step for integrating 
evidence-based clinical guidelines into the patient care process, and aids in the 
widespread dissemination and use of such guidelines. 

Compared to other reports on the use of BPMN for modeling clinical pathways [8-
10], we present a more transparent model of individual clinical workflow parts. 
Moreover, our method facilitates CDS.  

As we developed our solution in a controlled environment, several limitations need 
to be considered. First, the solution needs to be evaluated by different stakeholders 
because the guideline was not tested across different clinical departments. As this is only 
a preliminary technical and clinical feasibility study, an acceptance study is yet to be 
performed. Finally, as the workflow contains sensitive patient data, the safety and 
security of data communication between platforms need to be assessed. 

As clinical guidelines tend to be neglected in clinical routine, this approach is an 
innovative milestone in the electronic marshalling of such guidelines with the purpose 
of achieving the highest quality of patient care. The next step will be to test this approach 
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in a real-time clinical environment and study workflow results directly in clinical routine; 
previous projects have already shown how Arden Syntax MLMs can be directly 
integrated into clinical routine [20, 21]. 

5. Conclusion 

Creating a BMPN-based clinical workflow in combination with an Arden-Syntax-based 
rule engine proved to be an efficient method of representing and automatically 
processing clinical guidelines. The use of Activiti enabled us to implement the content 
of an evidence-based clinical guideline as a BPMN-based clinical workflow, while the 
ARDENSUITE server and rule engine software instantiates the necessary data access and 
knowledge-based tasks. This solution permits the implementation of human-readable 
guidelines and sets a milestone for further clinical informatics research as well as the 
implementation of clinical guidelines and processing using established standards from 
two organizations, namely OMG and HL7 International. 
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Abstract. Background: Medical ward rounds are critical focal points of inpatient 
care that call for uniquely flexible solutions to provide clinical information at the 
bedside. While this fact is undoubted, adoption rates of mobile IT solutions remain 
rather low. Objectives: Our goal was to investigate if and how mobile IT solutions 
influence successful information provision at the bedside, i.e. clinical information 
logistics, as well as to shed light at socio-organizational factors that facilitate 
adoption rates from a user-centered perspective. Methods: Survey data were 
collected from 373 medical and nursing directors of German, Austrian and Swiss 
hospitals and analyzed using variance-based Structural Equation Modelling (SEM). 
Results: The adoption of mobile IT solutions explains large portions of clinical 
information logistics and is in itself associated with an organizational culture of 
innovation and end user participation. Conclusion: Results should encourage 
decision makers to understand mobility as a core constituent of information logistics 
and thus to promote close end-user participation as well as to work towards building 
a culture of innovation. 

Keywords. mHealth, Organizational Culture, Diffusion of Innovation, Patients' 
Rooms, Clinical Rounds, Electronic Health Records 

1. Introduction 

Ward rounds are uniquely information intense workflows as they are arguably the most 
important focal points for medical decision making in secondary care [1,2]. This poses 
unique challenges to hospital IT-systems in terms of flexible and effective information 
provision in close proximity to the point of care. It also holds promises with respect to 
efficiency gains [3], enhanced access to information [4] and increasing quality of care 
[5]. Meeting key requirements of successful clinical information logistics [6] in ward 
rounds in terms of providing the right information for the right person, at the right time 
and in the right quality, requires innovative and mobile IT solutions to be applied. 
Although there has been rising adoption and increased attention in research towards 
mobile solutions following the society-wide uptake of tablet and smartphone usage, 
adoption rates in hospital settings remain surprisingly low [7]. This poses questions about 
their efficiency and usefulness in clinical environments. Benefits might be considerably 
hampered by negative externalities such as distractions from physician-patient 
interactions [8,9], usability issues [4] as well as security concerns that might outweigh 
potential benefits.  
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In accordance with modest adoption rates, workflow support through IT in ward 
rounds is often perceived significantly poorer compared to other clinical core processes 
such as clinical admission and pre- and post-surgery workflows or discharge [10]. Thus, 
we were interested in researching current adoption rates of mobile IT solutions in ward 
rounds across hospitals in the DACH-region (Germany-Austria-Switzerland) and in 
investigating the association between adoption rates and the perceived quality of 
workflow support from a user perspective. Successful clinical information logistics was 
thereby regarded as the manifestation of effective workflow support [11]. 

We furthermore aimed at gaining insights on how hospitals can bring innovative 
health IT such as mobile IT solutions into practice, i.e. what socio-organizational factors 
distinguish adopters from non-adopters. In times of increasingly fast innovation cycles 
in health IT, hospitals need to be able to flexibly adopt innovations within clinical 
workflows in order to be able to deliver high quality care and stay competitive [12]. 
Building on previous works we specifically considered the degree of user participation 
in the different stages of IT projects (in strategy development, implementation, 
evaluation etc.) and an innovation-friendly culture created by the top management to be 
possible antecedents of higher adoption rates of mobile IT solutions as both are regarded 
as key components of an organization’s innovation capabilities [13-15]. The main goal 
therefore was to elaborate and test a generalizable framework from a user perspective 
that maps out preconditions and consequences of mobility and successful information 
logistics in ward rounds on a large scale. 

2. Methods 

2.1. Material 

Data used in the analyses were obtained in the context of the international initiative “IT 
Report Healthcare” that aimed amongst others to assess the perceived IT-usage, IT-
workflow-support, IT-quality and engagement of clinical staff in IT-projects. Most items 
were developed on the basis of existing surveys and scales [10,13,16] whereas scales for 
measuring information logistics in ward rounds as well as indicators of participation were 
newly developed and pretested in two iterations by a total of 14 experts (including health 
IT scientists, statisticians, management researchers, executive health professionals and 
one psychologist). The questionnaire targeted clinical users in German, Austrian and 
Swiss hospitals. In order to yield an overview of the entire hospital, the medical and 
nursing directors, as representatives of their hospital, were asked to provide answers that 
represent the prevailing view of the front-line clinicians. Data were collected via an 
online questionnaire between June and September 2017. We received fully completed 
responses from 373 out of a total of 2421 hospitals contacted (response rate: 15.4%). 
85.2% of responses came from Germany, 7.0% from Austria and 7.8% from Switzerland. 

2.2. Data Analysis 

Since we aimed at statistically explaining both, antecedents and consequences of mobile 
IT solutions in order to work towards a comprehensive and more generalizable model, 
we applied structural equation modelling (SEM). SEM is the most common family of 
statistical methods available for testing complex cause-effect relationships, especially 
when latent variables (i.e. variables, that are not directly observed) are involved [17]. 
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The model was specified to explain the variance in the endogenous variable 
“mobility” by the degrees of “innovation culture” and “participation” as well as to 
explain the variance in “clinical information logistics” by all other variables through 
direct and indirect effects, mediated by the degree of mobility (Fig. 1). All four variables 
were specified as latent variables, reflected by their respective indicators from the survey 
(Tab. 1). Thus, four reflective measurement models were combined in one structural 
model.  

SEM offers a variety of possible techniques and algorithms with covariance-based 
SEM (CB-SEM) techniques being the most common [18]. CB-SEM has a primarily 
confirmatory character in that it focusses on model-fit and is therefore mostly used to 
test and confirm existing models within theory development. In contrast to CB-SEM, 
variance-based SEM, known as partial least squares (PLS-SEM) has a stronger focus on 
predicting target constructs and on the identification of key drivers with a more 
exploratory character [19]. However, in recent years a modified algorithm based on PLS 
has been developed that produces results largely consistent with CB-SEM, called 
consistent partial least squares (cPLS-SEM) which is increasingly gaining popularity 
[20]. We decided to apply cPLS-SEM to our data since it is also known to be 
advantageous in that it does not require multivariate normality and tolerates ordinal 
scaled data [21].  

In order to assess the reflective models, the latent constructs “innovation culture”, 
“participation”, “mobility” and “clinical information logistics” were tested for reliability 
as well as convergent and discriminant validity using Cronbach’s α, congeneric 
reliability (CR), the average variance extracted (AVE) and heterotrait-monotrait ratios 
of correlations (HTMT) [21]. Relations within the structural model were investigated 
based on the direct, total and indirect effects with p-values and confidence intervals 
obtained from 1,000 bootstrap replications. All analyses were performed using SmartPLS 
(v. 3.2.7). 

3. Results 

The responses from our participants show that the adoption rates of mobile IT solutions 
in hospital still seem to have room for improvement (Tab. 1) – especially in Germany. 
On average, respondents indicated about 50% of the clinical units to have Wi-Fi available 
(GER: x̄ = 45.7% ± 41.7%; AUT: x̄ = 66.2% ± 40.1%; CH: x̄ = 80.0% ± 34.2%) and that 
45% of hospital wards have mobile access to patient data (GER: x̄ = 41.7% ± 42.3%; 
AUT: x̄ = 64.0% ± 41.2%; CH: x̄ = 77.6% ± 37.7%) - although on average only 3.54 (out 
of 10) patient data types1 (GER: x̄ = 3.3 ± 4.0; AUT: x̄ = 4.4 ± 3.9; CH: x̄ = 5.5 ± 4.4) 
were reported to be accessible on mobile devices. About 20% of the surveyed hospitals 
reported to have at least eight data types available and therefore seemed to have 
implemented more comprehensive solutions. 

 
 

                                                           
1 Patient identity data, case data (diagnosis and therapy codes), orders, results (text), results (images), 

results (electrophysiology), kardex with medication and vital signs, warnings, check lists, others 
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Table 1. Indicators & descriptive results (n = 373). a Likert-Scale (1 = "strongly disagree, 2 = "disagree", 3 = 
"neutral", 4 = "agree", 5 = "strongly agree"). b 1 = "no participation at all" … 10 = intensive participation".        
c composite scores, ranging from 0-10. 
Code Question Sub-question x̄ SD 

IC1 

Please indicate your (dis-) 
agreement with the following 
statements.a 

"Our executive board actively promotes the 
initiation of innovative IT projects." 3.54 1.13 

IC2 "Our executive board regularly perceives IT as a 
mere expense factor." 2.60 1.12 

IC3 
"Our hospital shows great agility and flexibility 
when it comes to implementing new IT 
solutions." 

3.08 1.17 

IC4 "Our hospital has a well-defined future vision 
that is shared by the IT department." 3.33 1.19 

IC5 "We usually take IT into account when working 
on new medical or nursing related projects." 3.41 1.06 

IC6 
"There is a culture of tolerance in our hospital 
when dealing with mistakes and failing 
projects." 

3.48 0.93 

IC7 "Our IT is capable to react quickly in face of 
changing requirements." 2.77 1.08 

IC8 
"We openly communicate and discuss new IT 
projects in our hospital among all involved 
staff." 

3.22 1.08 

IC9 "Our executive board explicitly demands ideas 
and suggestions on how to innovate our IT." 3.04 1.09 

Par1 

Please indicate the degree of 
participation of clinical staff 
(e.g. physicians or nurses) in 
issues concerning your 
hospital information system. 
Degree of participation…b 

…in strategy development? 5.39 2.53 

Par2 …in identifying and defining clinical 
requirements for IT applications? 5.60 2.48 

Par3 …in evaluating and selecting IT applications? 5.05 2.60 

Par4 …in the implementation process? 5.88 2.64 

Par5 …in developing and conducting teaching and 
training during the implementation phase? 6.04 2.73 

Par6 …in teaching and training of new staff after 
implementation? 6.01 2.78 

Par7 …in evaluating and modifying IT applications? 5.20 2.77 
Mob1 What patient data are accessible on mobile devices during ward rounds?c 3.54 4.12 

Mob2 Which devices (hardware) are available for documenting and processing patient 
data?c 2.75 2.67 

Mob3 In how many clinical units (in percent) is Wi-Fi available (Wi-Fi coverage)? 49.83 4.22 
Mob4 How many wards (in percent) have mobile electronic access to their patient data? 44.80 4.30 

CIL1 

Please evaluate the quality of 
electronic information 
provision during ward rounds. 
The required clinical 
information is…a 

…available at the right place. 3.31 1.51 
CIL2 …available for the right person. 3.71 1.38 
CIL3 …correct and complete. 3.51 1.31 

CIL4 …legible and clear. 3.87 1.33 

CIL5 …up-to-date. 3.86 1.28 

CIL6 …being made available in a timely manner. 3.68 1.31 
CIL7 …provided in a user-friendly manner. 3.17 1.38 

CIL8 It takes a reasonable time to compile the 
relevant information. 3.22 1.35 

Construct reliability and validity of the four specified latent variables proved to be overall 
satisfactory with reliability measures (Cronbach’s α & congeneric reliability) well above 
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the common thresholds and with more than 50% average variance extracted from the 
reflective indicators (Tab. 2) [22]. Also, heterotrait-monotrait ratios of correlations 
between all latent variables fell well below 0.85 and therefore indicated sufficient 
discriminant validity between the latent variables [17]. Relatively high factor loadings in 
all measurement models underpinned their validity (Fig. 1). Whereas values for 
“participation”, “mobility” and “ clinical information logistics” were very good, the 
construct validity and reliability of “innovation culture” showed to be lower, yet 
measures lay above common thresholds of acceptance [21]. The specified reflective 
constructs can thus be confirmed in our data. 

Table 2. Construct reliability and validity (n = 373)  

Latent Variable Cronbach’s α Congeneric 
Reliability 

Average Variance 
Extracted 

Innovation culture  .76 .82 .51 
Participation .94 .94 .70 
Mobility .93 .93 .76 
Clinical information logistics  .96 .96 .75 

 

Figure 1 displays significant direct effects between all domains except for the prediction 
of “clinical information logistics” by “participation”, which only showed an indirect 
significant effect through the degree of “mobility” (Tab. 3). The strongest associations 
appeared between “mobility” and “clinical information logistics” with a ß-coefficient 
of .45 and between “innovation culture” and “clinical information logistics” (ß = .40) 
whereas the latter effect was mostly mediated by “mobility”.  

Table 3. Total and indirect effects with bias corrected 95% confidence intervals (CI) from bootstrapping. 
Legend: IC – innovation culture, MOB – mobility, PART – participation, CIL – clinical information logistics 

   95% CI  
 Path Coefficient Lower Upper p-value 

Total 
Effects 

IC � MOB .32 .15 .52 < .001 
PART � MOB .24 .05 .41 < .01 
MOB � CIL .45 .36 .53 < .001 
IC � CIL .40 .21 .54 < .001 
PART � CIL .23 .07 .38 < .01 

Indirect 
Effects 

PART � MOB � CIL .11 .02 .19 < .01 
CIC � MOB � CIL  .15 .07 .25 < .001 

 

Almost one third of the variance in “mobility” can be explained solely by “innovation 
culture” and the degree of “participation”. About half of the variation in “clinical 
information logistics” could be explained by all other latent variables, mostly by the 
degree of “mobility” (Fig. 1). The standardized root mean residual (SRMR) value of 0.05 
indicated furthermore a satisfactory model fit to the data [23].  

Despite considerable differences in the adoption rates of mobile IT solutions across 
countries, the model parameter did not change when excluding the Austrian and Swiss 
hospitals from the sample. Calculating the model with data only from Austria and 
Switzerland without Germany was not warranted due to insufficient sample sizes 
(n(AUT) = 26; n(CH) = 29) [24]. 
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Figure 1. Structural model (n = 373, standardized root mean residual (SRMR) = .05; **p<.01) 

4. Discussion 

We found adoption rates of mobile IT solutions in ward rounds to still be on a rather low 
level across hospitals in the DACH-region. While on average, about 45% of hospital 
wards potentially seem to have mobile access to patient data, not all patient data are 
available electronically, suggesting that many hospitals still use a combined approach of 
paper based and electronic solutions. The widespread availability of mobile devices also 
seems to be calling for improvements. Adoption rates of mobile IT solutions appear to 
be higher in Austrian hospitals and especially in Switzerland where respondents reported 
that on average 78% of the hospital wards have mobile access to patient data. Those 
differences go hand in hand with results from international eHealth-benchmarks that 
report comparable differences between the three countries [25-27]. 

Against the background of these deficits, the question arises as to how improvements 
can be made possible. The results of this structural model provide a contribution to better 
understand what mobility actually is and how it can be facilitated – from a users’ 
perspective.  First, it clearly demonstrates that the implementation of mobile IT solutions 
in hospitals is not an end in itself but determines successful information provision, i.e. 
“clinical information logistics”, which is one of the grand goals of health IT in itself. 
“Clinical information logistics”, the more abstract umbrella term, can be tied to the 
presence of mobile IT solutions (ß = .45), something that every user can experience. 
Mobility thus is to a significant part the tangible manifestation of “clinical information 
logistics” in ward rounds. Second, “mobility” in combination with “innovation culture” 
can explain 49% of the variability in “clinical information logistics”, which is quite a 
considerable proportion given that only the users’ perspective was taken into account. 
This finding demonstrates a powerful mechanism, i.e. innovation culture pervading the 
organization, to explain “clinical information logistics”. Third, this powerful force is an 
enabler of “mobility” itself. Together with “participation”, it seems to drive “mobility”. 
Both concepts are at work when mobility has to be achieved in that innovation culture 
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initiates and shapes the necessary steps by the organization’s spirit in a top-down fashion 
and is then ideally accompanied by comprehensive end-user involvement from the 
bottom up. Mobile ward round scenarios closely touch on the clinicians’ daily work 
practice. It therefore seems plausible that close participation of end users across different 
stages of implementation is positively associated with higher degrees of mobility. The 
positive influence of both factors corresponds to similar findings that emphasize the 
importance of organizational culture and user involvement for successful 
implementation of health information technologies as such [14,28]. This study specifies 
these general findings focusing on the crucial areas of mobility and clinical information 
logistics and thus eventually on information continuity. Creating “mobility” itself 
requires “participation” and an organizational “innovation culture”. 

According to the measures of reliability and factor loadings we can overall confirm 
that the hypothesized constructs (i.e. latent variables) seem to be well reflected by their 
respective indicators. This, together with a satisfactory model fit and acceptable 
discriminant validity measures, suggests that there are no crucial misspecifications in our 
model. Although “participation” was operationalized differently in preceding works 
[13], this factor again demonstrates its internal consistency and substantial relevance. In 
contrast, reliability measures of “innovation culture” might be improved by removing 
some variables.  

Given that this study represents the users’ perspective some portions of the construct 
“mobility” remain unexplained with the chosen model specifications which opens the 
door to other possible factors to consider. They include variables of the organization and 
its approach to deploy and maintain IT technology such as professionalism of 
management structures or processes, financial power, IT-service quality, legal 
regulations and health IT vendors [14]. Demographic covariates (i.e. hospital size, 
ownership and teaching status) are –amongst others– known to be influencing health IT 
adoption rates [12,29], but lay beyond the scope of this model. Those factors could be 
accounted for in future model extensions that look beyond organizational “innovation 
capabilities”. The main limitation stems from a modest response rate that might have 
caused a self-selection bias. However, the relatively large sample size mitigates that 
effect. 

While adoption rates of mobile IT solutions in German, Austrian and Swiss hospitals 
are yet to be improved, this study is one of the first to empirically demonstrate the clear 
connection between mobility and clinical information logistics and provides evidence 
that an organizations’ innovation culture and the degree of participation seem to drive 
mobile health IT innovations. The results should encourage decision makers including 
chief information officers to promote close participation of end users in all phases of 
project management as well as to work towards building a culture of innovation.  
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Abstract. Mobile technologies have a positive impact on patient care and cause to 
improved decision making, reduced medical errors and improved communication in 
care team. The purpose of this study was to investigate the use of mobile 
technologies by medical and nursing students and their tendency in future. This 
study was conducted among 372 medical and nursing students of Tehran University 
of Medical Science. Respectively, 60.8% and 62.4% of medical and nursing students 
use smartphone. The most commonly used apps among medical students were 
medical dictionary, drug apps, medical calculators and anatomical atlases and 
among nursing students were medical dictionary, anatomical atlases and nursing 
care guides. Also, the use of decision support systems, remote monitoring, patient 
imagery and remote diagnosis, patient records documentation, diagnostic guidelines 
and laboratory tests will be increased in the future. 

Keywords. Mobile technology, mobile education, medical education, nursing 
education 

1. Introduction 

The use of Smartphone, personal digital assistant (PDA) and other mobile and handheld 
devices with immediate access to health information has had a positive impact on patient 
care. In addition, these technologies led to improved decision-making process and 
reduced medical errors, improved communication between the treatment team and 
enhanced telemedicine capabilities. Currently, doctors and nurses are able to store 
textbooks and video tutorials, and use sources such as medical calculators [1], diagnostic 
guidelines, management and drug references apps [2] on their Smartphone. Additionally, 
library and educational apps [3], simulated health care environment [4], laboratory test 
and drug interaction guides, nursing care and clinical examination guidelines [5] are also 
available features for mobile devices. The use of pharmaceutical and therapeutic 
information on Smartphone is effective in providing patient care reports [6], better 
communication between providers [7] and increasing information exchange in health 
care settings [8]. A study in the USA showed that doctors believed that the use of PDAs 
in the field of pharmaceutical and therapeutic information was effective in providing 
patient care reports in 91% of cases [6].  

In addition to clinical usage, the educational use of this technology is highly 
prevalent amongst students. A study in the USA showed that more than 70% of medical 
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students use these devices mostly for electronic reference books, medical databases, 
medical calendars, and patients tracking [9]. The study of medical students and junior 
doctors in United Kingdom also showed that most of these people have between 1 to 5 
medical apps on their phone [1]. Another study showed that 98% of nursing students use 
drug guidelines and 83% of them use medical dictionary on these devices [2]. Students 
can use apps for predicting, checking for drug interactions and counseling on differential 
diagnosis [9] that lead to improved learning, reduced medical errors, increased accuracy 
of students at the clinic, and saving training time [10].  

Although there are many studies in other countries, there is not much study in Iran 
about the use of this technology among medical and nursing students. Given the fact that 
these two groups form the next generation of physicians and nurses, one can expect the 
use of mobile technology to increase among new-generation students. However, there is 
not much information about the use of this type of technology and its type of use among 
this group of students in Iran. Therefore, the purpose of this study was to investigate the 
use of mobile technologies by medical and nursing students and their tendency in using 
these technologies in future. 

2. Method 

This research was conducted in teaching hospitals of Tehran University of Medical 
Sciences in 2016. The research population included medical and nursing students 
working in these hospitals. The sample included 400 individuals who were invited to 
participate using simple random sampling and Morgan sampling table (200 individuals 
from every group). A questionnaire was used to collect data. The questionnaire included 
questions about demographic data, the current use and app of mobile technology, and 
favorite apps for future use. Validity of the questionnaire was evaluated using the 
comments of three faculty members of Health Information Technology and six medical 
and nursing students (three individuals from each group) to present their views on the 
transparency and necessity of the questions. The revised questionnaire was re-submitted 
to the same faculty members, and changes were made based on their comments.  

In order to control the reliability, the questionnaire was first provided to 30 students 
(15 individuals from each group) and the amount of Kuder Richardson's alpha was 
calculated. The test-retest method was also used. The questionnaire was provided to 10 
medical and nursing students in two phases in a 10-day interval and the correlation of 
the responses was calculated. No significant difference was observed in two phases. 
After collecting the questionnaires, the data analysis was performed using SPSS 16 and 
descriptive methods (frequency and percentage). Chi-square, Fisher test and t-test were 
used for comparing medical and nursing students. 

3. Results 

A total of 372 students (194 medical students, 178 nursing students) participated in this 
study. Female subjects accounted for the majority of the participants (51.9%) and most 
of students (83.3%) were under 30 years of age. The average hospital work experience 
of medical and nursing students was 42.5 ± 4.2 and 30.5 ± 2.9 months, respectively. The 
most used technologies among medical and nursing students were Smartphone (60.8% 
vs. 62.4%, respectively). Medical and nursing students had 41.4 ± 21.02 and 29.6 ± 21.59 
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months’ experience in using mobile technology (p<0.001). Medical and nursing students 
had had used these technologies in clinical and educational tasks for 28.9 ± 17.2 and 18.7 
± 15.4 months, respectively (p<0.001) and only 6.5% of medical students and 18.9% of 
nursing students stated that they rarely use or do not use the mobile technology in clinical 
and educational tasks.  

Most students used this technology more than once or twice a day. The smartphone 
was the most favorite device for future use among medical and nursing students with 
62.4% and 59.7%, compared to other technologies like tablets. Also, 88.2% and 91.8% 
of medical and nursing students, respectively, were willing to use the mobile technology 
in the future.  

The current use of most apps was less than 40% in both groups (Tables 1 and 2). 
There was no significant difference between the two groups in terms of using most of 
these apps. The medical students used apps such as medical dictionary, drug apps, 
medical calculators, medical video tutorials, decision support and access to databases 
more than nurses (P<0.05). Nurses used nursing care guides more than medical students 
(P<0.05).  

Considering the willingness of students to use these apps in the future, both groups 
showed willingness rate of less than 40%. In addition, there was no significant difference 
between the two groups in terms of using most of these apps in the future, but nursing 
students would be more in need of medical dictionary, nursing care guides, anatomical 
atlases, educational management apps than medical students (Tables 1 and 2, sorted 
alphabetically). 

According to Tables 1 and 2, there will be an increase in demand for most of these 
apps in the future, with the highest increase for apps used in decision support (31.7% for 
medical students and 18.2% for nursing students), monitoring and remote care (26.8% 
for medical students and 20% for nursing students), patient imagery and remote 
diagnosis (23.7% in medical students and 12.9% in nursing students), patient record 
 

Table1. Comparison of usage rates of apps (current and future) among medical students (N=186) 
 Current 

use  
n (%) 

Tendency for 
future use 

n(%) 

Change 
rate  
% 

Anatomical atlases 81(43.5) 56(30.1) -13.4↓ 
Calendar (visit schedule) 19(10.2) 41(22) +11.8↑ 
Clinical guidelines 39(21) 55(29.6) +8.6↑ 
Decision support systems 4(2.2) 63(33.9) +31.7↑ 
Diagnostic guide & laboratory tests 29(15.6) 59(31.7) +16.1↑ 
Drug apps (doses & drug interactions) 112(60.2) 72(38.7) -21.5↓ 
Educational management apps 14(7.5) 20(10.8) +3.3↑ 
Electronic reference books 60(32.3) 48(25.8) -6.5↓ 
Identification Program (student card, library) 6(3.2) 10(5.4) +2.2↑ 
Library apps (access to digital library, book depository) 10(5.4) 27(14.5) +9.1↑ 
Medical calculators 85(45.7) 45(42.2) -3.5↓ 
Medical database (Medline) 61(32.8) 58(31.2) -1.6↓ 
Medical dictionary1 132(71) 78(41.9) -29.1↓ 
Medical encyclopedia2 43(23.1) 56(30.1) +7↑ 
Medical news track 49(26.3) 49(26.3) 0 
Medical video tutorials 50(26.9) 51(27.4) +0.5↑ 
Nursing care guidelines 14(7.5) 23(12.4) +4.9↑ 
patient imagery and remote diagnosis 11(5.9) 55(29.6) +23.7↑ 
Patient records documentation 9(4.8) 39(21) +16.2↑ 
Physical examinations apps 18(9.7) 47(25.3) +15.6↑ 
Remote monitoring & patient care 20(10.8) 70(37.6) +26.8↑ 

1 Medical dictionary: a lexicon for words used in medicine 
2 Medical encyclopedia: a comprehensive written compendium that holds information about diseases, medical conditions, tests, symptoms, injuries, 
and surgeries. 
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Table2. Comparison of usage rates of apps (current and future) among nursing students (N=170) 
 Current use 

n(%) 
Tendency for 

future use n(%) 
Change 
rate % 

Anatomical atlases 61(35.9) 75(44.1) +8.2↑ 
Calendar (visit schedule) 17(10) 37(21.8) +11.8↑ 
Clinical guidelines 31(18.2) 57(33.5) +15.3↑ 
Decision support systems 12(7.1) 43(25.3) +18.2↑ 
Diagnostic guide & laboratory tests 37(21.8) 65(38.2) +16.4↑ 
Drug apps (doses & drug interactions) 82(48.2) 57(33.5) -14.7↓ 
Educational management apps 19(11.2) 40(23.5) +12.3↑ 
Electronic reference books 41(24.1) 44(25.9) +1.8↑ 
Identification Program (student card, library) 12(7.1) 28(16.5) +9.4↑ 
Library apps (access to digital library, book depository) 14(8.2) 36(21.2) +13↑ 
Medical calculators 22(12.9) 35(20.6) +7.7↑ 
Medical database (Medline) 20(11.8) 48(28.2) +16.4↑ 
Medical dictionary 89(52.4) 95(55.9) +3.5↑ 
Medical encyclopedia 37(21.8) 58(34.1) +12.6↑ 
Medical news track 35(20.6) 58(34.1) +13.5↑ 
Medical video tutorials 30(17.6) 51(30) +12.4↑ 
Nursing care guidelines 44(25.9) 82(48.2) +22.3↑ 
patient imagery and remote diagnosis 11(9.5) 38(22.4) +12.9↑ 
Patient records documentation 13(7.6) 41(24.1) +16.5↑ 
Physical examinations apps 22(12.9) 46(27.1) +14.2↑ 
Remote monitoring & patient care 15(8.8) 49(28.8) +20↑ 

 
documentation and access to the records (16.2% among medical students and 16.5% 
among nursing students), diagnostic guidelines and laboratory tests (16.1% for medical 
students and 16.4% for nursing students). In comparison, the rates of students' use of 
some apps, such as medical dictionary (29.1% among medical students), medical 
calculators (3.5% among medical students) and anatomical atlas (13.4% among medical 
students) will be decreased. Figure 1 shows the current and future use of apps among all 
students.  

4. Discussion 

Newzoo's 2017 Global Mobile Market Report shows the top 50 countries in terms of 
smartphone users in 2017. According to this report, Iran is among the top 50 countries 
by 30 million smartphone users. China, India and United States respectively have the 
highest rates (717.31, 300.12, 226.29 million smartphone users). [11] Smartphones are 
also the most common technology used by students. According to a review study, about 
60% -70% of students and physicians used PDA in educational and clinical tasks [9], 
which is consistent with the results of this study. A study in the USA showed that 96% 
of nursing students used mobile technology in clinical tasks [2]. In the UK, 78.3% and 
39.9% of medical students used smartphones for educational and clinical purposes, 
respectively [1]. According to these studies, the use of mobile technology, especially the 
smartphone, is increasing among medical and nursing students, which is consistent with 
the results of the present study. Most medical and nursing students used this technology 
several times a day for clinical and educational use, indicating that the daily use of mobile 
technology is relatively high. In the United Kingdom, 47% of medical students used their 
device at home or at point of care at least once a week [12]. In Sweden, this rate was 1 
to 5 times a day for nursing students and up to 10 times a day [13]. These studies show 
a high rate of daily use of mobile technologies among students, which is roughly 
consistent with our results.  
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Figure 1. Comparison of usage rates of apps (current and future) among medical and nursing students 

 
The results showed that the most commonly apps used by medical students included 

medical dictionary, drug apps, medical calculators and anatomy atlases. In this regard, 
according to a review study, the most commonly apps used by students included drug 
information apps, medication references, medical calculators and information 
management [9]. A study in the UK has reported that the major use of apps among 
medical students is related to drug handbook and medical books [12]. These results are 
roughly similar to our results. The apps widely used by nursing students included medical 
dictionary, drug apps, anatomy atlas and nursing care guides. A study in the USA showed 
that the most desired apps by nursing students include clinical guidelines and dictionary 
[2]. A review study also showed that most nursing students used these apps to receive 
reference information [14], which is almost consistent with our results.  

Future apps needed by medical students will include medical calculators, medical 
dictionary, drug apps and remote monitoring and patient care. Nursing students will also 
need medical dictionary, nursing care guides, anatomy atlases, diagnoses and laboratory 
test guidelines. In Germany, medical students need some apps to search for diagnostic, 
therapeutic and predictive information, access to patient records, interaction and social 
communication, organization of medical education, remote patient monitoring and 
online reporting [15]. As for nursing students, other apps like access to patient 
information, tests and reference values of tests, knowledge resources such as reference 
books, information about diseases, preparation for patient examination, medical 
calculators and the possibility of taking notes from journals were reported [16]. 
According to these results, current and future needs of Iranian students are similar to 
those of other developed countries. However, these requirements are also subject to the 
conditions of that country, the relevant educational programs and the special educational 
needs of the students of each country.  

According to the current study, demand for most of these mobile apps will increase 
in the future. The highest increase is related to remote monitoring and patient care remote 
diagnosis, patient records documentation, diagnostic guidelines and laboratory tests. 
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There will a reduction in the use of some apps, such as the medical dictionary, medical 
calculators and anatomy atlas. In this regard, there is no report in other studies. In short, 
the use of mobile technology in both groups is beneficial for educational and clinical 
tasks, and students tend to use different types of apps on their mobile technologies, and 
there is increased tendency with regard to some apps. Therefore, university officials and 
app developers should consider developing new apps with multiple features to meet the 
growing needs. The results of this research can be used for developing appropriate 
mobile applications that are more interesting for students. In fact, app developers, 
especially those who are working in the education field may use these results to develop 
in-demand apps for future medical and nursing students. Some limitations should be 
considered. Although, the sample size is high, this study was conducted in one university. 
This university is the biggest medical university in the country with students from the 
whole country, however, we could not generalize the results to the whole country.    
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Abstract. Background: IT is getting an increasing importance in hospitals. In this 
context, major IT decisions are often made by CEOs who are not necessarily IT 
experts. Objectives: Therefore, this study aimed at a) exploring different types of IT 
decision makers at CEO level, b) identifying hypotheses if trust exists between these 
different types of CEOs and their CIOs and c) building hypotheses on potential 
consequences regarding risk taking and innovation. Methods: To this end, 14 
qualitative interviews with German hospital CEOs were conducted to explore the 
research questions. Results: The study revealed three major types: IT savvy CEOs, 
IT enthusiastic CEOs and IT indifferent CEOs. Depending on these types, their 
relationship with the CIO varied in terms of trust and common language. In case of 
IT indifferent CEOs, a potential vicious circle of lack of IT knowledge, missing trust, 
low willingness to take risks and low innovation power could be identified. 
Conclusion: In order to break of this circle, CEOs seem to need more IT knowledge 
and / or greater trust in their CIO.  

Keywords. CEO, IT knowledge, IT decision making, CEO-CIO relationship 

1. Introduction 

IT in hospitals has an increasing impact on administrative and clinical processes [1,2]. 
Therefore, decision making related to hospital IT investments is a strategic task and a 
matter of the top management team, to increase hospital success. As has been shown, the 
following different styles of decision making processes can lead to final IT decisions: 
supported decisions, shared decisions and corporate decisions [3]. In the first case, the 
chief executive officer (CEO) makes the final decision after being supported by the chief 
information officer (CIO)2. In the second case, a team embracing the CEO, the CIO and 
clinicians try to build consensus and share the decision-making responsibilities. Finally, 
in the last case, the IT decision has been already made at corporate level [3]. Depending 
on the hospital CEO’s IT knowledge and background, a shared IT vision as well as the 
communication habits between CIO and CEO can affect IT decisions [4,5]. In addition, 
trust and the relationship between CIO and CEO can have an impact on the process of 
reaching a final result [5,6]. Across different industries, various CIO leadership profiles 
were identified: the IT orchestrator, IT mechanic, IT advisor and IT laggard [7]. In 
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addition, two more types of CIOs were found to exist in hospitals: IT managers and 
system administrators [8]. Also at CEO level, different leadership styles were observed, 
which embrace the facilitative, participative, result oriented, visionary and adaptive style 
[9]. Although these styles correspond with a particular way of reaching decisions, some 
do not give insight into the specific interaction of the CEO and CIO nor do they make 
assumptions about different decision-making personalities at CEO level. Furthermore, in 
some cases the categories are not adapted to the health care industry and do not focus on 
IT decision making. Thus, the question persists, how do CEOs cope with the situation, 
that they usually have a broad knowledge of many areas but must decide on a highly 
specialised topic such as hospital IT. This study, therefore, aimed at a) exploring different 
types of IT decision makers at CEO level, b) identifying hypotheses if trust existed 
between these different types of CEOs and their CIOs and c) investigating what potential 
consequences this has on taking risks and innovation capabilities. 

2. Methods 

In order to answer the research questions, a qualitative study design was chosen since it 
provides an in-depth understanding of underlying values, mechanism and their 
complexity. Therefore, semi-structured interviews with hospital CEOs in Germany were 
conducted. 1  Further reasons for a qualitative approach were: a) to explore the 
communication patterns instead of confirming existing knowledge, b) to involve the 
leaders directly and personally, which is difficult to be achieved in quantitative 
questionnaires, and c) to stimulate further research by developing hypotheses. This 
strategy is in line with the current methodological literature [10,14]. Experts can provide 
their specialist knowledge that researchers do not know. Especially semi-structured 
interviews offer the possibility for the interviewee to come up or consider topics that 
researchers might not have been taken into account. Therefore, each investigation offers 
the chance to formulate new questions, theories and suggestions [11]. Also access 
barriers of high-ranking experts, such as CEOs, like time constraints, a general lack of 
willingness to provide information or the delegation to personal assistants (who complete 
the questionnaire) [12], can be overcome and thus an exchange on a personal level be 
established. Above all these reasons that speak in favour of qualitative methods, they 
offer the opportunity to get in touch with a group of persons who are hard to reach and 
to obtain “information between the lines”. In this way, unfiltered information can be 
collected and freedom to explore specific and possibly unexpected special knowledge 
can be brought off [12]. 

Although the literature on our research questions is rather scarce we tried to build 
on existing knowledge as much as possible. The interview guideline was therefore 
developed on findings from a literature search about decision making and 
communication in general. Common databases such as ACM, PubMed, SpringerLink, 
PSYCINFO were researched. Further literature was identified in a snow ball search. An 
additional google search was conducted. Keywords like CEO, CIO, CIO-CEO 
relationship, decision making, health IT and synonyms were used and combined to find 
relevant studies. The studies found focused on reporting structures, IT decision and roles 
 

                                                           
1 Further interview results were published in [3]. The methods description of this contribution focuses 

therefore only on the relevant issues for answering the research questions of this part of the study. 
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Table 1. Hospital characteristics 

ownership hospital size system affiliation 
(hospital in a group) 

teaching status 

public [n=11] up to 299 beds [n=3] yes [n=7] university hospital [n=1] 
private [n=3] 300 to 599 beds [n=7] no [n=7] teaching hospital [n=10] 

 more than 600 beds [n=4]  no teaching hospital [n=3] 
 

[4,7,9,15-17], IT governance and strategy [4,7,9,18,19] as well as on CIO relationship 
[4,5,7,20]. Decision making regarding health IT was only poorly covered.  

The following topics were addressed by the interviewer in eight open questions: who 
decides, relationship and collaboration with the CIO, importance of and attitude towards 
IT, satisfaction with IT development. The guideline was flexible regarding the inclusion 
of new aspects or evolving questions. Finally, the interviewees were asked to provide 
background information about themselves and their institution. 

In order to obtain a variety of participants, demographics data were used to select 
different hospital CEOs (Table 1). 

Due to the limited availability of hospital CEOs, this study was based on a 
convenience sample. Fourteen interviews were conducted during the period from 30th 
May to 11th October 2016 with CEOs from German hospitals. Twelve CEOs were 
interviewed face-to-face and two via telephone. The interviews lasted between 30 and 
75 minutes. Table 2 shows the participant characteristics. 

Data collection was finished at the point of saturation, i.e. when the interview results 
became redundant [12]. The interviews were recorded and then transcribed with 
MAXQDA 12. MAXQDA is a software with focus on the analysis of qualitative data 
and text in general and supports the scientific / content wise evaluation of interviews, 
texts and media. MAXQDA can be used for qualitative, quantitative and mixed method 
research. The software enabled the interviews to be transcribed, coded and evaluated in 
a uniform way. Data analysis was initially conducted using categories from the literature 
in a deductive manner but was extended during the coding process when new categories 
were added inductively based on the answers. Examples of categories were decision 
levels, key indicators for decision making or communication and cooperation. An 
example of a new category was IT projects, because CEOs explicitly reported about 
single IT projects. Another one was health information systems, which was included in 
the interviews after the sixth interview. 

 
Table 2. Participant characteristics 

gender age background position 
female [n=2] between 32 years and 56 

years [mean 46, SD 7.26] 
business [n=14] managing director [n=9] 

male [n=12] medicine [n=1] business director [n=4] 
  nursing [n=4] procurator [n=1] 

3. Results 

Pursuant to the information obtained in the interviews about  
a) the CEOs’ IT knowledge and training,  
b) their view on the importance of IT and  
c) their attitudes towards IT,  

three major types of personalities were found among those who were in a position to 
make real decisions. 
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IT savvy CEOs [n=3]: They had received a formal IT education or had been working 
in an IT department of a hospital. For example, the CEO previously managed IT projects 
or work as a kind of internal IT consultant. “I accompanied the IT processes at group 
level before I started here” as CEO [interview 8]. IT enthusiastic CEOs [n=6]: IT 
enthusiastic CEOs had no formal IT training, but regarded themselves as very open 
towards and interested in IT and IT staff / CIO. This type of CEO tried to make 
themselves acquainted with IT and to catch up on new developments. However, they 
often did not have enough time for doing so. “[...] throughout the entire process of 
admission, diagnosis, therapy and discharge [...] IT has a very important supporting role 
[...] without IT, nothing works or at least not much" [interview 14]. IT indifferent CEOs 
[n=3]: Some representatives of this type of CEO had a certain degree of IT knowledge 
but less knowledge about health IT itself. Health IT played a subordinate role according 
to their opinion because other topics such as restructuring, corporate finance were 
regarded as more important or because IT was considered as a mere expense factor. An 
electronic health record “[…] has been projected for years, but due to a shortage of funds 
it has never been implemented” [interview 7]. 

There were another two persons who could not be assigned to any of the three 
categories because they had no mandate to make global IT decisions and because the 
strategy was already decided upon. Thus, their IT knowledge and interest was of no 
importance for any IT decisions. 

Based on the CEOs’ statements about the CEO-CIO relationship and collaboration, 
trust turned out to be a crucial element as represented by the following statements “[...] 
IT is, to a large extent, also a matter of trust in the CIO, because they can tell me anything” 
[interview 6] and “you need tremendous trust [...] to the IT service provider, no matter if 
it is an internal or external provider. That's essential. Decisions will build on trust” 
[interview 5]. This meant that trust in the CIO was required in any case and particularly 
when the CEO had no or little IT knowledge. Another factor that emerged from the 
statements was the role of the language and terminology used. “[...] it is also due to the 
language. The CIO sometimes uses a bit too much IT jargon [...]” [interview 4]. Not 
using the same language could therefore become a barrier between the CEO and the CIO. 
"Each professional group and department has its own specific language and of course 
also the IT department. In order for us to be able to understand each other, we should 
hire quite a lot of interpreters and since we do not want to afford them, we are trying to 
speak one language [...] this is a constant process, so that they do not hide themselves 
behind the technical terminology as a shield” [interview 13]. 

These two elements, trust and language, were also mirrored by the three types of 
CEO personalities. IT savvy CEOs trusted the information given by their CIOs. The 
CEOs reported that both spoke the same language. Also, IT enthusiastic CEOs 
confirmed to strongly trust the CIO. These statements expressed an even greater degree 
of trust than the ones of IT savvy CEOs. The IT enthusiastic CEOs also admitted that 
trust was necessary because they had less IT knowledge. They also mentioned that the 
language had to be adjusted, however, they would usually understand each other. IT 
indifferent CEOs implied that trust in the CIO was less often present. Figure 1 shows 
the combination of IT knowledge identified and the degree of trust determined for the 
different types of CEOs. The left diagram in Figure 1 represents the results with regard 
to the existing trust, the right diagram relates to the trust that would be appropriate due 
to the level of domain IT knowledge and due to differences in the terminology used. 
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Figure 1. Portfolio matrix of CEO decision makers 

 
IT indifferent CEOs, who had a low level of trust but would need trust in order to 

make sound IT decisions, were less willing to take a risk. Alike, their innovation 
capability could be rated lower than that of the other types of CEOs. 

4. Discussion 

Based on the notion that CEOs are usually the IT decision makers [3], this qualitative 
study aimed at identifying different types of CEOs. The interviews conducted revealed 
three major personalities of CEOs: IT savvy CEOs, IT enthusiastic CEOs, and IT 
indifferent CEOs. In contrast to previous classifications of general leadership styles [9], 
these types relate to IT, an area of highly specialised knowledge that does not necessarily 
belong to the competencies of executives. The interviews furthermore underpin the need 
of trust between CIOs and CEOs as a basis for reliable decisions. The results confirm the 
finding that CEOs often do not have the necessary IT knowledge, but want someone they 
can trust in [6,20], which also holds true outside healthcare [5]. A trusted relationship 
between CEO and CIO can help to place IT topics into the agenda of the top management 
team [6]. The results also show that CEOs who needed trust in the CIO actually did not 
have it and vice versa. This circumstance can lead to a vicious circle for IT indifferent 
CEOs (Figure 2): no IT knowledge is associated with less trust in IT and the CIO, which 
leads to a rather low willingness to take a risk and less innovative behaviour. As less 
decisions in favour of IT investments are made, no experience with IT implementations 
and usage can be gathered. This hypothetic vicious circle needs further research to be 
corroborated.  

 

 
Figure 2: Vicious circle of IT decision making 
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In order to break of this circle, there seems to be a need to confide in each other [5]. 
Furthermore, IT knowledge or at least the use of a common language can help to establish 
a shared understanding [5,20] and to facilitate building trust. Thus, the question arises 
what IT knowledge, and more generally what, IT core competencies do CEOs need to 
have and how can they acquire them. Again, this leads to building hypotheses for future 
work as anticipated and intended by this qualitative study. We thus propose the following 
hypotheses to be investigated: 

1) Little knowledge about health IT and low levels of trust in the CIO / IT lead to 
a self-reinforcing mechanism that keeps institutions from implementing 
innovative IT (vicious circle hypothesis). 

2) This hypothetic vicious circle can be interrupted by either increasing the IT 
competence of CEOs (competence hypothesis) or 

3) via a common language or terminology (language hypothesis). 
4) In both cases a trusting relationship between CEO and CIO would result. 
 
We thus can conclude: This study pointed out three potential types of CEOs based 

on their IT knowledge, experience and attitude towards IT. It also helped identifying a 
set of hypotheses which demonstrate the importance of investigating issues of trust, IT 
competencies and language as mediating factors in taking risks and making decisions. 

Fourteen study participants are a rather small group, which certainly limits the 
generalisation of the findings in terms of quantitative research. A further limitation is the 
focus on hospitals from western and northern Germany. We addressed this problem by 
interviewing nevertheless at least one CEO from southern and eastern Germany. Political 
correctness of answers cannot be eliminated, therefore the personal appraisal of the 
interviewer was noted. Therefore, caution needs to be exercised by interpreting the 
results. Nevertheless, the international literature partly supports these findings, which 
indicates that the hypotheses are also valid beyond Germany and potentially also in the 
healthcare sector. This is underlined by the following two statements: “CEOs without a 
technical background often don't know much about IT and therefore want a reliable IT 
manager they can trust” [5]. “[...] Trust was a key factor underlying the success of 
personal appeal behaviours. If the CIO had a good track record with [information system] 
projects and had established a relationship of trust with a peer, then it was likely that the 
peer would be swayed by personal appeal behaviour [6].” 

Still, more research is needed to corroborate the assumptions and test the hypotheses 
in quantitative studies. Further research should also reflect the view of hospital CIOs to 
get the entire picture of the relationship and provide insights into reliable structures and 
processes of sound of IT decision making. Beyond stimulating new research, this study 
also raised the pragmatic question of how much and what specific IT knowledge do 
CEOs need to have to decide about complex IT matters.  
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Abstract. Background: The calculation of daily fluid balances is essential in 
perioperative and postoperative fluid management in order to prevent severe 
hypervolemia or hypovolemia in critically ill patients. In this context, modern health 
information technology has the potential to reduce the workload for health care 
professionals by not only automating data collection but also providing appropriate 
decision support. Objectives: Within this work, current problems and barriers 
regarding fluid balancing in cardiac intensive care patients are outlined and 
improvement activities are specified. Methods: Literature research and qualitative 
interviews with health care professionals were conducted to assess the state-of-the-
art technological setting within an intensive care unit. Results: An example case 
shows that interconnecting not only devices but also wards can facilitate daily 
clinical tasks. Conclusion: Smart devices and decision support systems can improve 
fluid management. Several technologies, which today are sometimes still considered 
to be futuristic, are in fact not that far away or already available. However, they need 
proper implementation with respect to intensivists’, nurses’ and patients’ needs. 

Keywords. Intensive Care, Information Technology, Clinical Decision Support 

1. Introduction 

As in other areas, modern technologies find more and more their way into healthcare and 
do not stop in front of hospitals. At the moment, also intensive care units (ICU) are on 
move to interconnected institutions, where the Internet of Things (IoT) plays an 
important role in meeting the steadily rising trend for personalization. However, despite 
all advantages of digitalization, also new challenges due to e.g. novel measurement 
methods or big data arise when modernizing an existing ICU by introducing smart 
devices and innovative sensors for a nearly continuous monitoring of vital parameters or 
biomarkers [1]. 

An area, where especially interconnection of devices could decrease the workload 
for health care professionals (HCP) and increased data quality could enhance treatment 
individualization, is intra- and postoperative fluid management. The administration of 
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fluids in critically ill patients is widely discussed in terms of type, amount, timing and 
outcomes [2-7]. However, recent works indicate that in cardiac intensive care the amount 
of fluids rather than the type needs to be chosen with care and that the fluid balance – as 
a strong indicator for the current fluid therapy’s efficacy – should closely be monitored 
[8]. The fluid balance is defined as the difference between all fluid intakes and all 
ongoing fluid losses [9]. Ideally, intakes and losses balance each other and the overall 
fluid balance is zero. In critically ill patients, fluid dysbalances should be avoided [10] 
and the presence of fluid overload might be an important clinical marker when estimating 
the risk for the development of an acute kidney injury (AKI) [11]. Within ICUs, setting 
targets for daily fluid balancing plays an important role in guiding removal of excess 
fluids [12]. In case of a severe fluid overload, under certain circumstances the use of 
renal replacement therapy may be preferable to the administration of diuretics [12]. 

For determining the fluid balance, administered fluids and ongoing losses have to 
be recorded accurately. A study by Bashir et al. [13] showed that in addition to the 
recorded fluids up to 1.5 liters of “hidden” fluids are administered to a patient each day. 
In contrast to healthy adults, patients might have additional sources of water and 
electrolyte losses resulting from e.g. bleedings or fever. In daily fluid balance calculation 
at the ICU, at least an insensible fluid loss of 10ml/kg/day should be considered in non-
intubated patients [14]. During surgery, urinary fluid losses and losses through 
perspiration sum up to approximately 0.5-1.0 ml/kg/h [15].  

The objective of this work is to outline current problems and barriers in fluid 
management, especially in fluid balancing of cardiac intensive care patients from a 
technological point of view. Furthermore, an improved setting within a cardiac ICU is 
sketched, which facilitates fluid management in critical care.   

2. Methods 

2.1. Knowledge base for developing an integrative ICU concept 

Qualitative interviews with HCP (n=12) differing in years of experience were conducted 
in order to obtain detailed information on the typical settings and workflows in critical 
care. Discussions with nurses and physicians working in intensive care settings were 
initiated in order to identify current obstacles and generate ideas for improvement. A 
semi-structured literature research (keywords e.g. fluid management, fluid balance, 
intensive care, health information technology, decision support, automation, state of the 
art, trend, future) revealed how state-of-the-art as well as future technologies could 
contribute to a smart and more user-friendly environment. 

2.2. Fluid management: Patient-specific parameters in a current intensive care setting 

Patients staying at ICUs are typically surrounded by a range of medical devices, which 
are necessary for either monitoring the health status or delivering therapies. Figure 1 
shows several devices, whose parameters and measurements need to be considered in 
fluid balancing. Depending on the type and severity of the disease, a large number of 
parameters are assessed either frequently or if necessary. Recorded data contain 
numerical values such as the amount of urinary excretion or ordinal-scaled values for 
defining severity levels and disease stages. An example for routinely used scales are the 
RIFLE and AKIN criteria for staging AKI [16]. 
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Figure 1. Devices important for fluid balancing stationed around a critical care patient’s bed. 

 
Hemodynamic vital parameters such as heart rate, blood pressure or ventilation as 

well as administered fluids and medications are recorded automatically and transmitted 
to a patient data management system (PDMS). Fluid losses are still entered manually 
using fill level readings on fluid containers. In general, the manual calculation of fluid 
balances is time-consuming but accurate documentation seems to be helpful in AKI 
prevention [17]. In catheterized patients, urinary losses are usually recorded several 
times a day, whereby an hourly monitoring is probably associated with less development 
of fluid overload and a better detection of AKI [18]. Fluid losses such as sweating or 
insensible losses via skin and lungs are often not taken into account. However, in case of 
high fever an additional fluid loss of approximately 500 ml/day can be assumed [14].  

To our knowledge, the preoperative fluid balance of patients undergoing elective 
cardiac surgery is not assessed but might have an impact on intraoperative fluid 
management. The perioperative fluid balance is often not available in the ICU caregivers’ 
PDMS due to a missing interface to the intraoperative documentation system. This leads 
to assuming neutral balances for patients arriving at ICU. Therefore, the initiated 
postoperative fluid therapy is not adequate because of a – sometimes – strongly under- 
or overestimated postsurgical fluid status [15]. In general, there seems to be a need for 
improving the transmission of intraoperative fluid management data from the operating 
room to the ICU at patient handover in terms of information quality and availability [19]. 

3. Results 

The basis for an efficient fluid management in intensive care are availability, correctness, 
completeness and user-friendly display of relevant data. In order to achieve that, the 
following aspects should be considered when moving towards the next-generation ICU.   
 

 
Figure 2. An elective cardiac patient’s way through the hospital. 
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Figure 3. Common accesses and data capture sites in cardiac intensive care patients. 

3.1. Closing interface gaps and establishing sensor networks 

During an elective cardiac surgery patient’s stay at the hospital, he or she passes several 
units (see Figure 2). It should be ensured, that all relevant information regarding the 
patient’s stay at the current ward is available to the following one at patient handover at 
the latest. 
Especially assistive or not routinely used devices around the patient bed such as 
extracorporeal membrane oxygenation (ECMO) or dialysis machines are often not 
connected to the PDMS and work as standalone systems where manual data transfer is 
needed. It is important to close these interface gaps to reduce workload for caregivers 
and to avoid errors due to manual data entry. Furthermore, the more data from different 
sources are integrated, e.g. preoperative baseline parameters or results from blood gas 
analyses, the better the basis for decision support systems (DSS) and algorithm-driven 
care [20] is. For instance, real-time data from continuous renal replacement therapy 
(CRRT) with interfaces to electronic health records (EHR) represent an important 
feedback loop for estimating the amount of medication filtered by the dialysis machines 
and could be used for an (semi-)automated adjustment of infusion rates [21].  

Intensive care patients are usually equipped with a range of monitoring and 
treatment accesses, depending on the disease and the standard operating procedures of 
the respective hospital. Some of them are displayed in Figure 3.  
Cable-bound sensors for monitoring purposes should be replaced by wireless solutions 
whenever their application makes sense and contributes to a more user-friendly 
environment [22]. Ad-hoc sensor networks should be established with respect to safety 
and security [23]. Figure 4 shows how intelligent sensor networks can build the basis for 
an individualized fluid management. 

3.2. Introducing decision support systems but avoiding alarm fatigue and social silos 

In critical care, HCP are faced with a range of measurements, displayed in form of either 
a current measurement value or time series. Simultaneous interpretation of up to 10 vital 
parameters is often necessary for assessing a patient’s current condition [24]. Therefore,  
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Figure 4. Intelligent sensor networks can build the basis for individualized fluid management (IFM) by 

enabling cross-departmental and user-friendly collection of vital parameter data. 

 
it is important to reduce the amount of displayed parameters to the currently important 
ones. Clinical DSS based on machine learning algorithms might aid in selecting them 
and ensuring an intuitive and meaningful data representation. Additional parameters 
processed by background algorithms might be used for indicating changing health 
conditions and suggesting treatment options.  

It is beyond debate, that acoustic alarm in case of worsening vital parameters is 
important. However, an appropriate and not too sensitive adjustment of the limit values 
for alarms leads to a reduction in physiologic monitor alarms [25] and therefore 
contributes to avoidance of alarm fatigue and facilitation of patient recovery [26-28]. 
Furthermore, alarm sounds should be melodic and easy to learn [29]. 

Comprehensive DSS are designed with respect to the actual user group, integrating 
all available data, providing prediction and giving assistance in planning next treatment 
steps. Nevertheless, cross-departmental communication among HCPs is essential and 
should be fostered to maintain treatment quality and avoid social silos [30]. 

3.3. The integrative ICU – an exemplary use case 

John is 65 years old and has to undergo elective coronary artery bypass grafting (CABG). 
At the day of admission, besides several intake interviews with HCP and a baseline blood 
count, also a baseline fluid balance of -500 ml is determined using bioelectrical 
impedance analysis [31]. The obtained parameters are automatically transmitted to a 
central PDMS system. At the cardiac surgery unit, the integrated DSS suggests options 
for how to best reach a neutral fluid balance until surgery – which takes place the next 
morning – considering dinner, preoperative fasting and estimation of losses to be 
expected during night.  

At surgery initiation, an algorithm estimates John’s fluid balance based on the 
administered fluids since admission, allowing the anesthetist to keep track of his actual 
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fluid status. During surgery, important blood electrolytes such as sodium, potassium or 
chloride are permanently monitored using a wireless inline-measurement system 
reducing blood loss. Those measurements as well as the administered fluids and recorded 
losses are automatically stored in the surgery protocol within the PDMS. Fluid losses 
and gains through the heart-lung machine are taken into account as well.  

After surgery, John is transferred to the cardiac ICU, where a bed has already been 
assigned to him automatically by the bed management system being part of the PDMS. 
Each bed is equipped with a tablet, which provides a clear overview of a selection of 
John’s vital parameters. Besides the measurements from the inline system and 
hemodynamic parameters, an estimation of the postoperative fluid balance is displayed. 
John’s postoperative values are in range, accept for a slight fluid overload of +700 ml. 
The flow rates of administered fluids and medications as well as those within drainages 
and the urinary bag are continuously measured and automatically updated in the PDMS.  

In the evening, the urinary flow rate steadily decreases and the inline-measurement 
of potassium shows upward tendency. The DSS recommends the measurement of 
kidney-specific laboratory parameters and suggests first countermeasures. Since the 
parameters are not yet in a critical range, the responsible HCP are notified via smartphone 
and smartwatch messages. Compared to baseline measurements, John’s vital parameters 
worsen during the next day. At the evening of the second postoperative day, his fluid 
balance increased to +4000 ml and the prediction algorithm shows a further upward trend. 
Since the intravascular volume is in range, the DSS indicates an increased risk for AKI 
and suggests the consultation of a nephrologist, which can directly be video-called or 
messaged using John’s bedside tablet. Later in the course of his stay, a CRRT has to be 
started whereby the parameters of the dialysis machine are set using the values suggested 
by the DSS. All status variables of the dialysis machine are permanently monitored and 
wirelessly sent to the PDMS. 

In the following days John recovers, the CRRT is terminated since diuresis and 
blood parameters normalized and the inline-electrolyte measurement system is removed. 
With a slightly positive balance of +200 ml, John is handed over to aftercare, where HCP 
already received a digital summary of John’s stay. 

4. Discussion 

Mobile devices and apps are important tools not only for documenting and monitoring a 
patient’s health status but also for consulting guidelines or obtaining decision support 
[32]. During perioperative care, DSS are already used for estimating e.g. complication 
risks or severity of illness [33]. In fluid management of the near future, introducing 
feedback loops using hemodynamic parameters will play an important role in prevention 
of hypo- and hypervolemia [34]. First approaches for guiding fluid therapy have already 
been published [35,36]. 

Some of the technologies described in the exemplary patient case are already 
available. For instance, the inline-measurement of blood components – which has the 
advantages of no blood loss and real-time data – is possible [37]. A sensor network 
dedicated to the use within critical care has already been developed by                      
Shnayder et al. [23]. However, in the far future those networks might partly be replaced 
by all-in-one solutions [38]. Sensors themselves will reduce in size and be available in 
form of wearables [39]. Medical devices within the ICU might even be replaced by 
ingestible smart pills [40]. 
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However, in fluid management integrative and patient-oriented systems based on 
our proposed concept will gain in importance. A first essential step in tackling current 
implementation barriers is the introduction of license-free and state-of-the-art interfaces 
enabling devices to transmit data to the PDMS. User-friendly sensing, automated and 
secure data capture, the introduction of intelligent and non-unobtrusive DSS but also the 
maintenance of face-to-face discussions and collaboration will be necessary to ensure an 
optimal monitoring of patients on their journey through the hospital.  
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Towards a Single Data Exchange Standard 
for Use in Healthcare  

and in Clinical Research 
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Abstract. Background: The development processes of data exchange standards for 
use in healthcare are very different from those used in clinical research. Healthcare 
data standards are traditionally developed by the Health Level 7 (HL7) organization, 
whereas those for use in clinical research are mostly developed by the Clinical Data 
Interchange Standards Consortium. No alignment of these standards has so far taken 
place. Objectives: Due to the increasing use of electronic health records as primary 
source in clinical research, it becomes necessary to align these standards, not only 
the semantic standards, but also the data exchange standards (formats) themselves. 
Methods: Mutual feature gaps between ODM and FHIR are investigated. Results:  
A transition path how the HL7-FHIR standard and the CDISC-ODM transport 
standard can grow into a single standard for use both in healthcare and in clinical 
research is presented.  

Keywords. HL7, FHIR, CDISC, ODM, alignment. 

1. Introduction 

Information standards to be used in healthcare are traditionally developed by the 
"Health Level 7" (HL7) organization [1]. The first standard for data exchange was the 
HL7-v2 message standard, which is still very much used, especially for exchange of data 
within a single hospital or hospital organization. The use of these messages to exchange 
data between different organizations is however rare. The HL7-v3 standard was 
developed to overcome some of the limitations of HL7-v2, the most prominent one being 
the fact that HL7-v2 is only suitable for messages, and not for documents [2]. This was 
a huge problem, as care providers are used to exchange information with colleagues by 
means of "letters", i.e. documents. HL7-v3 however became only successful for 
documents, especially in the form of CDA (Clinical Document Architecture), which is 
also the basis of the interoperable health records system ELGA in Austria. Although a 
number of HL-v3 messages have been developed [3], they have never been very 
successful. This is probably due to the complexity of HL7-v3, which is based on the RIM 
(Reference Information Model), in which every piece of information need to be modelled 
either as an "act", a "participation", a "role", an "entity", an "actrelationship" or a 
"rolelink" or one of the subclasses of these. This made HL7-v3 hard to implement for IT 
people in software [4]. Therefore, a new standard "FHIR" (Fast Healthcare 
Interoperability Resources) [5] has been developed by HL7, encompassing both 
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messages and documents, and using the most modern technologies such as RESTful web 
services [6] and different technical implementations such as JSON, XML and Turtle [7].  

At the other side, CDISC developed the ODM (Operational Data Standard) for 
exchange of data within clinical research [8]. Its model is still mostly based on the 
paradigm of collection of data using paper forms (CRF: Case Report Form) during visits, 
or the electronic version of this (EDC: Electronic Data Capture) at the best. There is only 
one technical implementation (XML), which is not very suitable yet for exchange of data 
coming from wearables and other devices, nor for data originating from electronic health 
records, nor for remote trials in which there are essentially no visits. The latter are 
however recent evolutions, for which ODM was originally never designed for.   

ODM has been very successful in the last 15-20 years, and is being used "end-to-
end" [9], except for electronic submissions to the regulatory authorities. These still 
require data to be submitted in a very old binary format, the "SAS Transport 5" format 
[10], this although a variation of ODM (Dataset-XML) has exactly been developed for 
this use case [11].  

2. Methods 

Although HL7-FHIR and CDISC-ODM are rather different data exchange 
standards, there is a strong desire in specific parts of the CDISC as well as the HL7 
organization to come to a single standard. The reason for that is that it is obvious that in 
future, large part of the data used in clinical research will either come from electronic 
health records, or will be shared between healthcare and research [12]. 
Coming to such a single standard is not easy, as not only technical issues need to be 
overcome, but also mental issues, such as a mutual understanding about the differences 
between healthcare and clinical research. For example, clinical research is "protocol 
driven" [13], meaning that is exactly predefined which tests need to be executed, which 
questions need to be asked to the patient. In healthcare, the treating physician in many 
cases acts "event driven", i.e. takes decisions about which tests to be performed, which 
treatment to be followed on basis on events that occur, such as an observation during a 
visit, an outcome of an earlier test, etc. 

Also, the clinical research world is rather conservative, and the players in the field 
(pharma companies, Clinical Research Organizations (CROs), EDC vendors) are very 
reluctant to have any changes in the standards they use or need to use. Whereas the step 
from paper to EDC, and the use of the ODM standard was already a huge step for many 
(and which is still not completed), a move to FHIR (or FHIR-like) as a format, even if 
FHIR would completely be suitable for clinical research, would be another huge step. 
Thus, a transition path will be necessary in which FHIR and ODM evolve in the same 
direction and learn from each other to finally become a single standard. The time frame 
for this can only be estimated, but the author assumes this time frame will be 10 years or 
more.  

HL7-FHIR resources are still in development, with different "STU"s (Standard for 
Trial Usage) as milestone stages [14]. Every developed FHIR resource has a "maturity 
level", ranging from 0 to 5 [15]. For example, the "Patient" resource currently has a 
maturity level 5 (the highest), whereas the "AdverseEvent" resource has the maturity 
level 0 (the lowest). This is interesting, as "adverse event" is one of the most important 
concepts in clinical research: the first requirement for a new drug of treatment is that it 
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is safe, i.e. that the number and kind of adverse events is low or very low and that the 
benefit / risk ratio is as high as possible. 

In this paper, we report on our evaluations of both the FHIR and ODM standard, 
with a focus on the development of ODM Version 2 (ODMv2), which will in future 
replace the current ODM standard Version 1.3.2. ODMv2 will use a good number of 
concepts from FHIR, in an attempt to make a first step into the right direction with the 
long term goal that FHIR and ODM can become one single standard. We also report on 
a number of initiatives in the FHIR community to make FHIR more suitable for clinical 
research, as can be seen from a new category "public health and research" in FHIR STU3. 

 
Table 1: Features supported by FHIR but absent or not supported in ODM 

Feature Description / Comment 
Resources ODM is not based on resources. However, when the content within a "Form" or 

"ItemGroupDef" logically belongs together, these can be compared to a "resource". For 
example, the CDASH forms [16] each describe logical grouping of terms belonging 
together and that can be compared to a "Resource". Example: CDASH form "Adverse 
Event" with FHIR resource "AdverseEvent". (also see "Profiles") 

RESTful web 
services 

Although a number of EDC vendors have developed RESTful web services for 
exchange of study metadata and data [17,18], unlike in FHIR [19], there is no 
standardized API. 

Documents and 
Messages 

CDISC ODM does not distinguish between messages and documents. A CDISC ODM 
file can both be used as a message or document. In FHIR, unlike in HL7-v2 and v3, the 
difference between a document and a message has become very small, both are 
"bundles" of resources [20] with either the type being "document" or "message". In the 
latter case, the first resource in the bundle must be "MessageHeader" whereas in the 
former case it must be "Composition".  

Profiles Specific use cases of FHIR resources can be described in "profiles" [21]. For example, 
a "vital signs profile" has been developed [22], describing a set of FHIR "Observation" 
instances, each defined by a LOINC [23] code. CDISC ODM has no such construct, as 
it has been regarded as out of the scope of ODM. However, CDISC-CDASH [16] 
defines semi-standardized forms such as a "vital signs form", describing the 
components of typical vital signs measurements such as systolic and diastolic blood 
pressure, body height and weight, pulse, etc. Unfortunately, CDASH does not provide 
LOINC codes for such measurements. The CDASH forms are however also available 
in ODM format. 
Furthermore, a number of people within the CDISC organization have developed 
"Biomedical concepts" (BCs) [24] which surely have a relationship with FHIR 
resources. For example, for the BC "systolic blood pressure" [25], it not only describes 
the test itself, but also the body position in which the measurement was taken (standing, 
sitting, supine), and the usual unit (mmHg). This compares very well to the "structure 
definition" of the component "systolic blood pressure" LOINC code 8480-6) in the 
FHIR profile "vital signs" [22]. Remark that currently, CDISC controlled terminology 
[26] does not allow the use of UCUM notation for units, whereas UCUM [27] is well 
established in the HL7 world. This kind of differences may become considerable 
hurdles when trying to come to a single standard. 

Lack of 
semantics 

ODM does not describe what needs to be done. It just describes the framework in which 
things can be done. The only semantics that is described by ODM is "study", 
"studyevent" (visit/encounter)", "form", "subform", "item/question", "skip condition"," 
code list" and "calculation method". ODM does not know what a "laboratory test" is, it 
only provides the framework to define one. 

Different 
technical 
implementations 

CDISC-ODM only has an XML implementation, whereas for HL7-FHIR, the standard 
can be implemented as XML, JSON or Turtle [7]. 

Distributed data HL7-FHIR supports and promotes the use of distributed data. Single resources of a 
patient do not necessarily need to reside on the same server, but can be located on any 
FHIR server anywhere in the world. CDISC-ODM does not support this at all. 
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Table 2. Features supported by CDISC-ODM but absent or not supported in HL7-FHIR 

Feature Description / Comment 
Multi-
language 
support 

From the start on, ODM contained multi-language support, and this feature was extended 
at each version update. The idea is that when a study is being developed, every important 
information point can be made available in any of the languages of the sites where the study 
will be conducted. This e.g. means that a single question or item like "systolic blood 
pressure" can also be defined in German ("systolischer Blutdruck") as sibling elements in 
the ODM. In FHIR, this would require a different instance of the resource "Questionnaire". 
Remark that in ODM, the identifier of the data point is independent from the language, so 
that data can be compared between languages. For example for "sex", the questions and 
enumerated answers may be in the local language, such as "Weiblich" and "Männlich" for 
the German language, but the captured values will be stored in a language-independent way 
in the database, such as "F" and "M". 

Predefined 
data types 

FHIR resources do not describe which data type for a data point is expected. This is logical 
as most FHIR resources describe data that was already captured, whereas the study 
definition part in ODM defines data that need to be captured. For example, a typical 
CDASH form definition in ODM [16] will define that the data point for "systolic blood 
pressure" is expected to be an integer. 
On the other hand, the data type of the captured data point will usually not appear in the 
ODM clinical data part of ODM, as it was already defined in the study definition part, 
where both are connected by a unique identifier within the study, the so-called "OID" 
which has a completely different structure and meaning than OIDs in healthcare [28]. In 
FHIR however, the data type appears in the resource itself as a variation of "value[x]", e.g. 
"valueQuantity", "valueString", "valueDatetime". There are 11 such "data types", whereas 
these are even more granular in ODM which counts 21 data types. 

Audit 
records 

CDISC ODM allows to describe data records that are fully 21 CFR Part 11 compliant by the 
use of "audit records" [9]. Audit records are however not described by FHIR. FHIR has an 
"AuditEvent" resource, but it has a different meaning. This is also very important for the 
ODM use case of archival [9]. 

3. Results 

First, we made an inventory of differences in functionality between FHIR and ODM. 
Table 1 list a number of features that are found in FHIR but are not absent in ODM 
versions 1.3.2. Table 2 lists a number of features that are present in ODM but are not 
present or not supported in FHIR (STU3). 

So, when trying to come to a single data exchange standard for as well healthcare as 
clinical research, it is clear that the best way to do so is to add features in ODM that are 
supported in FHIR, and add features to FHIR that are supported by ODM.  
Leroux et al. made comparison and a mapping between CDISC-ODM and HL7-FHIR 
[29]. One of the statements in this paper is that "ODM is ill-suited for advancing the 
semantic interoperability solution". This is correct as ODM essentially describes a 
framework about "things" that are planned and "things" that happened according to that 
plan. CDISC did develop a large amount of controlled terminology [26], in first instance 
for electronic submissions to regulatory authorities, but this controlled terminology is 
mostly incompatible with what is used in healthcare informatics. For example, CDISC 
developed lists of as well laboratory tests, vital signs tests and even lists of 
microorganisms, but these are incompatible with LOINC and SNOMED. They are 
unfortunately also not mappable to these systems, as they are meant for post-coordination 
whereas most of the controlled terminology in healthcare informatics is pre-coordinated.  
When looking at the work done so far, especially the work of Leroux et al. [29] is of 
major importance. A summary of their mapping between FHIR and ODM is depicted in 
Table 3: 
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Table 3. Mapping between FHIR and ODM (summary) according to Leroux et al. 

HL7-FHIR Resource CDISC ODM 
Element 

Comments 

CarePlan Study Both the resources "CarePlan" and "Study" refer to 
things that are planned, but with different purposes. 
Plans of care can change during the treatment period, 
whereas studies are not meant to change during the 
study duration. In HL7-FHIR, plans of care can be 
nested, i.e. a care plan can consist of several sub-
plans. This feature is not present in CDISC-ODM. 

Questionnaire FormDef / 
ItemGroupDef / 
ItemDef 

The HL7-FHIR resource "Questionnaire" describes a 
list of questions to patients. Answers to these 
questions can be of several types, which match rather 
well with the data types in CDISC-ODM for 
"ItemDef". Both HL7-FHIR as well as ODM allow 
to define groupings of items. In CDISC-ODM 
however, "FormDef" is not limited to questions to 
patients, it is more a container for any kind of data 
that was captured in relation to the patient, directly 
or indirectly, during an encounter between a patient 
(subject) and an investigator. 
One important difference is that CDISC-ODM multi-
language support: one and the same item/question 
can be translated into different languages for use at 
different sites in different countries and cultures. In 
HL7-FHIR, this requires several instances of 
"Questionnaire", one for each language. 

Patient SubjectData In ODM, "SubjectData" is a container for all data 
points about a specific patient (traditionally 
designated as "subject"). ODM however itself does 
not define what these data points are. In HL7 
however, the "Patient" resource exactly describes the 
primary properties of the patient such as date of 
birth, sex, etc.. 

ClinicalImpression SubjectData HL7 ClinicalImpression describes "A record of a 
clinical assessment performed to determine what 
problem(s) may affect the patient and before 
planning the treatments …". Part of the ODM 
"SubjectData" can indeed be mapped to this 
resource, when describing the state of the patient 
before study start.  

EpisodeOfCare StudyEventData The HL7 resource "EpisodeOfCare" can be mapped 
to a set of encounters between a patient and a care 
provider. As such it can also be used to describe all 
clinical study data that were captured as a result of a 
number of  encounters (ODM "StudyEvents") 
between a subject and an investigator. 

QuestionnaireResponse FormData The HL7 "QuestionnaireResponse" is limited to 
answers of "questions" filled when responding to a 
questionnaire. ODM however does not distinguish 
between data that comes from questionnaires only, 
but also data that come from other sources, such as 
lab data. Originally, ODM "FormData" was indeed 
essentially meant for paper forms, but as more and 
more electronic data capture (EDC) became 
available, it was promoted to a container for data that 
belong together and that were captured in one way or 
another, directly or indirectly during an encounter 
between subject and investigator. 
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This list does not comprise any of the CDISC-ODM extensions, such as the "Study 
Design Model in XML" (SDM-XML) [30], where the Element "ActivityDef" nicely 
maps to the FHIR resource "ActivityDefinition". Other SDM-XML elements such as 
"Workflow" can also be mapped to FHIR resources from the "Workflow" resource group. 
Leroux et al. also proposed new FHIR resources: ClinicalStudyPlan and 
ClinicalStudyData [29], which are the FHIR equivalents of the ODM "Study" (study 
definition) and "ClinicalData" (captured data) elements. These two new proposed FHIR 
resources should make the mapping with CDISC ODM complete, at least at the semantic 
level.  

Mappings are nice, but data transformations should be avoided whenever possible 
as they inherently lead to information loss and can easily lead to errors [31,32]. Therefore, 
it is a good idea to also let the ODM standard evolve towards the HL7-FHIR standard. 

The CDISC ODM development team recently started working on a new generation 
ODM standard. The name of the project is "ODMv2". Requirements were developed and 
can be summarized as: 
� Backwards compatibility as much as possible. If this cannot be guaranteed, an 

XSLT stylesheet should be delivered that transforms ODM version 1.x into ODM 
version 2 

� Support for alternative formats such as JSON. This probably means that the XML 
implementation will remain "leading", as many of the rules of the standard are 
implemented by means of XML-Schema and Schematron.  

� A standardized RESTful web services API. A number of vendors [33,17] already 
have developed RESTful web services for exchange of ODM data and metadata. A 
standardized RESTful web services based API would also allow to work with 
distributed data, i.e. that all the data points of a single subject do not necessarily 
need to reside on a single server, but can be obtained through a set of RESTful web 
service queries. This especially becomes important when data from electronic 
health records is used. 

� More flexibility in study design. The HL7-ODM standard originates from the times 
that most of the data was captured on paper forms, or EDC "CRF screens" at the 
best. This paradigm is outdated. Not all data is collected in "forms" and during 
"visits". There is a strong tendency to "e-Source" where data can come directly from 
the hospital information system, from electronic health records (that can use FHIR 
resources) and from devices such as wearables. Even more, "virtual" or "remote 
trials" become more common [34] where the subject (almost) never visits the clinic 
or has encounters with the investigator. This means that the hierarchy "visit - form 
- item group - item" must be revised.  

� Better support for multiple controlled terminologies. CDISC-ODM only has the 
concept of "codelist" and "external codelist". The former defines value lists defined 
by the designer of the study (e.g. sponsor-defined lists for possible answers to a 
question) or copied from CDISC controlled terminology [26], the latter to coding 
systems such as SNOMED-CT, LOINC and others. However, even the names of 
these external codelists is not standardized. HL7-FHIR has a better mechanism for 
this [35]. Also in ODM, it is currently not possible to create subsets of external 
codelists, for example stating that a SNOMED-CT term or code should be used, but 
only from a selection of these.  

These requirements are such that it will not be possible to guarantee 100% backwards 
compatibility. This can however be overcome by providing an XSLT stylesheet that 
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allow to transform ODM v.1.x in ODM v2 documents. Support for JSON also means 
that "roundtripping", i.e. transforming an ODM document to JSON and then 
transforming it to XML again without any information loss, must be possible. Whereas 
FHIR had the advantage of starting from scratch and has a very good mechanism for this, 
this will not be so easy for ODM. 

Within the scope of ODMv2, it will not yet be possible to make a complete move to 
"resources". The reason is that the clinical research world is very conservative, and 
vendors of EDC systems will highly probably not want to invest in data capture tools 
that use a completely different approach. However, in many cases, a resource can be 
implemented as an ODM "ItemGroup", by grouping items that logically belong together 
and annotating them with codes and designations from the healthcare world. For example, 
an ODM "ItemGroup" "blood pressure" or even "vital signs" essentially corresponds to 
HL7-FHIR profiles "blood pressure" [36] and "vital signs" [22]. So, by semantically 
"standardizing" concepts and putting them in a single ODM "ItemGroup" and/or "Form" 
and annotating them with codes from the healthcare world (in the case of "blood 
pressure" using LOINC) and/or CDISC controlled terminology codes, makes them 
resemble FHIR resources and profiles already, and allows to exchange definitions of 
"biomedical concepts" [24]. 

A major obstacle for coming to a single data standard however remains the 
difference in the semantic standards used. HL7-FHIR tries to use existing semantic 
standards as much as possible that are well accepted in healthcare, but that were not 
necessarily developed within HL7, such as SNOMED-CT and LOINC. These semantic 
standards usually are pre-coordinated, i.e. they combine different pieces of information 
into a single term or code. For example, the LOINC code 1751-7 describes the test 
"Albumin [Mass/volume] is Serum or Plasma". CDISC however only uses controlled 
terminology to be used in post-coordination. For example, the code "ALB" describes 
"Albumin", which then needs to be combined with other terms to come to a description 
of a quantitative albumin test in blood. The background of this is that it remains 
(unfortunately) very unusual to exactly describe test to be performed in clinical study 
protocols. Even the CDISC Therapeutic Area Guides (TAUGs) [37], describing best 
practices for performing clinical studies in specific therapeutic areas, do not exactly 
describe recommended specific tests to be performed. Instead, very unspecific wording 
is used such as "test glucose in urine". It is then up to the sponsor to translate this into 
more specific tests, but even then, LOINC and SNOMED-CT coding is very seldom used. 
Upon submission to the regulatory authorities, the information is then post-coordinated 
(categorized) using CDISC controlled terminology. This means that for each test, the 
sponsor assigns a group of codes to a single test, for example for the compound, the 
specimen type, the test method, etc. The CDISC standard for doing so is the Submission 
Data Tabulation Model (SDTM) [38], providing a transformed "tabular view" on the data, 
and containing as well derived data as having data redundancy: essentially moving the 
data from operational data (ODM) to SDTM is an Extract-Transform-Load (ETL) 
process. As stated, SDTM requires CDISC controlled terminology (post-coordinated) to 
be used which is incompatible with healthcare coding systems such as LOINC and 
SNOMED. Also a "decomposition" from LOINC and SNOMED-CT codes (among 
others) has been shown to be very problematic [39]. In SDTM, use of these healthcare 
codes is very limited, or even not allowed (e.g. UCUM notation for units). 
A further complication is that the regulatory authorities still require data to be submitted 
in a completely different, but outdated format, named SAS Transport 5 format (often 
referred to a "XPT format). This is a binary format from the era of mainframe computers. 
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It has severe limitations restricting variable names to 8 characters, labels to 40 characters 
and values to 200 characters [40]. Furthermore, it only allows ASCII characters. The 
CDISC-XML team developed an XML standard for such tabular data, named Dataset-
XML [41] but it is still not accepted by the regulatory authorities. This seriously delays 
the acceptance of XML as a technology within the clinical research world. Unfortunately, 
SDTM as a semantic standard is strongly influenced by the constraints of the XPT format, 
such as variable names to be constraint to 8 characters. HL7-FHIR does not have any 
such restrictions. Dataset-XML as a format does not have these constraints either, but for 
some of the information, instance files still need to implement these constraints for data 
when the dataset is for an SDTM submission. As long as these constraints exist, 
integration with healthcare data may remain difficult, if not impossible.  

4. Discussion 

This article describes some of the differences between the HL7-FHIR standard for 
exchange of data in the healthcare world with the CDISC-ODM standard for exchange 
of data in the clinical research world. Recent efforts to create new FHIR resources for 
use in clinical research are described, as well as the current efforts of the CDISC-ODM 
development team to modernize the ODM standard and add a number of features that are 
already supported by HL7-FHIR or even form the basis of HL7-FHIR. Unifying HL7 
FHIR and CDISC ODM does not seem to be possible at this moment, but due to serious 
efforts of volunteers both from the HL7 side as from the CDISC side, such a unification 
may well be possible in not too far future. 
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Abstract. Background: The research project REPO (Radiology Ehealth PlatfOrm) 
was started in 2017 with the goal to “enable cross-enterprise collaboration in 
radiology using the Austrian eHealth infrastructure”. Objectives: The objective of 
this paper was to provide an overview of the radiology IT environment – actors, use 
cases and technology. Methods: We conducted semi-structured expert interviews 
with radiologists and hospital operators and we statistically analyzed the client 
database of our research project partner. Results: Interviews led to a list of use cases 
where cross-enterprise collaboration in radiology takes place and the data analysis 
provided insights on the systems, networks and standards in place. Conclusion: The 
Austrian IT infrastructure in radiology is a heterogeneous naturally grown 
environment. Future developments should be based on internationally accorded 
standards and on integration profiles provided by Integrating the Healthcare 
Enterprise (IHE). 

Keywords. Radiology, Health Information Interoperability, Electronic Health 
Records 

1. Introduction 

“Why is it so difficult to build IT systems that support a seamless flow of information 
along healthcare processes?” [1] 

Insufficient communication and missing information in medical management are 
among the major factors contributing to adverse events, i.e. unintended injuries caused 
by medical management rather than the disease process [1]. 

To improve this situation and thus the quality of care, the FFG2-funded research 
project REPO (Radiology Ehealth PlatfOrm) was started in 2017 with the goal to “enable 
cross-enterprise collaboration in radiology using the Austrian eHealth infrastructure”. 
The project aims at the cross-organizational processes in radiology, i.e. the 
communication of patient related information, reports and images, between different 
organizations. Project partner is CAS 3 , national market leader for RIS (Radiology 
Information System) in practice settings. 
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In order to take the first steps to reach the goal, this paper aims to answer the 
following questions providing the basis for future research and development: (Q1) Who 
are the actors involved in these processes? (Q2) What are the use cases, i.e. what is the 
purpose of their communication? (Q3) What is the status quo, i.e. how do current 
solutions look like?  

2. Methods 

To answer the questions stated in the introduction we followed a three-step approach:  
1. First, we determined a group of individuals that we expected to have in-depth 

knowledge of the processes.  
2. Second, we conducted semi-structured expert interviews to identify the use cases 

and actors involved.  
3. Last, we analyzed the state of the art of systems and technologies in place based on 

the interviews and by statistical analysis of our partner’s client database. The 
interviews were transcribed and a narrative synthesis is provided in the results 
section below.  

2.1. Finding Experts 

The expertise of radiologists is per definition and based on their training in the area of 
the medical processes. However, in Austria the management of hospital radiology 
departments and the management of private radiology practices typically also lies in the 
hands of radiologists. This results in a group of individuals who understand both the 
organizational and the medical processes. 

To cover both organizational worlds, hospital and practice, and thus all cross-
organizational processes we decided to interview experts from both. In addition to the 
differences between hospital and practice, the Austrian federal healthcare system also 
leads to different approaches in different provinces [3]. Since our project partner services 
radiology practices in all nine provinces, we used those contacts to identify interviewees. 
Additionally, we contacted hospital operators to get in touch with their radiology 
departments. 

2.2. Expert Interviews 

A. Bogner and W. Menz define a typology of interaction situations and interview 
strategies [2]. We aimed at a situation where we act as “experts from a different 
knowledge culture” (type 2). This type indicates a symmetrical interaction situation 
where counterquestions from the interviewee are common. A precondition on the 
interviewer’s side is the mastery of the specialist vocabulary. The semi-structured nature 
together with the situation of the interview lead to a dialogue-oriented, exploratory expert 
interview that is suitable for fact and data gathering [2]. 

2.2.1. Interview Guide 

The interview guide is structured in three parts: (A) Data exchange, (B) Use cases and 
(C) Miscellaneous. Part (A) comprises four sectors: (A.1) Hospital and Radiology 
Information Systems (HIS/RIS), (A.2) Picture Archiving and Communication Systems 
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(PACS), (A.3) Radiology Image and Report Communication Systems and (A.4) Use of 
Image and Report Communication Systems. Part (B) is concerned with two use cases 
(B.1) Expert Opinion and (B.2) Feedback. Part (C) covers all topics and issues raised 
during the interviews that could not be related to A and B and is listed for documentation 
purposes.  

(A.1), (A.2) and (A.3) aim at a listing of used systems and technologies in the 
interviewees’ organizations. Moreover, those sectors allowed the interviewer to assess 
the interviewees’ IT expertise. The questions usually started with “Which HIS/RIS are 
you using in your organization?” or “(How) do you use the Austrian electronic health 
record (ELGA)?”. Depending on the course of the interview it deepened in details like 
“What is the bandwidth of your synchronous/asynchronous connections for image and 
report communication?” or “Who are the senders/receivers of your directed 
communication channels?”. Another important aspect was to identify the share of non-
digital communication, i.e. printed reports or images. 

(A.4) aims to identify how and in which cases the Image and Report Communication 
Systems from (A.3) are used. The questions in this section range from “How often do 
other organizations/departments actively request reports/images per day?” to “How do 
you use which systems, to meet these requests?”. 

(B.1) follows the European Society of Radiology (ESR) definition of Expert Opinion 
as one type of teleradiology [4]: “…usually occurs when specific in-house knowledge 
about a radiological subspecialty is insufficient or unavailable. When a radiologist with 
a specific expertise is consulted this should be called an expert opinion.” The aim of 
(B.1) is to discuss this issue and find out if and how the interviewees manage the required 
report/image communication. 

(B.2), Feedback, is about feedback loops from the recipients of radiology 
reports/images to the responsible radiologist, enabling quality management. We 
discussed with the experts what kind of outcome-quality management mechanisms are 
in place and how they could be improved. 

For both (B.1) and (B.2) typical questions are “When does it make sense?”, “What 
is the state of the art?” and “How could it work (better)?”. 

2.2.2. The Interviews 

We conducted interviews with experts from four different hospital owners and with four 
radiology practice managers. We covered five Austrian states and several different types 
of organizations: university clinics, province hospitals, hospitals operated by a religious 
order, CT/MRT institutes and radiologists with radiography focus. To fit the interviews 
in the tight schedules of our interviewees, the duration aimed at 30 minutes. 

2.3. Systems and Technologies 

We expected that there are several different systems and technologies in place for report 
and image communication. To get an overview of the environment and answer question 
Q3 we analyzed the referenced systems from the interview (A.1-3) and the client 
database of our research project partner CAS. The database comprises basic information 
about the systems used by over 100 clients (exact numbers omitted due to business 
confidentiality). Moreover, we analyzed the current architecture documents regarding 
report and image communication via the ELGA [5].  
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3. Results and Discussion 

This section represents a narrative synthesis of the expert interviews and the results of 
the statistical analysis of the CAS client database. It comprises the main insights 
structured in subchapters and discusses implications.  

3.1. Who are the actors involved in these processes? (Q1) 

Simply put, the actors of cross-enterprise communication of radiological reports and 
images are hospitals and practices. All combinations, hospital-hospital, hospital-practice 
and practice-practice are relevant.  

The involvement of patients in the transport of reports and images was not uniform 
for the different interviewed organizations. A major finding of the interviews was that in 
Austria the ownership of the images is not clearly regulated (c.f. [6]). Thus, the handling 
of images differs greatly, from not giving the patient images to always handing the 
patient printed or recorded images.  

3.2. What are the use cases, i.e. what is the purpose of their communication? (Q2) 

During the interviews, different use cases for cross-organizational communication of 
radiology reports and images were identified. Based on the relative frequency of these 
use cases we separated them in primary and secondary use cases.  

It is important to note that not every organization handles all of these use cases and 
that the relative frequency of the use cases differs between the organizations. Note: This 
list is most likely incomplete since it is based on a limited number of expert interviews. 

3.2.1. Primary use cases 

� UC1 – Assignment: Organization A assigns the patient to organization B, 
requesting a radiological examination to answer a medical question.  

� UC2 – Request: Organization A requests existing reports and/or images from 
organization B. 

� UC3 – Referral: Organization A refers a patient to Organization B. The patient 
and in some cases previous reports and/or images are transferred to B. In this 
case, A does not expect to receive further information from B.  

Note that in Austria there is usually not a direct assignment (UC1) or referral (UC3) 
to a specific organization since the patient has the free choice of health professionals 
(freie Arztwahl), which has a positive effect on accessibility and patient satisfaction [7]. 
Thus A and B were chosen to emphasize the fact that they are distinct organizations, 
although the communication is not necessarily directed. 

3.2.2. Secondary use cases 

� UC4 – Mamma-Screening: “Früh erkennen” is an Austrian nationwide 
screening program for early detection of breast cancer [8]. It led to a new use 
case for cross-enterprise communication since the program obliges radiologists 
to always obtain a second opinion on the images. Organization A sends images 
for a specific case to organization B, requesting a BIRADS (Breast Imaging 
Reporting And Data System) assessment.    
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� UC5 – Preliminary Reads [4]: Typically occurring in emergency situations or 
due to seasonal peaks when there is no local radiologist available. Organization 
A requests an external radiologist from organization B to perform radiological 
image interpretation. The on-site radiologist usually composes the final 
authenticated report the next day during daytime office hours [4]. 

� UC6 – Expert Opinion [4]: A local radiologist or clinician in Organization A 
requests an expert opinion from a radiologist with specific expertise in 
Organization B.  

3.3. What is the status quo, i.e. how do current solutions look like? (Q3)  

3.3.1. Reports and Images  

A major finding of the interviews was that associated reports and images are transmitted 
separately. For example, it is common for UC1 scenarios that the organization fulfilling 
the request of organization A sends the report via fax and the images via digital means. 
Organization A then has to re-establish the association between report and images. 

There are also scenarios of use cases where the receiving organization is only 
interested in reports or images. While a general practitioner does not necessarily need a 
comprehensive CT study but the radiology report, an orthopedist might be more 
interested in the images than the report, performing the interpretation of the studies him- 
or herself.     

3.3.2. Digital and Non-digital Communication 

Each organization has a number of other organizations it has to communicate with in 
context of the use cases above. We found that bigger organizations (e.g. hospitals) dictate 
their means of communication to smaller organizations. For example some hospitals only 
accept non-digital reports (via fax or paper-based) while others insist on digital report 
communication. 

All interviewees preferred to receive reports and images digitally to enable easier 
integration into their own information systems. In hospitals and practices alike, the 
scanning and assignment of printed reports from other organizations yields considerable 
effort and thus costs. The same goes for printed and recorded (CD/DVD) images.      

3.3.3. Involved Systems and Technologies  

There are lots of different data formats, networks and transmission technologies for 
requests, referrals, reports and images. A comprehensive listing of all these assets for all 
organizations in Austria is to our best knowledge not available and was out of scope of 
our interviews. However, to get an overview of the heterogeneous landscape, we added 
a description of our findings in the client database of CAS. Of course, these organizations 
use the RIS CASmed, which covers about 60 percent of all radiologists and CT/MR 
institutes in Austria (according to CAS). The other major vendors for RIS in Austrian 
practice settings are Lukassoftware 1 and D.A.T.A. Corporation Sofwareentwicklungs 
GmbH2. 

                                                           
1 http://www.lukassoftware.com/ 
2 https://data.at/ 
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Figure 1. Distribution of PACS vendors in CAS clients.  

 
From over 100 CAS clients, 85 percent use PACS from Fuji, Siemens or Carestream 

(see Figure 1). Overall, there are PACS from 12 different vendors in use and in some 
cases the software versions vary for one vendor. 

For the digital communication of reports, there are two major vendors of solutions, 
A1 DaMe and HCS medical net. These solutions are also able to communicate, so you 
can send reports between them. Both are mainly based on the network of the e-card 
system GIN [9] but can also integrate clients from the internet.   

While some PACS also support direct cross-organizational access to images (Web 
PACS), in general there are separate software modules for image communication. 
Several different solutions are used in CAS clients, e.g. Teleimage and HCS med vision. 
The networks for transport of DICOM studies vary strongly depending on the province 
and are often connected to or combined with a radiological long-term archive. 
Proprietary Web PACS solutions are most common in rural environments where the 
number of cooperating organizations is not too high. 

The data formats used for digital reports are Edifact text, Edifact PDF and HL7 v3 
CDA, with the majority (>90%) still based on the former two. Images are completely 
DICOM-based. Assignments and referrals are primarily paper-based and transferred 
postal, by fax or carried by the patient. In some settings, digital communication of 
assignments and referrals between certain organizations was established based on HL7 
v2 messages.  

3.3.4. ELGA 

Radiology report communication based on the ELGA infrastructure is in the early stages 
and image communication is not supported yet [5]. As of February 2018, six clients of 
CAS register their radiology reports in ELGA. Hospitals are already obliged to register 
their reports since 2016.  

During the interviews, we received positive feedback from radiologists in practice 
settings when they were able to view reports from cooperating hospitals. However, the 
need for more documents, e.g. reports from other specialties, was pointed out. An 
important issue that all interviewees in practice settings agreed on was the need for 
further integration of the workflows, i.e. electronic assignment and referral. In hospital 
settings, some interviewees wished for better integration of external ELGA documents 
in their existing workflows.  

3.4. Expert Opinion 

The consultation of external specialists was quite uncommon among our interviewees 
and was said to happen only a few times a year in average, also because of the lack of 
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ways to identify the experts and establish communication. Since most organizations, 
practices and hospitals employ a number of different specialists, the first place to seek 
an expert opinion is in-house. Hospital radiologists also pointed out that there is no 
standardized way to charge for giving an expert opinion.  

All interviewees agreed on two fields where expert opinions can be very useful: (1) 
Neuroradiology, a very specialized field of radiology; (2) Bone neoplasms, due to their 
low incidence and high variance.  

The interviewees also agreed on the need for seamless integration of expert opinion 
systems into their existing tools. While some radiologists prefer voice communication to 
discuss the case in detail, others assume textual communication sufficient. 

Apart from hardly used official ways of requesting expert opinion, the interviewees 
referred to open platforms like Radiopaedia1 that are used in some cases to get expert 
opinions. Moreover, and more frequently, informal ways of getting a quick feedback 
from peers include the use of online messenger services.  

3.5. Feedback 

Giving feedback to preceding external medical professionals in the process of treating a 
patient is not common. Currently it works via personal contacts and mostly by phone, 
e.g. a hospital surgeon tells an acquainted external radiologist that the initially diagnosed 
meniscus tear proved uninjured during surgery.  

Most interviewees said that there should not be an automated mandatory feedback 
for contradicting diagnosis. One interviewee stated that gathering feedback should 
always be an obligation of the preceding, not the succeeding professional. However, all 
interviewees agreed that there should be a mechanism to actively request feedback, 
which means that e.g. a radiologist can place a feedback requested flag on a report so 
that succeeding medical professionals know about the preceding one’s interest and can 
confirm or disprove a diagnosis. Again, the feedback mechanism should be fully 
integrated in the respective information systems and not require additional organizational 
effort.  

4. Conclusion and Outlook 

The introducing question was “Why is it so difficult to build IT systems that support a 
seamless flow of information along healthcare processes?”. R. Lenz and M. Reichert 
provided elaborated answers to the question starting from a fundamental differentiation 
of organizational and medical treatment processes [1]. In our work, we focused the 
organizational processes, i.e. the transport and provision of patient-related information, 
reports and images, across organizational boundaries. Our interviews and analysis 
confirm the findings of R. Lenz and M. Reichert that despite well-accepted standards for 
data integration like HL7 and DICOM, healthcare applications are still far from plug and 
play compatibility [1].  

The Austrian healthcare IT environment is heterogeneous and naturally grown, but 
the recent trend towards healthcare networks and integrated care, e.g. ELGA, led to an 
urgent need for integration of these systems. The recently increasing activities in imaging 
and workflow topics in the wake of the ELGA project has the potential to significantly 
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improve the communication between healthcare organizations, ultimately leading to 
lesser organizational efforts and an improvement of the quality of care. This work aims 
to provide a basis for future developments, giving an overview of the state of the art, use 
cases and the heterogeneous environment.  

We conclude that future solutions to enable the cross-organizational communication 
of reports and images should consider the surrounding workflows, including referrals 
and assignments, and should be based on internationally accorded standards and on 
integration profiles provided by Integrating the Healthcare Enterprise (IHE).  
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Abstract. Background: Discharge summaries are a standard communication tool 
delivering important clinical information from inpatient to ambulatory care. To 
ensure a high quality, correctness and completeness, the generation process is time 
consuming. It requires also contributions of multiple persons. This is problematic 
since the primary care provider needs the information from the discharge summary 
for continuing the intended treatment. To address this challenge, we developed a 
concept for exchanging a modular electronic discharge summary. Methods: 
Through a literature review and interviews with multiple stakeholders, we analysed 
existing processes and derived requirements for an improved communication of the 
discharge summary. Results: In this paper, we suggest a concept of a modular 
electronic discharge summary that is exchanged through the electronic patient 
dossier in CDA CH level 2 documents. Until 2020, all Swiss hospitals are obliged 
to connect to the electronic patient dossier. Our concept allows to access already 
completed modules of the discharge summary from the primary care side, before the 
entire report is entirely finalised. The data is automatically merged with the local 
patient record on the physician side and prepared for data integration into the 
practice information system. Conclusion: Our concept offers the opportunity not 
only to improve the information exchange between hospital and primary care, but it 
also provides a potential use case and demonstrates a benefit of the electronic patient 
dossier for primary care providers who are so far not obliged to connect to the patient 
dossier in Switzerland.    

Keywords. Discharge summary, Medical documentation, Information exchange, 
Transition of care, Electronic patient record, Electronic health record 

1. Introduction 

The discharge summary is an important document used for information exchange in the 
transition from the hospital to primary care. It contains information on the patient's 
medical history, type, extent and results of the diagnostics and therapy measurements, 
the patient's prognosis and concrete recommendations for further treatment. It 
summarizes the course of disease and therapy. More specifically, the discharge summary 
is an essential source of information for the follow-up treatment. The recipients of the 
document such as rehabilitation clinics, general practitioners, physiotherapists or nursing 
houses have different information needs. Poor quality discharge summaries have been 
repeatedly demonstrated to lead to increased adverse events in patient care after 
discharge and to a need for re-hospitalization. Research has shown that there is a gap in 
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the information chain after discharge from hospital [1]. Despite the ideal of a seamless 
handover, discharge summaries may not reach the general practitioner (GP) or may be 
compromised by significant delays, poor quality or illegibility [2]. However, a complete, 
accurate, and timely discharge summary can communicate important information to the 
GP, prevent adverse events, and reduce hospital readmission [3]. 

In this work, we are focusing on the GP and their needs with respect to the discharge 
summary for continuing the health monitoring and treatment of a patient discharged from 
a hospital. Since the discharge summary is also a legal document, the generation and 
signature process of the complete report is comprehensive and time consuming. The final 
report needs to be signed by the responsible hospital physician. At the same time, it is 
obvious that the GP needs the information immediately after discharge to continue the 
treatment appropriately. For this reason, a short summary with the most relevant 
information is currently sent right after discharge of the patient. However, this leads to 
double efforts since the GP has to check twice whether the data in his local patient record 
corresponds to the information from the discharge summary short report and final report. 
Another delay is caused by the paper-based format in which the report is currently 
transferred to the primary care provider.  

A recent study in Germany demonstrated that the communication between hospital 
and primary care is mainly realised by standard mail. However, more than 35% of the 
primary care physicians and of the hospital physicians desire an exchange via secure E-
mail. 40% of the hospital physicians would like to use an integrated information system 
[4]. To address these issues, we introduce the concept of a modular electronic discharge 
summary. Instead of sending unstructured PDF documents by E-Mail or printed by 
standard mail, reports will be available electronically and structured through the 
electronic patient record. With the adoption of the federal law on the electronic patient 
record in Switzerland, hospitals are obliged to join a certified community of patients until 
2020. From then on, patients will have the opportunity to open an electronic patient 
record (EPD, electronic patient dossier) and access collected documents. The EPD is 
designed to create the technical prerequisites for healthcare professionals to have the 
relevant patient data at the right place at the right time. However Switzerland decided for 
an opt-in concept. That means that the participation is mandatory only for hospitals and 
nursing homes. For Patients and GPs the participation in the EPD is by choice. That is 
called “Doppelte Freiwilligkeit”. Therefore there must be a clear benefit for Patients and 
GPs to engage for the EPD. 

As a result, GPs will be able to spend less time updating the patient's medical history 
and are able to focus more on their patients instead. In this paper, we identify the 
technical and semantic conditions that must be given to introduce a modular electronic 
discharge summary in Switzerland. In addition, a concept for the technical 
implementation is described. The basis of this work is the electronic patient record 
(ELGA) implemented in Austria, in which the reporting is already structured modularly. 

2. Material and Methods 

In this section, we summarize the methodology for concept generation and provide 
details on the eHealth initiative in Switzerland that concentrates on an electronic 
discharge summary. 
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2.1. Requirements collection 

For concept generation, we collected requirements from a local GP and from the head of 
the medical informatics department of a hospital. More specifically, we collected 
information on the current procedure of information exchange between the hospital and 
the local physician in these two interviews. We also discussed our concept with them and 
considered the feedback for adapting the concept presented in this work. 

Further, we talked to several companies that are distributing hospital information 
systems and discussed our concept with them. Another interview was held with a senior 
consultant of Triamed, a software producer that is developing information systems for 
primary care. That interview focused on possibilities to integrate a modular discharge 
summary into a practice information system (PIS).      

2.2. IPAG and eAustrittsbericht 

The "eAustrittsbericht" suggested in December 2015 by an inter-professional working 
group in Switzerland (IPAG) formulates recommendations for the interdisciplinary use 
of the information modules that are most important during treatment transitions [5]. 
These are to be used in electronic documents of the "Transition of Care" (eToC), i.e. 
transfers and treatment transitions, for inter-professional communication. These data 
modules can be used independently of each other in various documents such as discharge 
summaries. An eToC document consists of four main modules: "Problems", 
"Treatments", "Medication" and "Recommendations and other measures". eToC 
documents are intended for all processes in which one or more treatment transition takes 
place. 

 The contents of the respective modules can be structured or coded, but entering free 
text should always be possible. In the discharge summary, we can find different sections 
that contain data originating from the various professional groups. For example, the 
nurses summarize the nursing interventions and the health status of a patient as well as 
educations the patient received. Dietitians describe nutrition assessments and diagnosis 
as well as nutrition related treatments. For each module, the professional group must be 
included in the data entry so that it is clear from which area the information originates 
(e.g. laboratory, nursing, physician, radiology). The objective is to enable the use of 
subject-specific or occupational group-specific designations. Whenever possible, the 
SNOMED CT reference terminology should be used as a nomenclature for coding, and 
only if this is not possible, data should be coded with another classification system or 
ontology. 

The type of transfer report or eToC document determines which modules should be 
included. This is implemented with predefined options. IPAG opted for the following 
options: "Mandatory", "Recommended", "Possible" and "Not applicable". If an entry is 
mandatory, a specification must be made (zero values are not possible) and if no 
information is available, it must be specified why the information does not exist.  

2.3. HL7 CDA 

Like DICOM, HL7 CDA is a standard used for healthcare communications. A CDA 
document is saved in XML (Extensible Markup Language) format. CDA documents can 
be structured according to three different levels. For CDA Level 1, only the header must 
be structured. The body contains unstructured textual information. It is also possible to 
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attach PDF files, TIFF images or other documents. In contrast, the body of a CDA Level 
2 document must contain structured data so that the content can be recognized. In Level 
2, however, it is also possible to enter unstructured data in the body. The Swiss healthcare 
system adopted the CDA standard by adding Swiss specific requirements. This resulted 
in the standard CDA-CH, which is used for the Swiss EPD. Meanwhile, the CDA-CH 
standard is already available in version 2 [6]. 

3. Results 

In this section, we are describing our concept. We are focusing on the information 
exchange and information processing in hospitals and GPs. Hospitals have been chosen 
because they are legally obliged by the EPD law in Switzerland to join a certified 
community and participate in the EPD by 2020. GPs have been selected as a second 
stakeholder group because they are central to hospitals and the implementation of the 
EPD. The overall concept foresees a modular electronic discharge summary that is made 
available in the EPD and can be accessed and downloaded by the GP. 

3.1. Requirements 

Along with the discharge of a patient, two reports are generated. The short report and the 
final discharge summary differ mainly in scope and purpose. The short report is sent 
directly to the GP when the patient leaves the hospital and provides a rough overview of 
the most important key data such as diagnoses, allergies, procedures and medication. The 
final discharge summary additionally includes results of findings as well as follow-up 
documentation written by the resident physicians. The short report is usually only signed 
by the resident physician, but the final discharge summary contains a signature from the 
chief physician. Consequently, the concept of the electronic discharge summary 
therefore also requires a modular short report, unless the results of the downstream 
processes are sent separately. 

 

 
Figure 1. System architecture.  
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The data of the discharge summary should be made available through the EPD, thus, 
the information system has to be able to connect to the EPD. Data from the report should 
be stored locally in the patient record in the PIS. Interactions with the EPD and data 
updates in the PIS have to be logged in a logbook. A merging function is requested to 
see updates of the data such as medication data as reported in the discharge summary and 
to enable a comparison of the local data with the data from the report. Duplicates should 
be removed automatically. Redundant medications have to be made visible. The 
comparison has to be semantically, i.e. medications should be compared based on their 
active ingredients. 

3.2. Modular structured discharge summary and its transfer 

We introduce a modular electronic discharge summary. For each module of the modular 
electronic discharge summary, a status and the signature of the author for each module 
has to be assigned. In this way, the GP can see whether a module is already finalised or 
changes can still be made. Since the short report is usually targeted by the assistant 
doctor, the employment is included along with the signature. The head or chief physician 
is enabled to approve the final report at once, with the approval adopted for all modules. 
Signing individual modules requires that the different health professionals possess the 
necessary authorizations and work with their health professional ID. Once all modules 
are signed, the complete discharge summary can be imported by the GP.  

On the primary care side, the access to the modular discharge summary is realized 
through a merging plugin in the PIS. In the background, the connection to the EPD is 
established and the data is loaded into the merge view. At the same time, the data is 
retrieved from the GP’s patient record stored in the PIS. In addition, a copy of the original 
data from the EPD is stored in the local PIS. All executed actions are recorded and listed 
in a logbook.  

The GP is informed as soon as all required modules contained in the discharge 
summary have been signed and approved. Afterwards, he can load the modules into the 
PIS and open the merge view. The data is retrieved from the referenced storage location 
as CDA-CH elements from the EPD according to the IHE profile XDS.b. In the merge 
view, the information contained in the patient record is compared to the information 
contained in the discharge summary pointing him to differences. After checking and 
confirming, the data in the PIS is updated. Figure 1 below illustrates the system 
architecture with the systems involved. The assumption is made that the GP’s PIS is 
already connected to the EPD and thus modules from the hospital can be viewed directly. 

 

 
Figure 2. Merge view on the primary care provider side.  

K. Denecke et al. / Facilitating the Information Exchange76

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



 
Figure 3. Signing of modules of the discharge summary. 

 
Consider the following example: The medication is shown in the merge view (see 

figure 2). Duplicates are recognized and joined together during the joining process. For 
example, the drug Beloc Zok (Metoprolol) is only transferred to the merge view once, 
since it is present in the patient record and in the medication at discharge. If the two lists 
contain drugs with different names, but the same active ingredients, they are marked in 
red. Hospitals often use different medications than GPs, so it is quite possible that 
different medications with the same active ingredients may appear in the list. In this case, 
the GP can choose which medication he or she wants to have registered in the patient 
record. In green, the merge view shows the medications that were additionally distributed 
when the patient left the hospital. They can be integrated directly by the GP into his 
patient record after the checking. 

4. Discussion 

In this paper, we introduced a concept of a modular discharge summary that can be 
integrated into the eHealth environment of Switzerland. Switzerland's EPD is based on 
conceptual ideas similar to those of Austria. The Austrian health system has opted for an 
opt-out strategy, which means that an electronic patient record is created for all citizens 
by default. The ELGA portal offers the exchange formats eMedication and eBefund, 
which are used in the discharge summary. For a structured document, the Austrian HL7 
group specified CDA, whereby the documents are subject to an XML structure. The CDA 
Release 2.0 is used, whereas Switzerland uses the same CDA with national components, 
namely CDA-CH V2. In the ELGA, eMedication and eBefund can be uploaded and 
managed on the portal. Through the portal, the patient can view his or her documents. 
From a technical point of view, CDA-CH allows the implementation of information 
modules, but it is recommended to use a CDA Level 2 structuring in which the body is 
also structured. The implementation of a national standard for the transmission of 
medical data would represent a milestone in terms of interoperability for the Swiss 
healthcare system. In this work, we did not design the concrete content of the CDA 
discharge document, but relied upon the general modular structure as suggested by the 
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inter-professional working group. Robust methods for reaching consensus among the 
relevant professional groups across all settings and all regions are paramount for the 
success of the introduced concept. 

The idea of a modular discharge summary is not new. Paterson introduced their 
CDA-based structured discharge summary system in 2002 [7].  In Germany, the HL7 
working group defined a structure for an eArztbrief (electronic discharge letter ) [8]. It 
considers the developments in Austria and Switzerland. Physicians and physiotherapists 
can send an eArztbrief directly from the PIS. The data is transferred by a special secure 
mail provider. When incomplete letters are sent, this can be indicated by a status sign 
such as “preliminary”. Schabetsberger et al. developed and realized a strategy for a 
stepwise replacement of the paper-based transmission of medical documents with a 
distributed, shared medical record [9]. An electronic communication of discharge letters 
between existing information systems of different health care providers in Tyrol, Austria, 
has been established in the form of cryptographically signed S/MIME e-mail messages 
and, via a secure web portal system. Our work differs from this work by introducing a 
merge view that facilitates the integration of data for the GP and by directly integrating 
the EPD for data exchange instead of relying upon e-mail. Beyond, we did not focus on 
the HL7 CDA structure itself, but on how to use the components and integrated them 
into an eHealth environment.  

An introduction to the use of modular discharge summary could be interesting for 
GPs because they would always be up to date in terms of information technology and 
could transfer the information directly from the modules to the patient's medical history. 
As many hospitals are competing with each other, the use of a modular discharge 
summary can make it easier for GPsto work together with a hospital and thus, should 
become an integral part of a hospitals' business strategy. In contrast to Austria, 
Switzerland has spoken in favour of an opt-in method, which means that patients have 
to make an effort on their own initiative to open a patient dossier. Due to this fact, 
Switzerland's electronic patient dossier must be convincing. Not only patients need to be 
convinced of the benefits of the EPDs, but also the GPswho have not yet been obligated 
to use the EPD by law. The future of the EPD therefore goes hand in hand with an added 
value for all, patients, hospitals and primary care provider. 

Modular data exchange has the potential of shaping an interdisciplinary data flow. 
With the introduction of the EPD, reporting will also be revolutionized in a later phase. 
To be successful, the implementation of a modular exchange of discharge information 
needs to be coordinated by a central body such as eHealth-Suisse and the Federal Office 
of Public Health, since it involves all health professionals. The basic building block for 
implementing modular reports is the structuring of documents. Before a restructuring of 
the reporting system can be envisaged at national level, the large health care institutions 
must first be connected by the EPD and use the same exchange format.  

As soon as reports can contain structured data and PIS can be connected to the EPD, 
the implementation of a merge view for general practitioners at the PIS manufacturers 
will be added to the roadmap. We hope that solutions such as the merge view will enable 
more physicians to be convinced of the benefits of electronic patient files in the future. 
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Abstract. Background: An ever growing for application of electronic health records 
(EHRs) has improved healthcare providers’ communications, access to data for 
secondary use and promoted the quality of services. Patient’s privacy has been 
changed to a great issue today since there are large loads of critical information in 
EHRs. Therefore, many privacy preservation techniques have been proposed and 
anonymization is a common one. Objectives: This study aimed to investigate the 
effectiveness of anonymization in preserving patients’ privacy. Methods: The 
articles published in the 2005-2016 were included. Pubmed, Cochrane, IEEE and 
ScienceDirect were searched with a variety of related keywords. Finally, 18 articles 
were included. Results: In the present study, the relevant anonymization issues were 
investigated in four categories: secondary use of anonymized data, re-identification 
risk, anonymization effect on information extraction and inadequacy of current 
methods for different document types. Conclusion: The results revealed that though 
anonymization cannot reduce the risk of re-identification to zero, if implemented 
correctly, can manage to help preserve patient’s privacy. 
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1. Introduction 

Today, healthcare systems have an increasing emphasis on modernizing infrastructures 
and replacing paper-based medical records with electronic health record systems (EHRs). 
This transformation makes new opportunities for secondary use of clinical data [1]. An 
EHR is a system embracing patients’ demographic, diagnostic, lab and medication data. 
These data can be accessed and shared through computer networks among healthcare 
providers in different organizations [2]. Therefore, EHR is a rich resource for secondary 
uses such as research, quality assessment and epidemiology [2,3]. However, the high 
volume of identifiable personal data in EHRs would threaten individuals’ privacy [4]. 
Studies showed that 59% of patients believed that EHR has increased risk of data loss or 
privacy breach [5].  In this regard, policies and regulations have been developed 
worldwide to restrict identifiable data sharing and to reduce privacy concerns, such as 
General Data Protection Regulation (GDPR) was approved by the European Union 
parliament on April 2016[6]. In the U.S., Health Insurance Portability and Accountability 
Act (HIPAA) enacted in 1996 and Health Information Technology for Economic and 
Clinical Health (HITECH) Act enacted in 2009 [7]. According to many regulations, the 
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medical team, and those permitted by the patient and those authorized according to law 
are permitted to access patient’s information [8].  

Based on many of these policies, researchers and other secondary users can only 
access identifiable data only if they obtain the required permission from ethical 
committees and informed consent from patients. This procedure is time-consuming and 
sometime impossible, especially when the target population is large. However, if the data 
is anonymized, there is no need for informed consent [9-10]. ISO defines anonymization 
as the act of eliminating the links between identifiable data and the data subject [11]. In 
recent years, many techniques have been developed for privacy preservation for 
healthcare data such as Anonymization, Perturbation, Condensation, Randomization and 
Fuzzy based methods; among them, anonymization showed to be a promising method 
[12-13]. Although, anonymization techniques are capable of preserving privacy, they 
may negatively affect data utility for secondary uses. [12]. In fact, anonymization 
methods and the resulted anonymized data may result in negative effect on secondary 
use of data. Hence, many studies have been conducted to investigate these issues and 
develop solutions for the problems. The aim of this research was to systematically review 
and categorize the problems of the anonymization techniques and their effect on 
secondary use of patients’ data.  

2. Methods 

The articles published in the 2005-2016 (conference and peer-reviewed papers) were 
included. Pubmed, Cochrane, IEEE and ScienceDirect were searched with a variety of 
related keywords (Table 1). Newspapers, reviews, letter to editor, workshop reports, 
posters, short reports, books and thesis, articles written in non-English language and also 
papers related to anonymization on non-health data were excluded. Articles with no 
access to the full-text were also excluded. In addition, articles were selected if they 
related to secondary use of anonymized data. In fact, papers related to develop methods 
for anonymization or those related to problems of these methods were also excluded.  

A total of 659 papers were initially identified. All duplicated (n=58) and non-English 
(n=13) articles were removed using Endnote software, however, a manual revision was 
done for verification. Two reviewers independently screened titles (n=588) and abstracts 
(n=165) and then reviewed the full texts (n=46). Discrepancies resolved by consensus. 
Finally, 18 publications were included in the review. 28 papers after reviewing full text 
were excluded mainly because they were related to the problems of the methods not the 
problems of anonymized data for secondary use.  

3. Results 

Based on the included papers (aims and results), we classified and discussed the issues 
of anonymizations in four categories including: (1) data secondary use (SU), (2) re-
identification risks (RR), (3) effect on information extraction (IE), and (4) Inadequacy 
of current methods for heterogeneous documents (IN). Following paragraphs describes 
each of these categories in detail. 
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Table 1: The search query used in this study 

Science 
Direct 

pub-date > 2005 and pub-date < 2016 and (TITLE-ABSTR-KEY(de-identif*) or TITLE-
ABSTR-KEY(deidentif*) or TITLE-ABSTR-KEY(Anonymization) or TITLE-ABSTR-
KEY(De-personalization ) or TITLE-ABSTR-KEY(Depersonalization) or TITLE-ABSTR-
KEY(Pseudonymization) ) and ("electronic health record" or "electronic medical record").  

Pubmed (Electronic health record [All Fields] OR Electronic medical record [All Fields]) AND (de-
identif*[Title/Abstract] OR deidentif* [Title/Abstract] OR Anonymization[Title/Abstract] 
OR De-personalization [Title/Abstract] OR Depersonalization [Title/Abstract] OR 
Pseudonymization [Title/Abstract]) AND ("2006/01/01"[PDAT] : "2016/01/01"[PDAT]) 

Cochrane (electronic health record:ti,ab,kw or electronic medical record:ti,ab,kw )and 
(deidentif*:ti,ab, kw or deidentif*:ti,ab,kw or Pseudonymization:ti,ab,kw or 
anonymization:ti,ab,kw) 
Publication year from 2006 to 2016 

IEEE ((electronic health record OR electronic medical record) AND (Abstract:deidentif* OR 
"Abstract":anonymization OR "Abstract":Pseudonymization OR "Abstract":deidentif* OR 
"Document Title":deidentif* OR "Document Title":anonymization OR "Document 
Title":Pseudonymization OR "Document Title":deidentif* ))  
and refined by  Year: 2006-2016   

3.1. Data secondary use 

Secondary usage of health data plays a key role in promoting medical knowledge. In the 
primary use of EHRs, providing healthcare services, it is necessary to include patient’s 
identification information within the records. In secondary use, however, there is no need 
for this information [14]. In recent years, there have been many techniques used to 
preserve patient’s privacy. However, one of the most problem of these techniques is 
possible elimination of much valuable information required for the research purposes 
and other secondary uses [12]. Therefore, many scientific articles focused on this issue 
and even proposed a number of methods to strike a balance between privacy preservation 
and maintaining data value. In this regard, seven papers out of 18 included articles 
focused on this issue [9, 15-20] (Table 2). For example, Neuberger [18] investigated 
anonymization approaches and showed that pseudonymization was the best method of 
striking a balance between data secondary use and privacy preservation. As another 
example, applications need to be piloted before use in actual environment. Currently, 
testing is performed with fake data often leads to worse code coverage and fewer 
uncovered bugs, so testing with real data is important. However, different data privacy 
laws prevent organizations from sharing these data with test centers because databases 
contain sensitive information. In this regard, Grechanik [19] proposed a solution for use 
of anonymized real data in evaluating the effectiveness of such applications.  

3.2. Re-identification risk 

Re-identification is a process in which attempts taken to find the owner of a record or 
document which has already been anonymized [21]. Attackers can re-identify data by 
linking the anonymized data to the other accessible datasets; therefore, anonymization 
techniques do not guarantee the anonymity of data [16, 22]. Four studies out of included 
papers focused on this issue [20, 22-24] (Table 2). Some studies introduced methods of 
estimating the re-identification risk of records [22]. In spite of all efforts to prevent re-
identification, the necessity of right legislation for the relevant delinquencies is explored 
by some researchers [23]. Only one investigation addressed the details of cost-
effectiveness evaluation of re-identifying of health data. In this study, the cost of each 
record was estimated in accordance with the value of each attribute [20]. In addition, El-
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Emam [3] found that many attacks succeed due to the inefficiency of the existing 
anonymization methods. 

3.3. Effect on information extraction 

Anonymization is a barrier to implementing effective data retrieval mechanisms. Since, 
it is not possible to do effective query for relevant data using anonymized data [25]. Due 
to the significance of the issue, many investigations have been conducted to assess the 
effect of anonymization on different operations such as data extraction or retrieval (nine 
papers) [2, 9-10, 12-13, 16-17, 25-26]. Some researchers proposed strategies to solve this 
problem. For instance, an efficient approach was proposed to maintain data 
appropriateness for data mining purposes even after anonymization [13, 25].  

3.4. Inadequacy of current methods for heterogeneous documents 

Sometimes, elimination of all identifiers is not even enough to preserve privacy in a 
special type of document [27]. Studies have shown that  different identifiers and 
documents need to different anonymization approaches. For example, Omran et al. [27] 
dealt with a key problem through a known anonymization method named k-anonymity. 
Through k-anonymity, it is not possible to precisely determine which identifiers to be 
generalized and which to be suppressed. To solve this problem, an ontology-based 
strategy has been proposed. Moreover, the majority of anonymization methods have been 
evaluated on a special type of clinical data. Ferrández also indicated that an 
anonymization method developed for a specific document corpus cannot be appropriate 
for other types [28]. Among included publications, three papers focused on this issue [20, 
27-28] (Table 2). 
 

Table 2: Summary of the research results 

Related findings Aim category Author 
Pseudonymization supports the privacy 
of patients and keeps data accuracy intact 
for secondary usage. 

Assessing existing privacy 
enhancing methods including 
anonymization, encryption, 
depersonalization, role-based access 
control and pseudonymization. 

SU Neubauer 
[18] 

Using k–anonymity (a data privacy 
approach) leads to serious degradation of 
test coverage. 

Introducing a new view with which 
organizations can determine how 
much test coverage they can lose 
when using data privacy to 
database-centric applications. 

SU Grechanik 
[19]  

The proposed algorithm has completely 
less normalized certainty penalty (NCP) 
cost and it has lower query ratio than 
other algorithms. + 

A utility-based k-anonymity is 
proposed. 

SU, IE Qingming 
[16] 

Automatically establishing generalization 
hierarchies decreases information loss 
following k-anonymization * 

A new k-anonymity approach in 
which generalization hierarchies are 
automatically made by input 
information. 

SU Harada [15] 

Using an efficient utility measure, this 
algorithm can be very useful at 
preserving data utility. It also allows 
more accurate query answering than 
other methods. 

A new anonymization algorithm is 
suggested, which uses 
generalization and suppression to 
choose items, based on data 
publishers’ utility needs, and is 
leaded by introducing utility 
criterion measure. 

SU, IE Loukides 
[17] 
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Related findings Aim category Author 
The differences in distributing population 
of U.S. states and their policies for 
disseminating datasets lead to varying re-
identification risks. 
 

Some techniques are introduced to 
estimate re-identification risk for 
many de-identification(De-ID) data 
sharing policies. 

RR  Benitez 
[22] 

De-ID was considered an important but 
insufficient means of keeping health 
privacy. It is indefensible from technical, 
ethical, and policy views to go on 
drawing a regulatory distinction between 
identifiable and de-identified health data. 

Adverse effects of nonconsensual 
use of anonymized health data in 
research are included 

RR  Rothstein 
[24] 

There is no ready enforcement for De-ID 
failures. The use of anonymized 
information for research goals should be 
regulated or even forbidden. Although, 
additional restrictions will make research 
impossible. 

Risks and dangers to subjects and 
the research community are 
highlighted from use of supposedly 
anonymized information. 

RR  Gellman 
[23] 

The analytical cost model is efficient for 
health information custodians (HICs) to 
decide better on sharing health data for 
secondary and commercial uses. 

A cost-benefit evaluation is done to 
test  related cost factors associated 
with the value of anonymized data 
and the possible damage cost due to 
privacy breaches. 

SU, RR, 
IN 

Khokhar 
[20] 

Both original and anonymized data sets 
are tested for classification accuracy and 
the conclusions showed that the 
anonymization process does not provide 
any important degradation in the 
accuracy of data mining classification. 

Introducing an adaptive utility 
based anonymization for accessing 
privacy without compromising the 
content of data or data mining 
accuracy 

IE Panackal 
[13] 

The combined use of metadata and 
ontologies offers exciting features to 
improve, in terms of relevance, the 
results of a search. In addition, the uses 
of standard vocabularies make the 
construction and interpretation of the 
queries easier. 

Introducing an ontology-based 
approach for efficient information 
retrieval in encrypted EHRs 

IE Pruski [25] 

The performance of the system was 
indistinguishable from that of human 
annotators. The impact of automated De-
ID was minimal on the utility of the 
narrative notes for subsequent IE as 
measured by the sensitivity and precision 
of medication name extraction. 

(1) Evaluating the natural language 
processing (NLP)-based method to 
de-identify a large set of diverse 
clinical notes automatically. (2) 
Measuring the effect of De-ID on 
the performance of IE algorithms on 
the anonymized documents. 

IE Deleger 
[26] 

The results revealed that there is a 
significant difference in classification 
accuracy between evaluations on the 
original and anonymized data. In EMD 
experiment, it is shown that privacy 
preservation methods can significantly 
jeopardize the data utility due to the 
highly strict protection principles they 
impose. 

To investigate the issue of health 
data utility after three 
anonymization methods with new 
criterions to assess the data utility 
(Support Vector Machine (SVM) 
and Earth Mover’s Distance 
(EMD)×) 
 
 

IE Wu [12] 

The informativeness was only minimally 
altered by these systems while formatting 
was only changed by one system. Only 
about 1.2–3% less SNOMED-CT 
concepts were identified in anonymized 
corpus. 

The effect of five different De-ID 
methods was investigated based on 
clinical text information content 
(informative and formatting) and 
clinical information extraction by 
comparing counts of SNOMED-CT 
concepts found in the original and 
anonymized corpus. 
 

SU , IE Meystre [9] 
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Related findings Aim category Author 
The results showed the relative error in 
query answering. 

Introducing a novel anonymization 
methods which is able to anonymize 
data with a desired balance between 
utility and privacyα 

IE Gkoulalas-
Divanis [2] 

Different De-ID methods have different 
effects on database operations such as 
time needed for data insertion, initial 
data loading and query on the database. 
Overall, De-ID has an undesirable effect 
on longitudinal study prevention. 

Evaluating performance of four De-
ID methods that may be used to 
ensure regulatory compliance while 
also making practical database 
updating and querying easier. 

IE Liu [10] 

The method could play an important role 
in protecting the privacy of personal 
health records without sacrificing the 
value of information for primary and 
secondary usages. 

A new ontology-base k-
anonymization is proposed to 
determine which information can be 
generalized and which information 
needs to be suppressed. 

IN Omran [27] 

There is no good report and results for 
these three systems as generalizability 
experiment.  

Various De-ID methods are 
comparing according to the 
generalizability and portability on 
different document sources as train 
and test sets. 

IN Ferrández 
[28] 

+ Normalized certainty penalty (NCP) and Query answerability are two metrics that measure the utility of the 
data. 
* Information loss is measured in terms of information entropy using a frequency distribution. 
× Classification by SVM and evaluating the similarity between anonymized and original tables based on EDM 
are two approaches for investigating the utility loss of privacy preservation techniques.  
α The utility policy constructed by Utility Policy Extraction (UPE) leads to the production of anonymized data 
that allows accurately computing the number of patients with the selected diseases. 

4. Discussion 

The present study explored the efficiency of and the issues related to the anonymization 
of EHRs. It revealed that anonymization, though appropriate for preserving patients’ 
privacy of healthcare data, cannot dispose of data re-identification risk altogether. On the 
other hand, when through the anonymization process a great portion of identifiable data 
is removed, the data will not be appropriate for a secondary use. This issue has been 
pinpointed in Meystre’s study [29] under the title of over-scrubbing. Many 
anonymization methods have been suggested which mainly addressed data utility after 
anonymization. Such methods were explored in the first category i.e. data secondary use.  
The findings of the second category showed that if standard methods are followed for 
anonymization, there will be a lower risk of re-identification. Moreover, an accurate and 
detailed analysis of different types of re-identification risks and their effects could be 
helpful to data disclosure policy making and the right implementation of anonymization 
methods.  

The main goal of data aggregation is analysis and use of the extracted information. 
The effect of anonymization on IE and database operations has been explored separately 
in the third category. Recent investigations proved that new anonymization methods have 
inconsiderable impacts on database operations, IE-based applications and text mining. 
Another issue taken into account was the text type. Unfortunately, the majority of 
anonymization methods have been evaluated on a specific type of clinical notes. 
Furthermore, they are mostly focused on English-language texts. However, the body of 
research selected in the fourth category showed that an anonymization method, once 
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designed for a certain type of clinical texts, will not produce desirable results on other 
text types.  

All issues, covered here, addressed the significant issues related to anonymization 
domain which has got to be resolved through efficient approaches. However, this does 
not imply that anonymization is improper for privacy preservation.  

The present study systematically reviewed the recent published researches about 
patient information anonymization. The effectiveness of this anonymization procedure 
was investigated in four categories: secondary use of anonymized data, re-identification 
risk, effect of anonymization on IE, and inadequacy of current methods for different text 
types. Although anonymization does not reduce the risk of re-identification to zero, if 
implemented correctly, could be useful in preserving patients’ privacy. Moreover, a 
comprehensive analysis of different types of re-identification attacks plays a key role in 
data exposure policy making and developing anonymization algorithms.  
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Abstract. Data Warehouses (DW) are useful tools to support clinical studies as they 
can provide exports of routine care data for scientific reuse. Exported DW data is 
usually post-processed and integrated into study databases by study staff that is 
reasonably trained in specific tools like SPSS and Excel but which are no 
programmers or computer scientists. DW systems should therefore be configurable 
to satisfy export format desiderata as much as possible so that exports contain no 
unnecessary post-processing obstacles. In the presented work the authors analyze 
various existing DW systems in respect to a list of potential export formats. 

Keywords. Clinical data warehouse, export data format 

1. Introduction 

An important element of clinical studies is the collection of patient data in so-called Case 
Report Forms (CRF). Routine clinical data contained in Data Warehouses (DW) can be 
a valuable resource for automatic [1] or manual completion of CRFs. Often the transfer 
of DW data into a study database incorporates (semi-)manual post-processing steps using 
tools like SPSS, R or Excel. In many cases, data exported from the DW has to suffice 
format constraints, i.e. preferably a table with one patient per row and one column per 
attribute type (e.g. age, sex, laboratory value, etc.) to facilitate calculations of statistics 
with the mentioned tools. Although DWs should be designed to be generic tools capable 
for all sort of data exchange, export APIs of existing solutions have limited capabilities. 
Especially in cases with multiple measurements of desired attributes for a single patient, 
an easy-to-use, all-satisfying data export can pose difficulties. 

In the presented work, the authors analyze various existing DW systems in respect 
to a list of potential export formats. In this matter, the focus lies on structural formats 
(e.g. table, tree- or graph-structure) rather than technical format specification (e.g. JSON, 
XML) as every structural format can be encoded in each technical format. The technical 
data format in which data is stored in respective DW systems (e.g. relational database, 
Entity-Attribute-Value-schema (EAV) [2]) is as well neglibable, as the structural 
relationships between returned data elements remain the same. 
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Figure 1. Data example with one patient having four different measurements. 

2. Methods 

The challenges arising when exporting data from a DW shall be exemplified with the 
following small piece of data that is assumed to be found when querying for two different 
attributes. The query results in one patient that has two measurements measured at two 
different dates for each of the two attributes. The returned data is depicted in Figure 1. 

In the following examples the measurement dates are omitted. If those are desired 
as well, one additional date column would have to be added next to each value column. 
Multiple possible format solutions exist to export the data depicted in Figure 1: 

1) Each attribute gets assigned a reduction function that deterministically reduces 
multiple measurements of one attribute to one measurement (Table 1).  

2) Multiple measurements for one attribute are concatenated, separated by a 
specific character and written to the same result table cell (Table 2). 

3) Multiple measurements are distributed over multiple rows. Multiple variants are 
possible for this solution: 
a) Different attributes each get their own column. The rows are a Cartesian 

product of all measurements of all attributes (Table 3). 
b) Different attributes each get their own column. Each row contains only 

values of exactly one attribute (Table 4) 
c) The values of different attributes are written to the same column. An 

additional column indicated the attribute type that belongs to each row 
(Table 5). This format is commonly known as an EAV-schema [2]. 

4) For each attribute the result table contains as many columns equal to the 
maximum number of measurements for that attribute for one patient. (Table 6) 

5) The data is not exported as a table but instead in a tree-structure form.  
 

Table 1. Result data using the reduction function “minimum(x1, x2, ...)” 

PatientID Attribute1_min Attribute2_min 
Patient1 1.2 44 

 

Table 2. Result data with measurements of the same attribute being concatenated and written to the same cell 

PatientID Attribute1 Attribute2 
Patient1 1.2; 2.3 44; 55 

 

Table 3. Result data with measurements of the same patient being distributed over multiple rows. The table 
is the Cartesian product of all measurements of all attributes. 

PatientID Attribute1 Attribute2 
Patient1 1.2 44 
Patient1 2.3 44 
Patient1 
Patient1 

1.2 
2.3 

55 
55 

G. Fette et al. / Exporting Data from a Clinical Data Warehouse 89

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



Table 4. Result data with measurements of the same patient being distributed over multiple rows with data 
from different attributes in separate sets of rows 

PatientID Attribute1 Attribute2 
Patient1 1.2  
Patient1 2.3  
Patient1 
Patient1 

 44 
55 

 
Table 5. Result data formatted in an EAV schema 

PatientID AttributeName Value 
Patient1 Attribute1 1.2 
Patient1 Attribute1 2.3 
Patient1 
Patient1 

Attribute2 
Attribute2 

44 
55 

 
Table 6. Result data with multiple columns for each attribute with multiple measurements 

PatientID Attribute1-1 Attribute1-2 Attribute2-1 Attribute2-2 
Patient1 1.2 2.3 44 55 

 
Existing DW systems were analyzed in their export capabilities in respect to the 

listed export format solutions. The systems analyzed were the DW system i2b2 [3], an 
OMOP CMD data model queried with SQL [4], Medical Research Insights (MRI) from 
SAP [5], the openEHR query API [6] and the DW system PaDaWaN [7]. 

3. Results 

i2b2 is an openly available DW framework. In its version 1.7.09c the web client contains 
a data export plugin that allows to export selected attributes belonging to a patient set of 
a recently executed query. The plugin allows the selection of either solution 2, 3b or 3c. 
The selected solution is applied to the complete set of desired attributes to be exported. 

OMOP CDM is not a DW system but a relational database data model that can be 
queried with SQL. The constraints using SQL as query method do not only hold for 
OMOP CDM, but for every relational data model queried with SQL. Therefore, OMOP 
CMD stands as a representative for DW systems without a dedicated query and export 
engine, in which users instead have to write SQL queries in order to access data. The 
main mechanism in SQL for retrieving data of different attributes and combining them 
to data sets belonging to individual patients is the JOIN operator. The straight-forward 
application of JOINs creates tables represented by solution 3a. When the query process 
is instead modeled in a way that first a set of matching patient-IDs are selected and then 
desired attributes facts belonging to those IDs using the UNION operator are collected, 
result tables represented by solution 3c can be realized. As SQL is a Turing-complete 
language, every one of the proposed solutions could be realized, although this would be 
at the cost of a much more complex implementation effort. 

MRI is a commercial clinical DW developed by SAP. It is still in ongoing 
development and in its current version 2.0 it only provides a data export format 
represented by solution 2. 

openEHR is a freely available DW specification for which free implementations as 
well as commercial solutions exist. The currently proposed API 0.9 (which is still in 
development) does not explicitly define which solutions are supported, but its current 
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documentation and the discussions about it in the openEHR mailing list archives lets 
suspect solution 3a or a variant of it (see [6] ResultSet example). 

PaDaWaN is a DW framework developed at the University Clinic of Würzburg. In 
PaDaWaN individual attributes of a query can be parametrized independently to use one 
of the solutions 1, 2 or 3a. Solution 3a is only allowed for one of the attribute in a query 
to prevent potential exponential explosions concerning the amount of returned rows. 

For i2b2 and PaDaWaN any solution could be provided with additional manual work 
using R plugins that provide additional formatting options [1, 8]. 

4. Discussion 

The selection of the presented solutions was chosen based on existing solutions in the 
analyzed DW systems as well as due to feature requests brought to the authors by local 
study staff. Solutions 4 and 5 are such feature requests that are not provided by any of 
the analyzed systems, but still have been included in the list of possible solutions. 

We first want to discuss strengths and weaknesses of the presented solutions: 
Solution 1, 2 and 4 have the advantage that the result table contains as many rows as 
patients. This can be useful when a user uses simple viewer tools like Notepad or Excel 
to quickly check how many patients have been found or when an export has to be joined 
with a new one into a single document. 

Solution 1 is an easy to use solution that prevents unwanted bloating of the result 
table concerning the amount of rows as well as columns. Unfortunately, a data-reduction 
takes place when executing the given reduction function during the export. When study 
staff processes data exported in that format this always has to be kept in mind. 

Solution 2 is potentially well suited for manual screening of the exported data. 
Automatic post-processing of data exported in this format is difficult as the concatenated 
lists have to be split again before any further processing. Sorting of the result table using 
tools like Excel is hardly possible as formerly separate values are now concatenated texts. 

All variants of Solution 3 have the disadvantage that the result table can contain 
more rows than patients. This hinders a quick estimation of patient counts when manually 
analyzing documents in this format. Furthermore, the result tables cannot be easily 
resorted as unskillful sorting by one attribute can destroy the arrangement of row sets 
originally belonging to the same patient. 

Solution 3a creates, due to its Cartesian product nature, the risk of an exponential 
explosion regarding the amount of created rows depending on the amount of attributes 
and the amount of measurements for each attribute. Having a patient with n attributes 
with m measurements each would create mn result rows. This can be a problem for 
queries with many attribute parameters having many measurements. 

Solution 3b as well as 3c are reasonably well human as well as machine readable. A 
property of solution 3b (that is not really a disadvantage but still noteworthy) is that the 
result tables are quite sparse because always only one attribute column is filled with data. 
Both solutions 3b and 3c create for queries with n attributes for one patient with m 
measurements per attribute n*m result rows. 

Solution 4 is a format commonly used in the design of study CRFs. A disadvantage 
of the format is that two exports using the same query can create differently sized output 
tables. This can happen when the query returns different amounts of measurements for 
the same attribute, depending on the data contained in the database on which the query 
is carried out. Furthermore, the amount of created columns can grow quite large, which 
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can pose problems when importing the result table in tools having a limited maximum 
number of allowed columns (e.g. 16,384 in Excel). Another problematic disadvantage of 
solution 4 emerges when performing post-processing steps on data exported in such a 
format: All functions that have to incorporate all measurements of one attribute have to 
be parametrized with all columns containing values of that attribute. All such columns 
have to be included in large Or-clauses (e.g. “IF (attribute1 > 2)” → “IF (attribute1-1 > 
2 OR attribute_1-2 > 2)”). Always having to list all columns of an attribute leads to 
bloated post-processing scripts and is error prone as possibly columns can be incorrectly 
forgotten in the needed listings. 

Solution 5 is a format that is represented by data interchange formats like CDISC 
ODM or FHIR. CDISC ODM is a widely accepted standard for the exchange of clinical 
data and there exist approaches for the import of CDISC ODM data into data processing 
tools like SPSS [9]. Unfortunately, many data clerks are not very familiar with the 
handling of tree-structure based formats using common data processing tools, like SPSS 
or Excel. In Excel, the import of tree-structure based formats is not possible at all. 

As all solutions have advantages as well as disadvantages it would be preferable to 
switch between solutions as easy as possible. Furthermore, a user should have the 
possibility to parametrize an export so that the potential reusability of that export is 
maximized. Therefore, a parametrization that allows to choose each of the presented 
solutions fine-grained for each individual query attribute would be beneficial, which is 
currently only possible in PaDaWaN. Solution 5 is, due to its strongly different format 
nature, hardly combinable with the other solutions. 

When assessing the different analyzed DW systems concerning the presented 
solutions PaDaWaN supports the most solutions in the most fine-grained manner (i.e. 
per attribute). i2b2 supports at least three of the presented format solutions although the 
selected choice is always affecting the format of all attributes of the respective query. In 
all other DW solutions, users have to cope with only one supported solution. 

As all analyzed systems are still in active development or are even open source 
projects, the presented work could be an incentive to improve the respective data export 
capabilities or to develop adapters that provide additional functionalities. 
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Abstract. Background: To develop simulation models for healthcare related 
questions clinical data can be reused. Objectives: Develop a clinical data warehouse 
to harmonize different data sources in a standardized manner and get a reproducible 
interface for clinical data reuse. Methods: The Kimball life cycle for the 
development of data warehouse was used. The development is split into the 
technical, the data and the business intelligence pathway. Results: Sample data was 
persisted in the Observational Medical Outcomes Partnership (OMOP) Common 
Data Model (CDM). The i2b2 clinical data warehouse tools were used to query the 
OMOP CDM by applying the new i2b2 multi-fact table feature. Conclusion: A 
clinical data warehouse was set up and sample data, data dimensions and ontologies 
for Austrian health claims data were created. The ability of the standardized data 
access layer to create and apply simulation models will be evaluated next.  

Keywords. Secondary use, standardized health data, clinical data warehousing. 

1. Introduction 

Clinical data reuse is defined as “non-direct care use of personal health information 
including but not limited to research” [1]. In [2] it is concluded that clinical data reuse 
can constitute an important pillar to increase the quality in medical research and 
efficiency of clinical research. Reused data can come from various sources, documented 
for various purposes in varying granularities and levels of structure. To successfully 
reuse these data, the source data have to be cleaned, harmonized and pre-processed to 
allow meaningful research.  

Various efforts exist to unify clinical data reuse by storing data in harmonized data 
models. The Observational Health Data Sciences and Informatics (OHDSI) program [3] 
supports the community in the development and adaptation of the Observational Medical 
Outcomes Partnership (OMOP) Common Data Model (CDM). Informatics for 
Integrating Biology and the Bedside (i2b2) [4] offers a generic data model for clinical 
data and an open source clinical data warehouse framework with advanced access and 
querying mechanisms and good extensibility using so called cells. In [5] the CDISC 
Operational Data Model (ODM) was implemented using i2b2 as front-end.  

A clinical data warehouse offers life science businesses easier access to stored 
information and gives insights into their health care data. As part of the imProve project2 
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we want to use simulations of the Austrian health care landscape to innovate the health 
care industry. Simulation models are models of reality which are created and 
parameterized by the model builders using information resources describing reality. The 
expected benefit of a clinical data warehouse with a standardized interface between the 
developed simulation models and the source data is easier deployment of the models and 
reproducible results.   

This article describes the process of implementing a local clinical data warehouse 
infrastructure based on the OMOP CDM and the i2b2 data warehouse infrastructure as 
front-end to analyze Austrian health claims data.  

2. Methods 

Based on the Kimball Lifecycle diagram [6]  a local clinical data warehouse 
infrastructure was created. The business requirements are specified first, and then the 
lifecycle splits up into three pathways. In the technical pathway strategic and technical 
directions are planned based on the business requirements. The data pathway reflects the 
categorization of data into measurement facts and descriptive dimensions. Dimensions 
can be seen as structures that categorize the measurement facts to enable users to answer 
business questions. First the relevant dimensions based on the available data (i.e. 
measurement facts) are analyzed and formalized, then the data models to store the 
measurement facts are created and finally the source data are loaded into the data 
warehouse. In the business intelligence pathway the information needs are analyzed and 
tools to access and query the data are created.  

3. Results 

3.1. Business Requirements 

As a first use case Austrian health claims data were selected. Health claims data are 
documented in a highly structured form needed for reimbursement purposes and existing 
know-how from previous projects with this type of data was available. To prevent data 
privacy concerns when using real claims data sample data was created. The clinical data 
warehouse should be extendible for future use cases in respect to the clinical data stored 
but also in respect to technical interfaces like future distributed query possibilities. The 
data stored in the data warehouse should be accessible during the building of simulations 
models to parameterize the model and as input during the execution of simulations 
models.  

3.2. Technical path 

As part of a previous project [7], an i2b2 clinical data warehouse was deployed for 
Austrian health claims data. A special focus was put on technical aspects like the 
handling of large data sources and compartmentalization using Docker containers. I2b2 
implements various strategies to maintain patient privacy [8] and offers a generic 
database design based on the star schema. Observations and the clinical data are stored 
in five main tables. This generic structure allows for a high degree of flexibility yet 
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increases complexity. In the current version of i2b2 the multi-fact table concept is 
introduced to enable i2b2 to also access data from other data sources beside the i2b2 
observation fact table1. This feature allows for example OMOP CDM as source for 
observational data in i2b2 using database entries without changes to the i2b2 source code. 
OMOP CDM is optimized for claims data with separate tables for drug costs, visits costs 
etc. resulting in an easier to understand column-based database design.  

Based on the business requirements the OMOP CDM (v5.0, October 2014) and i2b2 
(v1.7.09b) accessing OMOP CDM via the new multi-fact table feature was selected. For 
the deployment a virtual machine based on VMWare ESXI (v5.5), with 1 CPU (3 GHz), 
12 GB RAM and 130 GB of disk space was created. As operating system Ubuntu server 
(v16.04.2) was selected to host i2b2 and the Microsoft SQL Server (v14.0).  

3.3. Data path: Analysis of data dimensions 

The OHDSI Athena2 allows the distribution of standardized vocabularies, which already 
use the correct data format for the OMOP CDM. The two dimensions for the Anatomical 
Therapeutic Chemical (ATC) Classification System used to document dispensed drugs 
and the International Statistical Classification of Diseases and Related Health Problems 
10th revision (ICD-10) used to document hospital diagnoses in Austrian health claims 
data could be reused directly.  

Additionally to the ATC codes, pharmaceutical products sold in Austria are also 
identified using the unique Austrian pharmaceutical registration number (PRN). The 
16,500 medications represented by unique PRN are modeled as separate concepts (with 
distinct entries for vocabulary and concept_class) in the OMOP CDM. Using 
concept_relationship the PRN are linked to the existing ATC codes.  

The catalogue of 1,951 individual medical services (i.e. “MEL codes”) was 
hierarchically structured into chapter, subchapter, unit, anatomy (coarse and fine), access 
and source. Each MEL code and structure was modeled as new concepts and linked using 
the concept_relationships.  

Austria can be divided into more than 17.000 cities (i.e. “Orte”) with distinct postal 
codes located in 2,100 counties (i.e. “Gemeinden”) located in in 32 supply regions (i.e. 
“Versorgungsregionen”) located in 9 states (i.e. “Bundesländer”) and finally four supply 
zones (i.e. “Versorgungszonen”). The location table in OMOP CDM has fields for all 
entities except the supply zones and regions. Therefore these two dimensions were 
documented in the address_2 field instead of creating separate observations for each visit.  

Claims data in Austria originates from the 19 insurance carriers which were 
modelled as concepts. For each visit_occurence one of 281 care_sites was assigned 
including the unique hospital id, state, supply region and supply zone. 

3.4. Data path: Physical design of OMOP Schema 

From the 36 tables available in the OMOP CDM only 15 were used to document the 
Austrian health claims data. The person, death and location tables are used to store 
information about the patients. The provider table (including care_site and location) are 
used to store information about the health care provider. Hospital visits were modelled 
as visit_occurences with observations, measurements and condition_occurence to  
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Figure 1: Overview of the i2b2 query editor with the created dimension on the left hand side, a sample query 

in the center and the results at the bottom.  
 
document information about the visit. Prescribed and dispensed medications are stored 
in the drug_exposure table. The previously described data dimensions are modelled 
using the tables concept, concept_class, domain, vocabulary and concept_relationship.  

3.5. Data path: Integration of the claims data 

To evaluate the created clinical data warehouse infrastructure and to prevent data privacy 
issues we created sample data for female Austrian patients base on the distribution of 
age, discharge diagnoses and medication distribution in the Austrian population. The 
final sample data consists of 4.3 million patients with 460.000 hospital stays and 10.3 
million medications representing 16.500 different pharmaceutical products and covered 
a time period of 3 years. We initially evaluated the Observational Medical Dataset 
Simulator (OSIM)1 for OMOP. Due to version incompatibility of OSIM we could not 
apply it directly and decided to created comma separated value (csv) files using a simple 
JAVA routine with the distributions as input. All csv files were imported into the 
database and all transformations were performed using SQL scripts. This approach, 
where the data wrangling and transformations are performed directly in the database 
instead of separate tools is called extract, load and transform (ELT) process [9].  

3.6. Business Intelligence  

To get a generic overview of the imported data in the OMOP CDM the Achilles 2 
framework was used. To allow more in-depth analysis and to control access on a per user 
base, the i2b2 web interface was used. In Figure 1 an overview of the query interface 
with the various dimensions is depicted. To access OMOP CDM with i2b2 the i2b2 
multi-fact tables were enabled and the OMOP CDM data was linked to i2b2 by creating 
a dedicated i2b2 ontology for our data. This OMOP_AUSTRIA ontology references the 
OMOP CDM tables directly. For complex queries (e.g. “Patients with more than 3 
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hospital stays”) we created separate database views also accessible using the multi-fact 
feature. The final goal will be to create simulation models based on the data stored in the 
data warehouse and offer access to the simulations models to the end users.  

4. Discussion and Conclusion 

We implemented a clinical data warehouse based on i2b2 using the new i2b2 multi-fact 
tables to access health claims data stored in the OMOP CDM. Austrian dimensions for 
pharmaceutical registration numbers, regions, health care providers, insurance carriers 
and medical services were created. Sample data of more than 4 million patients was 
created and imported using SQL scripts. Using generated data and health claims data in 
particular, the import was quite straight forward since data were already structured and 
no data cleaning, data extraction or linking was needed. The first cycle of the Kimball 
life cycle for data warehouses was finished.   

The created data warehouse can be deployed at different data holders using the 
virtual image created. To deploy the data warehouse extract, load and transformation 
steps are still needed to import the source data. To create simulation models, the Achilles 
tool is a good starting point to gain an overview of the stored data and for quality 
assessment. Depending on the use case specific reports (e.g. regional distribution) should 
be developed. The i2b2 interface allows direct access to cohort estimations on a very fine 
grained level (e.g. number of patients with a specific diagnosis in a specific time frame 
followed by a specific medication). If the data holders are not willing to offer direct 
access to their data due to data privacy regulations and privacy concerns, Achilles and 
i2b2 enable the data holder to extract needed parameters themselves without advanced 
technical background.  

As a next step we plan to quality assess the developed dimensions and distribute 
them as standardized vocabularies with the Athena tool from the OHDSI community. In 
a similar fashion the i2b2 ontology we created to query OMOP CDM data representing 
Austrian health claims data with i2b2 should be made available to other researchers. We 
plan to refine the import scripts to automate the import process further and to allow all 
Austrian health care providers documenting health claims data or insurance carriers 
receiving health claims data to easily reuse the created dimension and store their data in 
their locally deployed OMOP CDM. This is a first step to prepare a small subset of 
dimensions used in the Austrian health care landscape for reuse purposes.  

The OMOP CDM and the i2b2 ontology offer a good framework to formalize 
dimensions. Reusing these dimensions can help to facilitate future data preparation tasks 
and make research easier to compare. At the time of the first deployment, the multi-fact 
tables in i2b2 were only optimized for Microsoft SQL servers. Since these are now also 
available for PostgreSQL we are currently migrating the dimensions, ontologies, import 
scripts to PostgreSQL. The OMOP CDM allows an easier selection of stored data using 
SQL, compared to the generic i2b2 data model. I2b2 only distinguishes between patients, 
visits, observations and observers, all other nuances in the data are hidden behind the 
concept dimension. OMOP offers the Achilles tools to get a quick overview of the data 
in the data warehouse and with the i2b2 query editor a simple interface for end users is 
available.  

When analyzing claims data OMOP CDM already offers specific tables for 
medications services. With harmonized ontologies in i2b2 the same effect can be 
achieved. Combining the data model of OMOP CDM and the query interface and data 
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management of i2b2 is relatively easy to achieve and enhances both products. Our 
proposed data warehouse implementation can build a starting point for other projects to 
enable reproducible and comparable research and facilitate the development and 
application of simulations models.  
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Abstract. Patients with multiple disorders usually have long diagnosis lists, 
constitute by ICD-10 codes together with individual free-text descriptions. These 
text snippets are produced by overwriting standardized ICD-Code topics by the 
physicians at the point of care. They provide highly compact expert descriptions 
within a 50-character long text field frequently not assigned to a specific ICD-10 
code. The high redundancy of these lists would benefit from content-based 
categorization within different hospital-based application scenarios. This work 
demonstrates how to accurately group diagnosis lists via a combination of natural 
language processing and hierarchical clustering with an overall F-measure value of 
0.87. In addition, it compresses the initial diagnosis list up to 89%. The manuscript 
discusses pitfall and challenges as well as the potential of a large-scale approach for 
tackling this problem. 

Keywords. Cluster Analysis, Natural Language Processing, Electronic Health 
Records, Semantics 

1. Introduction 

Patients with chronic diseases and multiple diagnoses accumulate high numbers of in- 
and outpatient treatment episodes. This leads to an overloaded content of their electronic 
health records (EHR). This fact especially hampers a quick visual perception of the most 
important patient-level information. In order to support physicians in accessing this 
information within a reasonable period of time, our goal is to provide them with a so-
called QuickView, accessible from within the user interface of the hospital information 
systems (HIS). This enables the physician to get a navigable overview of the most 
important categories. One of these categories is a listing of all diagnosis phrases most of 
them coded by ICD-10. In case of multi-morbid patients this easily amounts to a listing 
of hundred or more diagnosis phrases. This list, which resembles the classical problem 
list, is the matter of investigation of our work. Due to its high redundancy, we intend to 

                                                           
1  Corresponding Author: Markus Kreuzthaler, CBmed GmbH - Center for Biomarker Research in 

Medicine, Stiftingtalstrasse 5, 8010 Graz, Austria; Institute for Medical Informatics, Statistics and 
Documentation, Medical University of Graz, Auenbruggerplatz 2/V, 8036 Graz, Austria, E-Mail: 
markus.kreuzthaler@medunigraz.at 

Health Informatics Meets eHealth
G. Schreier and D. Hayn (Eds.)

© 2018 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-858-7-100

100

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



 
 

apply a topic-based grouping, which can be exploited in a navigational and information 
visualization based implementation, settled within a web-based QuickView front-end. 

The paper is organized as follows: Section 2 gives an overview of related work and 
highlights the need of our investigations. Section 3 describes the data sets, models the 
problem and presents the methods in use. The results are presented in Section 4 and a 
conclusion and outlook is given in Section 5. 

2. Background and Related Work 

In the last years, the analysis of large-scale EHR content using supervised and 
unsupervised machine learning has become a popular approach to gain more fine-grained 
insights into clinical information like diagnoses or medications. Unstructured EHR data 
like clinical narratives hamper efficient information extraction due to numerous language 
idiosyncrasies like short forms (abbreviations, acronyms), spelling and typing mistakes, 
syntactic incompleteness, specialist jargon, negations or non-standardized numeric 
expression, just to mentions some. A focus of interest has been the automatic code 
assignment (e.g. of ICD diagnosis codes) due to their relevance for billing, medical 
decision support and therapy planning. 

Koopman et al. [1] introduced a method to automatically detect cancer diagnoses 
and classify them into ICD-10 codes. In a supervised framework, they used support 
vector machines (SVMs) with term and concept based features. They report an F-
measure of 0.7 for detecting the type of cancer. In another work, Koopman et al. [2] also 
tried to automatically classify death certificates taking into account diabetes, influenza, 
pneumonia and HIV. Applying a supervised approach using SVMs, an F-measure of 0.8 
was obtained for ICD-10 coding. Ning et al. [3] proposed an ICD-10 code assignment 
approach for Chinese medical text. They hierarchically structured the ICD-10 codes and 
assigned an unlabelled document based on a word-to-word similarity metric. An F-
measure accuracy of 0.91 is reported. Chen et al. [4] improved the longest common 
subsequence algorithm for ICD-10 mapping to Chinese clinical narratives, yielding an 
F-measure of 0.81 for this task. Boytcheva [5] applied ICD-10 code mapping to 
Bulgarian clinical narratives. A multi-class SVM with a max-win voting strategy in 
combination with a text pre-processing module was applied for assigning ICD-10 codes, 
resulting in an F-measure of 0.84. 

Most of the work mentioned here and a wide range of related studies deal with 
medical free text in a specific language, like we report on our data set written in German. 
Features used in a supervised framework as in the work cited above are often connected 
to language-dependent patterns, even though more recent approaches like deep learning 
methods reduce the need for use case specific feature engineering.  

In the next sections we will introduce an approach without the need of feature 
engineering, which aims at a maximum of language-independence. We refrain from a 
purely supervised approach to achieve the goal of semantic grouping of patient based 
diagnosis list (problem list) items. 
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3. Methods and Data 

3.1. Data Set 

The initial experiments on content-based grouping include diagnosis listings of five de-
identified nephrology patients, each of them having between 250 and 861 diagnosis 
statements written in German, accumulated within a time range of 12 to 22 years. A 
peculiar feature of these code-description pairs is the fact that physicians are allowed to 
overwrite the contents of a 50-character long standardized text field, filled with standard 
text produced by an ICD coding plugin. The resulting listing is therefore a mixture of 
standard and personalized diagnosis texts, the latter often enriched by adding procedures 
and dates. Text entries without ICD codes are also possible. As a result this diagnosis list 
comes close to what is well-known as ”problem lists” in the Anglo-Saxon medical 
tradition, but unknown in our context. The result is an admixture of a) list items in which 
the ICD description remains unaltered b) list items in which the ICD description is partly 
or fully overwritten and / or abridged c) list items with no ICD code attached. Especially 
in the case of patients with long clinical histories, the accumulation of list items lead to 
a high degree of redundancy. 

3.2. Problem Modeling 

This section gives a brief formal problem description and presents the underlying 
assumptions we make for diagnoses text grouping. Accordingly, every patient P1..i has a 
set of diagnosis list items I1..k..l where Ik = (ICD-10k, dk) defines the coded ICD-10k 50-
character long description dk which we refer to as a document throughout the manuscript. 
One fraction Icoded = I1..k is coded and the other one Inon-coded = Ik+1..l is without codes, with 
just the text snippets dk+1..l existing. Since an immediate overview of all list items I1..l to 
a patient Pi is impossible with longer lists, our solution attempts to semantically group 
them into n sets C1..n, so that the content navigation through all list items I1..l via C1..n is 
supported. 

For semantically grouping of related list items I1..l, we make the following 
assumptions: Assumption A. Disease list items Icoded with the same 3-digit ICD-10 code 
are similar in content by definition. This derives from our experience that assignments 
of the fourth digit tend to be ambiguous. If codes exist, they form a manual ground truth 
of judgement for semantic similarity. Assumption B. A content similarity of a sub group 
of list items Ii..j out of I1..l is given by string similarity between two list items (I1, I2), 
which can be expressed via a function fsim (I1, I2) = sim = fsim (d1, d2). Therefore sim is an 
indicator for content similarity. 

The problem description and the Assumptions A and B stated before lead to two 
content-based grouping strategies: Content Based Grouping Strategy I. If list items are 
coded they can be semantically grouped by applying Assumption A forming CICD−10 = 
C1..i ICD-10 content groups. Content Based Grouping Strategy II. By applying 
Assumptions A and B, similar content groups can be formed, with the result that a fraction 
of the non-coded list items Inon-coded get a code and can therefore be grouped semantically 
via Content Based Grouping Strategy I. At least under Assumption B, these non-coded 
disease list items in Inon-coded can be put together in a way that they are similar in content, 
via a certain level of sim forming Csim = Ci+1..n cluster. 

This leads to the evaluation of similar content groups (grouping the already coded 
ones is trivial), of the non-coded disease list items Inon-coded a) by the Content Based 
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Grouping Strategy I (ICD-10 based), so a code could be automatically assigned to a list 
item in CICD−10 and b) content groups, whereas no code could automatically be assigned 
to to a list item in Csim. Nevertheless they are automatically grouped due to their string 
similarity, which reflects the fact of Content Based Grouping Strategy II (string 
similarity based). 

We will show that this can be achieved in one go using a hierarchical semi-
supervised clustering approach where ICD-10 codes are automatically assigned to non-
coded list items and at the same time infer the optimal sim boundary for string-based list 
item grouping with a minimal language-depended preprocessing strategy. 

3.3. Preprocessing 

To normalize the text segments we applied the following Lucene 1 NLP components 
within a processing chain: a StandardTokenizer for tokenizing the input text; a 
StandardFilter applying a first Lucene-based text normalization; a LowerCaseFilter, 
which erases all upper case occurrences; a StopWordFilter2, removing identified tokens 
and a SnowballFilter (German2) extracting word stems from tokens. Finally we applied 
a regular expression for text normalization, removing certain characters from the input 
token3 . We refrained from word decompounding even though this is a common German 
language phenomenon, with certain domain-specific affixes like “-itis” for inflammation 
or “-ectomie” for surgical removal. Instead, we compensated this language phenomenon 
with a character n-gram filter, choosing an initial window size of three. This has the side 
effect that typing errors, an important type of language errors have less impact on token 
similarity in the VSM (Vector Space Model), explained in the next section. 

3.4. Vector Space Model 

Applying the VSM model, documents are seen as bag of words and the corresponding 
terms of a document are mapped to a unique point in a vector space [6, 7]. A document 
collection D is defined as a set of documents d1, d2, dj,…,dn, representing the 
observations. We did a char 3-gram decomposition of the collection D which forms a 
vocabulary with t1, t2, ti,…,tm unique char 3-gram types, which can be interpreted as more 
fine grained terms in the following descriptions. The document dj is spatially interpreted 
as a point in the m-dimensional vector space, respectively forming an m-dimensional 
feature vector. Therefore, the VSM is described via an m × n matrix X. In the classic 
VSM the term-specific weights within the feature vectors are products of local and global 
parameters. We use the popular term frequency-inverse document frequency tf-idf 
weighting scheme [8] and the cosine similarity between two documents di and dj to 
obtain the semantic correlation sim between two list items Ii and Ij. 

3.5. Latent Semantic Analysis 

Latent Semantic Analysis (LSA) [9, 10] is a statistical retrieval method exploiting term 
co-occurrences within a term-document matrix and is generally categorized as a kind of 
distributional semantics. m terms and n documents form a sparse m × n matrix X, i.e. the 

                                                           
1 https://lucene.apache.org/ 
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VSM in Section 3.4. The core of LSA is to apply a singular value decomposition (SVD) 
on the term-document matrix X = TSDT getting the orthonormal matrices T and DT with 
the eigenvectors of XXT and XTX. T is often called the term matrix and DT the document 
matrix. The roots of the eigenvalues of XXT and XTX are embedded in S. The degree of 
dimensionality reduction can be controlled by eliminating the lowest eigenvalues and 
their eigenvectors to a new dimension k. 

3.6. Hierarchical Clustering 

In order to provide a content based grouping into n sets C1..n we applied a semi-supervised 
clustering approach. First, we clustered all patient-specific documents d1..l (50-character 
long phrases) including the already ICD-10 coded documents with a hierarchical 
agglomerative cluster method implemented within the hclust function provided by the 
core R programming environment [11]. Agglomerative clustering follows a bottom-up 
approach in which each document initially is assigned to its own cluster. From this initial 
configuration, documents are iteratively merged based on a specific distance metric until 
there is just a single cluster. UPGMA for instance, which was used in this work, 
computes the distances between two cluster A and B based on the pairwise average 
distances between their assigned documents d. 

 (1) 

Motivated by the hypotheses that string similarity of diagnosis phrases correlates 
with ICD-10 assignments (Section 3.2 Assumptions A and B) we applied different cut 
heights to the resulting tree diagram. In this particular step, we inferred the best cut-off 
in order to reproduce the already coded ICD-10 clustering scheme (Icoded) judged by the 
F-measure [12]. Based on the resulting groups, unlabeled documents (Inon-coded) were 
coded if and only if they appeared in a cluster together with at least one ICD coded 
document. If two documents with different ICD-10 codes were clustered in the same 
group, we assigned the label of the document with the smallest cosine distance. 

4. Results and Discussion 

The initial clustering based on string similarity to reproduce the ICD-10 clusters scored 
an F-measure of 0.71 on our test data set. This result suggests that string similarity 
generally can be assumed to correlate with ICD-10 encodings and thereby supports our 
hypotheses (Assumption B). However, while we observe a high precision of 0.82 we get 
a relatively low recall of 0.62 (Figure 1a). Thus, our algorithm tends to separate 
documents into different cluster although these documents belong to the same ICD-10 
group. For instance, the two diagnoses “NTX”1 and “Niereninsuffizienz dialysepflichtig” 
(renal failure requiring haemodialysis) are assigned to the same ICD-10 code (N18) by 
the physician, but are clustered into different groups based on the hierarchical clustering 
algorithm (false negative). However, the per-patient post ICD description assignment 
introduced in this paper naturally corrects for this scenarios due to the following feature:  
 

                                                           
1 NTX is an abbreviation for "Nierentransplantation" (kidney transplant) 
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Figure 1. (a) The power of hierarchical clustering using string similarity to reproduce the ICD-10 groupings 
Icoded is demonstrated. The string similarity approximately correlates with the ICD-10 assignments with a 
moderate F-measure and a good precision value. At the same time, it highlights the need of further information 
about string patterns within ICD-10 cluster for per-patient post ICD description grouping. (b) We used LSA to 
reduce the feature space. For each dimension-reduction step, we cut the tree with different heights and plotted 
the maximum F-measure achieved for the particular subspace. 
 

As long as both documents are clustered together with a same ICD-10 coded document, 
both will simultaneously get the same ICD-10 code even if their string dissimilarity is 
high. 
 Using LSA we were able to reduce the feature space up to 75 percent with just a small 
loss of accuracy (Figure 1b). The linear transformation into a new semantic space via 
LSA increased not yet the accuracy, but could be an advantage exploiting a large scale 
approach with thousands of patients in the future. To evaluate our method we made two 
assumptions. First, we assumed that the physicians correctly assigned ICD-10 codes to 
the documents and second, we ignored ICD-10 codes that were not used already for a 
specific patient. Documents that were not coded prior to the analysis and get the ICD-10 
code are defined as true positives, documents that were not coded and got the wrong 
ICD-10 code are false positives and finally, documents with missing ICD-10 codes but 
should have get one are false negatives. Based on this evaluation framework we 
calculated the F-measure to measure the performance of our algorithm (Table 1). In 
addition, we repeated the evaluation and modified our second assumption. In this case, 
all ICD-10 codes are assumed available, resulting overall in a much higher false negative 
rate (Table 1, numbers in brackets). However, it is likely that ICD-10 codes not yet 
assigned to a specific patient might be available in documents related to other patients. 
Therefore, considering a large amount of patients we expect a substantially reduced false 
negative rate in this scenario. Given that and the results shown in Table 1 we are 
expecting an F-measure of > 0.9 in post-assigning ICD-10 codes in a large scale analysis. 
 

Table 1. Post ICD-10 coding* and string clustering results** 
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Table 2. Number of the identified topics out of the initial disease list items. 

 
 
A notable amount of documents might be not assignable to a certain ICD-10 code, 

but the algorithm proposed in this work categorizes those remaining non-coded 
documents based on string similarity (Assumption B) therefore we achieve a good topic 
clustering rate for all initial diagnosis list items (Table 2). The method suggests good 
performance in four patients, properly detecting the disjoint content classes of the 
diagnoses. Patient 5, in contrast, scored a low precision value of 0.59 due to a low cosine 
cut-off value learned from the already ICD-10 coded documents Icoded causing a high 
false positive rate. 

5. Conclusion 

In this paper, we showed that diagnosis or problem lists in EHRs can be condensed by a 
clustering approach. This suggests the feasibility of a first patient QuickView 
implementation with the goal to enhance the readability of long clinical diagnosis or 
problem listings. However, the results also point to a set of scenarios, which remain 
challenging to address. a) Physicians often put multiple diagnoses within a single phrase, 
which makes it hard to classify for clustering algorithms where a document cannot be 
assigned to two different clusters at the same time. b) In some cases the codes were 
plainly incorrect. As we are learning from these coding schemes this can become a real 
issue in categorizations of a small amount of available list items. In general, we expect 
that the majority of physicians are choosing the right codes, and we intend to make use 
of this realistic assumption in future work. c) Abbreviations are still difficult to handle 
although the problem minimizes when a physician already assigned an ICD-10 code for 
the abbreviation as well as for the corresponding full text. We hypothesize that by 
exploiting a larger patient-specific database we can address these problems, by raising 
the documentation quality for the individual patient out of many patients, which we want 
to investigate in the future. 
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Abstract. Model-based decision support systems promise to be a valuable addition 
to oncological treatments and the implementation of personalized therapies. For the 
integration and sharing of decision models, the involved systems must be able to 
communicate with each other. In this paper, we propose a modularized architecture 
of dedicated systems for the integration of probabilistic decision models into 
existing hospital environments. These systems interconnect via web services and 
provide model sharing and processing capabilities for clinical information systems. 
Along the lines of IHE integration profiles from other disciplines and the meaningful 
reuse of routinely recorded patient data, our approach aims for the seamless 
integration of decision models into hospital infrastructure and the physicians’ daily 
work. 

Keywords. Clinical Decision Support Systems, Decision Modeling, Computerized 
Models, Computer Architecture, Model Sharing. 

1. Introduction 

Clinical decision support systems (CDSS) have great potential to bring added value to 
the daily clinical practice. They are supposed to support physicians in diagnosing or 
finding a better, more individualized therapy for complex diseases, e.g. head and neck 
cancer [1,2]. Developing patient models as a foundation for CDSS is a suitable tool to 
achieve personalized medicine [3]. Patient models can be utilized to integrate patient-
specific data from hospital information systems (HIS). Thereby, they can help to 
calculate and assess the respective situation, e.g. possible therapy options given specific 
patient characteristics. The application of these models, however, would require a 
substantial infrastructure of dedicated systems.  

In general, a typical HIS does not support the sharing or processing of any model-
based functionality on the basis of patient-specific data. Although additional storage for 
general or patient-specific models can be realized, the processing capability needs to be 
added with respective software components. To avoid additional efforts for the 
physicians in using a CDSS, the interoperability of the respective subsystems must be 
considered. There are also several different settings where decision models in the context 
of clinical decision support might be used. For an oncological example, functionalities 
of a CDSS could be used on a physician’s workstation during his or her clinic hours or 
by an interdisciplinary team of physicians in a tumor board meeting. Therefore, isolated 
installations on only a few clinical workstations should be avoided [4]. To be able to 
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create a sophisticated, institution-wide solution (or even beyond the boundaries of one 
institution), there is the necessity to exchange the models and their respective processing 
engines. They must be available at every other point of use. Reuse and exchange of data 
in clinical environments is a continuously investigated subject [5]. The model exchange, 
as the foundation for a well-integrated model-based decision support, must be based on 
well-established clinical standards. This will facilitate interoperability with other systems, 
a seamless integration into existing clinical IT landscapes and easy adoption. In this 
paper, we propose an architecture of dedicated subsystems for the efficient integration 
and standardized exchangeability of decision models in a HIS environment. 

2. Methods 

A HIS, typically running on a modern computer network, provides the basic 
infrastructure on top of which a CDSS is built [6]. Administrative patient data and 
clinical data are stored in various databases within the HIS network. They are stored in 
a safe way, fulfilling all legal requirements and demands on retrieval of all persons 
involved. Typically, functionalities of a HIS do not go beyond these requirements. 
Juridical and license regulations aside, these data can however be accessed in the space 
of the network. To avoid any redundant data storages, the routinely used databases should 
be used by any additional systems for any added value as well. The network 
infrastructure generally allows for the use of modern communication techniques. The 
connection of several interlinked systems via web technologies, e.g. HL7 FHIR provides 
for semantically structured storage and RESTful services to transfer the data [7]. 
For a specific analysis of exemplary integration scenarios, we chose to analyze the 
decision model for laryngeal cancer, proposed by Cypko et al. and Lemke et al. in [8,9] 
and deduced a list of more generalized requirements. For this type of decision support, 
Figure 1 illustrates the requirements that must be addressed and fulfilled by the model-
based CDSS: 
 
 

 
Figure 1. Three categories of requirements for model integration 
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� Interaction with models through various user interfaces 
� Easy storage, access and exchangeability of models 
� Maintenance and revision control of models 
� Instantiation of models with patient-specific data 
� Reuse of routinely recorded data with minimum additional efforts for maximum 

efficiency 
Different users with different levels of experience and needs will be using decision 

support systems. Systems, specifically for support in oncology, need to provide various 
viewpoints. Along the clinical pathway of laryngeal cancer treatment, there are several 
stages where such a system would come into use. For each purpose, different user 
interfaces and visualizations are needed. However, all frontends need to be built on the 
same model base and need to use the same engines and infrastructure. This guarantees 
consistent support and results presentation as well as a high user acceptance. Possible 
scenarios supported by a CDSS in head and neck oncology, which will be enabled by the 
proposed architecture, are: 

� the attending physician analyzes a complex patient case in preparation of the 
interdisciplinary tumor board meeting 

� multiple physicians discuss the current patient at the interdisciplinary tumor 
board meeting and develop a treatment strategy 

� when discussing the planned treatment strategy, both patient and physician 
require a suitable presentation of the patient’s situation 

� during treatment, for example the surgeon is assisted in real-time on how to 
proceed with the intervention given an unexpected event 

In general, the following dedicated systems would be required to establish an 
integrated system for processing and exchanging functionalities of model-based decision 
support. The main goals of such a modular system are a) to get the best available 
technologies for the functionalities of the individual systems, b) exchange their 
individual functionalities via modern information and communication technologies, and 
c) to be able to integrate the decision support functionality into existing hospital 
information systems with interchangeable interfaces to clinical databases or user 
frontends. The system would consist of: 

(1) a processing unit for the model-based calculations 
(2) storage systems for different kinds of models 
(3) access to and preparation of routinely recorded patient data 
(4) user interfaces 
The processing unit (1) utilizes model instantiation and mathematical inferencing 

techniques. It utilizes provided general models from the storage system (2). They may 
formally represent specific disease or general patient characteristics and their relations. 
These models can be instantiated into the patient-specific models with data from clinical 
databases (3). In this way, assessment and inference of desired information, e.g. possible 
treatment options for a given patient, are possible. These results must be presented to the 
decision maker (4). The central processing unit must be connected to all the other 
subsystems. It listens and responds to their requests and event calls.  

The model storage consists of two parts. Firstly, general decision models need to be 
stored and hold available. To support maintenance, distribution and content-related 
adjustments (e.g. adjustments according to updated clinical guidelines), models need to 
be located in a model distribution system, containing multiple model repositories 
depending on the specific use cases, separated from the processing engine [10]. This 
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allows the exchange or adding of individual repositories. This might include the 
expansion of the distribution system with more repositories spread amongst different 
institutions. For simulating and testing purposes, instantiated models can be used with 
specific data elements set to desired values which need to be stored as well. Revision 
control is necessary to allow for multiple versions of simulated patient situations. These 
patient specific models must be accessible for comparison and planning. 

Depending on the respective HIS, a connecting component is needed to manage the 
data access. In general decision models, the necessary information entities are formally 
defined. These entities must be instantiated with patient specific information to be able 
to calculate and infer the desired information, e.g. therapy options. Therefore, different 
kinds of preprocessing could be necessary. On the one hand, a structural preprocessing 
must be done. Patient information is mostly stored in unstructured, narrative texts. The 
information can be extracted using natural language processing. On the other hand, a 
semantic preprocessing is important to get reliable and valid patient specific information 
into the processing chain. An example might be an evaluation of temporal characteristics 
of the data, as proposed by Gaebel et al. in [11].  

For the different application scenarios listed above, the system architecture must 
provide interfaces for respective user frontends. This is realized by providing 
request/retrieve functionalities for models via data communication on well-established 
standards. This must ensure the communication of patient specific models with all 
associated patient data and further meta-information between subsystems. 

3. Results 

We propose an architecture concerning the mentioned use case of a decision model for 
laryngeal cancer therapy [8]. It utilizes Bayesian networks to formalize the relations of 
information of a patient with laryngeal cancer. Nodes inside the network can be 
instantiated with patient-specific data from clinical observations. Based on evidence-
based conditional probabilities inside the network, the Bayesian inference algorithm 
allows the approximation of unknown information. This is used to infer possible patient-
specific options for a personalized therapy. In the following, we describe our approach 
to integrate this model-based decision support into existing information system 
environments by addressing the identified requirements. 

We built the model processing engine as the central dedicated system for our 
architecture. All core components are implemented in JAVA. Other components or sub 
systems are integrated via web services (REST, SOAP). We either implemented the 
additional systems ourselves or resorted to existing solutions. Figure 2 illustrates the 
system infrastructure with the different sub systems: 1) Central Processing engine, 2) 
Model Distribution System, 3) Data Access & Preprocessing engine and 4) User 
Interfaces & Frontends. 

We built the central engine as a server application that provides its functionalities as 
web services for every other system. We implemented it using Java Spring Boot for easy 
configuration and functional security. The processing of the patient models is 
implemented using the SMILE engine1, a framework for developing and processing 
Bayesian networks. Patient models are requested via web services from the model 
distribution system. It is built on the basis of the cross-enterprise model sharing  
 

                                                           
1 BayesFusion, LLC, https://www.bayesfusion.com/smile-engine 
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Figure 2. Modular architecture for the integration of probabilistic decision models 

 
architecture (XMS) [10], which provides modular, standardized model distribution 
functionalities and is currently a work item of the IHE Surgery Domain [12]. Retrieved 
patient models are instantiated with patient specific data from the clinical database. The 
central engine comprises all necessary functions to handle the patient models. For 
decision support, all unknown states of the patient (e.g. suitable therapy options) are 
inferred. This inference is based on the intrinsic structure of the respective models and 
their conditional probabilities, as stated by Cypko et al. in [8].  

For further analysis, different methods of investigating a Bayesian patient model are 
provided. For instance, information entities with a strong influence on therapy decisions 
can be highlighted and a sensitivity analysis of predicted values can be conducted. The 
results of these operations are also supplied as web services. Bayesian network models 
allow for simulating different scenarios, e.g. distinct treatment options with their 
respective outcome. For this purpose, certain information entities are set manually, e.g. 
surgery as the desired treatment option. Subsequently, the respective information about 
the outcome is inferred. Hence, several different scenarios can be simulated and 
evaluated. These different states of a patient-specific network must also be stored and 
retrieved, to avoid the need of reconfiguration every time the simulated outcomes will 
be assessed. The SMILE engine allows for these configurations. Instantiated or simulated 
models are passed to the model distribution system in a proprietary xml-type format. 

The repositories for general and patient-specific models are implemented using a H2 
database server1. Therapy decision models are stored in an xml-type file format. It is a 
proprietary format necessary for the SMILE engine to process the models. Different 
models are identified and requested by a unique identifier. When instantiated and stored 
as patient specific models, they are then identified and requested by unique model 
identifier, unique patient id and version number. For testing purposes, we are using 
anonymized patient data provided by our clinical partners which is stored with an 
arbitrary identifier. A model registry is implemented to receive the requests and point to 
the correct repository and/or database. 

                                                           
1 http://www.h2database.com/  
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In our proposed system, we installed an ArdenSuite-Server1 to process incoming 
data requests. The server provides functionalities of Arden Syntax, a programming 
language specifically designed for medical application and decision support, as web 
services. We implemented Arden Syntax medical logic modules (MLM) to handle the 
preprocessing. Incoming requests for specific patient data are forwarded to a MySQL 
database, which existed from other projects for testing purposes and where anonymized 
patient data are stored. These data are identified by an arbitrary patient id. We make use 
of Arden Syntax’s curly brace expressions [13] to define specific queries for a patient’s 
information, e.g. findings from various diagnostic procedures. The response data is 
received by the respective MLM, where it can be semantically preprocessed. The validity 
of the data can be evaluated or necessary scores can be calculated by the MLM. The 
requested information with additional values, e.g. scores or quality measures, are then 
sent back to the central engine in a formatted JSON string. 

The integration of model-based decision support requires novel user interaction. 
Different devices for different use cases run different frontends, e.g. applications on a 
physician’s workstation [14], shared decision-making in an outpatient setting [15] or 
large dashboard screens in a meeting room. But with the integration of the central 
processing unit via web services, it can be ensured that all results and decision support 
functionalities can be applied whenever and wherever they are needed. Reusability of 
the data also ensures an efficient and safe application of the decision support system. 

The described system is in use at the Innovation Center Computer Assisted Surgery, 
Medical Faculty, University of Leipzig, Germany. It provides the foundation for a 
research project in model-based clinical decision support. The illustrated subsystems are 
used to test and further develop therapy decision support for an exemplary clinical use 
case of laryngeal cancer. In close collaboration with head and neck surgeons, we are 
processing several anonymized test cases of patients with laryngeal cancer to improve 
the results of the individual subsystems [8]. Application systems with novel interaction 
facilities are being developed to provide access to and better understanding of the 
decision models [14].  

4. Discussion 

In this paper, we propose a modular architecture for the integration of model-based 
decision support into existing clinical environments. We focused on the requirement of 
sharing the underlying decision models and the integration of patient-specific data. A 
specific use case from current scientific research was used to derive general requirements. 
A reference implementation was described. 

The individual components within the introduced architecture can be adjusted to the 
existing IT infrastructures or different functional needs of the respective department. 
Layout and design of the front end components should be individually adapted to the 
particular user. But there are also alternatives to the previously mentioned back end 
solutions.  

The repository storage of the decision models is currently handled by a relational 
database storing the model in a text-based xml-format. Since the contained data 
represents a complex structure of interlinked patient information, the files are hard to 
interpret in a human-readable form. An alternative way to store the model data is the use 

                                                           
1 http://www.medexter.com/products/ardensuite 
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of a relational schema adjusted to the model structure. Individual model components, 
nodes of the Bayesian network in our use case, could be stored and queried as individual 
database items connected by using a sophisticated database schema. However, relational 
databases are not particularly suited for this specific task, since the complex structure of 
the probabilistic graphical model needs to be converted into a relational interpretation. 
This approach results in a massive growth in schema size and the amount of complex 
queries to get values for subsequent systems. However, non-relational databases like 
OrientDB or Neo4j are specifically designed to store graph-based data. In combination 
with dedicated database management, the overall infrastructure can benefit from features 
like user roles, parallel access, automated versioning as well as consistency and integrity 
checks. 

The current version of the central processing unit is equipped with the SMILE 
engine because of its suitable feature set in the calculation of Bayesian networks for 
probabilistic reasoning. However, the infrastructure is adaptable to other processing 
engines like e.g. Bayes Server or any other application that offers a similar feature set as 
well as an appropriate API (Application Programming Interface) for data handling based 
on the specific characteristics of the respective model type. 

A crucial problem in utilizing patient information is their extraction from narrative 
texts. Developers of decision support systems must either use natural language 
processing methods that usually lack high-precision or rely on additional input methods. 
In this case, physicians need to enter the structured patient data manually into the new 
system. Vendors are trying to integrate more structure into their information systems, e.g. 
storing patient data as FHIR resources [7], but it will take a long time until the majority 
of HIS offer such technologies. 

For the maintenance of the general disease models, additional methodologies are 
needed. Depending on the creation method (e.g. manual model creation vs. machine 
learning) different strategies might be appropriate. But medical knowledge is changing. 
Hence, the models need to be kept up-to-date [16]. There are several approaches to easily 
let the domain-experts adapt and maintain the models themselves. These systems would 
have to interact with the model distribution systems as well as the central processing unit. 
This functionality has been considered, but not yet been realized in our infrastructure. 
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Abstract. Background: A challenge of using electronic health records for secondary 
analyses is data quality. Body mass index (BMI) is an important predictor for 
various diseases but often not documented properly. Objectives: The aim of our 
study is to perform data cleansing on BMI values and to find the best method for an 
imputation of missing values in order to increase data quality. Further, we want to 
assess the effect of changes in data quality on the performance of a prediction model 
based on machine learning. Methods: After data cleansing on BMI data, we 
compared machine learning methods and statistical methods in their accuracy of 
imputed values using the root mean square error. In a second step, we used three 
variations of BMI data as a training set for a model predicting the occurrence of 
delirium. Results: Neural network and linear regression models performed best for 
imputation. There were no changes in model performance for different BMI input 
data. Conclusion: Although data quality issues may lead to biases, it does not always 
affect performance of secondary analyses. 

Keywords. Electronic health records, body mass index, machine learning, data 
imputation, data cleansing, predictive modelling. 

1. Introduction 

Within the last years, several prediction models based on machine learning (ML) 
methods have been published, many of them based on data from electronic health records 
(EHRs) [1,2]. The advantage of using EHRs as an input for prediction modelling is the 
big amount of collected longitudinal data, which can be used as training and validation 
sets [3]. 

Although the use of EHRs may be beneficial for prediction models, challenges for 
the secondary use of data need to be considered. Criticism of using EHRs in secondary 
analyses is often centred on data biases and quality issues. Not only incomplete but also 
incorrect data may affect the outcome of prediction models. Cruz and Wishart [4] stated 
that if data used for machine learning is of poor quality the results will be as well. The 
term “garbage in, garbage out” is commonly used to describe this scenario. Hence, 
increasing the quality of the data used as input for prediction models may improve model 
performance and lead to more accurate prediction. 

One example of treating missing data in EHR is the work of Jerez et al. [5]. The 
authors compared different imputation methods in a data set consisting of 3,679 records 
for modelling early breast cancer relapse. Six artificial neural networks were trained 
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using different imputation methods and prognostic accuracies of all models were 
compared. However, as their aim was to improve the accuracy of the prediction model, 
they did not evaluate the quality of imputed values but only final accuracy.  

While some data in EHRs are missing at random, other records include 
systematically missing values which may lead to biases. An example for the latter case 
is body mass index (BMI). BMI is more likely to be measured in patients suffering 
obesity or anorexia, and records are more likely to be missing in patients within the 
normal range of BMI [6]. Recording of BMI is also correlated with disease status, e.g. 
BMI data is more frequent for patients with diabetes mellitus than for those without [7]. 
Apart from recording bias, reporting biases may exist in BMI data if self-reported, e.g. 
more missing values for women who categorized themselves as overweight or 
underweight [8]. 

In healthcare, BMI data is an important parameter for risk assessment, such as for 
fractures [9], heart failure [10] or preeclampsia [11]. Besides, BMI data has been used as 
a modelling feature in several risk prediction models developed with ML. An example 
is the work of Kramer et al. [12] who developed a model predicting the occurrence of 
delirium in hospitalized patients. Further investigations of the developed model showed 
that BMI was one of the variables with highest importance. Furthermore, malnutrition 
has been identified as a risk factor for delirium [13] and we assume that a low BMI can 
be used as an indicator. 

Due to its importance for risk prediction and keeping in mind the biases of BMI 
recording, BMI cleansing and imputation methods are essential though challenging. A 
common problem of clinical data cleansing is the observation of extreme values. 
Cleansing of clinical BMI data can be difficult, as distributions for weight and height 
may differ from healthy samples. Freedman et al. [14] illustrated that plausibility 
intervals for weight and height like the ones set by WHO often result in numerous outliers 
which are set to missing, even though the values are correct. 

Facing the problem of missing data in EHRs, Kontopantelis et al. [6] developed a 
multiple imputation algorithm for longitudinal body mass index data. Their aim was to 
produce imputation values for variables with very low individual variability. However, 
their newly established algorithm did not always perform better than the reference 
algorithm and appeared to have very long computation times. Another limitation of their 
work is its applicability on EHRs of hospital information systems (HIS). Many patients 
do not have any BMI documented in their EHR. In these cases, the algorithm cannot be 
used as it ignores patients with less than two BMI values. 

In order to improve the quality of the secondary use of EHRs, we wanted to 
investigate and improve the shortcomings of BMI data on routine data of a HIS. The data 
for analyses belongs to Steiermärkische Krankenanstaltengesellschaft m.b.H (KAGes), 
the regional health care provider in Styria (Austria). The HIS of KAGes hosts 
longitudinal health records of around 90 % of all Styrian inhabitants, including hospital 
stays and outpatient visits over 15 years [12]. 

Hence, the aim of this study is to (1) establish an automatic method for data 
cleansing and imputation of missing values for BMI data of a hospital information system, 
and (2) assess the impact of cleansing and imputation on the performance of an already 
established prediction model. 

In a first step, we evaluate common sources of incorrect values for weight and height 
due to data entry errors and predefine intervals for plausible values. After cleansing of 
existing BMI values, missing values will be addressed. In contrast to Kontopantelis et 
al. [6] we believe that even though height will be quite stable over time, weight 
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recordings may undergo changes, depending on a patient’s health status. In addition, 
there may be good indicators for extreme values, e.g. correlations between weight and 
diseases like anorexia and obesity. Imputation approaches may reflect those correlations 
and result in accurate imputed values. In contrast to the work of Jerez et al. [5] our aim 
is to obtain imputations closest to real data, not imputation methods that perform best in 
prediction modelling. If quality of clinical data can be influenced via a data cleansing 
and imputation step, we expect a change in the accuracy of risk prediction. Therefore, 
we will assess whether such a step improves the performance of a prediction model. 

2. Methods 

2.1. Information Extraction 

All information was extracted from the KAGes hospital information system 
openMEDOCS, based on IS-H/i.s.h.med information systems and implemented on SAP 
platforms. In openMEDOCS, height and weight values are recorded via nursing 
assessment. Patients self-report their current values and nursery personnel enter the 
numbers in a free-text entry field. BMI values are automatically calculated once height 
and weight values are available. As long as height and weight are self-reported and not 
measured, we assume reporting biases in the data. 

Between 2011 and 2017 753,701 patients have had at least one admission in a 
KAGes hospital. Out of those, 39,015 (5.2 %) patients had only height data and 5,300 
(0.7 %) only weight. For 346,010 (45.9 %) patients both values were available. 

Before extracting lab data and diagnoses for all patients, we defined inclusion 
criteria: Patients must have at least one admission between 2011 and 2017, height and 
weight recordings must be available, and age must be over 18 years. The sample resulted 
in 328,283 patients, with a total of 709,003 admissions. The median BMI for all patients 
was 25.88 kg/m², with a lower quartile of 22.89 kg/m² and an upper quartile of 29.30 
kg/m². 

2.2. Data Cleansing 

As longitudinal records were available for some patients, we cleansed the data for each 
admission and then extracted the latest plausible information for each patient. 

First, we defined plausible ranges for height and weight data in hospitalized patients. 
Considering the research of Freedman et al. [14] we chose ample intervals to include 
correct outliers. For weight and height values we allowed the intervals [20 kg, 250 kg] 
and [120 cm, 250 cm], respectively. 

Second, we analysed the extracted data and discovered several systematic errors that 
most probably occurred during data entry. We adjusted the implausible values due to 
these errors, before applying the plausibility intervals for cleansing: 

� A small number of EHRs had height values within plausible ranges, but values 
for weight over 400. We assumed this to be due to a missing decimal point and 
multiplied weight values by 0.1. 

� Some EHRs showed weight within plausible ranges, but height values between 
12 and 20. The most probable reason for such values is a missing last digit and 
multiplied height by 10.  
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� A larger group of EHRs showed height values below 130 and weight above 130 
at one admission. After a visual examination we considered those records to be 
inverted and simply swapped them. 

� In some EHRs we found plausible weight values, but values for height ranged 
between 50 and 99. Again, we assumed this to result because of a missing digit 
and corrected this group of records by adding 100 centimetres. 

KAGes has already addressed some of those in a data entry control function. For 
implausible BMI values an alert is triggered during the documentation process. 
Nevertheless, errors are still possible and previous data needs to be corrected in order to 
use it for the training of prediction models. 

2.3. Imputation of Missing Height and Weight Values 

One aim of our study was to compare different imputation methods and to choose the 
best for further analyses on prediction modelling. We extracted a random sample of 
40,000 hospital admissions corresponding to 30,104 patients for whom we compared 
several statistical methods and machine learning methods. Among possible statistical 
imputation methods we chose the median imputation, a linear regression model and a 
linear regression model based on multiple imputation. Machine learning uses the k-
nearest neighbor method (KNN), a random forest (RF), a neural network (NN) and a 
support vector machine (SVM). 

All imputation analyses were carried out in R. For the linear regression model with 
multiple imputation we used the mice package [15]. KNN was modelled with the VIM 
package and the SVM with the e1071 package. For RF and NN we used the caret package 
[16] with a 10-fold cross validation as recommend by Kuhn and Johnson [17]. The NN 
was modelled inside the caret package with nnet, using a feed-forward neural network 
with a single hidden layer. 

We used 75 % of the data for training and tested the results on the remaining 25 % 
of the data. The training set consisted of 114 features for prediction, including gender, 
diagnoses and lab data. The features were selected during pre-processing using bivariate 
analytics. After modelling, we compared the predicted values for the test data set with 
the real values obtained from the EHR. In order to determine the precision of predictions, 
we computed the root mean square error (RMSE) for the predictors of BMI between all 
methods. The RMSE represents the square root of the average of the differences between 
the real values and the estimated ones. 

2.4. Effects of Imputation on a Prediction Model 

In order to examine the effect of cleansing and imputation of BMI values on a prediction 
model we used an already defined model predicting an occurrence of delirium in 
hospitalized patients. The sample for modelling resulted in 29,568 patients with or 
without an occurrence of delirium. Out of those, 13,325 patients (45.1 %) had no BMI 
values. A random forest with down-sampling was used as a classification method and 
modelled with the caret package in R [16]. The feature set was based on 321 features, 
including demographic data, ICD-10 diagnoses codes, lab data and BMI. More details of 
modelling and feature selection can be found in [12]. 
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Figure 1. Height and weight records for 709,003 EHRs of adults before (1) and after (2) data cleansing. In (2), 
values that were affected by data cleansing are highlighted in grey. 

 
In a first scenario, the prediction model was trained and evaluated without including 

BMI data. For a second simulation, we used the BMI records obtained from the HIS 
(including wrong or missing values) as a feature. In a third modelling process, the 
cleansed and imputed BMI values were used as BMI feature. Performance of the 
prediction model was evaluated using accuracy, sensitivity and specificity. 

3. Results 

3.1. Data Cleansing of Height and Weight Values 

Results of performing the cleansing method on the total sample are shown in Figure 1, 
comparing original height and weight records and cleansed data. 

The group of EHRs with weight values above 130 kg, and height below 130 cm 
needs to be highlighted. These values build a cluster which is due to the exchange of 
height and weight entry. The cleansing affected 2,077 records in total. Apparently 
incorrect values due to data entry were successfully cleansed, as shown in Figure 1.2 
with grey data points. 

3.2. Comparison of Imputation Methods 

To assess the precision of the different imputation methods, we compared the predicted 
values of all methods with the values obtained from the EHR data for the test data set 
(Table 1). As expected, computation times were much higher for machine learning 
methods than for statistical methods. The lowest RMSE was achieved by the NN method 
with 4.34. However, computation time for NN was the highest with more than ten hours. 
Results for the linear regression model with simple imputation and the one with multiple 
imputation were comparable to the NN results, but with computation times below 30 
seconds We compared scatter plots of all methods (excluding median imputation) for 
original and fitted values (Figure 2). For further analyses, we used the linear model with 
simple imputation as model for imputation. 
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Table 1. Root mean square errors (RMSE) for predictors of body mass index and computation times using 
different methods for imputation of missing values. 

Imputation method RMSE Computation time 
Median 5.43 - 
Linear model 4.38 0.5 sec 
Linear model with multiple imputation (MICE) 4.38 29 sec 
K-nearest neighbour (VIM) 5.11 16 min 
Random forest (CARET – RF) 4.40 4 h, 40 min 
Neural network (CARET – NNET) 4.34 10 h, 12 min 
Support vector machine (e1071) 4.49 13 min 

3.3. Impact of Imputation on a Prediction Model 

Finally, we compared the performance of a prediction model for the occurrence of 
delirium with three variations of data quality in BMI data. The model performance did 
not depend on the changes in BMI data and resulted in the same results for all three 
modelling scenarios. The accuracy for predicting the outcome of a delirium was 0.74, 
specificity 0.72 and sensitivity 0.88. Furthermore, the prediction outcome for those 
patients without a valid BMI did not differ between the scenarios with and without 
imputation. 

Although there were no significant changes in the prediction performance, we 
observed a change in the variable importance when varying the BMI data quality. In the 
first modelling process the BMI data was excluded and therefore not presented as 
variable. In the second analysis, the variable for BMI was ranked as the 14th most 
important variable for prediction, whereas in the third scenario with cleansed and 
imputed data BMI was the second most important variable. 

 

 
Figure 2. Scatterplots for original BMI values and fitted values for six imputation methods. LM – Linear 
model; LM (MI) – Linear model with multiple imputation; KNN – k-nearest neigbor; RF – Random forest; NN 
– Neural network; SVM – Support vector machine. 
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4. Discussion 

In our study, we evaluated different imputation methods for BMI data and assessed their 
effect of cleansed and imputed data on a prediction model. 

We cleansed the BMI data of 328,283 patients obtained from the EHR data of a 
Styrian HIS and compared imputation methods based on statistical methods and machine 
learning methods. RMSE was lowest for a NN predicting BMI in our test data set, but 
with the longest computation time. The fastest predictions with similar results were 
achieved by the linear regression models with simple and multiple imputation. 
Imputations based on ML methods varied in their quality of prediction: While RF and 
SVM resulted in RMSEs comparable to NN, the KNN method showed higher errors. 

The use of prediction models in clinical practice requires high precision. Hence, 
there is a need for best performing prediction models. Despite the commonly used 
statement “garbage in, garbage out”, the model performance in our simulation did not 
change with the variation of data quality. Even though BMI data was one of the most 
important predictors in our model and high in missing and incorrect values, the 
performance of the model was not affected. These results indicate that criticism of bad 
data quality should not be generalized for all scenarios of secondary use of data. 

Although we did not observe a change in performance, the variable for BMI data 
gained in importance when cleansing and imputing methods were carried out. We 
assume this to be due to the information that was represented in imputed values: The 
imputation models included predictors that were afterwards used for risk prediction, e.g. 
diagnoses and lab data, resulting in a predictive model within a predictive model. 

Several authors reported biases in BMI records. Even though it was not our objective 
to determine biases, further analysis of our data is needed to assess the importance of 
these and its impact on imputation methods. 

A limitation of our study is the correctness of the BMI values that were used for 
imputation modelling. Although the data was checked for common errors and plausibility 
ranges were applied, some values might still be incorrect. We do not know how this fact 
influences the imputation modelling. 

Finally, the imputed values need to be used with reservation. All compared 
imputation models had standard deviations of more than a BMI value of 4 kg/m² for 
predicted values. Considering descriptive statistics for BMI values, patients are likely to 
change quartiles due to imputation. 

To sum up, our results showed that accuracy of imputation did not differ 
significantly between ML methods and statistical methods in general. If computation 
times need to be kept down, linear regression models may be preferable. Even though 
there was an effect of a variation in data quality on a prediction model considering the 
changes of variable importance, model performance did not change. 
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Abstract. Delirium is an acute neuropsychiatric syndrome which is common in 
elderly patients during their hospitalisation and is associated with an increased 
mortality and morbidity. Since delirium is a) often underdiagnosed and b) 
preventable if early signs are detected,igh expectations are set in delirium risk 
assessment during hospital admission. In our latest studies, we showed that delirium 
prediction using machine learning algorithms is possible based on the patients’ 
health history. The aim of this study is to compare the influence of nursing 
assessment data on prediction models with clinical and demographic data. We 
approached the problem by a) comparing the performance of predictive models 
including nursing data with models based on clinical and demographic data only and 
b) analysing the feature importance of all available features. From our results we 
concluded that nursing assessment data can improve the performance of delirium 
prediction models better than demographic, laboratory, diagnosis, procedures, and 
previous transfers’ data alone. 

Keywords. Delirium, Predictive Analytics, Nursing Assessment  

1. Introduction 

Delirium is an acute neuropsychiatric syndrome that encompasses the symptoms of 
cognitive dysfunction including acute confusion, consciousness, disorientation, etc.[1-3]. 
It is a common clinical syndrome in elderly hospitalised patients [1,2]. It is often 
underdiagnosed [3,4] and can cause a cascade of events that would lead to a decrease in 
physical functionalities, longer hospital stays and can ultimately lead to death. However, 
it is assumed that delirium is preventable in 40% of the cases [5]. Therefore, early 
detection of individual risk factors might have a high relevance. 

1.1. Screening and Assessment Instruments 

According to the revisions in American psychiatric association’s fifth edition of 
Diagnostic and Statistical Manual of Mental Disorders (DSM-V), the following criteria 
are used to diagnose delirium [6]: 

A. Disturbance in attention (i.e., reduced ability to direct, focus, sustain, and shift 
attention) and awareness (reduced orientation to the environment). 
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B. The disturbance develops over a short period of time (usually hours to a few days), 
represents an acute change from baseline attention and awareness, and tends to 
fluctuate in severity during the course of a day. 

C. An additional disturbance in cognition (e.g. memory deficit, disorientation, 
language, visuospatial ability, or perception). 

D. The disturbances in Criteria A and C are not better explained by a pre-existing, 
established or evolving neurocognitive disorder and do not occur in the context 
of a severely reduced level of arousal such as coma. 

E. There is evidence from the history, physical examination or laboratory findings 
that the disturbance is a direct physiological consequence of another medical 
condition, substance intoxication or withdrawal (i.e. due to a drug of abuse or to 
a medication), or exposure to a toxin, or is due to multiple aetiologies. 

In clinical setups, physicians perform standardised assessment tools to understand 
the patient’s cognitive impairments and the most commonly used tools are Mini Mental 
State Examination (MMSE) and Clock Drawing Test (CDT). The following assessment 
scales are based on the nurses´ observations during regular care: The Confusion 
Assessment Method (CAM) is the most widely used tool for identification of delirium 
both in clinics and research, the Memorial Delirium Assessment Scale (MDAS) is a 
clinically administered scale and it is used to rate the severity of delirium in cancer 
patients [7] and The Delirium Observation Screening Scale (DOSS) that was developed 
to facilitate early recognition of delirium according to DSM-IV [8]. 

1.2. Predicting Delirium Using Machine Learning Algorithms 

Clinical delirium assessment as described above is time consuming and is often not 
performed. Therefore, there were already several approaches concerning application of 
machine learning techniques on delirium prediction that have been published in the last 
10 years [9]. These approaches were based on evaluating different risk-stratification 
cohort scales that were mentioned above. 

In one of the recent publications, Wassenaar et al. [9], made use of CAM-ICU for 
assessing the patient’s delirium condition and applied a regression model on the data. 
The study cohort consisted of 2,914 patients in which 1,962 were included in the training 
and 952 in the validation dataset. They obtained an Area Under the Receiver Operating 
Characteristic (AUROC) of 70% with sensitivity and specificity of 62% and 67%, 
respectively, in the 0-1 day stay in ICU. These numbers increased to AUROC = 81% 
with a sensitivity of 78% and specificity 68% with six days of stay.  

In an another study [10] with 397 patients that were hospitalised at internal medicine 
ward, a model has been developed based on rules derived from CAM. The model 
achieved an AUROC of 85% with sensitivity=80% and specificity=90%. 

Many other studies on predicting delirium were published in the years before. An 
overview of risk-stratification models has been provided in a review by Newman et.al 
[11] in which the authors considered different risk factors and derived rules for predicting 
delirium [10,12-14]  

Recently, our group published results from a delirium predictive model that was 
developed from a large cohort of hospitalised patients, which showed an AUROC of 
> 90 % [17]. When discussing these models and results with clinicians, we identified the 
interest to quantify the influence of nursing assessment data on the predictive model 
results – as compared to demographic and clinical data. 
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1.3. Objectives 

The aim of this paper was to show the importance of the nursing assessment data in 
predicting delirium using machine learning algorithms in the hospitalised patients.  

2. Methods 

The routine health care data collected by the regional health care provider in Styria 
(Austria) Steiermärkische Krankenanstaltengesellschaft m.b.H (KAGes) were used in 
this study. For the past 16 years, the longitudinal Electronic Health Records (EHR) of 
almost 90% of the province’s 1.2 million population were collected into the KAGes 
i.s.h.med based Hospital Information System (HIS). 

2.1. Data Extraction 

The EHRs of all patients were stored in the KAGes HIS and were made available in SAP 
HANA Platform (SAP, Walldorf, Germany), which supports extraction of relevant data 
and several data manipulation operations. Relevant data were extracted by applying the 
following inclusion and exclusion criteria for preparing a cohort and a control group. 

2.2. Cohort Group 

2.2.1. Inclusion Criteria 

• Documented diagnosis of delirium (ICD-10 code F05.*) during hospitalisation 
in a KAGes hospital 

• Date of admission between 2012 and 2017 
• If delirium was diagnosed more than once for a patient, only the first admission 

with a delirium was included 

2.2.2. Exclusion Criteria 

• Delirium induced by alcohol, drugs and medications 
• Additional diagnose of delirium (ICD-10 code F05.*) before the year 2012 
Based on the inclusion criteria, we identified approximately 4,900 patients. After 

applying the exclusion criteria, we ended up with 3,800 patients. 

2.3. Control Group 

2.3.1. Inclusion Criteria 

• No documented diagnosis of delirium (ICD-10 code F05.*) 
• At least 1 hospitalisation in a KAGes internal medicine or geriatric department 
• Date of admission between 2012 and 2017 
From all patients who met the inclusion criteria of the control group, we randomly 

selected 25,000 patients and for each of these patients we randomly selected one of their 
hospitalised admissions to a KAGes hospital in the period of 2012-2017. 
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2.4. Data Extraction and Manipulation 

Data were extracted from SAP HANA according to inclusion and exclusion criteria. 
Several data manipulations and summary statistics were applied through R software [15]. 
The features were classified into feature classes, which will be described in the following. 

2.5. Relevant Data for the Cohort and Control Groups 

Features of the following 6 features classes were derived from the data within the KAGes 
HIS for predictive modelling: 

1. Demographic information 
2.  Laboratory results within the last thirty days from reference date 
3. All diagnosis ever documented in the past 
4. Health interventions (procedures) of the last two years from reference date 
5. Previous transfers (admission, discharge, transfer, in-clinic / ambulatory, etc.) 
6. General nursing assessment last recorded before reference date  
An overview of the feature classes considered in our model is provided in Table 1. 

Reference date represents the date of admission into hospital for the selected case. 

2.5.1. Data Processing and Modelling 

Predictive Analytics Toolset for Health & Care (PATH) which was developed in 
MATLAB (The MathWorks, Natick, Massachusetts, United States of America) and was 
designed with special features for predictive modelling with healthcare data and has 
integrated all the standardised catalogues related to medicine especially for the German 
speaking countries such as International Classification of Diseases Version 10 (ICD-10), 
International Classification of Health Interventions (ICHI), International Classification 
of Procedures in Medicine (ICPM) or Logical Observation Identifiers Names and Codes 
(LOINC) etc.. Feature extraction, modelling and evaluation of models has been done 
using PATH. We selected random forest to analyse the effect of nursing assessment, 
since it had performed best in our previous analyses [17]. 
 

Table 1: Overview of the feature classes and respective features 

Feature  Number  Examples Time period  
class of features  From To 

Demographic  13 age, gender, education, district of 
residence Any Day of 

admission 

Laboratory  70 e.g. CRP Value 30 d prior 
admission 

Day of 
admission 

Diagnosis 236 ICD-10 codes All Prior to 
admission 

Procedures 87 MEL codes [16] 2 y prior 
admission 

Prior to 
admission 

Transfers 17 Time of admission and discharge, 
type of transfer, etc. All Prior to 

admission 
Nursing 
Assessment 77 Hearing impaired, disoriented, non-

German speaking, etc. Any Prior to 
admission 
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2.5.2. Feature Engineering 

Diagnoses were binary expanded to one binary feature per ICD code and the number of 
all diseases per subchapter according to ICD-10 standard that were ever documented 
prior to the admission of the patient was calculated. Transfers prior to the current 
admission were used to extract relevant information such as number of ambulatory visits, 
number of hospitalisations, longest stay in hospital, duration between last discharge and 
current admission etc. Laboratory results that were selected from summary statistics were 
presented as ordinal values. Nursing assessment consists of a series of questions to assess 
the patient’s cognitive status along with regular patient care information.  

2.6. Evaluation 

We have selected random forest to analyse the effect of nursing assessment, since it had 
performed best in our previous analyses [17]. We applied an ensemble method to obtain 
the probability of each patient to develop delirium during hospitalisation. We evaluated 
the models with different combinations of feature classes to analyse the influence of 
nursing assessment on the prediction performance. Feature importance was derived from 
random forests where all the available data were used based on the decrease in model 
performance when omitting single features. After applying a 10-fold-crossvalidation we 
obtained a confusion matrix, calculated sensitivity, specificity as well as the AUROC.  

3. Results 

With a feature set containing all the available data (demography, transfers, laboratory, 
procedures, diagnoses, and nursing), we have achieved an AUROC of 89.8%. 

Figure 1 shows the improvement in AUROC as achieved when an additional feature 
class was added to models consisting of “reference feature sets” of increasing complexity 
(Fig. 1, from left to right): When added to an empty “reference feature set” (Figure 1, 
left), nursing data alone showed an AUROC of 81%, which was higher than the second-
best feature class (demographic data, 79.4%). Even when added to any other “reference 
feature set”, nursing feature class improved the results better than all other classes. 

 

 
Figure 1. Effect of adding features of an additional feature class to different “reference feature set” on the 
AUROC in %. Content of the “reference feature set” is shown below the bar diagrams. Added feature classes 
are colour coded. The effect of each single feature class alone (starting from an empty “reference feature set”) 
is shown on the left. Addition of additional feature classes to a “reference feature set” consisting of 
demographic data only, demographic + transfer data, etc. are shown in the subsequent diagrams. 
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Figure 2. Twenty most important features based on feature importance obtained by the model developed using 
a random forest. The feature class of each feature is color coded. Mean ± Standard deviation of the feature 
importance as achieved for the different sub-models derived during 10-fold cross validation are illustrated. 

 
Figure 2 shows the importance of the first twenty most important features as derived 
from the model that involved all the feature classes. While age was by far the most 
important feature for prediction, no other feature from the demography class was ranked 
among the best 20. However, nine out of these 20 features were part of the nursing 
dataset, including the second (disorientation at clinic) and third (ability to dress at clinic) 
important feature. Five features from the procedures feature class and four transfer 
features were ranked within the top 20 features. 

4. Discussion 

4.1. Interpretation of the Results 

We have analysed which feature class contributes most to the results of our models when 
predicting delirium in hospitalised patients and how important the nursing features are 
as compared to the other data feature classes. 

We found that – no matter whether starting from empty or from complex “reference 
feature sets”, addition of nursing data improved the result better than data from all other 
feature classes. This indicates, that a) nursing data per se has a high potential in predicting 
delirium and b) nursing data provides additional and independent information, as 
compared to demographic and clinical data. These results were confirmed by our 
analyses of feature importance within our complete dataset, containing transfer, 
procedures, laboratory, diagnosis and nursing data. 

These findings are remarkable, given the fact that – based on our experiences during 
implementation of the delirium prediction tool – physicians hardly rely on nursing 
assessments when assessing the risk of delirium for an individual patient. 
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The current related works, considered only delirium assessment information from 
the cases under observation for delirium prediction where as in our study we have shown 
that any past records of nursing assessment is helpful in improving delirium prediction 
performance along with complete EHR to predict the probability of developing delirium 
during the hospitalisation at the time of admission. 

4.2. Limitations 

Our model predicts the probability of delirium at hospital admission based on data from 
the past. Table 1 gives an overview over the time periods considered for each type of 
features. These restrictions had to be implemented in our retrospective model to avoid 
data leaks (inclusion of prospective data in the model). Therefore, patients who were 
admitted for the first time could only be assessed based on their demographic data and 
laboratory data from the day of admission (if available).  

In a real-world scenario, additional data might be available, such as diagnoses and 
procedures documented on the day of admission but not prior to assessing the patient’s 
delirium risk.  

With a model containing all available features, we achieved an AUROC of 0.89. 
Based on this prediction, a threshold value can be selected to trigger action to prevent 
delirium. Selection of an optimal threshold depends strongly on the clinical scenario and 
interventions. However, in any case, a significant number of False Positive and False 
Negative predictions must be expected. Nevertheless, our model may help physicians to 
identify patients who may benefit from specific treatment to prevent delirium. 

4.3. Outlook 

The developed model is expected to go online as a pilot project on selected KAGes 
departments by the end of first quarter of 2018. The application will alert physicians with 
a yellow or red dot, when the predicted probability of delirium is above corresponding 
thresholds. In addition, the physicians will be provided with information of patient 
characteristics that contributed most in delivering such a result. Data will be collected 
prospectively, to assess the impact of the model on medical practice related to delirium. 
Based on these data, the model will be evaluated and refined, with the ultimate goal of 
providing a general model for predicting delirium in all the departments of KAGes 
network hospitals. 

5. Conclusion 

We conclude that – although often disregarded by physicians – nursing data are essential 
for predicting delirium at admission of patients to the hospital. Any past record of nursing 
data is worth to be considered for predicting delirium in hospitalised patients using 
machine learning algorithms. 
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Abstract Background: A fast and accurate data transmission from glucose meter to 
clinical decision support systems (CDSSs) is crucial for the management of type 2 
diabetes mellitus since almost all therapeutic interventions are derived from glucose 
measurements. Objectives: Aim was to develop a prototype of an automated glucose 
measurement transmission protocol based on the Continua Design Guidelines and 
to embed the protocol into a CDSS used by healthcare professionals. Methods: A 
literature and market research was performed to analyze the state-of-the-art and 
thereupon develop, integrate and validate an automated glucose measurement 
transmission protocol in an iterative process. Results: Findings from literature and 
market research guided towards the development of a standardized glucose 
measurement transmission protocol using a middleware. The interface description 
to communicate with the glucose meter was illustrated and embedded into a CDSS. 
Conclusion: A prototype of an interoperable transmission of glucose measurements 
was developed and implemented in a CDSS presenting a promising way to reduce 
medication errors and improve user satisfaction.  

Keywords. Mobile Health, Standardization, Clinical Decision Support Systems, 
Type 2 Diabetes Mellitus, Medication Errors. 

1. Introduction 

425 million people are suffering from diabetes mellitus worldwide and 58 million people 
in Europe with around 90% of type 2 diabetes mellitus (T2DM) according to recent 
estimates of the International Diabetes Federation (IDF) [1]. Glucose measurements and 
medication administration are important components of T2DM therapy. 

Each patient needs a different amount of insulin which depends on many internal 
and external factors. General Practitioners (GPs) need comprehensive diabetes 
knowledge and experience to set a personalized insulin dosage for a patient by analyzing 
the logged glucose measurements. Since it is a time-consuming task to identify the cause 
of every Hypo- and Hyperglycemia, GPs can usually only focus on the most recent ones. 
A clinical decision support system (CDSS) can analyze large datasets of measurements 
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in a short time and can therefore assist GPs by suggesting a personalized medication 
dosage derived from all logged glucose measurements. 

GlucoTab® is a CDSS which is already used in hospitals for the therapy of T2DM. 
Medication dosage suggestions are derived from glucose measurements as well as 
personalized therapy settings and follow a rule-based algorithm. The algorithm in place 
frequently updates the therapy settings based on new input data to fit the personal needs 
of the patient. GlucoTab® is currently operated by healthcare professionals (HCPs), 
however with the limitation that the glucose measurements are transferred manually into 
the CDSS. 

The most important variable of a rule-based algorithm to calculate insulin dosages 
is the blood glucose level. A previously performed study [2] showed an error rate of 5% 
during manual transfer of measured glucose concentrations from the glucose meter in a 
paper-based workflow and an error rate of 4% in a computerized workflow. The study 
further revealed an increased probability of a hypoglycemic event following an insulin 
dosing error (odds ratio 3.1). Severe hypoglycemia is an indicator for poor patient 
outcomes and higher mortality risk and should therefore be avoided [3]. Preventing 
errors by the transfer of glucose measurements with an automated transmission protocol 
can therefore reduce the mortality rate. 

Almost all therapeutic actions are derived from the measured glucose concentrations 
and therefore an accurate transmission of glucose measurements to other health-related 
devices such as CDSSs is desirable. Aim was the development of a prototype of an 
automated glucose measurement transmission protocol based on the Continua Design 
Guidelines. The protocol will be embedded into a mobile CDSS which will be used by 
healthcare professionals for the treatment of T2DM patients in the home care setting. 

2. Methods 

We performed a structured literature and market research on measurement transmission 
protocols to retrieve state-of-the-art implementations and to develop a prototype of an 
automated glucose measurement transmission protocol. 

2.1. Literature and market research 

The query “IEEE 11073 (Medical OR Health) Device” was used to search for 
publications about protocols, systems and devices which use the personal health device 
communication standard as defined by ISO/IEEE 11073. The query is applied to IEEE 
Xplore, ACM and PubMed Digital Library with a total of 99 distinct results. Based on 
title and abstract, 57 publications were identified as non-relevant for the research because 
they did not comprise the topic of a personal health device. Titles and abstracts of the 42 
remaining relevant publications were examined and rated on a scale from 1 to 10 
according to their relevance. This resulted in 21 relevant papers with a ranking of 5 or 
higher. 

We used the google search engine and google play store to identify the state-of-the-
art of glucose meters and smartphone applications related to automated measurement 
transmissions. Glucose meters are categorized by their data transport type 
(Bluetooth/ZigBee/USB/NFC) and whether they are Continua certified or not.  
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Table 1. Glucose meters, data transport and standardization status. 

Glucose Meter Data Transport Continua Certified 
Accu-Chek® Guide Bluetooth/USB Yes 
Accu-Chek® Instant Bluetooth/USB Yes 
Contour® Next/Plus ONE Bluetooth/USB Yes 
FORA® D40 Bluetooth/USB Yes 
Accu-Chek® Active USB Yes 
Accu-Chek® Mobile USB Yes 
Accu-Chek® Aviva/Performa Insight USB Yes 
Abbott FreeStyle Libre NFC No 
Accu-Chek® Aviva/Performa Connect Bluetooth/USB No 
AgaMatrix Jazz Wireless 2 Bluetooth No 
Beurer GL 50 evo Bluetooth/USB No 
BodyTel® GlucoTel Bluetooth No 
Dexcom G5 Bluetooth No 
FORA® TN'G / TN'G Voice Bluetooth No 
GlucoMen Areo / Areo 2K Bluetooth/NFC/USB No 
MediTouch® 2 connect Bluetooth/USB No 
Medtronic Enlite® Sensor Bluetooth No 
OneTouch Verio Flex® Bluetooth/USB No 

 
Applications are categorized by features like reminders and bolus calculators, as well as 
whether they are using a standardized or a proprietary communication protocol. 

2.2. Development of a prototype of an automated glucose measurement transmission 
protocol 

Results from the literature and market research were the basis for the development of an 
automated glucose measurement transmission protocol from glucose meters to CDSSs. 
Literature research highlighted the benefits of standardized communication protocols 
which confirmed the development following the Continua Design Guidelines. Market 
research revealed a lack of glucose meters using a standardized communication protocol 
and was resolved by a middleware for the communication with glucose meters which 
can be extended to translate non-standardized messages into standardized messages. 

The system was designed to transfer the measurements from an Accu-Chek® Guide 
glucose meter via Bluetooth Low Energy to a middleware running on Android. The 
middleware shall then provide an interface to other applications and allow them to 
receive and read measured glucose concentrations. The CDSS GlucoTab® implements 
the interface to the middleware and is thereby able to make therapy decisions from the 
sensor readings in real-time. 

3. Results 

Results from literature and market research were used as basis for development of a 
standardized glucose measurement transmission protocol using an extendable 
middleware to allow the support of a broad range of glucose meters. 

3.1. Literature and market research 

Market research revealed that at least 18 glucose meters which can transfer a measured 
glucose value to another device for further examination exist. However, only 7 out of the 
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18 listed devices use the standardized ISO/IEEE 11073-20601 PHD exchange protocol 
[4] and ISO/IEEE 11073-10417 glucose meter device specialization [5], as suggested by 
the Continua Design Guidelines (Table 1). Moreover only 4 of them support a wireless 
Bluetooth communication which increases usability in a mobile healthcare setting. 

Market research on Android applications which are used to receive measurement 
values from a glucose meter showed a lack of standardization likewise in software 
applications and in personal health devices. Four out of 12 listed applications support the 
standardized protocol as defined by the Continua Design Guidelines (Table 2). Market 
research revealed further that most applications can only receive, store and visualize the 
measurement values, but they neither help the user with the medication dosage 
calculation nor with reminders for glucose measurements or medication administration. 

Accu-Chek® Connect and mySugr provide a bolus calculator. The application 
thereby suggests an insulin dosage for a meal, based on carbohydrates, measured blood 
glucose and some personalized therapy settings, such as the amount of insulin needed 
per gram carbohydrate. GlucoTab® takes this approach one step further and manages the 
entire diabetes therapy. The application tells the user when and how often a glucose 
measurement should be performed and calculates an appropriate medication dosage 
several times per day. 

3.2. Development of a prototype of an automated glucose measurement transmission 
protocol 

The developed glucose measurement transmission protocol was designed and 
implemented according to the Continua Design Guidelines [6]. These guidelines define, 
beside other things, what has to be considered when implementing a Bluetooth Low 
Energy interface between a personal health device (the Accu-Chek® glucose meter) and 
a personal health gateway (the tablet running GlucoTab®). This specification is strongly 
aligned with the specification from the Bluetooth Special Interest Group. An end use 
application of the protocol was embedded into GlucoTab® (Figure 1). 

GlucoTab® is installed together with a middleware on the used tablet. The 
middleware was implemented as a background service (not having an own graphical user 
interface) and provides the needed functionalities to connect and communicate with the 
used Accu-Chek® glucose meter on the one and GlucoTab® on the other hand. 

 
Table . Feature, protocol and user comparison of diabetes related android applications. 

Application Logbook Medication 
Calculator 

Therapy 
Adjustment Reminder Continua 

Protocol User 

GlucoTab® Yes Yes Yes Yes Yes HCP 
mySugr Yes Yes No Yes Yes P 
Accu-Chek® Connect Yes Yes No No Yes P 
Contour® Diabetes Yes No No Yes Yes P 
AgaMatrix Diabetes Manager Yes No No Yes No P 
Beurer HealthManager Yes No No No No P 
BodyTel Blutzucker Yes No No No No P 
Glucolog Lite/Mobile Yes No No No No P 
iFORA Diabetes Manager Yes No No No No P 
LibreLink Yes No No No No P 
OneTouch Reveal® Yes No No No No P 
VitaDock+ Yes No No No No P 

2
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Figure 1. Transmission from Accu-Chek® Guide glucose meter to GlucoTab® CDSS. 

 
Communication between middleware and GlucoTab® were defined through Android 
Interface Definition Language (AIDL). For the information that is exchanged based on 
the data objects (Figure 2) stated in the interfaces’ definition, further efforts towards 
standardization were made by using the terminology defined in ISO/IEEE 11073-
10417[5], i.e. the terms and/or code as stated in this standard were used to identify the 
measured parameters and meta data. Following this standard, information like measuring 
the glucose concentration based on an capillary whole-blood sample or meta information 
like that measurement has been taken pre-prandial was coded as the integer values 23112 
and 29260 respectively. 

The middleware, acting as a glucose meter manager, implements an 
IGlucoseMeterManager interface (Figure 3) and handles communication with the 
glucose meter as well as with GlucoTab®. Android’s build-in platform support for BLE, 
which is available since Android 4.3, is used to read the services provided by a remote 
BLE device. 

 

 
Figure 2. Data objects exchanged by middleware and GlucoTab®. 
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Figure 3. AIDL interface definition between middleware and GlucoTab®. 

 
GlucoTab® implements the IGlucoseMeterManagerListener interface and registers 

as listener at the middleware by calling the registerListener method. This method holds 
the unique MAC address of the Bluetooth device to which the connection should be 
established. After the middleware has established the connection the “Record Access 
Control Point” service characteristic is used to query actively for stored values. This 
method also enables the listener to delete stored measurement values on the glucose 
meter. Methods of the IGlucoseMeterManager interface return a lightweight 
InvocationResult object to identify errors and supply error details with an error code and 
a short error message. 

The GlucoseMeter class returned by the getDeviceInformation method contains 
general information about a connected glucose meter and additionally provides 
information about supported commands by the health device. GlucoseMeasurement is 
used to provide general information of a glucose measurement, such as the date and time 
and the glucose concentration. MeasurementContext can be used to give further details 
about a glucose measurement, such as exercise, meal and medication information related 
to the measurement when supported by the used blood glucose meter. 

4. Discussion 

Literature and market research substantiate the need for standardization in 
communication protocols used by personal health devices. As mentioned in [7-15], a 
standardized communication protocol for personal health devices enables a seamless 
plug and play compatibility of various sensors from different manufacturers. However, 
as mentioned by [8,11,13,15], manufacturers use their own software and communication 
protocols, building proprietary solutions that can only work alone or inside a single-
vendor system. Proprietary protocol solutions eliminate the communication between 
devices of different manufacturers, leading to an interoperability problem. 

One reason for the lack of standardization is the gap between current regulations as 
well as health policies of medical devices and stakeholders manufacturing the personal 
health technology. Insufficient or over regulation of health standards can both 
significantly delay the market adoption [12]. A further reason is the vast amount of pages 
in standard documents that need to be observed [13] and the overly complex design of 
the protocols [16]. Nevertheless, advantages of a standardized protocol are the 
interoperability of devices from different manufacturers, lower healthcare costs and a 
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better patient treatment [11-13]. Moreover, there are tools and frameworks provided to 
help overcome the difficulties of implementing a standardized communication protocol 
[13,17]. 

This article presents a standardized implementation of an automated glucose 
measurement transmission protocol from glucose meters to the CDSS GlucoTab®. By 
following the Continua Design Guidelines, future Continua certified glucose meters will 
be able to communicate out of the box with the presented implementation. Beside the 
implemented feature to query data using the “Record Access Control Point” 
characteristic another approach would be to have the data transferred automatically using 
the indication service, as described by the “Glucose Measurements” service 
characteristic specification [18]. Concerning the different possibilities how to acquire the 
data from the Bluetooth device, initiated by the device versus initiated by the middleware 
or GlucoTab®, at this point in time the decision was made for the latter. 

At the first glance an automatic transfer of the data seems more desirable, but for the 
workflow of HCPs it seems more usable when they can actively pull the values. 
Therefore the “Record Access Control Point” service characteristic has been 
implemented and used to get and to delete data from the Bluetooth device. However, 
another possible way for the same user experience would be that the middleware stores 
and forwards the data received from the glucose meter. This approach has the 
disadvantage that data might end up in the middleware and might not be requested from 
GlucoTab®. 

By embedding the automated glucose measurement transmission protocol into 
GlucoTab® and thereby eliminating the risk of miscopied or misread glucose 
measurement values, the treatment of T2DM patients by healthcare professionals was 
further improved. After measuring the glucose concentration of a patient, the value will 
automatically be transmitted to GlucoTab®. The clinical decision support system can 
immediately feed the measured value into an algorithm to calculate an adapted 
medication dosage based on the current glucose level. 

Further research including a summative usability assessment of the automated 
transmission protocol using GlucoTab® in a working environment with healthcare 
professionals is already planned. 

In conclusion a prototype of an automated glucose measurement transmission 
protocol was developed and embedded into GlucoTab®. Since the glucose measurement 
is the source of the algorithm behind GlucoTab® a reliable and automated transmission 
of this data helps to reduce medication errors and to assist HCPs on routine tasks. 
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Abstract. Background: Due to the widespread use of mobile technology and the low 
cost of this technology, implementing a mobile-based self-management system can 
lead to adherence to the medication regimens and promotion of the health of people 
living with HIV (PLWH). We aimed to identify requirements of a mobile-based self-
management system, and validate them from the perspective of infectious diseases 
specialists. Method: This is a mixed-methods study that carried out in two main 
phases. In the first phase, we identified requirements of a mobile-based self-
management system for PLWH. In the second phase, identified requirements were 
validated using a researcher made questionnaire. The statistical population was 
infectious diseases specialists affiliated to Tehran University of Medical Sciences. 
The collected data were analyzed using SPSS statistical software (version 19), and 
descriptive statistics. Results: By full-text review of selected studies, we determined 
requirements of a mobile-based self-management system in four categories: 
demographic, clinical, strategically and technical capabilities. According to the 
findings, 6 data elements for demographic category, 11 data elements for clinical 
category, 10 items for self-management strategies, and 11 features for technical 
capabilities were selected. Conclusion: Using the identified preferences, it is 
possible to design and implement a mobile-based self-management system for HIV-
positive people. Developing a mobile-based self-management system is expected to 
progress the skills of self-management PLWH, improve of medication regimen 
adherence, and facilitate communication with healthcare providers. 

Keywords. Self-management, Mobile, Data element, HIV/AIDS  

1. Introduction 

HIV-positive people require more support for the management of their condition, 
including making physical, psychological, and social adjustments because of the chronic 
condition of the disease [1,2]. Improving the condition of people living with HIV 
(PLWH) is dependent not only on healthcare services but also on social support and the 
provision of educational information in several areas such as how to make safe sex 
behaviors, antiretroviral therapy (ART) and adherence to medication regimens [3-5]. 
Among these factors, ART is more important that depends on the timely take of 
prescribed medications, diet and exercise compliance [6,7]. Self-management can 

                                                           
1 Corresponding author: Reza SAFDARI, Tehran University of Medical Sciences, Qhods Square, Post 

Code: 7134845794, Tehran, Iran. E-mail: rsafdari@tums.ac.ir  

w

Health Informatics Meets eHealth
G. Schreier and D. Hayn (Eds.)

© 2018 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms

of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-858-7-140

140

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use

https://www.ncbi.nlm.nih.gov/pubmed/?term=SeyedAlinaghi%20S%5BAuthor%5D&cauthor=true&cauthor_uid=23017163


provide effective solutions to motivation and contribution of patients for continuing in 
the effective therapeutic goals [8]. 

Self-management is a set of deliberated, learned, and purposeful activities that 
carried out by persons with chronic conditions targets reducing disease progression, 
managing symptoms and the prevention of disabilities [9-11]. Self-management is not a 
substitute for professional and organizational services, but it is a supplement of 
healthcare services and as a supportive way to implement specific strategies [12]. In 
recent years, providing self-management services through mobile technology has been 
introduced as a new approach to improve health care services and cost savings for HIV-
positive people [13,14]. The application of mobile technology in the healthcare industry 
is widely regarded as a new way of supporting public health services [15-17] and can be 
used by PLWH to support self-management strategies [18]. According to the widespread 
use of mobile technology and the low cost of this application, developing a mobile-based 
self-management system can improve ART, physical, psychosocial, health knowledge, 
and behavioral outcomes of PLWH [19].  

Mobile-based self-management systems with common requirements and technical 
capabilities to improving HIV-care are expressively required in limited resources 
countries that are bearing the effect of the HIV epidemic [20]. Unfortunately, in spite of 
the alarming occurrence and consequences of HIV infection, a self-management system 
with effective data elements and features are just now being deployed in a few countries 
[21]. In the same way, there have been limited strategies in developing countries to 
management of HIV chronic condition [22,23]. As a result, without self-management 
strategies and technical capabilities to adherence at the HIV care intervention, it is 
impossible to take an experimental approach to improve HIV care services [24]. 
However, in Iran, as a developing country, there has not been a mobile-based self-
management system for HIV-positive people with the comprehensive data elements and 
technical capabilities to date [25].The purpose of this study was to 1) identifying 
requirements of a mobile-based self-management system for PLWH, and 2) validating 
of identified requirements based on infectious diseases specialists' attitudes.  

2. Methods 

This study was a descriptive cross-sectional one that carried out in two main phases in 
2017. In the first phase, we searched documents to identify of requirements and common 
elements of a mobile-based self-management system for people living with HIV. The 
combination keywords used to search for resources included in; self-care, self-
management, self-monitoring, data elements, minimum data set, requirements, mobile 
application, smart phone, mobile health, strategy, and HIV/AIDS that have been 
searched in PubMed, Web of Science, Up To Date, Science direct, Scopus, and Ovid. 
Studies were included if they reported on common data elements, HIV-care strategies, 
and technical capabilities of mobile-based HIV/AIDS self-management system. 
Moreover, full text contents research papers and review articles published between 2000 
and 2017 and in English language were selected. We excluded newspapers, abstracts, 
editorial letters, and reports. 

In the second phase, using the identified requirements from the review of related 
articles [1, 3-15, 18-21, 25, 29, 49], a questionnaire was developed to validate identified 
requirements. The questionnaire consisted of 4 categories and 47 questions 
(demographic data elements: 8 questions, clinical data elements: 16 questions, HIV- 
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Table 1. Search result and final reviewed articles 

Elements Total Reference 
Retrieved 

Total Duplicate 
References 

Total Excluded 
References 

Final Analyzed 
Articles 

Demographic 40 16 20 4 
Clinical  57 31 20 6 
Technical 70 35 30 5 
Strategically  109 55 41 13 
Total 276 137 111 28 

 
management strategies: 10 questions, and technical features: 12 questions). Reliability 
of the questionnaire was calculated 0.87 by Cronbach's alpha and the validity was 
measured by seven specialists of infectious diseases and health information management 
experts. The statistical populations were all infectious diseases specialists working at 
Tehran University of Medical Sciences (N=23). Twenty-one individuals out of 23 
statistical population completed the questionnaire. The data were analyzed using 
descriptive statistics and frequency distribution reports. In this way, the questionnaire 
options were scored from 1 to 5 (completely agree=5, agree=4, no idea=3, disagree=2, 
and completely disagree=1). Each of the identified requirements was considered as 
preference element that had obtained at least a mean of 2.5 or more.   

3. Results 

Using applied research strategies, 276 references were retrieved and finally, 28 related 
articles that published between 2000 and 2017 were reviewed. Table 1 shows the final 
analyzed articles, and the resources that did not meet inclusion criteria and excluded from 
this study. By full text review of selected articles we determined the requirements for a 
mobile-based self-management system in four categories: demographic (8 data elements), 
clinical (16 data elements), technical capabilities (12 features) and HIV self-management 
strategies (10 items).  

According to the infectious diseases specialists’ attitudes, "height" and "body mass 
index (BMI)" were not selected as required demographic data elements and only six data 
elements were selected for this category. In clinical category, mean score for "rash", 
"sore throat", "fatigue & tiredness", "vital signs", "associated diseases", and "current 
medication" was less than 2.5 and therefore, 11 data elements were selected for clinical 
category. According to the findings, all of the identified technical requirements were 
selected by infectious diseases specialists, except "data collection". Moreover, the mean 
score for all identified self-management strategies was more than 2.5, and therefore, all 
of them were selected. The selected data elements for each of categories and mean scores 
assigned to them by the specialists are shown in Table 2. 

As shown in Table 2; 38 data elements and features were selected for different 
identified categories as requirements of a mobile-based self-management system for 
PLWH.  

4. Discussion 

People with a chronic condition have a central role in managing their conditions. These 
individuals can play an important role in improving their health status by benefiting from 
standard self-management programs [26-28]. A mobile-based self-management system  
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Table 2. The mean of given values and selected elements, features and strategies 

Demographic Technical capabilities 
Data element                 Mean Feature                  Mean 

Gender                                     4.6 � Content of text messages              3.3 � 
Age     4.4 � Educational messages                   4.9 � 
Marital status                          4.5 � Motivational messages                  4.4 � 
Education level                       2.9 � Drug taking reminder                    5 � 
Occupation                              3.3 � Appointment reminder                  3.9 � 
Height                                     2.3 Exercise reminder                         4.6 � 
Weight                                     4.2 � Diet reminder                                4.9 � 
Body Mass Index (BMI)         2.4 Instructions  3.3 � 

Clinical Data collection                              1.7  
Fever     4.9 � Internet access                               4.2 � 
Chills 4.5 � Being user-friendly                       4.5 � 
Night sweats    2.9 � Security requirements                   4.9 � 
Weight loss   3.3 � Self-management strategies 
Fatigue & Tiredness  1.8 Safe sexual behavior  3.9 � 
Sore throat  2.3 Education  4.1 � 
Mouth ulcers   2.6 � Communication  2.8 � 
Muscle pain  4.2 � Motivational messages 4.3 � 
Skin problems  3.3 � Physical activity improvement  2.9 � 
Diarrhea   4.1 � Nutrition regimen  3 � 
Pneumonia   4.6 � Symptom management  4.2 � 
Swollen lymph nodes  4.7 � ART and medication adherence  5 � 
Neurological disorders  3 � Attend appointments  3.8 � 
Current medication   2.3 Enhance quality of life  4 � 
Associated diseases   2  
Vital signs  2.3 

 
can serve as a healthcare complement and includes areas such as maintaining health 
promotion, lifestyle modification, medication adherence, symptom assessment, disease 
management and rehabilitation [29-31]. In this mixed method study, we aimed to identify 
requirements of a mobile-based HIV self-management system, and validate them from 
the perspective of infectious diseases specialists. 

The results of this study showed that demographic, clinical, technical, and strategies 
categories are essential for a mobile-based self-management system for HIV-positive 
people. Navato et al, in a 2015 developmental study, identified requirements of a mobile 
messaging system for tracking the care of PLWH and Tuberculosis (TB) in six 
categories: data acquisition requirements, telecommunications cost, privacy and data 
security, text message content, communication, and system scalability. The findings of 
this study showed that using this system could improve self-management and self-care 
skills of patients and strengthen the relationship between patients and health care 
providers [32]. Because of the importance of therapeutic objectives of HIV condition, 
existence of a mobile-based system that is focused on providing self-management 
services can be an important achievement for healthcare organizations [33]. Organized 
clinical data elements are a primary requirement for a mobile-based self-management 
system for information management and providing efficient clinical procedures in 
healthcare organizations [34]. Furthermore, complete registration of patients' 
demographic information in a self-management system will help them better identify and 
manage their prescribed treatment [24]. Demographic data elements of PLWH in a 
comprehensive HIV/AIDS information management system should be documented in 
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order to better understand the epidemic of the disease, and to focus on sub-populations 
and management of treatment [25]. 

According to the findings, technical capabilities of a mobile-based self-management 
system for PLWH needs features such as; educational and motivational messages, 
content of the text messages, drug taking reminder, and security requirements. Technical 
capabilities such as adherence to medication, drug taking reminder and data security are 
the important aspects of a mobile-based self-management system [35-38].This important 
finding was highlighted in most similar studies that, technical capabilities of a mobile-
based self-management system can be very helpful by giving reminders and engaging 
patient in therapeutic activities [39]. For example, a 2016 clinical trial by Garofalo et al., 
illustrated that a text message-based system in addition to reminders of medication 
adherence and attend appointments, can also facilitate communication with healthcare 
providers [40]. 

Based on the findings of this study, 10 mobile-based self-management strategies 
were identified and selected for HIV-positive people. Access to health care services and 
the motivation of HIV-positive people for self-management are two important factors in 
improving their health status [41-43]. ART is one of the most important self-management 
strategies and clinical prescriptions for the treatment of HIV, especially in developing 
countries where the number of PLWH is rising [44,45]. In similar studies, it has been 
recommended that PLWH should participate in ART strategy and collaborate with 
healthcare providers to succeed in their clinical treatment [46-50]. Self-management 
strategies, in addition to ART, should also emphasize on adherence to medication [51]. 
Adherence to compound medication regimens often leads to a significant aspect of 
chronic condition management. PLWH are required to start medication regimens that 
demand a high degree of adherence and attend medical appointments [52]. Furthermore, 
regarding HIV transmission ways and the social stigma of this disease, it is important to 
provide educational information on safe sex approaches and how to prevent the 
transmission of the virus as well as to strengthen the morale of PLWH [53-55].  

5. Conclusion 

In this study, we determined four requirements categories (demographic data elements, 
clinical data elements, technical capabilities and HIV-care strategies) of mobile-based 
self-management system for people living with HIV. Using these requirements, it is 
possible to design and implement a mobile-based self-management system for PLWH. 
Implementation of this mobile-based system can provide a timely reminder to improve 
medication adherence, promote the self-management skills, and safe-sex negotiation for 
HIV-positive people. Complementary studies to address the preferences of an intelligent 
mobile-based self-management system for PLWH can be an appropriate course for future 
researches on this topic.  
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Abstract. The purpose of this study was to review different telemedicine services 
in diagnosis, treatment and management of various children diseases and providing 
an overview of systematic reviews conducted in this regard. We searched English 
articles published in peer-reviewed journals between 2000 to 2016. We found that 
tele-pediatric services have been reported in various areas such as cardiology, burn, 
diabetes, obesity, emergency medicine, speech and hearing loss, Ear, Nose and 
Throat, psychology and psychiatry, radiology, oncology, home healthcare, asthma, 
genetics and dentistry. These studies mainly reported positive results. However, 
systematic reviews in tele-pediatric showed that these studies have not proven the 
clinical effectiveness or suggested further studies to assess the clinical outcomes of 
services provided through telemedicine technologies.  

Keywords. telemedicine, telehealth, child, pediatrics 

1. Introduction 

According to American Telemedicine Association, telemedicine is “the use of medical 
information exchanged from one site to another via electronic communications to 
improve a patient’s clinical health status” [1]. Tele-pediatric (application of telemedicine 
for children) is used in the areas of medicine in which the distance is an issue, and 
includes services such as diagnosis, treatment, prevention of diseases, care 
providers’/patients' education, research and care evaluation [2]. Pediatric services 
typically include care provided to children from birth to 18 years of age [3]. The purpose 
of this study was to review and introduce different tele-pediatric services and the 
consequences of using this type of services and providing an overview of systematic 
reviews conducted in this regard. 

2. Method 

A combination of keywords such as “children”, “child”, “pediatric”, “telehealth”, 
“telecare”, “telemedicine”, “tele”, “review” and “systematic review” were searched in 
different databases including “PubMed/Medline”, “Science Direct”, “Web of Science” 
and “Cochrane library”. In addition, we searched specialized journals in the field of 
telemedicine and considered the related references in selected articles. The inclusion 
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criteria were: 1) published English papers in peer-reviewed journals between 2000 to 
2016, 2) papers reported a telemedicine service for children only or parents of children. 
In addition, the exclusion criteria were: 1) Articles focused on both children and adults, 
unless the findings were reported separately in the article or more than 50% of 
participations were children. 2) Infant and newborn community. After screening the titles 
and abstracts and removing the unrelated papers, full text of included papers were 
reviewed. The review has been done by two independent reviewers. If there were 
disagreements, a discussion was conducted to reach a consensus. We classified articles 
according to the medical domains and discussed these areas by proving some examples 
of studies and relevant reported outcomes. We defined telemedicine as any healthcare 
services provided remotely through synchronous or asynchronous communication by 
any modalities and technologies to children or their parents.  

3. Results and discussion 

Telemedicine is used in various clinical domains for children. In the following sections, 
each of these areas and related literature and outcomes are discussed. 

Cardiology: Pediatric tele-cardiology has been applied in different age groups.  It 
was found that tele-echocardiography increases efficiency and the quality of care, 
reduces unnecessary patient transport, improves sonographer skills, saves cost, reduces 
the length of stay in the Coronary Care Unit (CCU) and increases physicians’ and 
patients’ satisfaction [4]. Pediatricians perceived this type of services practical and cost-
effective [5]. Appropriate exchange of information between hospitals, better use of 
equipment, improved distance learning in terms of clinicians’ perspectives and rapid 
diagnosis, reduced costs and access to children heart tele-consultation from the 
perspective of the patients have also been reported [6]. 

Burn: In tele-burn projects for children, store and forward and videoconferencing 
modes are used [7-8]. According to studies, tele-burn services for children leads to cost 
savings of patient travel and patients’ convenient access to specialized services [9]. The 
quality of information collected through videoconferencing was the same as the in-
person visits and agreement in consultation between these two methods was reported 
84% [10]. 

Diabetes: According to the studies, telemedicine was in accordance with the in 
person visits, and reduces the time and cost as well as improves rural children's access to 
diabetic care [11]. Telephone consultation, videoconferencing between school nurses, 
child and clinical team [12], messaging [13] and web portal [14] are some of telemedicine 
services for diabetic children that can improve clinical outcomes (reduced Hemoglobin 
A1c (HbA1c)) [12-14], reduce unnecessary calls to care centers, reduce visits in 
Emergency Department (ED) and hospital admissions [12]. 

Obesity: The use of sensors to assess physical activity and dietary habits [15], tele-
consultation services [16], and tele-monitoring [17] are some of the telemedicine services 
in this domain. It was shown that both methods of telemedicine and telephone 
interventions are acceptable, feasible and effective in providing obesity treatment to 
children regarding outcomes (BMI, diet and quality of life) [18]. In addition, no 
difference was observed in parents’ satisfaction with telemedicine vs. in person 
consultation [16] and telemedicine vs. telephone consultation [18]. 

Emergency medicine: A study showed that tele-consultation for children living in 
rural areas resulted in fewer medication errors than telephone consultation [19]. 
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Telemedicine also resulted in a reduction in travel costs and emergency care costs [20]. 
Improving care quality, diagnosis and treatment, patients’ and provider’s satisfaction 
[21-22] have also been reported for tele-pediatrics in emergency services. Additionally, 
a study showed 98% and 92.5% agreement in treatment and diagnosis between in person 
and telemedicine services for emergency [23]. 

Speech and hearing loss: Tele-interventions have been used for deaf or hard-of-
hearing children [24] in cases of children with stuttering problems [25] and training 
parents in the early stages of autism [26]. According to an RCT on deaf children, 
telehealth services increased cost savings [27]. Furthermore, effectiveness of 
videoconference services for students with speech problems and their improvement were 
similar to in person services [28]. The studies on students, families, speech therapy 
pathologists and school principals also showed a high satisfaction with telehealth 
services [29]. A review showed that the use of telehealth had a positive effect on 
children's speech-language but the evidence in this area is still low and not enough to 
influence clinical practices and policy development [30]. 

Ear, Nose, Throat (ENT): Agreement on synchronous [31] and asynchronous 
methods [32] for assessment of paediatric ENT conditions were equivalent to in person 
method, and the agreement rate on synchronous mode is better [31]. The same result has 
been reported for tele-screening of hearing problems of primary school children [33]. 
Some studies also suggest the effectiveness of videoconference services in assessing 
ENT status [34]. The reduced average waiting time of referral (73 to 29 days) and the 
more economical nature of videoconference-based tele-ENT consultation has been also 
reported [35]. 

Psychiatry and psychology: Diagnostic outcomes and psychology problem 
assessment for children via videoconference, telephone and email was effective [36]. 
Reduced cost in rural centers by tele-psychiatry [37] and high parents' and children’s 
satisfaction with tele-psychiatry has been reported [38]. An RCT on the effectiveness of 
videoconferencing on training skills of parents of children with attention deficit 
hyperactivity disorder showed that the treatment and parents' education was similar to in 
person method [39]. Additionally, mobile services to treat anxiety [40] and interactive 
video services for the treatment of depression [41] indicated the success of these methods. 

Radiology: The use of tele-radiology has been reported in education of physicians, 
students and radiologists through web-based videoconferencing [42-43], and the 
detection of radiological images with Smartphone [44]. In a study, diagnostic accuracy 
of CT and MRI images of children by a mobile was 97.52% [44]. Improved access, avoid 
unnecessary travels, saving costs and improving outcomes due to rapid reporting and 
intervention have been reported in children tele-radiology [44-45]. 

Oncology: Services such as psychology interventions and stress reduction for 
children with cancer [46-47], neuro-oncology consultation via email, requesting for 
visual communication, answering neuro-oncology questions [48], videoconference for 
the diagnosis of brain tumors [49] have been reported. Tele-support services after 
discharge has brought families' high satisfaction [50]. Furthermore, the agreement 
between diagnosis via telemedicine and the routine method was 90.6% [51]. 
Implementation of home care after discharge with telephone consultation had a major 
effect on meeting the needs of children with cancer and reduced unplanned 
hospitalizations [52]. 

Home care: These services have been used in the areas such as consultation for 
palliative care [53-54], web-based telemedicine to reduce hospitalizations and sudden 
death in children with heart problems [55], telemedicine-based robotic rehabilitation 
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services for children with joint damage and cerebral palsy [56]. Implementation of 
palliative care at home with internet and telephone consultation showed that this service 
was feasible and acceptable and reduced imposed responsibilities on families. 
Satisfaction and quality of life was similar to the control group [53]. A videoconference-
based home care program for children with cancer showed parents' satisfaction and 
reduced the level of children concern with no effect on increased costs [57]. 

Asthma: Peak expiratory flows test, asthma control test, daily asthma diaries, 
adherence to treatment, and quality of life have been assessed [58-59]. An RCT on a web 
application of monitoring and education indicated improved self-management skills and 
children's quality of life [59]. A study on tele-monitoring at home and teaching children 
through a website showed that inhalation (94% vs. 89%), adherence to daily asthma 
diaries (35.4% vs. 20.8%) in telemedicine group was better than the control group [58].  

Genetics: Using tele-genetics has been reported in the areas such as tele-
consultation and remote education [60-63]. Although parents perceived tele-genetic 
consultations positive, they preferred face to face services [61]. Additionally, the most 
important challenge of tele-genetics is reimbursement and cost [63]. A review showed 
that in tele-genetics studies, costs have not been measured officially and most studies 
only have pointed out the effect of tele-genetics on saving travel cost and time [64]. 

Dentistry: Teledentistry can be used in online education, periodontics, oral 
pathology, oral medicine, orthodontics, detection of dental caries [65-66]. It’s very 
common for dental caries treatments in childhood [67] and screening programs in schools 
[66]. Comparison between in-person examination and teledentistry showed positive 
results [68]. Also, this method is reliable versus in person screening [66, 69]. Overall, 
teledentistry resulted in saved time, money and travel [70], improved the care quality 
[65] and facilitated the timely treatment by early diagnosis [71]. 

Systematic reviews of telehealth in pediatrics: In many areas, no systematic 
review is conducted and the number of current systematic reviews is also limited. A 
systematic review and meta-analysis by reviewing 10 RCTs showed that telemedicine 
had no effect on the HbA1c level, severe hypoglycemia or diabetic ketoacidosis in 
children with type 1 diabetes. Based on this review, limited data has been reported on 
patients’ satisfaction, quality of life and cost. The authors concluded that telemedicine 
benefits may not be adequately reported [72]. Another review of 13 studies on the patient 
outcomes in the management of children obesity showed that the interventions are 
effective on increasing screening for BMI and weight management [73]. A review of the 
tele-pediatrics in ED showed that the positive effects of these interventions could not be 
supported because of little evidence [74]. A scoping review on 23 studies about the 
management of children with hearing problems showed that most studies have focused 
on hearing screening and these services improved access and coverage in rural and 
remote areas and less attention is paid to diagnostic interventions and rehabilitation 
services [29]. Another review of rehabilitation of children with hearing loss showed that 
the effect of the use of online technologies on promoting learning in deaf children is 
positive but only four studies were eligible [75]. 

A review of telemedicine in psychology showed that the studies have addressed 
feasibility, cost-effectiveness, and the patients’/providers’ satisfaction and positive 
results were reported in all three domains. However, authors concluded that few studies 
have been conducted on clinical outcomes [76]. Another review on eight studies related 
to children with autism showed that telemedicine services were mainly implemented for 
behavioral and diagnostic assessment, training consultation, and monitoring behavioral 
interventions and telemedicine had positive effects on treating children with autism, but 
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more RCTs in real locations are needed [77]. Another review of 33 studies related to 
tele-home care showed that there were only six studies about children. This review 
showed that tele-home care has the ability to improve services and outcomes such as 
supportive roles for families, reduced stress, enhanced communication between 
physicians and families and reduced unplanned admissions [78]. A meta-analysis of nine 
studies on the effect of web or telephone-based self-care education of children with 
asthma suggested this intervention resulted in fewer school absences, reduced ED visits 
and hospitalizations [79]. In a systematic review, tele-genetics services in the field of 
children and adults showed that this service is suitable to provide consultation and 
follow-ups and has the capability of assessment and diagnosis of children suspected of 
genetic diseases [64]. Another review on teledentistry showed that education, diagnosis, 
consultation and treatment are common services in this domain [80]. Based on another 
review, teledentistry has an acceptable diagnostic performance in the detection of dental 
caries. However, more studies on effectiveness of teledentistry to caries detection are 
needed [81].  

4. Conclusion 

Studies have shown that the use of tele-pediatrics in most cases results in saving cost, 
reducing unnecessary travels, patients’ and providers' satisfaction, and better patient self-
management. Various results in terms of feasibility and acceptance, improvement of 
diagnosis quality and treatment outcomes, clinical effectiveness, improved accuracy of 
diagnosis, efficiency and quality of care have been reported. However, few systematic 
reviews were reported regarding tele-pediatrics, that most of them have shown some of 
these benefits. Most of original researches have shown positive clinical results; however, 
the results of systematic reviews except for limited cases have not confirmed positive 
clinical outcomes or suggested further studies to assess the clinical outcomes of tele-
pediatric services. We aimed to introduce the application areas of telepediatrics and 
reported outcomes not conducting a systematic review to analyze these outcomes. 
Therefore, we have limitations in these regard. However, in short, we can conclude that 
there is little evidence about clinical outcomes and effectiveness of telemedicine services 
for children. Therefore, conducting further systematic reviews of the specific 
applications of tele-pediatrics is recommended. Also it is suggested that in order to 
thorough implementation and long-term usage, evaluation of telemedicine systems have 
been done in the real environment and with a large number of users. 
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Abstract. Existing full-body tracking systems, which use Inertial Measurement 
Units (IMUs) as sensing unit, require expert knowledge for setup and data collection. 
Thus, the daily application for human body tracking is difficult. In particular, in the 
field of active and assisted living (AAL), tracking human movements would enable 
novel insights not only into the quantity but also into the quality of human movement, 
for example by monitoring functional training. While the current market offers a 
wide range of products with vastly different properties, literature lacks guidelines 
for choosing IMUs for body tracking applications. Therefore, this paper introduces 
developments towards an IMU evaluation framework for human body tracking 
which compares IMUs against five requirement areas that consider device features 
and data quality. The data quality is assessed by conducting a static and a dynamic 
error analysis. In a first application to four IMUs of different component 
consumption, the IMU evaluation framework convinced as promising tool for IMU 
selection. 

Keywords. IMU, human body tracking, evaluation framework. 

1. Introduction 

In recent years, sensor miniaturization has been a driver for product innovation in many 
areas. The miniaturization of Inertial Measurement Units (IMUs) for instance enables 
numerous applications including the tracking of moving objects by computing 
orientation [1,2]. In the field of human movement analysis, the integration of IMUs in 
wearable full-body tracking systems has been realized by a few specialized 
manufacturers and start-ups [3], such as Xsens (Xsens Technologies B.V., Enschede, 
The Netherlands), Enflux (Enflux, San Francisco, United States) or Rokoko (Rokoko 
Electronics, Copenhagen, Denmark). In general, all these systems aim at assessing 
people’s movement outside the laboratory [4,5]. In particular, in the research field of 
Active and Assisted Living (AAL), mobility for older people means independence and 
participation in social life. Furthermore, the functional ability of being mobile, including 
exercise, promotes healthy aging and postpones frailty [6]. In order to avoid injury and 
maintain functional ability, it is important that exercises are performed in a proper way. 
Exercise monitoring of older people at their homes could benefit from wearing an IMU-
based full-body tracking system. The quality assessment of exercise performance could 
not only provide meaningful feedback to the users themselves but it could also help 
supervising entities like trainers or doctors to adjust training according to the users’ 
abilities. Functional training has been supported technologically in various AAL projects 
for better quality of life and health of older people [7,8]; however, only few have 
considered IMUs as sensor technology so far [9,10]. The required expert knowledge of 
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existing full-body tracking systems for setup and data acquisition as well as their fixed 
configuration of IMU placements is unsuitable for the target group of older people. Thus, 
we decided on implementing a human body tracking system where number, position, and 
hardware can be chosen according to application requirements. 

Available IMUs on the market differ in various aspects including component 
composition. The range of products starts at basic packages, for which casing, battery 
and data transmission have to be added separately, up to turnkey solutions. Some of the 
turnkey solutions are even capable of outputting their orientation directly. Due to the 
variety of options, IMUs have to be selected based on criteria. 

Existing works stated some criteria related to IMU selection such as power 
consumption and sampling rate [1,11-13]. However, none considered data quality of the 
IMU measurements, which is a crucial factor since all further processing steps depend 
on it. 

Thus, this paper introduces an evaluation framework for wearable IMUs used in 
human body tracking that considers both, hardware features and data quality. In order to 
assess its performance, the framework is applied to IMUs with different component 
composition. Based on the results of the application, possible improvements and 
adaptations of the framework should be identified and discussed. 

2. Methods 

2.1. IMU evaluation requirements 

In recent years, considerably little effort has been investigated in the comparison of IMU 
performance with respect to human motion analysis. Ahmad et al. [1] identified form 
factor, data accuracy, response rate, and the degree of freedom (DOF) when selecting 
IMUs for various applications. Data accuracy was described to be dependent on the 
selected sensor fusion which reduced sensor drift and other errors introduced by the 
sensors. During the development of their own IMU for the analysis of Parkinson’s 
disease symptoms, Rodríguez-Martín et al. [11] stated several IMU requirements, 
including long, unsupervised runtime, minimum power consumption, wearable form 
factor and connectivity to other devices. Within their work, they compared twelve 
commercial IMUs including the Xsens MTw and the Physilog 3 as wireless body 
tracking sensors. The conducted comparison relied purely on market analysis without 
looking at data samples of the actual devices. A latest design methodology for motion 
capture wearables, called Octopus, is exclusively based on review of publication and a 
market research [13]. It considers connection, attachment method, and the physical 
properties of the device such as shape, dimensions, weight, housing material and color.  

Based on this research, we created a demand profile for IMUs in human body 
tracking. In addition, we considered a role model for the framework since the usage of 
such full-body tracking systems require expert knowledge, which complicates the 
independent usage, e.g. for AAL applications, and the predefined number and positions 
of IMUs decrease the flexibility of applications. Hence, the full-body tracking system 
that uses wireless IMUs, namely the Xsens MVN Awinda [14] is considered as role 
model. Finally, the identified requirements for human body tracking are divided into five 
areas: 

Form factor: Wearable IMUs for wireless body tracking are available in different 
dimensions. Nevertheless, they should be appropriate for unobtrusive integration into 

V. Venek et al. / Towards an IMU Evaluation Framework for Human Body Tracking 157

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



clothes. The Xsens MVN Awinda uses Velcro straps to attach the IMUs onto predefined 
body segments. Each IMU comes with dimensions of 47x30x13mm and weights 16g 
[15]. Integration can be additionally possible using clips or other simple methods of 
fastening [1,13]. 

Mobility: The maximum possible operating time depends on battery capacity, 
sampling rate and the means of data transmission. A runtime of 6 h at 60 Hz with wireless 
transmission is considered as threshold for the framework since high-end systems like 
Xsens MVN Awinda work with these specifications [14]. Ideally, the battery is 
rechargeable via Universal Serial Bus (USB). 

Data acquisition: For immediate feedback to users, near real-time data processing 
should be targeted, i.e. showing a latency time of at most 100ms [16]. Furthermore, 
wireless data transmission should be considered for avoiding cables and, thus, difficult 
setup. For example, Bluetooth Low Energy (BLE) is most widely supported by consumer 
smartphones and meets the requirement of fast data transmission. The supported 
sampling rate of the IMU should be at least 60 Hz , being higher than the suggestion of 
40 Hz by [11]. An API for monitoring the hardware’s health status and for customization 
of applications is a basic requirement. This should enable access to the IMU’s raw data. 

Additional features: The price of each IMU should be of concern since we plan to 
develop a full-body tracking system to consist of at least five IMUs [4]. Considering the 
current prices of smart wearables such as smartphones, we expect that people might be 
willing to spend the same amount for a wearable IMU-based full-body tracking system, 
being priced up to €500 [17], i.e. the price of a single IMU should not exceed € 100. In 
addition, the possibility of building a sensor network should be possible so that multiple 
IMUs can interact with each other for synchronization purposes.  

Reliable recognition of human motion: This requirement area includes the 
verification of how robust and reproducible the data provided by the IMU is for full-
body tracking. Most commonly, IMUs with 6-DOF, which comprise a 3D accelerometer 
and a 3D gyroscope, or 9-DOF IMUs, which add a 3D magnetometer, are used [1]. Thus, 
at least 6-DOF IMUs should be required. Further sensors, like the magnetometer or the 
barometer are optional for consideration in orientation estimation. With respect to data 
quality, a static and dynamic error analysis support the evaluation of IMUs by identifying 
error behavior of the IMUs and rank the devices upon these results (see subsection 2.2). 

The more requirements of the framework are fulfilled by the IMU under 
investigation, the more appropriate it should be for the task of body tracking. 

2.2. Static and dynamic error analysis 

Static and dynamic error analysis were used for the objective evaluation of the data 
quality of each IMU. 

The static error analysis aims at evaluating the amount of inherent noise in the 
sensor readings, particularly, the gyroscope drift error. For a static and undisturbed 
position, the IMU is fixed onto a table and data is recorded for 120 min without 
movement at room temperature. If available, the IMU’s internal calibration routine is 
used to dampen the noise. To quantify the residual noise occurring while the sensor 
experiences no movement, an Allan variance analysis is conducted as described in El-
Sheimy et al. [18] determining two types of error quantity: the random walk and the bias 
stability. The Angle Random Walk (ARW) or Velocity Random Walk (VRW) is the  
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Figure 1. Left: Motorized tripod (on which the device under test is mounted) with additional Arduino micro 
controller unit and manual controls; Right: IMU rotations about z- and y-axis. 
 
influence of high-frequency noise. The bias stability is dependent on the influence of 
low-frequency noise mainly coming from the sensor’s electronics. With the bias 
changing over time, this metric tells the best expected bias stability (BS) from this IMU. 
Of both quantities, the root mean square error (RMS) over x-, y- and z-axis is calculated, 
for which lower numbers imply better results. 

By conducting a dynamic error analysis, the performance of the sensors in motion 
is assessed and compared to simulated data. To move the IMU in a controlled manner, a 
motorized pan-tilt tripod and an Arduino board is used to conduct counterclockwise z- 
and y-rotations of 180° (see Figure 1). All rotations are performed at a programmed 
speed of 166.7°/s that roughly resembles a natural limb rotation. To mark beginning and 
end of the sequence, rotations at maximum speed of the motors around the z-axis are 
executed giving clearly distinguishable impulses in the data. If necessary, the IMU’s 
frames are mapped to a right-handed coordinate system, where the positive vertical z-
axis points upwards, the positive y-axis to the right, and the positive x-axis frontwards. 
Sensor fusion algorithm such as described by [19] are used to calculate quaternions 
representing the orientation of each IMU over time. For comparison, the entire motion 
sequence is simulated using the spherical linear interpolation (SLERP) of quaternions 
which is commonly used to smoothly animate 3D rotations [20]. The calculated and 
simulated quaternions are applied to rotate a unit vector, resulting in an ideal and an 
actual trajectory. The idea is to determine the error by using the distance function 

 that computes the angular deviation between two quaternions [21]: 

 (1) 

The denotation  corresponds to the inner product of the two quaternions  
and . The range of the distance function is between 0 and π, where 0 means that the 
compared rotations result in the same orientation. Values close to π represent maximal 
angular deviation from simulated orientation. 

 

 
Figure 2. IMUs of different components composition from left to right: BNO055 board, Intel Curie board, 
MetaMotionC and Physilog 5. 
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3. Results 

In this section the first application of the framework is presented showing the fulfilments 
of the requirements and the ranking of the static and dynamic error analysis (Table 1). 
Thus, four IMUs were selected based on their component composition. The BNO055 
board [22] and the Intel Curie board [23] represented basic packages that can be 
integrated into low-level prototypes. In this case, “low-level” means that the IMU 
requires additional hardware, like power supply and casing. The MetaMotionC [24] and 
Physilog 5 [25] represented turnkey solutions that work out of the box and come with 
complementary software. We chose these devices due to their small size, wide 
availability, and their differing component composition. 

Form factor: The dimensions of all four devices are sufficient (Figure 2). However, 
the BNO055 and Curie provide no attachment to the body. This could be circumvented 
by using 3D printed parts. For the MetaMotionC, the 3D-printed case provided by the 
manufacturer was used. Physilog provides a rubber clip with each device. 

Mobility: The Physilog comes with a USB-chargeable battery included in the 
casing. BNO055 and Curie have to be powered externally, although the Curie provides 
a charging circuit. The MetaMotionC does not provide an integrated rechargeable battery 
and is instead powered by a coin cell. 

Data acquisition: Except BNO055, which supports only I²C communication, all 
investigated IMUs support BLE transmission. Regarding API, libraries are freely 
available for all boards except Physilog. 

Additional features: The Physilog is the most expensive one of the selected IMUs 
with € 499 per device, which would sum up to € 2,495 for a full-body tracking system. 
All others were within the required price range. The support for multiple sensors is 
limited. Solely Physilog and MetaMotionC provide basic synchronization by allowing 
IMUs to start and stop simultaneously. 
 

Table 1. Application of IMU evaluation framework to four IMUs: ‘X’ marks fulfilment of requirement and 
the rank of each IMU is given from 1 (best) to 4 for static and dynamic error analysis. 

 Physilog 5 MetaMotionC BNO055 Intel Curie 
Form Factor     
Application to clothes X X   
Size < 47x30x13 mm X X X X 
Weight < 16 g X X X X 
Mobility     
Battery life > 6 h X X   
Chargeable battery X X   
USB charging X   X 
Data acquisition     
Bluetooth data transmission X X  X 
Sampling rate > 60 Hz X X X X 
API available  X X X 
Additional features     
Price less than € 100  X X X 
Multiple sensor network 
feasibility X X   

Reliable recognition     
6-DOF IMU X X X X 
3-DOF magnetometer X X X  
Barometer X X   
Static error analysis – RW 2 1 4 3 
Static error analysis – BS 1 2 3 4 
Dynamic error analysis 1 2 3 4 
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Figure 3. IMU-based trajectory of unit vector of (A) BNO055, (B) Intel Curie, (C) MetaMotionC and (D) 
Physilog 5 (black) and SLERP-simulated trajectory of the same unit vector (red marked with X and O). 
 

Reliable recognition of human motion: All four selected IMUs provide the 
mandatory 3-DOF gyroscope and accelerometer. Additional sensors are available on the 
Physilog, MetaMotionC and BNO055. The results of the static and dynamic error 
analysis are given in Table 2. The best results related to bias stability came from the 
Physilog measurements (RMS for gyroscope and accelerometer of 7.19 °/h and 0.12 °/h, 
respectively). MetaMotionC provided the lowest amount of random walk (RMS for 
ARW and VRW of 0.0055 °/s/√Hz and 0.0001°/s/√Hz, respectively). For the dynamic 
error analysis, the calculated orientation was compared to the orientation data simulated 
with SLERP (Figure 3). The resulting maximal and mean angular orientation deviations 
are shown in Table 2. The lowest deviation was achieved by using the Physilog data, 
with the MetaMotionC coming close. The BNO055 was ranked third, and the largest 
error by a clear margin came from fusing the Curie data (see Table 1). 
 

Table 2. Static error analysis: RMS of random walk in °/s/√Hz and of bias stability in °/h over the x-, y- and 
z-axis; Dynamic error analysis: maximum and mean angular orientation derivation to SLERP-simulated 
orientation data ranging from 0 to π (= 3.14). 

 Physilog 5 MetaMotionC BNO055 Intel Curie 
Bias stability     

Gyroscope: 7.19 7.43 7.95 7.54 
Accelerometer: 0.12 0.27 0.29 0.50 
Random walk     

ARW: 0.0068 0.0055 0.0455 0.0069 
VRW: 0.0002 0.0001 0.0002 0.0002 

Φ(q1, q2)     
Maximum: 1.12 1.19 1.58 3.14 

Mean: 0.35 0.37 0.43 1.09 
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4. Discussion and conclusions 

The introduced IMU evaluation framework was applied to four IMUs with different 
component composition. Results indicated that the turnkey solutions MetaMotionC and 
Physilog are better due to device features and data quality. Considering the basic 
packages BNO055 and Curie, which ranked behind the turnkey solutions, they differed 
extremely from the other two products in their component composition, i.e. battery and 
casing would have to be added additionally. However, the framework could even 
distinguish between the basic packages and the turnkey solutions by identifying the 
missing components when observing the requirements in the areas mobility and data 
transmission. 

The binary marking of fulfilments gave an overview of how often each IMU meets 
the requirements. The two measures random walk error and bias stability as part of the 
static error analysis of the framework for evaluating data quality proved to be useful and 
in accordance with the results of the dynamic error analysis. With respect to the dynamic 
error analysis, the novel usage of SLERP does not require special equipment and 
provides at the same time reliable reference data, although, it is important to mention that 
the generated reference orientation is idealized. 

If required for a more detailed evaluation, weighting of the requirements could easily 
be included. This would allow emphasis on application-specific aspects, for example, 
favoring mobility over form factor. In addition, the framework could be extended by 
defining exclusion criteria for IMUs as a first step, such as minimal component 
composition. If required, application-specific thresholds for the error quantities of the 
static error analysis could be added as requirements. Furthermore, in a framework 
extension, it would make sense to rate bias stability more important than random walk 
since it relates to the non-linear gyroscope drift, while random walk can be reduced by 
applying additional filters in the orientation estimation process. 

The current IMU evaluation framework provides useful requirements and 
assessment methods to evaluate IMUs objectively for human body tracking. Particularly, 
the orientation simulation by using SLERP proved suitable for a first assessment of the 
IMU’s performance during dynamic motions. 

The next step will be the development of a full-body tracking system based on results 
of the IMU evaluation framework. This system will be used for the application in AAL 
projects for monitoring physical activity. Particularly, in order to provide an advanced 
support for older people to maintain their functional abilities as long as possible, the 
quality of exercise at home will be monitored considering, for example, back and leg 
axis stability. 
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Abstract. Background: Manual skills teaching, such as physiotherapy education, 
requires immediate teacher feedback for the students during the learning process, 
which to date can only be performed by expert trainers. Objectives: A machine-
learning system trained only on correct performances to classify and score 
performed movements, to identify sources of errors in the movement and give 
feedback to the learner. Methods: We acquire IMU and sEMG sensor data from a 
commercial-grade wearable device and construct an HMM-based model for gesture 
classification, scoring and feedback giving. We evaluate the model on publicly 
available and self-generated data of an exemplary movement pattern executions. 
Results: The model achieves an overall accuracy of 90.71% on the public dataset 
and 98.9% on our dataset. An AUC of 0.99 for the ROC of the scoring method could 
be achieved to discriminate between correct and untrained incorrect executions. 
Conclusion: The proposed system demonstrated its suitability for scoring and 
feedback in manual skills training. 

Keywords. Wearable Technology, Gestures, Machine Learning, Feedback, 
Education, mHealth. 

1. Introduction 

Teaching of practical and motoric manual skills in the education of physiotherapy 
students is traditionally done in a classroom setting through observation and repetition. 
It is essential for the physiotherapy students to receive immediate teacher feedback 
during the learning process. This allows for early correction of mistakes and optimization 
of students’ competences. Challenges are limited face to face time with teachers as well 
as shortage of personnel. This motivates the need for computer-supported systems to 
monitor and assess students’ performance.  

In general, methods for gesture recognition can be divided into computer vision-
based methods and wearable-based methods, such as sensing gloves or forearm 
armbands. Computer vision-based methods usually require a specific setup and are 
limited in mobility. Thus, we are focusing on wearable-based methods here. Body-worn 
sensors typically include inertial measurement units (IMU), surface electromyography 
(sEMG) sensors and haptic sensors. In the past, sEMG has been used in conjunction with 
different machine learning algorithms for applications in sign language recognition [1], 
human computer interaction [2], virtual training [3], and prosthetics [4]. However, only 
limited work has been done in the usage of wearable sensors in training of manual tasks. 
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Kutafina et al. utilize a combination of Artificial Neural Networks (ANN) and Hidden 
Markov Models (HMM) in a wearable-based eLearning system for the support of manual 
skills training in hand hygiene [3]. Forearm armbands equipped with an IMU and sEMG 
sensors detect the user's hand motions and evaluate the performance on hand hygiene 
tasks, achieving a recognition rate of 98.30%. 

Here, we present a novel wearable-based method for automated assessment and 
evaluation of physiotherapy performance in a teaching setting. The wearable sensor 
armband Myo by Thalmic Inc. is used to monitor the performance of physiotherapy 
students in training. The method is explicitly not created for evaluation of a patient’s 
therapy adherence. The Myo is a Bluetooth-connected, consumer-grade human activity 
recognition (HAR) device, containing an 8-channel sEMG sensor (200 Hz sampling rate) 
and a 9-axis IMU (50 Hz sampling rate). A recent validation of EMG data collected with 
the Myo armband has shown that it is comparable to more costly EMG setups [5]. The 
data acquired by the sensor armband is analyzed using a Hidden Markov Model (HMM), 
similarly to approaches used in speech recognition [6]. Based on the HMM performance, 
a feedback in the form of a performance score is given. 

While our method is being trained solely on correct data, it is still able to detect 
incorrect samples and describe errors in performed gestures. This contrasts with standard 
classifier training, where each error type needs to be trained as a separate class, which 
requires extensive training data and knowledge about all possible errors. 

2. Methods 

To investigate the feasibility of giving automated feedback on the performance of manual 
skills training in physiotherapy education, following steps had to be performed: 
(i) acquisition and preprocessing of training datasets; (ii) development and training of a 
movement model; (iii) development of error detection in the movement model, trained 
only on positive data; and (iv) evaluation of the method. 

2.1. Used Datasets and Feature Extraction 

For method training and evaluation, we acquire data from one subject performing the 
Flexion-Abduction-External Rotation with Elbow Flexion (FAEREF) pattern, as an 
exemplary proprioceptive neuromuscular facilitation (PNF) pattern. PNF is a common 
treatment concept in physiotherapy. 

In a total of 7 recording sessions, we acquired raw sensor data from all sensors of 
two Myo devices worn both arms of a subject. Four sessions numbered  to  contain 
data of correctly performed movements (with  and  repetitions 
respectively), while three sessions contain data of erroneous executions for each errors 
typically seen during training of the FAEREF pattern: ( ) the patient’s arm is moved 
besides its body instead of over and behind its head ( ), ( ) the therapist does 
not follow the movement by a rotation of his upper body ( ), and ( ) the arm of 
the patient is not moved diagonally and the initial position of the patient’s hand is wrong 
( ). 

Secondly, in order to have the method evaluated on a larger and more general dataset 
we utilize a publicly available dataset of basketball referee gestures by Yeh et al. [7]. 
The dataset contains accelerometer and EMG data from one Myo device for 14 different 
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basketball referee gestures (  to  arm gestures,  to  finger gestures) 
performed 10 times by 11 subjects. 

For construction of the feature vectors used in training and evaluation, IMU 
acceleration and gyroscope raw data are used without further preprocessing. The EMG 
data provided by the Myo armband reflects forearm muscle tissue activity and highly 
depends on subject muscle tissue, skin moisture, fat and body hair. As preprocessing,  
(i) full-wave rectification [7], (ii) downsampling to 50 Hz, and (iii) synchronization with 
IMU data is performed. Finally, the data is normalized across all 8 EMG channels, such 
that only relative muscle activity is used. 

2.2. Training/Construction of the Movement Model 

We use the datasets for training of an HMM-based movement model, used both as a 
movement classifier and for error identification in the movement trained only on correct 
physiotherapy performances. 

2.2.1. Movement Modeling with HMMs 

The exemplary FAEREF pattern can be divided into six independent submovements 
(Figure 1). Therefore, we start by constructing an HMM [6], introducing one state for 
each submovement ( }). We impose following restrictions on the system:  
(i) submovements can only start after completion of the previous submovement, (ii) the 
order of execution is fixed, and, (iii) a movement always starts with the first and ends 
with the last submovement. Thus, the HMM allows only transitions to the next state and 
repetitions within one state. The transition probabilities, are determined by the duration 
of each submovement (Figure 1). 

Submovements are considered to be hidden in the sense that during movement 
execution only sensor readings and derived features can be acquired, which allow to 
uncover the “hidden” underlying submovement states. We further specify the HMM by 
training it with observation sequences recorded solely from movement data of correctly 
performed executions, separately for the left and the right arm, and obtained from 
physiotherapy professionals. We iteratively perform segmental K-means algorithm [8] 
to optimize the HMM to the most appropriate description of the training set of 
observation sequences and denote such model a movement HMM (mHMM). Since 
performing physiotherapy typically involves both the left and right arm of the performer, 
we further introduce a derived type of the trained HMM: the two-arms movement HMM 
(2-mHMM) , that models the 2-arm 
movements  where  and  denote the mHMMs for the left and right arm of 
movement , respectively. 

2.3. Movement Evaluation 

Based on the measured observation sequence as well as the trained model, the state 
sequence that maximizes the probability of the observations is used as the basis for 
computing the most likely segmentation of the performed movement execution. 
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Figure 1. Upper part: Performance of the FAEREF movement pattern, consisting of six individual 
submovements. While performing the pattern, the physiotherapist moves the arm of the patient from a hip 
position diagonally over and behind the patient’s head. During the execution, the upper body of the therapist 
rotates and follows her or his arms. Lower part: The HMM states and transition probabilities modelling the 
submovements of the FAREF movement pattern. 

2.3.1. Classification of Movements 

Given an observation of a single arm movement and a set of trained mHMMs for left and 
right arm movement, the most likely path through the individual submovements is 
calculated using the Viterbi path finding algorithm [9]. For a pair of arm movement 
observation sequences (left and right arm), and given trained 2-mHMMs, the 
classification is based on the most likely path probabilities. 

The result of this step is a classification of the 50 Hz feature vector into one class of 
the six sub-movements per observation. However, this is not sufficient for generating 
feedback on the quality of the performed movement. Specifically, the model did only 
learn correct movements, therefore, all classes are “correct” sub-movements and sources 
of error cannot be identified based on class information. Therefore, an addition to the 
classification process is made. 

2.3.2. Defining Tolerance Regions for Performance Acceptance 

As the movement executions can be erroneous only within a portion of the whole arm 
movement, we focus on identifying abnormality in the observations in comparison to the 
expected class behaviour. Thus, we define tolerance regions for the observations of a 
feature. Feature data within the tolerance region will be accepted as being emitted from 
a correct execution, whereas feature data outside the tolerance region is considered to be 
emitted from erroneous executions. For multivariate Gaussian distributions, the tolerance 
regions are hyperellipsoids that contain  of the distribution population with a 
significance level of . The tolerance hyperellipsoid for a -variate 
Gaussian distributed data is given by the estimates of the mean mu and covariance matrix 
Sigma and the size l of the sample data. The tolerance factor  is found such that all 

 that fulfill the condition that the Mahalanobis distance [10] of all such  is 
smaller than : 

 (1) 

are contained within the tolerance region. A suitable approximation of the tolerance 
factor is given by the harmonic mean [11]: 
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 (2) 

where ,  and  is the -th percentile of a 
non-central  distribution with  degrees of freedom and the non-centrality parameter 

. We compute tolerance factors  for each submovement  and feature , allowing 
to distinguish between feature data from correct and erroneous executions. The features 
acceleration, orientation and gyroscope have 3-variate Gaussian distributions, whereas 
the EMG feature has an 8-variate distribution. For computation, we have used the 
parameters  and . Further, we define the tolerance region 

 (3) 

where  denotes the corresponding feature data from the observation vector . 
The feature feat in the observation is assumed to originate from a correct execution if 
the observed feature data lies within the tolerance region of the corresponding 
submovement: 

  (4) 

where  is the optimum state sequence. If Eq. (4) does not hold true, the feature data is 
assumed to originate from an erroneous execution and is further denoted as an error event. 
Using appropriate visualizations of the error events, the affected features can be 
identified over time, allowing for feedback resolved over feature and time. 

2.3.3. Performance Scoring 

For scoring of the movement performance, we count the number of occurrences of error 
events for all features and sampling points. Given F independent features (EMG and 
IMU features),  and  count the error events and correct events in each 
feature respectively. We introduce the global relative frequency of error event 
occurrences: 

 (5) 

which indicates the correctness of the performed movement as a whole. Thus, lower 
scores indicate many detected error events. 

2.4. Evaluation of the Proposed Method 

In order to validate the proposed method in terms of classification quality and suitability 
for error detection in movement data, we performed the following three experiments: 

� To show the general applicability of the method on hand and arm gesture 
detection, the proposed model is trained as a traditional multi-class classifier 
and evaluated on the basketball referee dataset and compared to Yeh et al. [7]. 

� We further evaluate the method on the FAEREF movement pattern by variating 
parameters and finding the optimal feature and parameter set for the classifier. 

� The scoring method as an indicator for correct and erroneous movement 
executions is evaluated based on the receiver operating characteristic curve. 
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3. Results 

3.1. Evaluation on Basketball Referee Gestures Dataset 

We tested mHMM with number of states of  and . Although a larger 
number of mixture distributions allows for more precise modeling, the amount of feature 
data for estimating the mixture densities is a limiting factor due to the risk of overfitting. 
Thus, we decided to test  and  Gaussian densities in the mixture, 
representing no and moderate mixture modeling, respectively. Further, the evaluation is 
performed separately for the arm movements  to  and the finger movements  
to  using a 5-fold cross validation. Best results have been achieved using an HMM 
with  mixture distributions, and  states trained in 5 iterations (Table ). 

3.2. Evaluation of the FAEREF Movement Pattern 

We evaluated the performance of a trained 2-mHMM using a 2-fold cross validation, 
with different model parameters, variating the state number and feature sets used for 
training. We trained models for each correct  to  and erroneous movements  to 

 and evaluated on each set. A reasonable expectation is to find confusion in the 
classification for correct executions (e.g.,  labeled as ). However, classification 
accuracy with the full feature set on the set of classes  to  is about 95%, which 
suggests that the 2-mHMM suffers from overfitting (Table 2).  
We further evaluated the accuracy of a common 2-mHMM using a 2-fold cross validation 
for all correct movement recordings  to , effectively doubling the number of 
training data for training of the correct models. After testing, the orientation feature 
appears to be the main reason for a high recognition rate, an indicator for overfitting 
(Table ). Further results will therefore be reported with and without the orientation 
feature. 

3.3. Scoring Method Evaluation 

We evaluated the performance of a trained 2-mHMM using a 2-fold cross validation, 
with different model parameters, variating the state number and feature sets used for 
training. The introduced scoring method can only be considered helpful to the student if 
it is able to distinguish correct from erroneous movement executions. Thus, we treat the 
score as a binary classifier and evaluate the influence of training data and selection of 
feature sets on the ability of binary classification using the scoring approach of the 
mHMM. All combinations of two correct execution sets from  to  of the FAEREF 
pattern are used for training 2-mHMMs with  states and  mixture 
distributions. The remaining two correct execution and three erroneous execution sets 

 to  were used for evaluation by score on the corresponding 2-mHMM. 
 
 
Table . Classification accuracy the method on the dataset of basketball referee gestures 

Subset Full 
Feature Set 

Acceleration EMG Yeh et al. [7] 

Finger movements (G1-G9) 83.84% 90.71% 76.77% 97.9% 
Finger gestures (G11-G15) 43.8% 43.1% 63.1% N/A 

1

1

2
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Table . Classification accuracy of 2-mHMM on the FAEREF pattern 
Classifier Full Set Acceleration Orientation Gyroscope EMG 

Individual 2-mHMM 90% 70% 95% 70% 57% 
Common 2-mHMM 98.9% 97.7% 100% 100% 74.7% 

 

Based on the sensitivity and specificity of correct and erroneous executions, a 
receiver operating characteristic (ROC) curve (Figure 2) was created for both the (1) full 
feature set and (2) feature set without the orientation feature. The resulting area under 
curve (AUC) is 0.66, and 0.99 for the feature set with and without orientation. 

4. Discussion and Outlook 

Although the proposed method has not been explicitly developed with classification in 
mind, an evaluation based on the basketball referee gesture dataset allows to compare 
the performance with the existing movement classification method of Yeh et al. on the 
same dataset. Our best result (90.7%) comes close to their SVM-based approach which 
achieved an accuracy of 97.9% [7]. The achieved accuracies on the dataset suggest that 
the model can be generalized to a broader set of gestures and is able to distinguish 
between different movement types. 

Further evaluation of the model on the exemplary FAEREF movement pattern 
indicated overfitting. The 2-fold cross validation performed for all single features reveals 
the orientation feature as the single responsible one for the observed overfitting, 
suggesting that the orientation data is not well modeled by the states. We attribute this to 
the geometrical background of the feature. Usage of von Mises distribution for modeling 
the feature data can deal with this problem [12]. 

Without the orientation feature, the proposed scoring method was able to 
discriminate highly effectively between correct and incorrect data, while being trained 
only on correct data (AUC of .99). This is also the major advantage of the proposed 
method: training relies solemnly on correct data while the model is still being able to 
reliably detect erroneous performances through scoring. In addition, since the scoring 
can identify features responsible for a low result, the source of an error can be 
automatically detected and reported on (e.g., rotation false or at a wrong point in time). 

However, the proposed method was yet only tested with one test subject performing 
the PNF technique. Future research is therefore needed to investigate whether the well-
performing separation property of the scoring method holds inter-subjects training. 

 
Figure 2. ROC curves for the binary classification capabilities using the feedback scoring for two different 

feature sets. 

2
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In addition, several aspects of the feedback system will have to be developed in the 
future. Providing feedback based on time-feature graphs is difficult. For example, the 
acceleration feature data is relative to the orientation of the Myo in the world coordinate 
system and the orientation feature uses the initial rotation as reference. Thus, calibration 
of the raw sensor data might be required. 

However, the generality of the method allows for fast and simple integration of new 
movement models. The method is able to identify performance errors over time allowing 
detailed feedback generation on the performed movement and can be further adapted for 
usage in online evaluation in the future. The method has shown promising results for 
teaching PNF patterns in the training of physiotherapy and could be used in a wide range 
of eLearning contexts teaching manual skills. 

Acknowledgments 

This work was partially funded by the German Federal Ministry of Education and 
Research, and the European Social Fund as part of the digital media in vocational 
education (DIMEBB2) initiative (funding number 01P15013) and by the Faculty of 
Applied Mathematics AGH UST statutory tasks within subsidy of Polish Ministry of 
Science and Higher Education. 

References 

[1] Zhang X, Chen X, Li Y, Lantz V, Wang K, Yang J. A Framework for Hand Gesture Recognition Based 
on Accelerometer and EMG Sensors. IEEE Transactions on Systems, Man, and Cybernetics - Part A: 
Systems and Humans. 2011 Nov;41(6):1064–76. 

[2] Kim J, Cho D, Lee KJ, Lee B. A Real-Time Pinch-to-Zoom Motion Detection by Means of a Surface 
EMG-Based Human-Computer Interface. Sensors (Basel). 2014 Dec 29;15(1):394–407.  

[3] Kutafina E, Laukamp D, Bettermann R, Schroeder U, Jonas SM. Wearable Sensors for eLearning of 
Manual Tasks: Using Forearm EMG in Hand Hygiene Training. Sensors. 2016 Aug 3;16(8):1221.A.N. 
Author, Website Title, URL, last access: 1.1.2014. 

[4] Atzori M, Müller H, Baechler M. Recognition of hand movements in a trans-radial amputated subject 
by sEMG. In: 2013 IEEE 13th International Conference on Rehabilitation Robotics (ICORR). 2013. p. 
1–5. 

[5] Pizzolato S, Tagliapietra L, Cognolato M, Reggiani M, Müller H, Atzori M. Comparison of six 
electromyography acquisition setups on hand movement classification tasks. PLOS ONE. 2017 Oct 
12;12(10):e0186132. 

[6] Rabiner LR. A tutorial on hidden Markov models and selected applications in speech recognition. 
Proceedings of the IEEE. 1989 Feb;77(2):257–86. 

[7] Yeh C-W, Pan T-Y, Hu M-C. A Sensor-based Official Basketball Referee Signals Recognition System 
Using Deep Belief Networks. In: MultiMedia Modeling: 23rd International Conference, MMM 2017, 
Reykjavik, Iceland, January 4-6, 2017, Proceedings, Part I [Internet]. Springer International Publishing; 
2017. p. 565–575. 

[8] Juang B-H, Rabiner LR. The segmental K-means algorithm for estimating parameters of hidden Markov 
models. IEEE Transactions on Acoustics, Speech, and Signal Processing. 1990;38(9):1639–1641. 

[9] Rabiner LR, Juang B-H. Fundamentals of speech recognition. 1993; 
[10] De Maesschalck R, Jouan-Rimbaud D, Massart DL. The Mahalanobis distance. Chemometrics and 

intelligent laboratory systems. 2000;50(1):1–18. 
[11] Krishnamoorthy K, Mathew T. Comparison of Approximation Methods for Computing Tolerance 

Factors for a Multivariate Normal Population. Technometrics. 1999 Aug;41(3):234–49. 
[12] Mardia KV, Hughes G, Taylor CC, Singh H. A Multivariate Von Mises Distribution with Applications 

to Bioinformatics. The Canadian Journal of Statistics / La Revue Canadienne de Statistique. 
2008;36(1):99–109.  
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Abstract. Background: Due to the chronicity of HIV/AIDS and the increased 
number of people living with HIV (PLWH), these people need the innovative and 
practical approaches to take advantage of high-quality healthcare services. The 
objectives of this scoping review were to identify the mobile-based applications and 
functionalities for self-management of people living with HIV. Methods: We 
conducted a comprehensive search of PubMed, Scopus, Science direct, Web of 
Science and Embase databases for literature published from 2010 to 2017. Screening, 
data abstraction, and methodological quality assessment were done in duplicate. 
Results: Our search identified 10 common mobile-based applications and 8 
functionalities of these applications for self-management of people living with HIV. 
According to the findings, "text-messaging" and "reminder" applications were more 
addressed in reviewed articles. Moreover, the results indicated that "medication 
adherence" was the common functionality of mobile-based applications for PLWH. 
Conclusion: Inclusive evidence supports the use of text messaging as a mobile-based 
functionality to improve medication adherence and motivational messaging. Future 
mobile-based applications in the healthcare industry should address additional 
practices such as online chatting, social conversations, physical activity intervention, 
and supply chain management. 

Keywords. Mobile, Application, Self-management, HIV/AIDS  

1. Introduction 

HIV (Human Immune-deficiency Virus) is now largely considered as a chronic condition 
that its control is overtaking of human evolution in the healthcare industry [1]. This 
chronic condition is the most important reason for morbidity and mortality all over the 
world [2]. More than 30 million people live with HIV infection and 10 million are at 
Acquired Immunodeficiency Syndrome (AIDS) phase who must receive the lifesaving 
antiretroviral therapy (ART) [3]. Consequently, there are more people living with HIV 
(PLWH) (over 30 million) many of whom are qualified for ART. Nevertheless, treatment 
coverage is insufficient, and among the PLWH receiving antiretroviral therapy, 
adherence to medication is low [4]. The main issue for PLWH is providing self-
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management interventions in an active manner during their routine practices and between 
social and clinical visits [5,6].  

In recent decades, the virtual integration of mobile technologies into routine 
practices has been generating many new opportunities to improve engagement in self-
management interventions [7]. Self-management by mobile technologies offers new 
opportunities to PLWH through common functions such as appointment and medication 
reminders [8,9] and educational and motivational messaging [10]. The potential of 
mobile-based applications to provide healthcare services [11] and enhance the self-
management interventions have been well documented over the recent years [12-15]. 
These documents cite the new mobile-based applications in the field of healthcare and 
management of chronic conditions [16-21]. Ramanathan et al., showed that mobile-based 
applications that provide telecommunication and self-management services of PLWH 
with a care/consultation center will provide social and psychological support for these 
persons and improve the quality of healthcare for them [22]. In 2016 a similar study by 
Garofalo et al., stated that the use of mobile applications for self-management of PLWH 
can ensure treatment tracking including prevention/interventions programs, medication, 
and clinical checkups [23].   

Because of the importance of using mobile-based self-management for HIV care, 
more studies have been done on applications, functionalities, and challenges of this area 
[24-26]. With the development of this innovation, large numbers of mobile applications 
with a wide range of health applications have entered the healthcare market. However, 
use of these applications for HIV/AIDS self-management was not well-documented [27-
29]. In this study, we undertook a scoping review of exploring the use of mobile-based 
applications and functionalities to support self-management of PLWH. 

2. Methods 

This study was a scoping review to identifying the mobile-based applications and 
functionalities for self-management of people living with HIV. We aimed to a detailed 
identification of different mobile-based applications and functionalities that help PLWH 
to manage their chronic condition. Research questions were included: 1. What are the 
mobile-based applications for self-management of PLWH? 2. What are the 
functionalities of mobile-based applications for self-management of PLWH? 

2.1. Research strategy 

Due to the appearance and increase of mobile-based applications to manage chronic 
conditions in last decade, we searched relevant databases for literature that published in 
2010 to 2017. The searches were conducted in the databases PubMed, Scopus, Science 
direct, Web of Science and Embase. To identify published, original research and reviews 
that reported the mobile based applications and functionalities for self-management of 
HIV care, an organized search was conducted with the following search keywords in 
combination: Self-management, Self-care, Self-monitoring, Application, Functionality, 
Mobile health, m-Health, Mobile phone, Cell phone, Smartphone, and HIV/AIDS.  
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2.2. Inclusion & Exclusion Criteria 

Our inclusion criteria were: Full-text papers with the keywords in the title or abstracts, 
studies that published in 2010 to November 29, 2017, and studies published in English. 
We excluded resources such as reports, editorial letters, newspapers, and abstracts. We 
also excluded studies that addressed the broader field of mobile applications, which is 
not applicable to the field of HIV/AIDS condition management. 

3. Results 

Using the applied strategies, 192 references were retrieved (for research question one 
110, and research question two 82) and 29 papers were thoroughly surveyed. Table 1 
shows the final analyzed articles and the studies that were found but did not meet 
inclusion criteria and were excluded from this paper. 
 
Table 1. Search result from different databases 

Research 
Question 

Total Reference 
Retrieved 

Total Duplicate 
References 

Total Excluded 
References 

Final Analyzed 
Articles 

RQ1 110 32 68 10 
RQ2 82 21 42 19 
Total 192 53 110 29 

3.1. Information extraction 

In this study, to answer the research questions, reviewed articles were classified into two 
categories, articles that had referred to the mobile-based applications for self-
management of PLWH and papers that had surveyed the functionalities of these 
applications. Review of first category of articles showed that there are 10 mobile-based 
applications for HIV self-management. Table 2 shows these applications and their 
functionalities with final surveyed articles. Based on the findings of this study, "Text-
messaging" had the highest frequencies (6). Moreover, we obtained a set of 
functionalities of the mobile-based applications for self-management of PLWH. Results 
of this section showed that, "Medication adherence" among other functionalities, had the 
highest frequencies. 

4. Discussion 

In recent years, application of HIV/AIDS mobile-based programs in healthcare 
organizations and clinics has been extensively considered [30]. There is well-
documented evidence of potential efficacy of mobile-based applications for addressing 
common challenges for people living with HIV to support communication with health 
care providers,  increasing the ability to access services, management of mental health, 
reduction of substance use, a decrease in sexual risk behaviors, and enhanced medication 
adherence [23,24,31-33]. This scoping review aimed to detail identification of mobile-
based applications and functionalities for self-management of PLWH.  
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Table 2. Summary of final studied articles and overview of identified apps and Functionalities 

Mobile-Based Self-Management Applications 

ID First Author 
(Reference/Year) 
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1 Garofalo R (23/2016)    �     �   
2 Henry BL (28/2016)    �     �   
3 Schnall R (16/2015)  �   �      
4 Forrest JI (36/2015) �     �     
5 Ingersoll K (37/2014)          �  
6 Smillie K (31/2014)         �   
7 Odeny TA (29/2014)    �     �   
8 Muessig KE (27/2013)     �   �   � 
9 da Costa TM (38/2012)   �     �   

10 Cornelius JB (34/2011)         �   
Frequency 1 1 4 1 1 1 1 6 1 1 

 
Functionalities of Mobile-Based Self-Management Apps 
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11 Sharpe JD (44/2017)   �    �  
12 Cooper V (54/2017)  �  �     
13 Swendeman D (24/2016)        � 
14 Nhavoto JA (19/2015)   �     � 
15 Thomas B (42/2015)     �    
16 Montoya JL (48/2015)  �      � 
17 Mbuagbaw L (4/2015)  �  �     
18 Tufts KA (18/2015) � �     �  
19 L'Engle KL (46/2015)  �     � � 
20 Shet A (45/2014)  �    �   
21 Montoya JA (50/2014)  �     �  
22 Ramanathan N (22/2013)       � � 
23 Catalani C (39/2013)   �   � �  
24 Miller CW (49/2013)  �    �  � 
25 Muessig KE (27/2013)     � �   
26 Kalichman SC (47/2011)  �       
27 Chang LW (41/2011)   �   �   
28 Shet A (43/2010)       �  
29 Lester RT (40/2010) �        

Frequency 2 9 4 2 2 5 7 6 
 
We identified 10 mobile-based applications for self-management of PLWH. The use 

of mobile-based applications for self-management of PLWH in similar articles is well 
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documented [34-36]. According to the findings of this paper, "text-messaging" and 
"reminder" applications were more addressed in reviewed articles. Mobile-based 
applications can send messages daily, receive responses, and make out them to deliver 
personalized asserting or medication reminders [37]. Short message sending (SMS) is 
the primary mode of delivering an m-health application. For example, SMS could exploit 
on women’s motivation to attend the clinic for postnatal HIV care and infant testing 
[23,28,29]. Use of text messaging for daily routine activities reminding represents cost-
effective approach adaptations to PLWH [16,27]. According to the feedback of related 
studies, patients who received SMS for less than 4 months, the SMS messages aided 
them in treatment adherence, and they would like to continue receiving SMS messages 
for self-management objectives in treatment process [31,38].   

With regards to the second question of this research, we obtained 8 common 
functionalities of the mobile-based applications for self-management of PLWH. In recent 
years, use of the mobile-based applications as a platform for delivering disease 
intervention programs and health promotion is being increased [39-41]. Integration of 
mobile-based applications into HIV self-management holds potential, mainly in 
resource-limited healthcare organizations [19,24]. Mobile-based functionalities facilitate 
mechanisms such as clinical and medication alerts, data collection, safe-sex negotiation, 
direct communication with healthcare providers (HCPs), receiving motivational [4] and 
educational messages, and delivery of necessary information on demand about chronic 
condition [22,27]. However, potential functionalities of mobile-based applications from 
the perspective of HCPs included: 1) enhancing patient engagement, motivation, 
adherence, and self-management; and 2) improving provider-patient relationships and 
HCP care coordination [42-44].  

The result of this study indicates that "medication adherence" was the common 
functionality of mobile-based applications for self-management of PLWH. People living 
with HIV should adhere to the medication regimens because the non-adherence causes 
more resistance to HIV and consequently, the drugs should be prescribed in advanced 
doses, which leads to substantial worsening of disease, death, and increased health care 
costs [45-47]. Technical functionalities of mobile-based applications can be very 
supportive by offering reminders [8,48] and engaging patient in interventions to improve 
adherence in routine clinical practice [18,49]. Similar studies showed that, use of mobile 
technology functions such as providing a timely reminder to improve medication 
adherence and Engaging PLWH in their treatment may be an initial step toward 
enhancing healthcare services of PLWH [50-54].  

5. Conclusion 

In this article, we determined 10 common mobile-based applications and 8 functionalities 
for self-management of people living with HIV. It can be concluded that among the 
identified applications, "Text-messaging" with medication adherence and reminding 
functionalities can really support PLWH in coping with their illness. It is suggested that, 
more relevant studies be carried out to identify future mobile-based applications for 
PLWH that should address additional functionalities such as online chatting, social 
conversations, and physical activity intervention. 
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Abstract. Background: Medical device regulations which aim to ensure safety 

standards do not only apply to hardware devices but also to standalone medical 

software, e.g. mobile apps. Objectives: To explore the effects of these regulations 

on the development and distribution of medical standalone software. Methods: We 

invited a convenience sample of 130 domain experts to participate in an online 

survey about the impact of current regulations on the development and distribution 

of medical standalone software. Results: 21 respondents completed the 

questionnaire. Participants reported slight positive effects on usability, reliability, 

and data security of their products, whereas the ability to modify already deployed 

software and customization by end users were negatively impacted. The additional 

time and costs needed to go through the regulatory process were perceived as the 

greatest obstacles in developing and distributing medical software. Conclusion: 

Further research is needed to compare positive effects on software quality with 

negative impacts on market access and innovation. Strategies for avoiding over-

regulation while still ensuring safety standards need to be devised. 

Keywords. Medical Device Regulations, Clinical Decision Support Systems, 

Patient Safety 

1. Introduction 

Software that guides medical decision making has the potential to significantly transform 

and improve medical care. The increasing role of software in medical decision making 

also warrants caution about potential negative impacts experienced by end users. Such 

negative impacts can be caused by a wide variety of problems including errors or 

omissions in recommendations given to users, or by distracting and misleading users 

through usability issues. [1] 

To address these issues, medical software products meeting certain criteria are 

covered by medical device regulations (MDR) under most jurisdictions. For example, in 

the USA, the distribution of medical devices is regulated by the U.S. Food & Drug 

Administration (FDA). [2] In the European Union, medical devices are regulated by 

Directive 93/42/EEC issued by the Council of the European Union. [3] 
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Importantly, these regulations also apply to ‘standalone’ medical software, i.e. 

software that is not connected to medical hardware, including mobile apps or web 

applications. [4] Thus, slight variations of the following heuristics are commonly used 

to determine whether such software is subject to MDR: (1) The software performs an 

action on data different from storage, archival, communication or simple search, (2) the 

performed action is for medical purposes, (3) the performed action is for the benefit of 

the individual patient. If all three points apply to the software in question it most likely 

qualifies as a medical device and is subject to MDR. 

Previous research indicates that current regulations and standards might not be 

flexible enough to be applied to the growing sector of medical standalone software, such 

as mobile medical devices. [5] It is currently not clear how effective medical device 

regulations applied to software products are in improving software quality and safety. 

Furthermore, it is not known to what extent such regulations might also have negative 

effects, e.g., by obstructing the development of innovative medical software and 

decreasing its availability to medical professionals and patients. 

In this pilot study, we explored software developers’ perceptions of the ease of 

application of international medical device regulations and their views about the impact 

of these regulations on the development and distribution of standalone medical software.  

2. Methods 

We conducted an online survey among a convenience sample of domain experts with a 

past or ongoing involvement in a stand-alone software project where medical device 

regulations applied. Eligibility criteria required participants to have been involved in at 

least one software project where they have either (1) successfully achieved certification 

according to medical device regulations, (2) where they were actively working towards 

certification, (3) where MDR applied but where they had not yet actively worked towards 

certification, or (4) where they were planning to add functionality to their software so 

that MDR would apply. 

Since medical software products are commonly distributed internationally, 

implicating that the respective products have to conform to multiple national and 

international regulations and legislations, we did not limit our target group to a specific 

country or region. 

The survey consisted of three parts. In the first part, participants were asked about 

their roles in developing medical software. The second part encompassed 25 items using 

a 5-point Likert scale ranging from strongly agree to strongly disagree, asking 

respondents to indicate their level of agreement with several statements. These 

statements encompassed the impact of current medical device regulations on market 

access, software development processes, and the safety and quality of life of patients. 

The final part of the questionnaire consisted of four demographic questions.  

Potential participants were identified through public registers of medical device 

associations, health start-up portals, app stores, references listed on websites of MDR 

consulting companies, academic research papers, and professional networks. In total, we 

identified 130 potential participants stemming from academia or industry, with the 

majority being located in European countries. Personal invitations were sent to all 

identified individuals in several waves between March 8 and April 5 2017.  

K. Blagec et al. / Effects of MDR on the Development of Stand-Alone Medical Software 181

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



3. Results 

3.1. Characteristics of survey participants 

In total, 23 participants completed the questionnaire, resulting in a response rate of 17.7%. 

Out of those, two participants had to be excluded because they did not meet inclusion 

criteria. Thus, the responses of 21 participants were considered for further analyses.  

Demographic characteristics and experience with medical software development of 

survey participants are summarized in Tables 1 and 2, respectively. Ages ranged between 

 

Table 1. Demographic characteristics of the survey participants. 

 n % 

Gender 

Male 18 85.7% 

Female 1 4.8% 

Not stated 2 9.5% 

Age 

20-39 years 9 42.9% 

40-59 years 10 47.6% 

60 years or older 1 4.8% 

Not stated 1 4.8% 

Residence 

Europe 19 90.5% 

Asia 1 4.8% 

Not stated 1 4.8% 

Sector 

Academia 3 14.3% 

Industry 18 85.7% 

Main role in software project(s) 

Software engineering / software design / programming 4 19.0% 

Middle or upper management 11 52.4% 

Quality assurance 3 14.3% 

Scientific research 1 4.8% 

Regulatory / legal advice 2 9.5% 

Years of experience working on software falling under MDR

Less than a year 2 9.5% 

At least one year but less than three years 6 28.6% 

Three years or more 13 61.9% 

Company / organization size 

Less than 10 employees 8 38.1% 

10 - 49 employees 9 42.9% 

50 - 249 employees 2 9.5% 

Not applicable 2 9.5% 

MDR relevant to participants’ software projects

Medical Device Regulations of the European Union or one of its members states 20 95.2% 

Medical Device Regulations of the United States of America 4 19.0% 

African Medical Device Regulations 1 4.8% 

Asian Medical Device Regulations 1 4.8% 

Types of software 

Mobile apps 10 47.6% 

Desktop software 4 19.0% 

Software embedded or linked with Electronic Health Record systems or 

Electronic Order Entry systems

8 38.1% 

Web-based applications or services 12 57.1% 

Other 4 19.0% 

Which end-users did these software projects target?

Medical professionals (e.g., medical doctors, nurses, pharmacists) 19 90.5% 

Patients 7 33.3% 
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Table 2. Reported difficulties encountered in developing and distributing software falling under MDR, as well 

as various other questions. Underlined results indicate median responses. 

  

Strongly 

disagree  Disagree  

Neutral 

/ Don't 

know  Agree  

Strongly 

agree  

A) We found it difficult to develop and distribute software when medical device regulations applied 

because of...  

The uncertainty about whether medical device 

regulations applied (n=21) 

3 6 2 8 2 

The uncertainty about which medical device 

risk class applied to the software (n=21) 

1 3 5 7 5 

The additional time needed for development 

(n=21) 

1 1 2 9 8 

The additional costs (n=21) 0 1 3 8 9 

The constraints imposed on the features of the 

software (n=21)

0 4 5 9 3 

The constraints imposed on the software 

development process (n=21)  
0 4 4 8 5 

Our lack of expertise in regulatory matters 

(n=21) 
1 2 7 7 4 

Associated legal risks (n=21) 0 6 5 8 2 

The heterogeneity of medical device 

regulations in different legislations (e.g., 

between the European Union and the United 

States) (n=21) 

0 3 5 8 5 

Frequent changes to medical device 

regulations (n=21) 

1 9 5 5 1 

B) Other questions 

At least initially, we found it difficult to judge 

if medical device regulations applied to our 

software (n=20)

0 8 1 6 5 

When the customers are patients, they 

sufficiently recognize and reward certification 

so that it pays off to go through the regulatory 

process. (n=21)

2 7 10 1 1 

When the customers are medical professionals 

(e.g., medical doctors, nurses, pharmacists), 

they sufficiently recognize and reward 

certification so that it pays off to go through 

the regulatory process. (n=21) 

1 3 9 7 1 

When the customers are institutional buyers 

(e.g., large health care organisations, 

hospitals), they sufficiently recognize and 

reward certification so that it pays off to go 

through the regulatory process. (n=21) 

1 1 2 11 6 

 

28 and 64 years with a median age of 40 years. Most respondents (n=19) were located in 

one of the European Union’s member states. Consequently, for the majority of 

respondents, MDR of the European Union or one of its member states were relevant to 

their software projects.  

Most respondents (n=14) had been involved in one or more software projects that 

successfully achieved certification according to medical device regulations. Five 

participants were involved in software projects where they were actively working 

towards certification. The remaining two respondents were either involved in software 
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Table 3. Reported effects of MDR on developed software products. Underlined results indicate median 

responses (where two responses are underlined, the median is between responses). 

  

Much 

worse  Worse 

Slightly 

worse  

No 

effect  

Slightly 

better  Better 

Much 

better  

Don't 

know / Not 

applicable  

Which effects did medical device regulations have on the following aspects of your software? 

Usability (n=21) 0 1 3 6 5 4 1 1 

Reliability (n=21) 0 1 0 6 3 8 1 2 

Protection of patients from 

harm  (n=21) 

0 1 0 6 6 4 3 1 

Data security  (n=21) 0 0 0 9 4 5 2 1 

Performance (e.g., speed of 

execution, memory use)  

(n=21) 

0 1 3 16 0 0 0 1 

Feature richness  (n=21) 0 2 5 11 1 1 0 1 

Software maintainability  

(n=21) 

2 1 4 6 5 1 0 2 

Ability to change or add 

features when software has 

already been deployed  

(n=21) 

4 5 3 6 0 0 1 2 

Possibility of software 

customization / configuration 

by end users  (n=21) 

2 5 4 7 0 0 0 3 

 

projects where MDR applied but where they had not yet actively worked towards 

certification, or they were planning to add functionality to their software so that MDR 

would apply. More than two thirds (n=16) of the participants had hired an external 

consulting organization to assist in the regulatory process in at least one project. 

3.2. Difficulties with developing and distributing medical software 

Reported difficulties with developing and distributing medical software caused by MDR 

are summarized in Table 2, section A. More than half of the respondents (n=11) agreed 

that they found it difficult to judge whether MDR applied to their software. The 

additional time and costs for regulatory processes were perceived as the greatest 

obstacles in developing medical software. The uncertainty about whether MDR apply, 

which risk class applies, lack of expertise in regulatory matters, heterogeneity of medical 

device regulations, constraints imposed on the software development process and on the 

features of the software were also perceived as barriers. However, associated legal risks 

and frequent changes to MDR played a lesser role. 

We asked participants if they perceived that patients, medical professionals or 

institutional buyers (e.g. large health care organizations, hospitals) sufficiently recognize 

and reward certification so that it pays off for software developers to go through the 

regulatory process. On average, this was confirmed only for institutional buyers (Table 2, 

section B). 

3.3. Effects of MDR on software products 

Reported effects of MDR on developed software products are summarized in Table 3. 

On average, participants reported that going through the required certification process 

had slightly positive effects on the usability, reliability and data security of their software, 
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and only slightly improved protection of patients from harm. They reported no effect on 

software performance.  

Slightly negative effects on feature richness and software maintainability were 

perceived by a small subset of participants. Most negative effects were reported for the 

ability to change or add features in already deployed software and the possibility of 

software customization and configuration by end users. 

4. Discussion 

4.1. Principal results 

MDR aim to improve healthcare by ensuring that devices conform to safety standards 

and reflect the latest progress in science. Thus, they do not only apply to ‘classical’ 

medical devices such as pacemakers, insulin pumps, or in-vitro diagnostics, but also to 

medical standalone software. However, the requirements in the development and 

distribution of user-friendly and reliable medical standalone software may differ strongly 

from the development of more traditional medical devices, e.g. in terms of the need for 

customizability or ongoing updating and adding of new features. This raises the question 

whether current regulations and associated required certification processes are 

appropriate to duly serve their purpose in improving the quality of those products without 

unnecessarily impeding market access of potentially valuable software. 

Our results indicate that the first challenge in developing and distributing medical 

standalone software lies in clarifying whether the software in question is at all subject to 

MDR. Within the past seven years, national and international regulatory agencies aimed 

to address this issue by publishing guidance documents and software classification 

schemes. These include the MEDDEV 2.1/6 published by the European Commission or 

the guidelines of the European Coordination Committee of the Radiological, 

Electromedical and Healthcare IT Industry (COCIR) and the International Medical 

Device Regulator Forums (IMDRF). [6,7] These documents can certainly help 

developers of medical standalone software by providing a rough guidance. Nevertheless, 

the various manifestations and wide range of applications of medical standalone software 

may not be fully covered by these documents. Thus, it is difficult to achieve legal 

certainty whether a specific software product needs certification, and to identify which 

risk class applies to the product in question. 

Despite past and ongoing efforts of dedicated working groups such as the Global 

Harmonization Task Force (GHTF) [8] and its successor, the International Medical 

Device Regulators Forum (IMDRF) [8], to create international standards and thereby 

harmonize existing national and international MDR, the heterogeneity of regulations 

under different legislations still manifests as an obstacle in developing and bringing to 

market internationally competitive products.  

Our results suggest that, overall, medical device regulations can help to slightly 

increase patient safety by improving certain aspects of software products. Further 

research is needed to compare these positive effects with the potentially negative impact 

current regulations and associated certification procedures may have on innovation in 

the health IT sector.  

The process of developing and distributing medical software is very resource-

intensive, both in terms of financial expenditure and time. It also imposes restrictions on 

the functionality of software products. These additional burdens may especially 
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discourage smaller-sized companies and startups from entering this market segment and 

consequently slow down innovation. 

One solution to potential over-regulation proposed by Yang and Thompson is to 

implement a ‘substantial dependence’ standard to discern software that should be 

regulated from software that does not need regulation. [9] According to this standard, a 

software product that guides medical decision making would not need regulation if (1) 

the software is transparent in its data and recommendations, (2) the user is competent to 

interpret the recommendations, and (3) the user has adequate time to reflect on the 

recommendation. 

4.2. Limitations 

The convenience sampling approach in this small-scale pilot study somewhat limits the 

generalizability of our findings to the larger population of medical software developers. 

However, the results provided herein can serve as a foundation for follow-up qualitative 

or quantitative research exploring certain aspects, e.g., potential options to improve the 

current situation, in more detail. 

The majority of respondents were employed at companies with less than 50 

employees. Larger companies and organizations may have fewer difficulties complying 

with MDR, and are not well-reflected in the sample. Furthermore, the majority of our 

studies’ respondents had already achieved certification in at least one project. Views and 

assessments of this sample may differ from views of those who abstained from entering 

this market segment because of the regulatory burden.  

We did not seek information regarding the regulatory class of the software being 

developed, the main business of the organization responding, whether the organization 

developed within a quality management system (ISO 13485 or ISO 9001) or whether it 

worked to key medical software standards. As a result of a new risk classification system 

for medical software introduced by the new European MDR (2017/745) that came into 

force on 25 May 2017, more software will be assigned higher risk classes (II or III), thus 

being subject to even stricter requirements and scrutiny processes. Data collection of our 

study took place between March and April 2017, therefore the results presented herein 

only partially reflect the new regulatory situation. Future research should explore the 

implications of the new European MDR that will apply after a transitional period of three 

years (i.e. spring 2020) for the development and distribution of medical standalone 

software. 
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Abstract. In this paper, we present a system that allows patients who require 
anticoagulation medicine an opportunity to independently manage their dosage 
concentration with the help of two machine learning algorithms. The basic idea is to 
predict the next dosage by using a neuronal network and the model predictive 
control approach, both based on the history of data already available from patients. 
This machine learning system is expanded by an smartphone application for the 
patients, and a website for the doctors to support their patients. 

Keywords. artificial neural network, model predictive control, computer aided 
dosage, INR self management, anticoagulation therapy, telemedicine 

1. Introduction 

Today, due to heart disease and interventions, there are many patients who require 
anticoagulation medications (such as patients with mechanical heart valves, atrial 
fibrillation, LVAD-patients, etc. [1]). The correct dosage of the medication is vital: If the 
coagulability is too high, there is an increased risk of thrombosis. If it is too low, the risk 
of bleeding increases. To avoid these complications, it is important that the International 
Normalized Ratio (INR) remains in the therapeutic range [1,2]. To achieve this the 
medication dosage is usually determined by a doctor based on an INR-diary. However, 
due to the long intervals between visits to the doctor, the results in the aftercare were 
often not optimal. The INR-values therefore often lie outside the therapeutic range. 
Nowadays INR self-management has become established. Here, the patient measures his 
INR-value and determines his own medication dose. Several trials have shown the self-
management to be beneficial both to therapeutic success and patient satisfaction, 
although there is room for improvement as deviations still occur regularly [2,3,4]. 
Another problem is the loss of overview for patients in self-management and overall 
control of the physician. To solve these problems our study aimed to develop a system 
that 1. automatically communicates the INR-specific values to the physician for 
documentation and control, and 2. creates an individually calculated medication 
recommendation for the patient based on personal health parameters and therapy relevant 
data records with the aim of optimizing the INR setting and to avoid complications. 
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To illustrate the architecture of the system and the algorithmic methods in particular 
this paper is organized as follows. Section 2 presents an overview of related work and 
other approaches with the same goal. Section 3 presents the architecture of the system 
with focus on the two suggestion methods neural network and model predictive control. 
Tests and evaluation of our recommendation models are presented in section 4. A 
roundup and an outlook is offered in section 5. 

2. Related Work 

Heneghan et al. conducted a meta-analysis of randomized trials on self-monitoring INR-
values and partly self-adjusted therapy using anticoagulant drugs [5]. They found that in 
the evaluated trials the self-management to improve the quality of oral anticoagulation 
with pooled estimates showing significant reductions in thromboembolic events, all-
cause mortality and major hemorrhage. Ferreira et al. reviewed a telemonitoring system 
for VKA-patients and proved it to be safe and effective [6]. Poller et al. conducted a 
randomized study of two commercial computer-assisted dosage programs (PARMA 5 
and DAWN AC), demonstrating the safety and effectiveness of these programs in 
comparison with experienced medical staff [7]. Both programs feature a graphical 
interface for patient management and monitoring for the medical staff, however only the 
DAWN AC-program contains the possibility of partial patient interaction, with the 
patient using a web browser to report INR values and receiving the dosage via text 
message. The algorithms used by PARMA 5 have been demonstrated by Manotti et al. 
[8]. The algorithms used in DAWN AC remain unknown. Rasmussen, Corell, Madsen 
and Overgaards investigated the management system COAGUTEL [9]. The Hillingdon-
algorithm, which is the main algorithm used by COAGUTEL, has been described by 
Wilson and James [10]. None of the established and reviewed systems use a mobile 
application for patient interaction (e.g. sending INR-documentation), use a machine 
learning algorithm apart from regression analysis or consider patient vitamin K intake. 
We presume that because of this the existing systems lack the ability to easily incorporate 
new kinds of data records, which might be relevant to the dosage recommendation, such 
as the patient's dietary information. 

3. Method, Experiment 

The architecture of our system can be split into the two components front end and back 
end. The front end can further be split into a mobile app for the patients and a platform-
independent web interface for the physician in charge. The back end is modularly 
developed with a restful web server, a database that stores the data of the patients and 
machine learning-based drug dosage recommendation systems [11]. For the patient's 
needs, a mobile app was developed for Android smart phones. This app is capable of 
tracking the INR measurements and other relevant data records, like a digital diary.  

Upon entering a new data entry, the web server sends a request to two different 
machine learning systems based on the latest measurements. These two are an artificial 
neural network and a model predictive control system. The recommended drug dosage 
is stored in the database.  

To monitor the recorded INR measurements and drug dosages, the physicians have 
access to a platform-independent web interface. Additionally, this interface informs the 
treating physician automatically, if a patient's record shows any threatening conditions 
(e.g. measured INR value is out of range). 
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To validate the system, 11 patients, all in VAK-treatment for of having a LVAD, 
have been asked to try out the system. Age range was 49 - 68. A total of 277 pairs of 
INR-measurements and dosages have been collected over a span of 12 weeks. INR target 
ranges were individual, but lied all between 2 and 3. 

3.1. Assisted Patient Monitoring 

Until now the patients had to keep the INR diary manually. This led to some 
disadvantages: While bad readability is one of the minor problems, the major 
disadvantage is that the patient visits his doctor in relatively large time intervals of two 
or three weeks, sometimes longer. This results in the fact that adjustments of the dosage 
can be applied only with a delay according to the changes of the measurements. Our app 
does not only replace the diary, but also transmits measured values to the doctor 
immediately. This way it is not only possible for the doctor to conduct adjustments of 
the dosage promptly but also to react to serious discrepancies of the INR values from the 
therapeutic range as soon as possible, optionally by adapting the dosage by using the web 
interface. 

Some food and drugs affect the INR value. Unfortunately, there are almost no 
studies about this research field. It is only known which foods and drugs cause changes 
of the INR value. Therefore, it is additionally possible for the patient to document his 
food and drug history during his INR medication. The data collected can potentially be 
used in further work. 

3.2. Automated suggestion on basis of data-driven machine learning algorithms 

To suggest a dosage to the patient, we investigated two different machine learning 
techniques. First, we took a look at neural networks to predict the next dosage directly 
by learning from a set of training data records. Second, we build a control system, based 
on model predictive control, to influence the INR value to be in the middle of the TR . 
This section provides the reader with the setup for the machine learning processes as well 
as an evaluation. 

3.2.1. Neural Network Approach 

Neural networks are a great approach, based on human’s cells and neurons, to investigate 
a non-trivial connection between some data and a so-called label [12,13]. The advantage 
of neural networks consists of the ability to detect non-linear and complex correlations 
in the data. The net should predict a label for a data record only based on previous 
observations. A data record is mostly a set of values, with fixed size, and a label is a 
value associated with that data record. To use a neural network, a set of training data 
records is needed. A training data record contains the values and the corresponding 
correct label. After the network has been trained, it can be used for predicting a dosage. 
The training process itself is typically a gradient descent approach, minimizing the mean 
squared error between the (correct) label of a training data record and its prediction from 
the network. 

The approach divides into the setup for the neural network and the (non-trivial) 
computation of a set of training data records. We used MATLAB's neural network 
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toolbox  as the implementation of the neural network. There we used a simple feed-
forward network with multiple layers of neurons. We extract the training data records 
from several sources. A data record contains information about the INR value, the dosage 
that was taken by the patient as well as a time stamp. 

To train the network we created a set of about 700,000 training data records 
containing a fixed row of data entries, which consist of the last  data records of the 
patients INR and drug history. As the label, it contains the INR and dosage values for the 
next day. Here we suppose the weak assumption, that the patient knew, what was the 
best dosage at that time. Most patients in our data-stock were on a good adjustment, so 
that we suppose learning from them would create a good neural network for predicting 
the dosage. In addition to the last  data records from a patient, we took the type of 
medication (MARCUMAR or COUMADIN) and the TR (containing the maximum and 
minimum INR values) as input for our network. As a result, we get  input 
neurons for a fixed . The network has two output neurons for the dosage and the 
INR prediction. 

Because of the non-deterministic random like behavior of neural networks, a secure 
mechanism should be implemented, which checks the predicted dosage against some 
kind of rule. We suggest only using dosage predictions in the "typical" range of a patient 
or check for heavy deviations in the dosage prediction. 

3.2.2. Model Predictive Control 

Another approach that is used to calculate a dosage recommendation for the patient is 
based on MPC (model predictive control). This method originates from control system 
theory and extends regular control systems with a model to predict the behavior of the 
system and to choose the optimal inputs. MPC based controllers take the current state of 
the system and optimize the system input under a given cost function. This optimization 
is calculated for a horizon of  steps so that at time  the cost-function  is minimized in 
the timespan . Only the first step of the optimized control outputs is used and 
the calculation is started again [14,15]. 

In our case of finding an optimal dosage we interpret the patient’s body as the system 
to be controlled. The dosage is used as the control input, while the measured INR is taken 
as the controlled variable. We use the center of the therapeutic range as the reference 
point for the control output so the cost function is given as the difference between this 
value and the INR (Eq. 1). 

 (1) 
This context requires the underlying model to represent the correlation between a 

given medication dosage and the resulting output, the INR value. We used a simple 
model which assumes an output that decreases over time and increases with the input. 
This simulates higher INR values with higher dosages and lower INR values with lower 
medication dosages. 

Similar to the neural network approach the MPC structure was implemented with 
MATLAB and its Model-Predictive-Control-Toolbox . The described model was 
realized with the help of Simulink, a software bundled with MATLAB to build, simulate 
and control complex systems. 
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Figure 1. Comparison of different algorithms with real dosages and the corresponding INR values 

 

Finally, both of these systems have to be triggered and the given dosages need to be 
transferred back to the server. This was realized with a message queue based 
infrastructure that took requests from the server and distributed them to the 
recommendation processes. Since both recommendation approaches were built with 
MATLAB a Java connector between the message queue and MATLAB was built. This 
connector reads the recommendation requests from the queue, starts up the recommender 
and reads their results. These results are then put into another queue from where the web 
server reads and persists them and finally displays them to the user in their app and the 
doctor in the web front end. 

4. Results 

Our app improves the process of INR self-management in several ways. The patient gets 
an easier way to keep track of his medication and INR history. The doctor is enabled to 
keep track of many patients at once and review their current state. Furthermore, they are 
notified in the event of INRs that are out of the TR. The modular infrastructure allows 
the evaluation of multiple models for dosage recommendation. 

To evaluate the recommendation models their results were compared with actual 
dosages (Figure 1). Since these dosages – which were chosen by the patients themselves 
– are not necessarily optimal, a recommendation close to the actual dosage does not 
indicate a good recommendation. For a better assessment of the evaluation the patient 
histories we looked at 30 day blocks of measurements and classified them by variance 
of the INR in respect to the middle of the therapeutic range.  

For the blocks with maximal, average and minimal variance the algorithms were 
compared to the actual dosages in the following way: Since the neural network needs at 
least a week of patient history prior to the evaluated day, a window of 7 days was moved 
along the 30-day block. This resulted in 23 different recommendations that could be 
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compared to the dosage value given in the dataset. The mean squared error  of these 
differences was then calculated (Eq. 2). These errors were then averaged over the 
different variance categories, as can be seen in Table 1. 

 (2) 

 Recommendation for day , with measurement input from day  to  
 Actual dosage on day  

 
Table 1. Mean squared error between recommended and real dosage 

Variance MPC NN 
maximum 0.4515 0.4711 

median 0.3954 0.0867 
minimum 0.3835 0.0297 

 
As already mentioned, the actual dosages can not be considered optimal. Therefore 

a heuristic was constructed to further evaluate the algorithms. Based on the time that a 
dosage of anticoagulant needs to take effect (given as about 2 days for MARCUMAR, cf. 
figure 2) the following assumptions were made: 

When evaluating the dosage  at time , we take the difference between this and 
the corresponding recommendation  as . We then look at the 
INR offset by the above mentioned span of 2 days  and compare this to the 
center of the therapeutic range , . If , we can assume that 
the dosage has been too high and therefore we want  to be negative, meaning a lower 
recommendation than the actual dosage. Vice versa we want  for . 

 
Figure 2. Patient history showing a high dosage (dashed) and the corresponding high INR-value 2 days later 

(solid) 
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(a) MPC                                                                         (b) NN 

Figure 3. Scatterplots of  and , with the desired areas marked grey 

 

An example plot of evaluating the two algorithms with this heuristic can be seen in 
figure 3 for one of our mini-trial patients with 29 data points. Other patients of our trial 
have similar distributions so that the algorithms have between 50% and 60% 
recommendations that meet the described criteria. 

5. Discussion, Future Work 

The mini-trial conducted at the Schüchtermann clinic showed the system to be viable in 
practical use. Our results support the idea that even relatively simple dosage 
recommendation models can be on a par with the patient's own dosage decisions and are 
in such consistent with previous assessments. The data records might not truly reflect the 
viability of the used dosage recommendation algorithms in practice as 9 out of 11  
patients have been in close guidance by clinic caretakers during the trial period. A longer 
field trial with more completely self-monitoring participants is needed to fine-tune the 
algorithm parameters and determine a better quality estimation. Note that as of now while 
autonomous algorithmic decision-making for dosing is technically possible a human 
doctor must make the final decision by law in many countries (e.g. Germany).  

The models have been trained on a very limited database. 
It can be assumed that they will perform better, when the training sets become bigger 
and of better quality. The integration of health tracking data, which in many cases is 
already being collected (like step count, other drugs, heart rate monitoring), is of 
particular interest. While the consideration of these data points by human caretakers is 
hardly viable, the machine learning algorithms can learn whether the integration is useful. 
The frameworks and standards already exist (e.g. iOS Health app and ResearchKit or 
Google Fit), a follow-up program would need to determine whether the data records can 
be used for dosage prediction. Besides automatically collected data records it also seems 
promising to include laboratory records, especially liver values and data records about 
the patient's diet, in the calculations. Some features, like detection of drug interactions, 
while theoretically useful, have been kept back as they were not necessary for the 
evaluation or were not feasible. The web application can be extended by an emergency 
access for fast insight in emergency situations. For practical usage, it should be possible 
to export the data points collected and calculated in the application to other programs 
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used in the clinic environment. In future, it would be desirable to develop an open 
sourced and publicly available system for automatic dosage recommendations to 
simplify comparisons among algorithms, as both researchers and patients would benefit. 

Acknowledgements 

We thank Prof. Dr. Sam Schulman of the McMaster University for his invaluable help 
in establishing an early dataset for training the models. Furthermore, we thank Prof. Dr. 
Nils Reiss, Petra Bartsch, Jan-Dirk Hoffmann and Thomas Schmidt of the 
Schüchtermann clinic in Bad Rothenfelde for their steady support and advice. 

6. References 

[1] E.P. Zeitler, Z.J. Eapen, Anticoagulation in Heart Failure: a Review, J Atr Fibrillation 8(1) (2015), 31-
38. 

[2] L. C Halder, L. B Richardson, R. Garberich, P. Zimbwa, M. K Bennett, Time in Therapeutic Range for 
Left Ventricular Assist Device Patients Anticoagulated With Warfarin: A Correlation to Clinical 
Outcomes, ASAIO Journal 63(1) (2016), 37–40. 

[3] M. Pozzi, J. Mitchell, A.M. Henaine, N. Hanna, O. Safi, R. Henaine, International normalized ratio self-
testing and self-management: improving patient outcomes, Vasc Health Risk Management 12 (2016), 
387–392. 

[4] L.J. Cromme, H. Voeller, F. Gaebler, A. Salzwedel, U. Taborski, Computer-aided dosage in oral 
anticoagulation therapy using phenprocoumon: Problems and approaches, Hämostaseologie 30(4) 
(2010), 183–189. 

[5] C. Heneghan, P. Alonso-Coello, J. Garcia-Alamino, R. Perera, E. Meats, P. Glasziou, Self-monitoring 
of oral anticoagulation: a systematic review and meta-analysis, The Lancet 367 (9508) (2006), 404–411. 

[6] F. Ferreira, E. Antunes, R.C. Neves, F. Farias, P. Malveiro, H. Choon, A. Galrinho, R. Cruz Ferreira, 
Telemonitorização de INR: Eficácia e Segurança de um Sistema de Avaliação em 453 Doentes, Acta 
Médica Portuguesa 25(5) (2012), 297-300. 

[7] L. Poller, M. Keown, S. Ibrahim, G. Lowe, M. Moia, A. Turpie, C. Roberts, A. Van Den Besselaar, F. 
Van Der Meer, A. Tripodi et al., An international multicenter randomized study of computer-assisted 
oral anticoagulant dosage vs. medical staff dosage, Journal of Thrombosis and Haemostasis 6(6) (2008), 
935–943. 

[8] C. Manotti, M. Moia, G. Palareti, V. Pengo, L. Ria, A.G. Dettori, Effect of computer-aided management 
on the quality of treatment in anticoagulated patients: a prospective, randomized, multicenter trial of 
APROAT (Automated PRogram for Oral Anticoagulant Treatment), Haematologica 86(10) 
(2001),1060-1070. 

[9] R.S. Rasmussen, P. Corell, P. Madsen, K. Overgaard, Effects of computer-assisted oral anticoagulant 
therapy, Thrombosis journal 10(1) (2012), 17. 

[10] R. Wilson, A. James, Computer assisted management of warfarin treatment., Br Med J (Clin Res Ed)  
289(6442) (1984), 422-424. 

[11] A. Rodriguez, Restful web services: The basics, https://www.ibm.com/developerworks/library/ws-
restful/index.html, last access: 7.3.2018. 

[12] M.A. Nielsen, Neural Networks and Deep Learning, Determination Press, 2015. 
[13] A. Abraham, Artificial Neural Networks, in: Handbook of Measuring System Design. John Wiley & 

Sons, 2005.  
[14] J.B. Rawlings, Tutorial overview of model predictive control, IEEE Control Systems Magazine 20(3) 

(2000), 38-52. 
[15] R. Dittmar, B.-M. Pfeiffer, Modellbasierte prädiktive Regelung - eine Einführung für Ingenieure, 

Oldenbourg Verlag, München, 2004.  

H. Krumm et al. / Development of a Computer-Aided Dosage and Telemonitoring System 195

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



 

 

Clinical Knowledge Governance 
Framework for Nationwide  
Data Infrastructure Projects  

Antje WULFFa,1, Birger HAARBRANDTa and Michael MARSCHOLLEKa 
a Peter L. Reichertz Institute for Medical Informatics, University of Braunschweig and 

Hannover Medical School, Germany 

Abstract. Background: The availability of semantically-enriched and interoperable 
clinical information models is crucial for reusing once collected data across 
institutions like aspired in the German HiGHmed project. Funded by the Federal 
Ministry of Education and Research, this nationwide data infrastructure project 
adopts the openEHR approach for semantic modelling. Here, strong governance is 
required to define high-quality and reusable models. Objectives: Design of a clinical 
knowledge governance framework for openEHR modelling in cross-institutional 
settings like HiGHmed. Methods: Analysis of successful practices from 
international projects, published ideas on archetype governance and own modelling 
experiences as well as modelling of BPMN processes. Results: We designed a 
framework by presenting archetype variations, roles and responsibilities, IT support 
and modelling workflows. Conclusion: Our framework has great potential to make 
the openEHR modelling efforts manageable. Because practical experiences are rare, 
prospectively our work will be predestinated to evaluate the benefits of such 
structured governance approaches.  

Keywords. Knowledge Management, Clinical Governance, openEHR, Health 
Information Interoperability  

1. Introduction 

The efficient reuse of once collected data can be described as one of the most pressing 
obstacles in the field of Medical Informatics. Current efforts not only focus on 
developing local solutions for data integration but address the challenges of cross-
institutional data analytics and data sharing by proposing ideas for nationwide, 
interoperable data infrastructures. In Germany, a 120 million-worth funding initiative of 
the Federal Ministry of Education and Research (BMBF) was initiated to strengthen 
Medical Informatics [1]. As one of the funded projects, the HiGHmed consortia – 
consisting of three university medical centers in Heidelberg, Goettingen and Hannover 
– aspires at creating at least three Medical Data Integration Centers (MeDICs) based on 
a generic and scalable reference architecture for integrating data from care, research and 
external sources. HiGHmed perceives semantic interoperability as a prerequisite for 
enabling meaningful exchange of data in federated cross-institutional settings. Hence, 
much importance is attached to a semantically-enriched, interoperable and harmonized 
representation of data across institutions. To tackle this challenge, HiGHmed adopts the 
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openEHR approach for semantic modelling. Archetypes are used to define rich and 
computable metadata models of clinical information by applying constraints on a 
reference model [2].  

As already stated by Garde et al. back in 2007 [3], the development of such clinical 
information models across institutional borders is challenging and requires close 
cooperation between stakeholders, data managers and leaders, as well as clearly defined 
processes and IT support. Strong governance, often referred to as ‘Clinical Knowledge 
Governance’ or ‘Domain Knowledge Governance’ [4], is needed to define high-quality, 
clinical relevant and reusable archetypes and templates on a cross-institutional level in a 
timely manner. Already back in 2006, the Australia’s National E-Health Transition 
Authority (NEHTA) stated that ‘undisciplined creation and application of archetypes 
threatens the goal of semantic interoperability’ [5]. First practical experiences on 
implementing national governance schemes for archetypes in Norway support these 
theoretical considerations towards the urgent need of strict archetype governance [6]. 
Hence, for national infrastructure projects with the scope and extent of HiGHmed, a 
structured governance of archetype development and maintenance appears vital in order 
to “[...] achieve quality, reusability and interoperability in clinical models.” [6]. With our 
work, we wanted to design a clinical knowledge governance framework for openEHR 
archetype modelling across institutions. This framework should help to optimize both 
cross-institutional and local modelling processes. Although we designed the framework 
specifically for HiGHmed, our work might serve interesting ideas for similar local, 
national or even international data infrastructure projects fostering secondary use of data.  

2. Methods 

Domain knowledge governance comprises “[...] all tasks related to establishing [...] 
formal and informal organizational mechanisms and structures in order to systematically 
influence the building, dissemination and maintaining of knowledge within and between 
domains” [7]. For learning on governance, we decided to visit European medical 
institutions active in developing health information exchange networks or national 
standardization programs. By conducting interviews with experts in Luxembourg 
(Luxembourg Centre for Systems Biomedicine), the Netherlands (Radboud University 
Medical Center), Norway (Bergen Nasjonal IKT), Denmark (Center for Innovative 
Medical Technology for the  Odense University Hospital and the University of Southern 
Denmark), Slovenia (Ministry of Health and University of Ljubljana) and Austria 
(Medical University of Graz) we successfully identified practices as well as hurdles and 
pitfalls. Amongst others, we reviewed the results in terms of approaches for system 
sustainability, organizational structures and change management, use of state-of-the-art 
technologies, participant and stakeholder involvement and clinical modelling. We 
complemented the results with our own experiences on openEHR modelling and 
published work on archetype governance.  

Much importance has been attached to the early involvement and recruitment of 
domain experts like clinicians [6]. In both the site visits and the published work, it 
became clear that roles and responsibilities – especially for model ownership and review 
activities – (e.g. a national editorial board) should be defined from the very beginning 
[3,6]. Furthermore, an efficient IT support enabling cooperation and collaboration in 
archetype designing and publication seems to be a well-known key success factor [6]. 
The definition of clinical information models on a face-to-face basis is cumbersome and 
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inefficient in nationwide and nearly impossible in international projects [4]. Hence, many 
of the current openEHR modelling activities over the world (including United Kingdom, 
New Zealand, Australia, Slovenia and Brazil) rely on efficient governance models 
backed by dedicated software tools supporting the governance, maintenance and 
publication of archetypes and related artefacts. A sufficient IT support that allows the 
collaborative authoring, commenting and reviewing of information models on a cross-
institutional level is required. Well-known examples are tools like the web-based Clinical 
Knowledge Manager (CKM)1, the LinkEHR Model Manager 2 , ART-DECOR® 3 or 
Simplifier4 .     

A governance framework also should include fundamentals about types and 
variations of archetypes that might occur. As stated by Garde et al. (2007), there will be 
“[...] significant concept overlaps between the various health care domains [...]” [3] so 
that archetypes need to be standardized across all institutions to make them compatible. 
However, not all archetypes need to be standardized across fields, institutions or even 
nations [3]. Our own experiences on using the openEHR approach for integrating data 
from clinical application systems [8] also makes us aware of this problem: sometimes, 
some very specific ‘support’-archetypes which are not worth standardizing across the 
community are needed to integrate data properly. Due to the considerations of Garde et 
al. [3,4] and our experiences, we decided to include our ideas on possible variations and 
their treatment in our governance framework.  

We consider the design of workflows and processes for archetype modelling in 
HiGHmed as next step in designing a governance framework. Hereby, all responsibilities, 
relations and dependencies of tasks and communication needs between roles can be 
reconstructed. This includes the definition of workflows for specific events like first draft 
modelling, archetype specializations and reviewing or updating when knowledge 
changes [3]. For process modelling, we used the Business Process Modelling Notation 
(BPMN).   Based on this approach and considerations, we were able to define an outline 
for our clinical knowledge governance framework that comprises content on IT support, 
types and variations of archetypes, roles and responsibilities, and archetype modelling 
processes. 

3. Results 

3.1. IT support 

A sufficient IT support is needed to support the adoption of governance guidelines for 
archetype modelling. Because of our first satisfactory experience with the Clinical 
Knowledge Manager (CKM), we consider it as a tool supporting the governance, 
maintenance and publication of models and related semantic artefacts. Typical activities 
supported are requirements gathering, authoring, commenting, reviewing and balloting 
of information models. The CKM encourage the creation of work groups for each 
subdomain and provide discussion spaces to ease clinical concept evaluation. By 
incorporating functions for a rigorous artefact lifecycle management, the status of 
clinical models is made visible. On the example of the CKM, for HiGHmed one instance 
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might be available. To foster an efficient collaboration, we recommended dividing this 
HiGHmed CKM by the help of CKM projects and incubators. All resources which are 
important across institutions and use cases are presented at the All Resource section. We 
propose to create one incubator for each use case (e.g. Infection Control, Cardiology and 
Oncology) capsuling domain-specific clinical models. Furthermore, each institution gets 
its own CKM project for creating and discussing institution-specific models. By this 
approach, each institution owns its repository of clinical models (e.g. also for storage of 
archetypes not related to HiGHmed). Of course, archetypes of the overall CKM project 
and/or the international CKM still can be used within sub projects or incubators by 
referencing them. 

3.2. Types and variations of archetypes  

3.2.1. Archetypes important for all institutions and for all use cases  

Managed in HiGHmed context by: HiGHmed Modelling Group (see chapter 2.3) 
The archetypes of this category play a role in nearly every use case and institution.  
Archetypes might be promoted to this category when it appears that many use cases aim 
at designing the same clinical concepts. These archetypes have the potential to be 
uploaded to the global openEHR CKM and marked as ‘published’ in the same manner 
as current global archetypes (like ACTION.procedure, OBSERVATION.blood_pressure, 
EVALUATION.problem_diagnosis, CLUSTER.symptom_sign). When creating a CKM 
instance in HiGHmed, it is recommended to use these archetypes as a starter kit. 

3.2.2. Archetypes important for all institutions but only for specific use cases 

Managed in HiGHmed context by: Use Case Modelling Leader 
There might be archetypes which are relevant for all institutions in the context of one use 
case. At this stage, no other use cases are interested in these archetypes. For structuring 
purposes, these archetypes will be uploaded and managed separately within so-called 
CKM incubators. Thus, users like domain experts won’t be confused by many archetypes 
they are not interested in.  

3.2.3. Archetypes important for one institution 

Managed in HiGHmed context by: Local Use case Chief Data Steward 
When using the openEHR-based approach for data integration, some ‘support’-
archetypes are needed because of primary source systems. These archetypes won’t be 
designed as a ‘maximum set’ of clinical concepts like encouraged by openEHR. However, 
although they won’t bring an added value for the overall openEHR global community, 
they are crucial for integrating specific data sets in the HiGHmed context.  

3.3. Modelling roles, responsibilities and tasks 

Well-defined roles, responsibilities and tasks are vital for realizing structured modelling 
processes as well as for avoiding redundant modelling activities. Figure 1 shows the 
proposed modelling roles and groups for HiGHmed. Each role can be translated into one 
of the CKM member roles Editor and Reviewer.  
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Figure 1. Recommended modelling roles and groups in HiGHmed on the example of three institutions 

 

The superordinate HiGHmed Modelling Group (CKM Editor) comprises the leading 
modelers of the core use cases and modelling experts which are not related to specific 
use cases. The group should consist of a well-balanced mixture of members from 
different institutions and use cases. The members should have access to all incubators 
and use case activities. The core tasks of this group are management of the CKM project 
including the set-up of initial structures with an archetype starter kit. They lead the 
modelling and ongoing management of archetypes which are not exclusively related to 
a specific institution and/or use case (e.g. CKM check outs, change requests, uploads, 
revisions, invitations, review rounds). This group communicates with the global 
openEHR community and observes the global openEHR archetype repository.  

Every institution should have Local Data Stewards (CKM Reviewer) who are 
responsible for the communication with domain experts to gather information about local 
requirements. With respects to the current HiGHmed personnel planning, these positions 
often will be taken over by clinical staff. Local Data Stewards with more technical 
backgrounds will be available directly out of the Medical Data Integration Centers 
(MeDICs). The Local Data Stewards don’t need to be linked to a specific use case. 
However, every institution should declare one of the MeDIC-Data Stewards to a Local 
Use Case Chief Data Steward (CKM Editor). Local Data Stewards are responsible for 
analysis of requirements and local systems and for CKM side activities like 
administration of the resource center and translations. Moreover, they create first drafts 
for archetypes and participate in review rounds. They also should be capable of 
supporting the data integration specialists. The Local Use Case Chief Data Steward is 
responsible for managing the institution-specific CKM project and uploading archetypes 
which are exclusively needed locally. He/she leads and manages the Local Data Stewards 
and their participation in use case specific CKM check outs, change requests, uploads, 
revisions, invitations and review rounds. Also, he/she requests requirements analyses and 
forwards the results to the Use Case Modelling Leader. In close cooperation, they model 
first archetypes and design templates.  
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Figure 2. Executive overview of the governance process for modelling in HiGHmed 

 

For each use case, a Use Case Modelling Group consisting of all Local Use Case 
Chief Data Stewards will be formed. This group defines one of its members as Use Case 
Modelling Leader who is responsible for the management of the cross-institutional but 
use case specific modelling activities. As Use Case Modelling Leader (CKM Editor), 
he/she will participate in the HiGHmed Modelling Group. He/she takes over the lead and 
management of the Local Use Case Chief Data Steward, the summarizing of local 
requirements, the definition of relevant clinical concepts and the realization or delegation 
of modelling tasks. In CKM, he/she creates the CKM use case incubator and its initial 
structure and coordinates CKM check outs, change requests, uploads, revisions, 
invitations and review rounds for use case specific archetypes.  

The availability of Domain Experts (CKM Reviewer), e.g. clinicians or technicians, 
is crucial for an adequate requirements analysis, the modelling of first drafts and the 
review of archetypes by providing domain or technical knowledge. Some of the Local 
Data Stewards might be clinicians and, thus, domain experts. However, ideally, there are 
other experts which are neither part of the Use Case Modelling Group nor the HiGHmed 
Modelling Group.  

3.4. Collaborative and coordinated modelling approach 

The allocation, relations and dependencies of tasks and communication needs between 
roles are presented as archetype modelling workflow (uploaded on ResearchGate1).  

A high-level view of the process is presented in Figure 2. The process starts by any 
need to standardize data items and reuse them. The needs will be determined by the 
selected use cases and by the input of stakeholders (like researchers, clinicians or 
industry partners). The need will be transferred to the Data Stewards so that new Use 
Case Chief Data Stewards and cross-institutional Use Case Modelling Groups can be set 
up. The HiGHmed Modelling Group will be informed about the new use case and its Use 
Case Modelling Leader. Simultaneously, a use case CKM incubator will be set up. Then, 
the leader will request for requirements of institution-specific needs, structures and 
systems by asking the Use Case Chief Data Stewards. Local Data Stewards will work 
closely with the Local Domain Experts to gather information. The analysis results will 
be documented by creating mind maps or first draft archetypes. After the requirements 
of all institutions will have been gathered, the actual modelling process will start. In close 
cooperation with the Use Case Modelling Group, the Use Case Modelling Leader will 
combine the local analysis results and will work out relevant clinical concepts. Then, it 
will be checked whether these concepts are exclusively needed at one institution only. In 
that case, the corresponding Local Use Case Chief Data Steward will take over the 
ongoing design and management of the archetype. The continuous monitoring of such 
cases as well as the proposal of specifications for institution-specific archetypes instead 
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of the development of new archetypes are core tasks of the Use Case Modelling Leader. 
The modelling process will be continued by searching in the HiGHmed CKM or the 
global CKM for suitable archetypes that already exist. If available, the archetype will be 
uploaded to the incubator as ‘referenced archetype’. If not, a first draft archetype is 
created de novo. This means, that an archetype class as well as appropriate elements, 
entry features and terminology bindings will be created. At this step, it has to be checked 
whether other standard definitions (e.g. by HL7) can be used for archetype design. The 
archetype will be uploaded to the incubator or the institution-specific CKM project. 
When a new first draft will have been uploaded, the HiGHmed Modelling Group will be 
automatically informed by the CKM in order to check for redundant concepts and/or 
archetypes across institutions and use cases. If a redundant archetype occurs, the 
HiGHmed Modelling Group will take over the continuous management of this archetype 
from the Use Case Modelling Leader. The archetype will be included into the HiGHmed 
CKM project space and will change to a ‘reference archetype’ within the incubators.  

The sub process Manage Archetype summarizes the most important activities 
throughout an archetype lifecycle. Here, the initiation of review rounds are of particular 
importance because through this the Local Data Stewards and Domain Experts will be 
empowered  “[...] to create and change the knowledge inherent in archetypes, thus 
controlling the way EHRs [Electronic Health Records] are built up using designed 
structures to express the required clinical data [...]” [3]. It is recommended to reduce the 
number of face-to-face meetings between domain experts of different institutions as far 
as possible, e.g. only for setting up general goals of their use case. Any other discussions 
should be held within the CKM. After the archetype will have been approved, the Local 
Use Case Chief Data Stewards will start to design und upload templates by using the 
formerly approved archetypes. Exemplary templates can be discussed within the Use 
Case Modelling Group and reused across institutions but, in general, templates should 
be designed and uploaded within an institution-specific space.  

4. Discussion 

Our work contributes a novel framework for clinical knowledge governance in 
nationwide data infrastructure projects like HiGHmed. By analyzing related work on 
clinical knowledge governance as well as by visiting different sites and using their 
experiences on standardization projects (openEHR, FHIR, CDA, EDIFACT and others) 
–, we were able to carefully work out the key aspects that need to be covered in such a 
framework. We successfully gathered potential archetype variations, proposed roles and 
responsibilities and  IT support, and outlined a workflow for archetype creation and 
approval.  

For HiGHmed, the availability of high-quality and reusable archetypes is crucial for 
the achievement of the superordinate project objectives. By reusing once collected data, 
new and high-performing solutions for medical data analytics can be developed in order 
to accentuate the benefits of increased digitalization in medicine for patients, clinicians 
and researchers. As a prerequisite, data has to be integrated safely, accurate and 
semantically enriched to ensure the correct interpretation by humans and machines 
across institutions. Due to the inherent complexity of the clinical domain, modelling 
processes can be time-consuming. In our opinion, these efforts are manageable when 
following a structured modelling approach as proposed. By defining clear 
responsibilities and workflows not only the quality of final archetypes can be increased 
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but the development time of archetypes can possibly be decreased. Additionally, the 
initial modelling efforts might decrease in future as soon as a high-quality stack of 
published and reusable archetypes is available. 

We agree with Garde et al. [3,4] and Bakke [6] that IT support plays a key role in 
governance. We appreciate that a major part of archetype governance can be covered by 
sufficient tools like the CKM. It has been reported that the use of the CKM facilitates 
and encourages the involvement of clinicians and domain experts in clinical information 
modelling [6]. For other standardization efforts similar tools for supporting collaborative 
work on models are available (e.g. ART-DECOR® provides template editors for HL7 
V3/CDA templates, a value set editor and a terminology browser, lifecycle management 
features and others). These tools are also helpful for our approach because existing 
definitions can be searched and used as information input for archetype design. However, 
because HiGHmed adopts the openEHR approach for semantic modelling, we are in need 
of an openEHR-based governance tool. Furthermore, we think that such tools only can 
be used efficiently when modelling rules, roles and responsibilities – regardless of the 
standard or tool decision – are clearly defined and communicated beforehand. Hence, we 
decided to put more effort into governance than just implementing IT support. Because 
everyone has to understand the centerpiece of our framework – the modelling approach 
– we set up an internal modelling and governance workshop in HiGHmed. 

We are aware that our work lacks in practical evaluation of the clinical governance 
framework. Currently, the long-term establishment and practicability of our approach is 
not assessable yet but we strive at implementing and optimizing the presented framework 
within the HiGHmed project as well as publishing evaluation results. We will define 
criteria to evaluate the impact of the framework. Important measures might be the time 
to archetype publishing as well as the model quality. Furthermore, the amount of 
redundant models, the transparency and sharing of models and the rate of reused 
archetypes with and without such a framework could be meaningful measures. Overall, 
we see a great opportunity to evaluate the use of clinical governance frameworks in 
nationwide projects of such extent for the first time.   
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Abstract. Background: Literature describes a big potential for reuse of clinical 
patient data. A clinical data warehouse (CDWH) is a means for that. Objectives: To 
support management and maintenance of processes extracting, transforming and 
loading (ETL) data into CDWHs as well as to ease reuse of metadata between 
regular IT-management, CDWH and secondary data users by providing a modeling 
approach. Methods: Expert survey and literature review to find requirements and 
existing modeling techniques. An ETL-modeling-technique was developed 
extending existing modeling techniques. Evaluation by exemplarily modeling 
existing ETL-process and a second expert survey. Results: Nine experts participated 
in the first survey. Literature review yielded 15 included publications. Six existing 
modeling techniques were identified. A modeling technique extending 3LGM² and 
combining it with openEHR information models was developed and evaluated. 
Seven experts participated in the evaluation. Conclusion: The developed approach 
can help in management and maintenance of ETL-processes and could serve as 
interface between regular IT-management, CDWH and secondary data users.  

Keywords. Data Warehousing, Organizational Models, Health Information 
Interoperability 

1. Introduction 

Resulting from the broad adaption of information technology (IT) in hospitals, there is 
much clinical patient data digitally available. The use of such data for other purposes 
than the originally indented is commonly referred to as its secondary use or reuse [1]. 
The Medical Informatics literature describes a big potential for reuse of this data, e.g. [1]. 
There are still technical and organizational challenges related to secondary use of clinical 
data [1]. A clinical data warehouse (CDWH) is a facility addressing some of these 
challenges by integrating data from heterogeneous sources and making it available for 
reuse, e.g. for analysis. The process of Extracting data from a source system (e.g. a 
patient data management system), Transforming it into a target schema (for example a 
schema facilitating later analyses) and finally Loading it into the persistence layer of the 
CDWH (layer in which data is stored permanently for later reuse) is called ETL-process. 
These ETL-processes are typically complex and custom-made which makes their 
management and maintenance challenging. Established tools supporting the graphical 
user interface (GUI) based development and operation of ETL-processes exist (e.g. 
Microsoft SQL Server Integration Services, Talend Open Studio). However, to the best 
of the author’s knowledge there is a lack of established standards for the modeling of 
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ETL-processes and the thereby processed information, which are suitable for supporting 
ETL-process documentation and IT-management. 

Modeling techniques and tools aiming to support IT-management in hospitals exist 
for more than 20 years. Their aim is to provide information or to give the possibility for 
analysis of business processes, information objects, supporting application systems and 
underlying hardware [2]. An approach to interoperability between different healthcare 
information systems through shared implementable definitions of the clinical concepts 
represented by clinical data are clinical information models (CIM), also referred to as 
detailed clinical models [3]. CIM-based CDWHs have potential merits ([4], [5]). This 
work is based on the assumption that there is an overlap between the information needs 
of regular hospital IT-management, ETL-development/maintenance and users in data 
reuse scenarios justifying the effort for standardized and machine processable 
documentation of ETL-related metadata. Figure 1 shows this information overlap 
without trying to be exhaustive. Metadata needs are derived from Kahn’s proposed 
recommendations on metadata reporting for distributed data networks [6]. 

 

 
Figure 1. Information overlap between IT-management, ETL-development and secondary use. 
 
Objective of this work is to find an approach for modeling of ETL-processes and 

thereby processed information, which can be integrated with tools supporting regular IT-
management, can help in management and maintenance of ETL-processes and eases the 
machine processable provision of IT-management and ETL-related metadata for 
secondary use. 

2. Methods 

First, an expert survey and a literature review were conducted to find requirements for 
the modeling approach and to assess existing modeling techniques. Subsequently, an 
approach for modeling of ETL-processes for clinical data warehousing was developed 
as extension of an existing modeling technique. Finally, this approach was evaluated 
through a proof of concept (POC) modeling example and another expert survey. 

E. Tute and J. Steiner / Modeling of ETL-Processes and Processed Information 205

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



2.1. Literature review on existing modeling techniques 

In a literature review Pubmed, IEEE Explore and Scopus where searched for publications 
on modeling of ETL-processes. The search terms where developed iteratively for 
optimizing precision and recall. One reviewer included or excluded results based on 
previously defined criteria assessing first title, in doubt abstract and if necessary full text. 
References of included papers were also assessed. The final search terms as well as 
inclusion and exclusion criteria can be found in [7]. 

2.2. Expert survey on existing modeling techniques and their shortcomings  

A survey employing face-to-face interviews or an online questionnaire depending on the 
experts’ availability was conducted to complement existing ETL-process modeling 
techniques as well as to find shortcomings of these existing methods and currently 
practiced ETL-process documentation (for interview structure and online questionnaire 
see [7]). Experts were selected from the clinical data warehousing staff at Hannover 
Medical School (MHH) and from members of the HiGHmed consortium. HiGHmed is 
funded by the Federal Ministry of Education and Research (BMBF) under the Medical 
Informatics funding scheme, pursuing among others the objective to develop information 
infrastructures to increase efficiency of clinical research. These infrastructures are facing 
the problem of ETL-process documentation and metadata provision in a multisite 
environment [8]. Experts were recruited from all positions (e.g. ETL-programmers, data 
analysts, management) to gain different views on ETL-modeling and related information 
needs. Part of the interviews was a self-assessment of the presumed experts on their 
knowledge about ETL-processes. 

2.3. Determination of ETL-modeling technique 

Based on literature review and interview results, requirements for modeling of ETL-
processes in clinical data warehousing were derived and prioritized as must-, should- or 
can-criteria. In a further step, evaluation criteria for the found existing modeling 
techniques where derived under consideration of their relevance for the objectives of the 
underlying master’s thesis [7]. For each found modeling technique and each evaluation 
criterion an assessment regarding satisfaction of the criterion including documentation 
of the corresponding reasoning was done. 

A definition of the modeling process based on the most promising modeling 
technique was developed. The intention in this step was to keep the changes or extensions 
in the modeling technique as little as possible in order to stay compatible with existing 
tools and not to distort core concepts of the modeling technique.  

2.4. Evaluation of modeling technique 

As a POC an ETL-process from the MHH clinical data warehouse was modeled using 
the modeling approach determined in the previous steps. Criteria for the selection of the 
ETL-process for POC where pragmatic: access to the actual ETL-process and respective 
documentation, good reachability of the ETL-developer and already available CIMs. 
    Another expert survey on the resulting ETL-model from the POC, the determined 
ETL-modeling approach in general and potentials for improvements and further 
development of the modeling approach complemented the evaluation. The survey 
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consisted of a short presentation of the modeling approach and the POC results for the 
experts who participated in the first survey in face-to-face interviews followed 
immediately by a paper-based questionnaire (see [7]). The presentation was given in 
groups, the questionnaire was completed by each expert on their own. Criteria for 
evaluation were shortcomings identified in the first expert survey. Improvements on 
these shortcomings were assessed based on experts’ responses in the second survey. 

3. Results 

In the following, we briefly cover the results of the literature review and expert survey. 
We present the developed modeling technique extending 3LGM² in combination with 
openEHR information models and conclude with a description of the evaluation results. 
More details can be found in [7].  

3.1. Literature Review and expert survey 

The search in Scopus listed 299 publications, IEEE listed 420 and PubMed 13. From 
these 433 items, 76 were removed as duplications. After application of exclusion criteria 
on title and abstract, 55 publications remained for screening of the full text. Based on the 
references of not excluded full texts another 25 full texts were screened. Finally, 15 
publications were included and found ETL-modeling techniques were documented. 

Seven experts participated in face-to-face interviews. One interview was excluded 
afterwards, because the interviewed expert’s self-assessment on ETL-knowledge 
indicated a lack of knowledge on ETL-processes.  Two experts participated via the online 
questionnaire. One of those questionnaires was not completed and thus excluded.  

3.2. Existing ETL-modeling techniques 

Literature review and expert survey identified six existing ETL-modeling techniques 
(origin from review or survey specified in brackets): 

� UML-based modeling of ETL-processes described in [9] and [10] (review) 
� UML-based modeling of ETL-processes employing activity diagrams described 

in [11]. This method builds on reasoning from [9] (review) 
� Arktos – Graph-based modeling of ETL-processes described in [12] (review) 
� KoMo – conceptual modeling of ETL-processes described in [13] (review) 
� Business Process Model and Notation (BPMN 2.0) based modeling of ETL-

processes described in [14] (review) 
� A combination of an extension of the 3LGM² technique for modeling of hospital 

information systems described in [2] with standardized CIMs (survey) 
The only modeling technique resulting from the expert survey employs 3LGM² 

because it was already in use in medical informatics research and teaching contexts at 
MHH. The idea to combine 3LGM² with a standard able to express implementable 
definitions of clinical concepts resulted from the information overlap depicted in 
Figure 1 and aims at increasing reuse of content definitions in different contexts. 
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Figure 2. General structure of ETL-process models. S = Source, T = Target, Dashed-boxes: elements linking 
to sub-models, solid boxes: sub-models, arrows: links to sub-models. This is a modified version of a figure 
from [7]. 
 

3.3. ETL-modeling technique 

The assessment regarding satisfaction of the criteria derived from the expert survey lead 
to the selection of the approach employing an extension of 3LGM². 3LGM² was 
combined with CIMs complying with openEHR [15], because the Peter L. Reichertz 
Institute for Medical Informatics at the MHH already has research activities regarding 
openEHR in clinical data warehousing (for example CIMs see [16]). However, other 
standards for CIMs could also be employed. 

First development result was a mapping of required ETL-process components (e.g. 
data source, data input description, transformations, error-output description, data output 
description, integration target) into the 3LGM²-modeling technique. Second result was a 
reference model for ETL-process modeling with 3LGM² and openEHR defining required 
components and information to be stored in an ETL-process model. 

 Figure 2 depicts which kind of information is located in which levels of the model. 
The first level is a regular 3LGM² model for an organization supporting IT-management 
in general (for an example view on 3LGM² see [17]).  

The second level sub-model gives an overview of an ETL-job by providing 
information on an ETL-processes’ data sources and integration targets. An example view 
is shown in Figure 3.  

On the third level, sub-models describing the data sources (including a description 
of the data input from the source like tables, fields, datatypes, constraints or a CIM), 
ETL-job (transformations, error-output) and integration target (including a description 
of the data output by linking a CIM) are located. Figure 4 shows an example view for an 
ETL-job. Sub-models can be linked in models of higher level, supporting reuse of 
information on the different levels and thus, improving maintainability. 

 
 

 
 

Figure 3. Example view for the ETL-process overview sub-model (level 2). Round edged boxes: application 
systems, circles: interfaces, arrows: indicate directed data flow, small boxes with arrows: indicate links, e.g. to 
sub-model or CIM, cylinder: database. 
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Figure 4. Example view for the ETL-job sub-model (level 3). 

3.4. Evaluation results 

A POC using the example of an ETL-job integrating assisted ventilation data from two 
different patient data management systems (PDMS) of a pediatric intensive care unit at 
the MHH into a common data model of the local clinical data warehouse revealed no 
issues. 

All seven experts who participated in the face-to-face interviews participated also in 
the evaluation. Experts’ answers showed improvements regarding the shortcomings 
identified in the first expert survey. These shortcomings were (a) missing or incomplete 
documentation of ETL-processes, (b) too much time necessary to understand ETL-
processes implemented by others and (c) data quality issues. On (a): Three of seven 
experts answered “yes” to the question if they thought that the modeling technique could 
resolve the problem of no or incomplete ETL-process-documentation. Three experts 
answered “no” on that question and one expert did answer neither “yes” nor “no”. Two 
of the three experts answering “no” motivated their answer stating that the approach first 
has to prove its applicability in practice. On (b): Four of seven experts answered “yes” 
to the question if the proposed modeling technique could resolve the problem of too 
much time necessary to understand unknown ETL-processes. Two of the three answering 
“no” to that question stated that the solution could not resolve the problem, but would 
reduce the burden. On (c): Five of seven experts answered “yes” to the question if they 
thought that this modeling technique could contribute to an increased data quality.  

 The experts’ answers also indicated potential for further improvements of the 
modeling technique. The experts mentioned: 

� More elements for describing transformations (e.g. union, pivot, sort) 
� More details on transformations and better integration with actual ETL-job, e.g. 

by implementing automatic information extraction from ETL-job files from 
common ETL-tools 

� Functional improvements of supporting tools, e.g. regarding model analysis or 
merges of models 
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4. Discussion 

Main result of this work is an approach for modeling of ETL-processes and thereby 
processed information based on 3LGM² and openEHR. The modeling technique can be 
applied utilizing existing tools. Evaluation with experts from the intended user groups 
indicate positive expectations regarding its application. 

The approach utilizes existing standards originally intended to support regular IT-
management and interoperability of routine IT-systems. Thus, there is potential for reuse 
of common information items from routine IT-management and clinical data 
warehousing. Such reuse could reduce the efforts necessary to curate models on both 
sides regular IT-management and clinical data warehousing. Furthermore, there is a 
potential to reduce a bottleneck experienced in clinical data warehousing which results 
from the dependency on knowledge and support from experts not explicitly participating 
in data warehousing, e.g. an operator of a source system [18]. Another potential 
advantage of the resulting models is that these could be a suitable basis for the automated 
extraction of metadata in secondary use scenarios as described in the introduction. 

As some experts stated in the evaluation an obvious limitation of this work is that 
we cannot provide sound results on real world application of the presented approach yet. 
As a result, the potential advantages mentioned above are uncertain and practical issues 
hampering the adoption of long-known modeling techniques like 3LGM² [2] until today 
may remain predominant. 

Despite of the good intention not to distort core concepts of the modeling technique 
the third detail level of the ETL-process modeling deviates from the original 3LGM² 
concept because it merges technical and concept layer. This is not inherent in the 
approach and could also be properly abstracted, but the proposed reference model 
merged it simply due to practical reasons. 

As mentioned in the introductory section established tools supporting the GUI-based 
development and operation of ETL-processes exist. These were not found in the literature 
review although one could argue that such tools implement ETL-modeling techniques. 
However, ETL-process modeling techniques with a technical detail oriented perspective 
where not the focus of this work. The objective was to find a technique, which can help 
in management and maintenance of ETL-processes, as well as to serve as a kind of 
interface between regular IT-management, clinical data warehousing and secondary data 
users. Our findings indicate that the presented approach for modeling of ETL-processes 
and thereby processed information based on 3LGM² and openEHR can support that.  
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Abstract. Background: One of the most important features studied for adoption of 
terminologies is content coverage. The content coverage of SNOMED CT as a large 
scale terminology system has been evaluated in different domains by various 
methods. Objectives: This study provided an overview of studies evaluating 
SNOMED CT content coverage. Methods: This systematic literature review covered 
Scopus, Embase, PubMed and Web of Science. It included studies in English 
language with accessible full-text from the beginning of 2002 to November 2017. 
Results: Reviewing 62 studies revealed that 76 percent of studies were carried out 
in the US and other countries started to study in this regard from 2007. Most of the 
studies focused on the comparison of SNOMED CT with disease classifications in 
the domain of "diagnosis and problem list". Conclusion: Studying the trend of 
studies in different countries shows that SNOMED CT content coverage is not 
limited to the early stages of SNOMED CT adoption. However, evaluation methods 
are likely different due to the stage of SNOMED CT implementation. Therefore, it 
is recommended to identify and compare evaluation methods of SNOMED CT 
content coverage in future studies.  

Keywords: Systematized Nomenclature of Medicine, Terminology, Terminological 
systems, Content coverage, Evaluation 

1. Introduction 

Applying terminological systems (TS) at the time of data capture is one of the 
requirements for documentation in electronic information systems [1,2]. Terminologies 
have a wide range of applications such as user interface for knowledge resources 
including guidelines [3], critical pathways and reminders; decision support systems[4] 
and practice analysis support in quality improvement, epidemiology and outcomes 
analyses [1,5-7]. Capturing data based on TS allows for data reuse [5,6,8]. Hence, it is 
critical to 1) select and implement suitable TS and 2) evaluate it after adoption.  

SNOMED CT has been used as both reference terminology [9-11] and interface 
terminology [12,13] in information systems as well as research studies. This terminology 
is known as the primary infrastructure for data interchange in EHR. SNOMED CT usages 
in different studies are classified into 15 categories and five main focus categories [14]. 
One of the focus categories is "evaluatio”" which is divided into two subgroups: 1) 
"Prove merit" dealing with studies evaluating the advantages of SNOMED CT in 
operational settings, and 2) "Retrieval or analysis of patient data" which deals with 
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studies evaluating SNOMED CT used for capturing data in patient care. In the latter case, 
the approach is changing from a focus on using SNOMED CT for capturing data to using 
"the captured data"[14]. As ASSESS CT project of EU studied the fitness of SNOMED 
CT to be used as a potential standard for EU-wide eHealth deployments [15]. One of the 
most important issues in studies of this subgroup is "content coverage" [7,16]. In fact, it 
is the "quintessential feature" of TS [17]. Having had a wide range of applications and 
considering its development in more than thirty countries [18], SNOMED CT evaluation 
methods for content coverage need to be identified and evaluated to assure its 
development in parallel with the growing implementation of TS in health care 
information systems.  In a bigger study, we have focused on this matter. So as part of it, 
in this paper, we are going to provide an overview of studies evaluating SNOMED CT 
content coverage.   

2. Methods 

2.1. Search Strategy 

Databases including PubMed, Scopus, Embase and Web of Science were searched 
without time limitation. The Mesh term "Systematized Nomenclature of Medicine" and 
all its entry terms were searched with “OR” operator. In addition, we searched different 
terms for evaluation such as Evaluat*, Assess*, analys*, analyz*, test* and audit* [19] 
using "OR" operator. Additionally, the term "coverage" was also searched. All of the 
three search strategies were conducted in titles, abstracts and keywords.  Finally, the 
results of the above searches were combined together using "AND" operator. The 
research team also checked the references of the retrieved articles to find any related 
articles missed through the searching process. 

2.2. Study selection and eligible papers 

We included English papers dealing with content coverage evaluation in SNOMED CT 
from 2002 (the first edition of SNOMED CT) to 2017. Papers whose full-text was not 
accessible and papers related to previous version of SNOMED were excluded.  

Study selection steps were as per PRISMA flow diagram. After importing the 
selected articles into the EndNote, the duplicate items were excluded. Two members of 
the research team (A.ST and F.K) separately screened all the titles and the abstracts of 
the papers. Papers were separately grouped as 1) relevant, 2) need to more review, and 
3) not relevant. The two researchers discussed over the cases of disagreement in presence 
of the third member (M.A) of the team. In the next step, the two researchers studied the 
papers in groups 1 and 2 independently. Having reached consensus, the research team 
selected related papers meeting the objectives of the study. 

2.3. Data extraction and summarizing 

Required data were extracted from the selected articles based on data elements by the 
two researchers (A.ST and F.K). For disagreement cases, the two researchers discussed 
over items extracted from the articles in presence of the third researcher (M.A). Finally, 
they agreed on the cases based on majority vote. 
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Figure 1. Details of selection of the studies based on PRISMA flow diagram. 

3. Results 

Out of 366 papers retrieved through the search strategy and studying the resources, we 
obtained 118 papers excluding duplicated items. After screening the titles and abstracts, 
28 more papers were excluded from the study. Therefore, 90 papers remained for full-
text study. Twenty-eight papers were also excluded from the study: 26 papers after 
applying the exclusion criteria and 2 papers through data extraction. Ultimately, 62 
publications were selected for the final analysis. Figure 1 depicts the details of selection 
of the studies based on PRISMA flow diagram. 
 

 
Figure 2-Trend of studies from 2002 to 2017 
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Table 1. The frequency and percentage of published papers by country 

Country n % 
USA 47 76% 
Netherlands 4 6% 
Sweden 3 5% 
Korea 2 3% 
Canada 1 2% 
France 1 2% 
Germany 1 2% 
Denmark 1 2% 
Argentina 1 2% 
Kenya 1 2% 
Total 62 100% 

 

Figure 2 shows the trend of studies from 2002 to 2017. Most of studies were carried 
out in 2006 and 2011.Twenty-four percent of the selected studies were presented in 
conferences. AMIA Annual Symposium Proceedings and Journal of the American 
Medical Informatics Association had the maximum share of published articles (45 
percent). 

3.1. Countries 

Most of the studies were carried out in high income countries. The extracted data showed 
that 76 percent were published in the US and 16 percent in Europe. However, the 
Netherlands had the highest share (50%) in Europe (Table 1). 

Having in mind the first edition of SNOMED CT published in 2002 and its 
internationalization in 2007, Table 2 shows the trend of the studies in different years by 
country in three periods. Seventy-three percent of the total studies were carried out after 
internationalization of the system (2007), and this figure was 86 percent in other 
countries apart from the US. 

3.2. Domain 

Table 3 shows the results by the evaluated domains. The domain with maximum shares 
included Diagnosis and Problem List and Radiology. The focus of all studies out of the 
US was Diagnosis and Problem List, Nursing and Oncology.  

3.3. Terminological systems 

Studies show that the evaluation of SNOMED CT content coverage was carried out either 
by itself or in comparison with one or more terminology systems. The findings of this 
research are: 
� Evaluating the content coverage of SNOMED CT by itself: 29% (18 cases)  
� Evaluating the content coverage of SNOMED CT with another system: 34% (21 cases)  
� Comparing the content coverage of several terminology systems including SNOMED 

CT: 37% (23 cases) 
 

Table 2. The frequency of papers published in three different time periods by grouping of countries 

 Years range Total USA Other countries 
n % n % n % 

2002-2006 17 27% 15 32% 2 13% 
2007-2011 24 39% 16 34% 8 53% 
>2012 21 34% 16 34% 5 33% 
 Total 62 

 
47  15  
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Table 3. The frequency of domain evaluation in SNOMED CT content coverage 

Domains groups n  % 
Diagnosis and Problem list 34 51% 
Nursing 4 6% 
Radiology 4 6% 
Ophthalmology 2 3% 
Medical Guidelines 2 3% 
Adverse drug reactions 1 2% 
Dental finding  1 2% 
Oncology 4 6% 
Clinical research concepts 4 6% 
Allergy 2 3% 
Disability 2 3% 
Herbal terms 1 2% 
Phonemics 1 2% 
Total 62  

 
Table 4 shows the terminology systems had been studied. Most of evaluation studies 

were carried out against disease classification, UMLS and LOINC with 26, 24, and 10 
percent, respectively.  

Fourteen studies also addressed the comparison of SNOMED CT with interface 
terminologies which; in fact, was a combination of various terminology systems based 
on the user needs.  
Thirty-nine percent of papers did not mention the version of SNOMED CT or UMLS 
clearly. 

 
Table 4. The frequency of other terminology systems in SNOMED CT content coverage 

Category title (total)  
Classification of diseases (16) n 
      ICD-9-CM 7 
      ICD-10-CM 2 
      ICD-10 4 
      ICD-11 1 
      ICD-O-3 1 
      ICF 1 
UMLS (12) 
Medication and Allergy terminologies (9)  
     MedDRA 3 
     RxNorm 2 
     NDF-RT 2 
     UNII 2 
LOINC (6) 
Imaging terminologies (4)  
      RadLex 4 
Interface terminologies(14)  
      Medcin 4 
     Veterans Benefit Administration codes (VBA) 3 
      Cancer Data Standards Registry and Repository (CaDSR) 1 
     Categorical Health Information Structured Lexicon (CHISL) 1 
      Healthcare Data Dictionary (HDD) 1 
      Phenoslim terminology (PT) 1 
      Mayo clinic vocabulary 1 
     Diagnoses for Intensive Care Evaluation (DICE) 1 
Nursing  terminologies (3)  
      ICNP 3 
Other terminologies (4)  
     CPT 2 
     MESH 2 
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4. Discussion 

The aim of this review is to provide a general overview of articles addressing evaluation 
of SNOMED CT content coverage. The obtained results can generally be classified into 
four main categories: 1) Place of the studies (countries), 2) Trend of studies in the time 
limit of this study, 3) Terminology systems compared with SNOMED CT in studies of 
content coverage evaluation and 4) Domains evaluated. 

Studies addressing evaluation of SNOMED CT content coverage were carried out 
in a few countries with high income. Seventy-six percent of the studies were in the US. 
The contribution of this country before 2007 (before internalization of SNOMED CT) 
was 88%. However, in an earlier review article, Lee et al (2014) who studied the usage 
of SNOMED CT from 2001 to 2012 showed that the contribution of the US was 53%[14]. 
Our study showed that the contribution of European countries was 16%. Fifty percent of 
the studies in Europe were published by the Netherlands. The significant point was that 
there were no studies from England and Australia in this subject. However, Lee et al 
(2014) reported the two countries along with France had maximum number of articles 
after the US [14]. The countries did not have any studies in the evaluation domain.  

Studying the trend of studies carried out within the period of our study shows that 
content coverage evaluation has grown since 2007. Ninety-three percent of the total 
studies in all countries excluding the US were carried out after 2007. Since content 
coverage studies are included in SNOMED CT predevelopment [14], it is natural for new 
country members of IHTSDO to study on this domain at initial years of membership. For 
example, combination of some studies [3; 18-24] in the Netherlands led to the 
development of an evaluation framework for characterizing terminological systems[17]. 
It is a good example of specialized follow-up for SNOMED CT adoption in this country. 

In some of studies evaluating SNOMED CT content coverage, other TS were also 
used.  Studying compared to SNOMED CT showed that they were either carried out 
alone or in comparison with other TS. They include SNOMED CT content coverage 
evaluation compared to medical record texts or clinical cases (29%), and content 
coverage compared to other TS (81%). The systems for diseases classification had the 
highest portion (26%). It can be the weakness of classification systems in covering 
specific terms at the time of clinical data capturing [25]. Moreover, most of studies in 
this topic introduce SNOMED CT terminology systems as the best terminology system 
for improving content coverage in different domains [9; 13; 26-29]. Some of the studies 
compared SNOMED CT system with interface terminologies such as Medcin [12; 13; 
30], CHISL [13]  and Mayo clinic [16; 31]. Since such TS are used for systematic 
recording of data in most IHTSDO member and non-member countries, development of 
a framework for their evaluation is necessary. This issue is technically discussed in [32]. 
UMLS – as a terminological system and also a controlled meta-thesaurus – is known for 
creating interoperability between computerized systems [33]. Twenty-four percent of 
studies directly mentioned that they had used UMLS tools in different stages of their 
study. It can, therefore, be implied that UMLS tools not only affect on interoperability 
but also on terminological systems. 

 SNOMED CT covers a wide range of domains. The findings of this research shows 
that most of the studies were carried out in "Diagnosis and problem list"(51%). This 
confirms Studying [14] the evaluated domains shows that selecting them gets more 
specialized through the years and the studies focus on a disease advanced findings. For 
example, studies [34-36] concentrate on content coverage of a specific disease.  
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We just reviewed articles in English with accessible full-text. However, there might 
been studies addressing content coverage of SNOMED CT in other languages which we 
missed.  

5. Conclusion 

Our review showed that the number of studies addressing evaluation of SNOMED CT 
content coverage is growing and the topic is considered by different countries which 
most of them are high income countries. Although content coverage is basically carried 
out at the preliminary stages of SNOMED CT adoption, our study revealed that such 
studies do not stop; however, the evaluation methods may change. Therefore, the 
identification and comparison of SNOMED CT content coverage – which is being 
carried out as a future study.  
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Abstract. Medication errors are common in healthcare settings. To prevent these 
errors, use of modern technology is suggested. Improvement of medication 
administration system particularly at the time of drug administration is mandated in 
Iran. Barcode medication administration (BCMA) systems are useful in this regard. 
This study was conducted to assess nurses’ attitude for the use of BCMA systems. 
To this end, 283 randomly selected nurses working in teaching hospitals were 
surveyed using a five point Likert scale questionnaire. The most positive attitudes 
were related to the role of BCMA in reducing medication errors (4.02±0.8), 
improving performance (3.8±0.99), productivity (3.8±0.97) and making patient care 
easier (3.83±0.9). Only 9.9 percent of nurses did not like to use the technology. 
There was no significant difference between nurses in terms of their age, experience, 
education, and hospitals. In conclusion, nurses’ attitude about BCMA was in a 
relatively good level. However, there is a need to train nurses for the use of this 
technology. 

Keywords. Barcode medication administration system, Medication errors, 
Medication systems, Nurses, Readiness assessment  

1. Introduction 

Patient safety is one of the most important aspects of healthcare quality [1]. One of the 
critical aspects of healthcare services is the medication administration process. 
Medication errors are among the most frequent and important patient safety threats. 
Medication errors are the eighth leading cause of death in America [2] and may occur in 
each of the medication process steps including prescription medication, transcription of 
physician’s orders, drug dispensing, administering the drugs to patients or controlling 
the drug effects [3]. A study in Iran showed that nurses spend more than 40 percent of 
their working time on giving drugs to patients, so maintaining safety and preventing 
medication errors in the medication administration process is of special importance [4]. 
A study has shown that medication errors for every nurse have been 19.5 cases per nurse 
on average within three months [5]. 
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The use of barcode medication administration system (BCMA) is suggested for 
improving patient safety in terms of medication errors [6, 7]. BCMA controls “five rights” 
related to medication administration, including the right patient, the right drug, the right 
time, the right route and the right dose [8]. One study about this technology have shown 
improvement in medication errors caused by incorrect drug prescription (75%), patient 
misidentification (93%) and drug misidentification (62%) [9]. Other studies have also 
shown the effectiveness of this technology for reducing medication errors [10]. 

The US Food and Drug Administration obliged the use of medication bar-coded 
labels and predicted that many medication errors will be prevented with this obligation 
[11]. According to the “Iranian Evaluation Guide of Clinical Governance” published by 
the Ministry of Health, hospitals should identify patients with at least two identifications. 
Another standard in this regard, is establishment of a medication administration system 
particularly at the time of drug administration [12]. Therefore, BCMA is a good 
technology for these standards.  

Despite the benefits, adoption and acceptance of users are important. From previous 
studies, it was found that one of the main causes of system failure is the lack of 
participation and readiness of users [13]. Nurses have an important role in implementing 
health information technologies [14], especially BCMA, because they are the main users 
of BCMA. No studies have addressed the attitude of nurses to implement and use of this 
technology in Iran, therefore, this study was conducted with the aim of assessing the 
nurses’ attitude in teaching hospitals in Iran. 

2. Method 

Three hundred nurses from seven teaching hospitals affiliated with Iran University of 
Medical Sciences (IUMS), Tehran, Iran were invited randomly in 2016 to participate in 
the study. The sample size for each hospital was determined based on the number of 
nurses in each hospital. Finally 283 nurses (94%) participated. 

We used a questionnaire with eight questions in the form of five-point Likert scale. 
This study was conducted before implementation of BCMA technology to explore nurse 
attitude for future use. Therefore, the part 1 of the questionnaire was devoted to 
introduction of BCMA. In this part, we described the technology and related workflows 
to enable nurses to perceive the technology and its effects on their workflows. Attitude 
questions were designed based on several different studies [15, 16]. Content validity of 
the questionnaire was approved by 11 faculty members of the fields of nursing, health 
information management, medical informatics and a number of nurses working in 
hospitals (out of the sample). Reliability was assessed using Cronbach's alpha coefficient, 
so that 30 nurses out of the sample completed the questionnaire before the main study (a 
= 0.752). We distributed the questionnaires among the nurses and collected the 
completed ones several days after distribution. The Ethics Committee of IUMS approved 
this study. 

We scored the responses as follows: 1 for completely disagreed to 5 for completely 
agreed. Negative questions were scored inversely. The data were analyzed using 
descriptive (frequency, percentage and mean) and inferential statistics (non-parametric 
tests after checking the normality of data using Kolmogorov-Smirnov test) using SPSS 
20. We classified score as weak (<25% of score), moderate (25-50% of score), relatively 
good (50-75% of score) and good (>75% of score).   
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Table 1. Nurses’ attitude towards using BCMA 

Statements  Completely 
agreed 

Agreed So- So disagreed Completely 
disagreed 

Mean± 
SD 

It improves job performance.  67(23.7) 143(50.5) 
 

35(12.4) 
 

30(10.6) 
 

7(2.5) 
 

3.8±0.99 

It increases my productivity.  
 

66(23.3) 138(48.8) 45(15.9) 28(9.9) 6(2.1) 3.8±0.97 

It enhances effectiveness in job. 61(21.6) 
 

141(49.8) 
 

47(16.6) 
 

29(10.2) 
 

5(1.8) 
 

3.79±0.95 

It is fast to use in my job. 
 

53(18.7) 153(54.1) 34(12) 36(12.7) 6(2.1) 3.75±0.97 

It reduces medication errors. 78(27.6) 158(55.8) 
 

26(9.2) 
 

18(6.4) 
 

3(1.1) 4.02±0.84 

It makes caring for patients 
easier. 

59(20.8) 
 

152(53.7) 
 

39(13.8) 
 

29(10.2) 
 

3(1.1) 
 

3.83±0.91 

I do not want BCMA change the 
way I work. 

27(9.5) 61(21.6) 69(24.4) 101(35.7) 25(8.8) 3.1±1.1 

I would like to use this system. 
 

77(27.2) 140(49.5) 34(12) 20(7.1) 8(2.8) 3.92±0.97 

3. Results 

Among the participants, 85.9% of nurses were female. The mean and standard deviation 
(SD) of nurses’ age were 32.3±6.5 years and their average working experience was 
7.7±5.9 years. Most of them had a bachelor degree (94.3%) and 147 of them participated 
from general hospitals. Among them, 75.6% had participated in patient safety courses 
and 36% of them had courses or workshops about application of IT for patient safety.   

According to Table 1, the most positive attitude of nurses was about reducing 
medication errors (4.02 ± 0.8), improving job performance (3.8 ± 0.9), improving 
productivity (3.8 ± 0.97) and making patient care easier (3.83 ± 0.9). 9.9 percent of the 
nurses did not like to use BCMA technology. The lowest score was for nurses’ reluctance 
to changing their workflow using the technology. The average total score (30 ± 5.9 from 
40) showed that overall attitude of nurses was relatively good (75% of possible score). 
According to the table 2, nurses in general and specialized hospitals have similar attitude. 
The results also showed that the most positive attitude in general and specialized 
hospitals was related to the reduction of medication errors using BCMA and tendency to 
use the system. Comparing between the two hospital groups showed that there was only 
a significant difference between nurses’ attitude towards the speed of performing tasks 
using the system (p=0.007).  

 
Table 2. Nurses’ attitude in general and specialized hospitals towards using BCMA  

Statements  General Specialized P-value 
Bar coding system improves job performance. 3.9  ±0.9    3.78±1   0.415 
Bar coding system increases productivity. 3.88±0.9   3.74±1   0.279 
Bar coding system enhances effectiveness in job. 3.83±0.9   3.75±0.9 0.434 
Bar coding system is fast to use in my job. 3.9  ±0.8   3.59±1   0.009 
Bar coding system reduces medication errors. 4.05±0.8   4     ±0.9 0.804 
Bar coding system makes caring for patients easier. 3.86±0.84 3.8  ±0.9 0.777 
Overall, I don’t want the BCMA change the way I currently work. 3.14±1.1   3.11±1.2 0.755 
I would like to use this system. 3.98±0.9   3.87±0.9 0.212 
Total score  30.4±5.7 29.6±6.2 0.144 
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4. Discussion 

Ackerman et al argue that understanding human factors and its relations to technology 
and in fact, the socio-technical nature of health information technologies is a prerequisite 
of successful implementation of a technology in health settings [17]. Based on the studies, 
users’ perception is an influential factor for technology acceptance [18]. Other 
researchers introduce technology support and end users’ perception as the effective 
factors for BCMA implementation [19]. In this regard, we found that nurses’ attitudes 
were at a relatively good level and also there were no statistical differences between 
nurses’ attitude in general and specialized hospitals and their demographic and 
experience did not affect on their attitude.  

A study showed that two effective factors in BCMA acceptance by users are 
“understanding the profitability” and “ease of use” [20]. The present study showed that 
nurses have a good understanding about the usefulness of BCMA and believed that 
BCMA is suitable to reduce errors and improve performance and effectiveness. Studies 
showed that improvement is observed in medication errors using BCMA [9, 10]. Another 
study found that application of information technology increases nurses’ productivity 
and using the technology may save nurses’ time for patient care [21]. Our nurses have 
such an attitude about their productivity using BCMA. Other studies in other countries 
showed that nurses have a good attitude towards using BCMA [22,15]. These studies 
have similar findings to our results. 

Minda found that the time required for documentation by computers is considerably 
less than the time needed for manual documentation [23]. Our study showed that nurses 
have a positive attitude but they are concerned about the speed of the technology, because 
some nurses believed that the steps of nursing and patient care processes are increased 
after using BCMA. Holden showed that nurses need a lot of support and training to 
accept this technology [15], we observed that in the majority of hospitals there were no 
suitable training courses for this technology. Hostgaard showed that the use of specific 
training will accelerate the pace of acceptance and will finally create a positive outlook 
in nurses [24]. Mary et al. have emphasized on nurses’ training about BCMA using 
different modes such as guidelines, and tutorials [25]. Previous Iranian studies showed 
that nurses considered training about the technology very important [14]. In addition, 
other Iranian studies have evaluated the level of computer skills of nurses, which 
indicates the appropriate skills of nurses [26]. Therefore, we believe that the nurses need 
to be more trained about the BCMA and its processes to better understand the effect of 
this technology on their workflows in order to decrease this concern about the speed of 
the technology. 

We have some limitations that should be considered. First, Iranian studies are in 
early steps of implementing patient safety programs and using technologies for patient 
safety. The barcode technology has not been implemented in this country for medication 
administration; however, barcodes are currently used for other processes such as 
admission. Therefore, the findings may not reflect the real attitude of nurses. However, 
we believe that investigating nurses’ attitude before implementing a new technology is 
also important to predict future use of the technology. Additionally, although our 
questions were based on technology acceptance theories, we did not apply these theories 
to investigate effective factors on nurses’ attitude. Applying such theories provide more 
useful information for implementing the BCMA. In a bigger follow-up study, we are 
currently conducting such investigation. In addition, although we have a large sample 

A. Sheikhtaheri and S. Saravani-Aval / Nurses’ Attitude for Using BCMA System 223

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



size, they were from seven teaching hospitals. Therefore, our findings may not be 
generalizable to the country. 

In conclusion, nurses play a key role in the successful implementation of BCMA 
and we concluded that nurses have a positive view of this technology and tend to use it. 
Therefore, hospitals in Iran may develop plan to implement and use the BCMA 
technology, because this technology seems acceptable for nurses. However, 
implementing this technology requires funds, training and also organizational readiness. 
In addition, other main users such as pharmacists’ perspectives should be considered. 
Therefore, other studies should be conducted to assess the organizational readiness and 
identify the weaknesses in this regard. Additionally, training nurses regarding BCMA is 
also necessary.    
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Abstract. Background: This preparatory study accelerates an implementation of 
individualized monitoring and feedback of physical motion using conventional 
motion trackers in the rehabilitation process of geriatric trauma patients. Regaining 
mobility is accompanied with improved quality of life in persons of very advanced 
age recovering from fragility fractures. Objectives: Quantitative survey of regaining 
physical mobility provides recommendations for action on how to use motion 
trackers effectively in a clinical geriatric setting. Methods: Method mix of 
quantitative and qualitative interdisciplinary and mutual complementary research 
approaches (sociology, health research, philosophy/ethics, medical informatics, 
nursing science, gerontology and physical therapy). While validating motion tracker 
use in geriatric traumatology preliminary data are used to develop a target group 
oriented motion feedback. In addition measurement accuracy of a questionnaire 
about quality of life of multimorbid geriatric patients (FLQM) is tested. Conclusion: 
Implementing a new technology in a complex clinical setting needs to be based on 
a strong theoretical background but will not succeed without careful field testing. 

Keywords. Health monitoring, motion tracker, quality of life, geriatric assessment 

1. Introduction 

Due to demographic changes in Germany, the amount of those in need of care grows [1], 
which entails a known phenomenon: the management of falls and injuries in the elderly 
is complicated by side conditions like dementia and care needs. The anticipated increase 
of patients with hip fractures is 70%, for people over 80 years even 150% in the next 
three decades [2]. Those who already suffered an injury have an increased risk of a 
following fracture [3]. Patients will need in-patient and surgical therapy [4]. Lack of 
specialists in Germany and growing costs in healthcare and nursing care demand efforts 
to implement innovative technology in these sectors [5]. Early postoperative 
mobilization is essential to prevent muscular atrophy and contractures [6]. A functional 
musculoskeletal system is needed to maintain autonomy. Early mobilization leads to a 
statistically significant earlier hospital discharge [7]. Also dementia patients benefit from 
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exercise therapy [8, 9, 10]. Future research should focus on strategies how to 
continuously measure patient’s motion, developing complex personalized interventions 
[10]. This claim accompanies a current desideratum of gerontology: Exploring practical 
devices for continuous vitality measurement in everyday conditions [1], as low costs and 
usability plead for clinical practice [11]. Only by addressing age-related challenges in 
the transfer from the laboratory into the field setting, acceptable usability of the device 
in the target population can be guaranteed. Evidence based research faces special 
methodological challenges [12, 13]: General findings about treatment response and 
rehabilitee success do not exactly fit individual needs. There is an issue about scientific 
objectivity in efficacy studies on industrial devices. In the geriatric setting (relatives, care 
levels, dementia) decision-making and communication of information is complicated.  

Pending issues [11] on how to survey physical motion, provide feedback and 
measure quality of life in the rehabilitation process of geriatric trauma patients have to 
consider multiple perspectives: medicine, healthcare, patients, technical and social 
innovations, ethics and law. A preparatory study is conducted to answer a bundle of 
research questions and test methodological preliminary considerations concerning 
operationalization, data collection and analysis. This paper concentrates on the following 
research issues: How can customary motion trackers be used in hospitals? Are motion 
trackers accepted in the target group and why (not)?  

2. Methods 

Especially in the multidisciplinary and interdisciplinary field of geriatric medicine [14, 
15], an effective development and implementation of technical and social innovations 
requires interdisciplinary research. Researcher and clinicians are have to develop a 
research framework using a method mix of quantitative and qualitative methods to 
increase validity of measured values [16]. Method triangulation reinforces the credibility 
of the qualitative findings in addition [17].  

This preparatory study explores the research setting of a geriatric ward. Validity 
(content validity, construct validity, criterion validity) and reliability of questionnaires 
and measurement devices in this setting are tested. Based on the findings a motion 
feedback meeting the needs of the subjects is developed. The development of the 
instruments is based on a systematic literature review about quality of life in old age, the 
acceptance of technology and innovative assistant systems. Examining application of 
motion tracker and other instruments by statistical reliability and plausibility analysis 
and by qualitative techniques of fieldwork, to uncover possible error sources and to 
reinvent research goal based solutions. Therefore, writing a research record about all 
events after every research date interpreting based on inductive techniques as casuistry 
or as classifications, comparisons and contrasts, is necessary. Overall, particularly values 
and principles of research ethics are paid attention [18].  

2.1. Subjects 

The research design of the study (pretest-posttest-design) is based on a longitudinal data 
collection. Subjects are patients on the geriatric trauma ward CURA at the Caritas-
Krankenhaus St. Josef, Regensburg, Germany after surgery for hip fracture. Recruitment 
will start postoperatively by obtaining informed consent. Data collection begins post-
surgery until discharge (about 14 days per patient) and in the domestic situation after 
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rehabilitation center. Patients who suffer from severe cognitive impairment (e.g. 
dementia, delirium) are also included if informed consent is given by their custodians.  

No medical intervention is part of the study. The device complements hitherto 
applied vitality and motion measurement in daily clinical routine. Additionally, the main 
study will have three four-month research periods to investigate how feedback affects 
motion and how wearing a device alone affects motion itself (nonequivalent-control-
group-design). For each period, a number of n=48 is expected. Data collection includes 
relevant data from patient records like geriatric assessment scales of cognition, emotional 
status, mobility, status of sensory organs, care level, independence in everyday life, 
psychosocial aspects [19, 20]. 

The prospective study includes all hip fracture patients who agree to participate from 
17/11/06 to 18/02/28 (n =10). These patients are provided with a motion tracker shortly 
after surgery. Data collection will cover the remaining inpatient hospital stay, usually 10 
to 14 days. FLQM questionnaire [21] is also tested on other geriatric patients who are 
not included in motion tracking (n ≥ 30) to run an analysis of reliability of the scales. 
First when starting and secondly after finishing the motion-tracking subjects are 
surveyed on their subjective quality of life and the acceptance of the applied technology. 
Next to testing the reliability of scales and their level of representing the research 
questions, the usability for the target group is reviewed. Based on the findings and on the 
literature review motion feedback will be developed for the group of old patients. 

2.2. Questionnaires and interview questions 

The prospective interest & methodological approach is how to measure subjective 
quality of life in very old aged patients who recently had hip fracture surgery as well as 
how to measure acceptance of innovative technology and wearing a tracking device for 
the first time. Measuring historically, culturally and societally determined subjective 
quality of life means that questioning should be held clear and short, especially in the 
case of old and very old people [22]. Unpleasant feelings should not be addressed and an 
actual change in the subjective quality of life should be possible to be determined [23].  
FLQM [21] is an individualized instrument for the quality of life of multimorbid older 
people, comprising qualitative and standardized quantitative parts. FLQM was chosen 
based on a systematic literature review. Subjects get a printed table containing a scale 
(1-6, respectively 1-5) with written explanations in large font. The interviewer supplies 
data entry on an extra scale shed. Subjects themselves indicate four to six areas of life 
important to their individual quality of life. Subjects are rating each area according to 
their individual degrees of “contentment” and “importance”. In addition, two general 
statements on quality of life and the current emotional status are recorded. Furthermore, 
the FLQM includes statements of the Philadelphia Geriatric Centre Morale Scale 
(PGCMS). Reliability of scales will be analyzed in 18/02.  

In the project BETAGT [24] a multimethod instrument for measuring acceptance of 
new technology in institutional contexts was developed that suggests a three-scale 
questionnaire for old people. For the prospective study, the measurement of acceptance 
is included in the measurement of quality of life that takes a relatively long amount of 
time. For this reason, the items of BETAGT have to be open interview questions, about 
subject’s previous experience, their attitude and knowledge about technology and new 
technology. Data analysis by thematic encoding is scheduled in 18/02.  
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2.3. Monitoring physical motion and patient records 

The choice of the motion tracker (FitBit Alta HR) is based on the quantitative criteria 
“validity”, “battery boost and dwell” as well as on the qualitative criteria “chafing 
prevention” and “water density” due to hygiene requirements. The prospective study 
measures physical motion and evaluates the usage of the device FitBit Alta HR. Battery 
life covers five days. Data downloading is possible while charging the device by 
connecting to a personal computer, laptop or a tablet or via Bluetooth using a smartphone 
application without recharging. Therefore, study personal has to see the patient on a 
regular basis which is an appropriate time to check the technical function, patient comfort 
and continuity of measurement. The field experiment also aims at finding out how 
charging and managing data retrieval. Visiting hours are from 8 am to 8 pm. An online 
tool of FitBit provides a graphical data review, depending on the individually set goal 
(preset in every FitBit: 10.000 steps per day, which is not usable for patients). The 
smallest time interval consists of 15 minutes. Heartrate is displayed in a three-colored 
systematic line chart. Extracting the data via .csv includes motion (steps on a daily basis 
and within a 15-minutes period) and sleeping activity.  

To find out patient record data relevant for further analysis and the appropriate data 
collection process respecting data privacy issues, a conception of patient education 
including ethical and legal aspects was established. A manual data collection and a 
literature review on geriatric assessment scales is going on, which will lead into 
explorative data analysis with more extensive analysis. 

2.4. Motion feedback 

Development of motion feedback follows certain study findings [25, 26, 27, 28, 29] 
reviewed systematically by means of searching PUBMED on “exercise” AND 
“gerontology” AND “feedback” (filter: humans, last 10 years). For promotion of motion 
in geriatric rehabilitation a weekly feedback was given in numerically and graphically 
style. The displayed data based on the motion time in comparison to the goal time, 
whereas goals were adapted weekly [30]. 
Considering the fact that patients in different stages of cognitive impairment (e.g. 
dementia, delirium) are included in the study, findings and successful methods from 
practice projects using innovative technology have been considered [31, 32, 23, 34]: 
Using tablets was found to be a practicable medium to communicate with the patients 
and to activate them. However, light and visibility conditions as well as standardized, 
ritualized procedures with defined beginnings and ends have to be carefully defined. The 
motion feedback is based on these findings and will be put into test in January 2018. 

3. Results 

The prospective study detects errors and constructs solutions outside of the laboratory in 
the research field, so that reliable and valid measurement instruments are available for 
subsequent studies.  

It turned out, that patients with visual disability cannot read their scale sheds of 
FLQM. So, the interviewer had to read the questions and scales out loud, sometimes two 
or three times, which led to a lack of clearness on grades of scales. This caused subjective 
requests of the interviewer. PGCMS was too tedious for subjects and addressed very 
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private emotions. Similar diagnostic data can be found in the scores of geriatric 
assessment, which is part of the medical treatment process anyway. Having answered the 
FLQM for about 30-45 minutes, only a few patients are able to answer additional 
questions concerning the acceptance of technology. They seem to remember using 
innovative technologies before on following days, when they feel regenerated.  

Some problems and challenges summed up: Organizational reasons in hospitals do 
not allow a concurrent data collection from patient records and tracked data. A new 
subject can only be added every month in the FitBit system (age, weight, gender, height, 
step length, arm side can be changed regularly), so that a large number of devices is 
necessary. Number of steps are displayed only for divisions of 15-minute periods per 
hour. The device cannot always distinguish between steps and motion on ergo-bike or 
slowly driving a wheelchair. It would be important to differentiate between steps or 
motion on ergo-bike or driving a wheelchair. Quantitative analyzes are currently running, 
and will be published soon. 

4. Conclusion 

Using customary motion trackers as a clinical assessment equipment for motion, 
heartrate and sleeping/night activity offers an individualized, objective, efficient, 
continuous measurement on the actual progress of rehabilitants recovering from a hip 
fracture. Therefore, they help to assess the rehabilitation process, also after the hospital 
stay back in the home environment of the patients. If treatment advances are low, it is 
possible to intervene early (through feedback).  

The great challenge is transferring study findings from the laboratory to the field and 
into everyday practice. Customary devices are not produced for research interest, but for 
the general user market. The elderly do accept the device as it wears like a wristwatch, 
however only a small minority will be able to operate the motion tracker without help.  

A disadvantage for the quantitative researcher is the restricted access to the collected 
user data. For the implementation in the clinical and home rehabilitation process, 
relatives or caregivers have to be provided with a practicable solution how to interpret 
the resulting numbers and graphics. In this respect aim of the study is the development 
of a visual and audible output of motion (motion feedback) which can easily be used by 
patients, caregivers or relatives. Data downloading is possible while charging the device 
by connecting to a personal computer, laptop or a tablet or via Bluetooth using a 
smartphone application without recharging. Therefore, study personal has to see the 
patient on a regular basis which is an appropriate time to check the technical function, 
patient comfort and continuity of measurement. 

The fact that battery life covers only about five days is a challenge itself. This 
includes a lot of charging during the research process, which is considered nearly 
impossible during a longitudinal study with a large number of subjects. So, we consider 
to use a similar comfortable device that lasts up to one year for the next study. Subjects 
can keep their device on their wrists during data downloading, then is necessary at least 
once a month, and during feedback.  

To measure the social-science aspects the interviewer should be alone in the room 
with patient and always write a research record. Questions about psychosocial aspects 
should be fully taken from already existing geriatric assessment scores in the hospital, so 
geriatric patients don’t get too tired. As a result, it should be possible to conduct 
interviews on following days. This could also reduce item nonresponse. Interruptions 

A. Altenbuchner et al. / How to Measure Physical Motion and Impact of Individualized Feedback230

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



have to be noted in the research record. Interruptions can be added as a variable to test 
the statistically on changes in response behavior.   

It is necessary to collect scores from medical records immediately after including a 
new subject.  
All in all, a field study researching the subjects is possible by accurate preparation. The 
ongoing preparatory study reveals some parts where measurement errors can be 
prevented in further research. In following studies, it is required to use different devices.  
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Abstract. Background: The challenges of using health information systems in 
developing countries are different from developed countries for various reasons 
such as infrastructure and data culture of organizations. Objective: The aim of this 
study is to assess managers' access to key performance indicators (KPI) via Hospital 
Information System (HIS) in teaching hospitals of Iran. Methods: All managers 
(Census method) of the four teaching hospitals affiliated to Hormozgan University 
of Medical Sciences (HUMS) were included in this study. KPIs which are linked to 
the strategic objectives of organizations were adopted from the strategic plan of 
HUMS. The questionnaire used in this study included three categories: Financial, 
Human Resources and clinical. One-sample t-test was used and the significant 
difference score was calculated for the acceptable level. Results: We found that HIS 
cannot facilitate access to KPIs for managers in the main categories, but it was 
effective in two subcategories of income (p=0.314) and salary (P=0.289)). 
Conclusion: A study of barriers to the use of managers of HIS in hospitals is 
suggested.  

Keywords. Hospital Information Systems, Health Information Management, 
Hospital Administration, Iran. 

1. Introduction 

The benefits of the adopting HIS in health care organizations, have been confirmed in 
several studies [1-6]. The data which was generated and transformed to information and 
knowledge by these systems highlight the vital role of information systems in an 
organization, i.e.  information alone is not “power”, but using it at the right time and right 
place shows  “power” [7]. Facilitation and acceleration of access to Key Performance 
Indicators (KPIs) are the main requirements of any organization after the implementation 
of the systems in hospitals [8]. Meeting its strategic goals, an organization needs to define 
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success and track its progress. KPI has an important role in determining the 
appropriateness of the main tools used to systematically monitor, evaluate, and 
continuously improve service performance in most advanced economies, in middle- and 
low-income countries [9].  

Moreover, only information systems which potentially have the characteristics of 
accessibility, usability, reliability, adaptability and response time are capable of 
producing high quality data and information for a knowledge-based management in 
health care organizations [10]. Lammintakanen et al have categorized the barriers of 
information systems use into two groups: 

� Barriers to use related to information content 
� Barriers to use related to information systems [11] 
However, the use of the information by managers has been reported to be the most 

important issue in organizations with a poor data culture. Focusing on the relationship 
between culture and use of information by the managers, Kevinen et al. recommended 
the application of different strategies to strengthen the use of information in 
organizations [12]. As a result, when evaluating and using the system, managers should 
take into consideration the usability of the information [10,13]. The purpose of usability 
evaluation is to determine the strengths and weaknesses of information systems and to 
provide guidelines for the improvement of their applications [10,14,15]. 

The past decade has witnessed the rapid adoption of HISs in many hospitals in Iran. 
Although extensive research has been carried out on the evaluation of HISs, no single 
study exists which adequately covers the use of the information generated by these 
information systems in different areas of hospital management. The aim of this study is 
to assess of managers' access to KPI via HIS in teaching hospitals. 

2. Methods 

This descriptive and analytical cross-sectional study was conducted in 2016. The study 
population included all strategic, tactical and operational managers in four teaching 
hospitals of Hormozgan University of Medical Sciences (HUMS). Due to limited 
research population, census method instead of sampling was used in this study. 

Since KPIs are linked to the strategic objectives of organizations [9,16], KPIs of this 
study were extracted from the strategic plan of HUMS and the national health indicators 
published by Iran's Ministry of Health and Medical Education [17]. Considering the HIS 
adoption and implementation, the studied hospitals were at different stages. Hence, 
hospital managers answered questions regarding accessibility to KPIs by HIS according 
to the stage of HIS adoption. The questionnaire included three categories: Financial (27 
items), Human Resources (19 items) and clinical (22 items).Questionnaires were 
distributed on the basis of organizational positions. They were asked to identify access 
to the information with three-choices of answers "yes" (one point) and "no" and "I have 
no idea" (zero points). To calculate the score of each item, the scores were added together 
and divided by the number of questions. Then, the score for each section was assigned 
between zero and one, and scores above 0.7 were considered to be acceptable. The 
significant difference score was calculated for the acceptable level and one-sample t-test 
was used. ( ≠μ 0.7vs.  =μ 0.7) 
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3. Results 

A total of 126 questionnaires, completed by 106 managers, were collected. Some of the 
questionnaires were completed by the same managers in different areas for example the 
manager of financial office completed two more questionnaires in addition to the 
questionnaire directly related to his own area. The participants of the study consisted of 
81.9% female and 18.1% male managers. In addition, 79% of the managers under the 
study had bachelor’s degree with positions mostly at tactical and operational 
management level while strategic managers formed 4.8% of the total research population 
were general practitioners and specialists. 

To assess of managers’ access to KPIs via HIS, the areas under the study were 
divided into 6 subcategories including 37 indicators. According to the results (Table 1), 
managers’ access to financial information via the HIS was significantly lower than the 
appropriate level (P=0.004). In this category, access to information related to income, 
was at an appropriate level (p=0.314) whereas the subcategory of access to the 
information related to costs was significantly lower than the appropriate level (p<0.001). 

Managers’ access to human resources management indicators via the HIS was 
significantly lower than the appropriate level (P=0.003). Moreover, in the subcategories, 
access to information related to productivity was significantly lower than the appropriate 
level (P=0.001). However, the information related to salary was in the appropriate level 
(P=0.289).  Managers’ access to clinical information via HIS was significantly lower 
than the appropriate level (p<0.001) and in the subcategories, the average scores were 
significantly below the appropriate level (P <0.001). On the other hand, the rate of 
managers’ access to KPIs through HIS in financial, human resources and clinical 
management were (56%), (48%) and (47%), respectively. These findings appeared to be 
lower than the appropriate level (Table 1). 

4. Discussion 

The main purpose of this study was to assess of managers’ access to KPIs via HIS in 
HUMS hospitals. Although the findings of this study suggest that HIS in hospitals under 
the study did not facilitate managers’ access to information in any of the main categories 
while in some subcategories (income and salary) they were favorable. Similarly, other 
studies in Iran, reported of inefficiency of HISs in meeting the information needs of 
managers too [14,18-21].  

 
Table 1. Results of assess of managers’ access to KPIs via HIS in HUMS 

P-
value 

95% Confidence 
Interval  t0 

Standard 
deviation 

Mean 
scores Subcategories Categories 

<0.001 (0.26-0.49) -6.02 0.23 0.37 Cost 
Financial 0.314 (0.65-0.84) 1.06 0.18 0.75 Income 

0.004 (0.46-0.65) -3.05 0.28 0.56 Total 
0.001 (0.21-0.51) -4.86 0.24 0.36 Productivity Human 

Resources 
Management 

0.298 (0.37-0.81) -1.09 0.36 0.59 Salary  
0.003 (0.34-0.61) -3.36 0.33 0.48 Total 

<0.001 (0.48-0.59) -5.63 0.26 0.54 Structure/Process  
Clinical <0.001 (0.35-0.46) -10.59 0.24 0.41  Outcome 

<0.001 (0.43-0.51) -10.94 0.26 0.47 Total 
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According to research findings, managers’ access to KPIs showed that the financial 
category appeared to be relatively more effective (56%) than other categories.  These 
finding supports the findings of other Iranian researchers in universities of medical 
sciences in recent decades [14,18-21]. This finding places Iran in the early level of 
computerization on the basis of the categories of Medical Records Institute [8]. Moreover, 
most HIS projects in Iran are planned for automating financial processes in hospitals 
[18,21,22] therefore, it goes without saying that managers’ access to financial 
information is more than other categories especially more than the main category of 
clinical information. Low level of access to subcategory of the information related to 
cost was an indirect issue that in which most of the information related to cost of the 
hospital were not recorded by the system. Often, other information systems which are 
not integrated with the HIS and are independent of the main system of the hospital 
provide the access to the information related to the cost for the managers. While an 
integrated HIS including human resources systems, data management, and financial 
systems and health care processes are more effective in increasing the use of information 
systems [12,23,24].  

Research findings in the category of human resources show that HIS was not 
favorable in this category however the effect of HIS was desirable in the subcategory of 
information related to employees’ salary. This subcategory is one of the administrative 
uses of HIS which has been stressed on its adoption in Iran [18,21,22,25]. It is worth 
mentioning that systems similar to this subcategory which are independent of HIS are 
extensively employed in hospitals but in most cases, they are not integrated with HIS.  

Regarding managers’ access to information in the clinical category, the finding of 
this study was not favorable and this is in line with the findings of other studies 
performed in Iran [14,18,19,21,22,25] and other developing countries [4,24,26,27]. This 
finding suggests that the effect of HIS on managers’ access to information was reported 
as “unsatisfactory”.  There are two reasons which seem to be responsible for this. First, 
HIS is not function as a tool to produce the information required in the hospital [11]. In 
the development phase, weaknesses in various stages of development of information 
systems such as the analysis and design of the software caused by lack of needs 
assessment, engagement of mangers in adopting HIS due to problems in user-friendliness 
of systems, and imprecise and impractical reports on the functionality of systems 
[10,11,21,28] are some of the problems. In the startup phase, inadequate training of staff 
and users, the complexity of the system, lack of integration of information systems, lack 
of resources, inadequate understanding of information technology, poor support of the 
vendors to build a complete report development, absence of a long-term planning system, 
resistance to change are other reasons responsible for the weaknesses [10-12,18,21]. 
Second, information may be available in HIS but is not considered to support 
management for reasons such as lack of updated information in the system, non-valid 
information and information segregation in HIS, all of which may make the poor 
usability of information systems [11]. 

5. Conclusions 

Due to the flaws of the system to meet the information needs of executives in different 
categories, a study of barriers to the use of information system managers in any 
organization is suggested. Moreover, at the time of purchase and procurement of 
information systems in the request for proposal, the information needs of clinical and 
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human resources categories should be identified, included and data integration policy 
should be followed up in HIS. 
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Abstract. Background: Diabetes mellitus is one of the most prominent examples of 
chronic conditions that requires an active patient self-management and a network of 
specialists. Objectives: The aim of this study was to analyze the user and legal 
requirements and develop a rough technology concept for a secure and patient-
centered exchange platform Methods: To this end, 14 experts representing different 
stakeholders were interviewed and took part in group discussions at three workshops, 
the pertinent literature and legal texts were analyzed. Results: The user requirements 
embraced a comprehensive set of use cases and the demand for “one platform for 
all” which is underlined by the right for data portability according to new regulations. 
In order to meet these requirements a distributed ledger technology was proposed. 
Conclusion: We will therefore focus on a patient-centered application that 
showcases self-management and exchange with health specialists. 

Keywords. Diabetes mellitus, patient-centered care, distributed systems.  

1. Introduction 

Diabetes mellitus has become a serious public health problem in many countries around 
the globe that affects 1 in 11 adults, with increasing prevalence values worldwide [1]. 
90% of all diabetes patients have type 2 (DM II) [1]. Often, it is associated with co-
morbidities particularly the metabolic syndrome, which includes obesity, dyslipidemia 
and arterial high blood pressure [2]. Diabetic patients including those with DM II possess 
a high risk of developing late complications such as the diabetic foot syndrome and 
retinopathy [3]. The severity, chronicity and complexity of DM II leads to the question 
of how the condition can be improved and of how health IT can help to solve challenges 
specific to DM II. These are (1) the early diagnosis of the disease, (2) prevention of late 
consequences, (3) inter-professional cooperation (e.g. medical specialties, wound 
experts, physiotherapists), (4) monitoring of crucial blood values to adjust the therapeutic 
regimen, (5) decision support with respect to the appropriate therapy, (6) self-
management of the patient (patient as expert of his/her body) and (7) detection of 
complications. The importance and consequences of the disease also entail the question 
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of how routinely compiled electronic patient data can be used to advance the knowledge 
in health services and precision medicine. 

Due to the high potential of health IT for managing patients with diabetes, a wealth 
of systems has been developed early on to help supporting patients and health 
professionals. It started with smart devices for measuring blood glucose levels in 
particular for continuous measurements and for delivering insulin [4,5]. These devices 
that were initially standalone are getting more and more integrated into electronic health 
record (EHR) systems [6] or are connected to apps on mobile phones (e.g. [7]).  

EHR systems have become focal points for improving the screening of prediabetic 
persons or those at risk [8] and also have included decision support functions that 
integrate guidelines and patient data [9]. Improved decision making and lower longtime 
blood glucose levels in patients could be demonstrated due to EHR implementation and 
use by physicians [10]. At system level, the utilization of an EHR in an integrated 
practice network resulted in higher quality of care for diabetic patients. The EHR has 
been employed to manage the delivery of a multi-faceted bundle of best care 
interventions of multidisciplinary teams. The conditions of the patients improved 
significantly [11]. In addition, comparable EHRs in different health provider sites 
allowed performance benchmarks to be conducted as has been shown for the care of 
diabetic patients [12]. 

Shared EHR systems allow e-consultations between primary physicians and 
specialists as they are recommended for diabetic patients with high longtime blood 
glucose values or hypoglycemia [13]. EHRs are also suitable for dedicated analyses of 
large data sets, for example of longitudinal patient data to model disease progression also 
on a personalized level [14]. The ultimate vision is to make use of omics data integrated 
in an EHR with decision support elements to offer personalized treatments for DM 
patients [15].  

Although there is an impressive track record of electronic systems for use in the 
diagnosis and therapy of diabetes, problems emerge the more types of different 
professions and institutions access the data. Practical implementations of shared EHR 
systems for inter-professional use at the interface between primary and secondary care 
demonstrated the feasibility of implementation but also highlighted difficulties, e.g. 
regarding IT governance [16], or legal and security challenges that are to be solved 
beforehand in particular with respect to allocation of responsibility, documentation 
routines and access control [17]. 

While blood glucose monitoring systems have become state of the art and are 
increasingly used, in the majority EHR projects are still lighthouse initiatives in many 
countries simply because EHRs are not ubiquitous available or because there is no 
infrastructure to exchange data securely. An Austrian study showed that diabetic care is 
highly fragmented with 90% of the patients receiving care by more than one provider. 
The authors concluded that a shared electronical record, like the Austrian ELGA, would 
be the most suitable instrument to build information continuity for diabetic patients [18]. 

This overview, which highlights the state of the art, the potentials and the challenges, 
indicates the need for further research on how to design, implement and deploy an 
electronic platform that could serve as a regional exchange and networking instrument 
dedicated to improving the care of diabetic patients. The aim of this paper therefore is to 
present the results of requirements engineering, analysis of legal requirements, and a 
rough technology concept for the implementation of such an exchange platform. 
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2. Methods 

In order to integrate the scientific knowledge base as well as knowledge from the 
application domain, the development of the concept presented here follows the Design 
Science approach according to Hevner et al. [19]. As part of an iterative development 
and evaluation process, the steps requirements analysis, design, implementation and 
evaluation are to be carried out in several rounds. The project is currently in the 
requirements analysis and systems design phase. Up to now, a literature search [20] and 
a qualitative cross-sectional analysis of workshop results (unstructured expert 
interviews) were performed based on [21,22]. In the period from May 2017 to September 
2017 a total of 3 workshops were held, each with a duration of 4 hours and consisting of 
4 experts, the first among physician and laboratory experts, then among pharmacists and 
a lawyer, and finally among IT experts, nurses and patients. In addition, 14 individual 
experts (4 physicians, 2 laboratory experts, 4 pharmacists, 1 lawyer, 1 IT-expert, 1 nurse, 
1 user) interviews were conducted. The interview duration was approximately 2 hours 
each. An interview guideline was used during the workshops and individual interviews. 
The interview guideline consisted of open questions about the therapy and care of 
diabetic patients and how these processes could be supported by health IT. Accordingly, 
the following central open questions were discussed: What are the current problem areas 
in diabetes therapy? Which systems, apps and devices are used? How is their acceptance? 
Who exchanges which data with whom? How could medication management be 
implemented? Where are legal obstacles (What must be considered legally? data 
protection, data security?)? Which stakeholders are involved in diabetes therapy and 
how? Where could IT help to simplify the processes of diabetes therapy? What 
functionalities should a platform have that connects the stakeholders involved in diabetes 
therapy? Which data can be stored in a digital health record? 

3. Results 

3.1. User Requirements  

Table 1 summarizes the results of the requirements analysis according to the different 
targets user, process, application and utilization. It also shows the source of the individual 
requirements. One of the central requirements derived from these various sources was 
the need for “one platform for all” including for the patient. Therefore, the requirements 
were grouped and conceptualized in graphical form following a layer scheme that 
represents data management, the applications, the users, and presentation and interaction 
(Fig. 1). This diagram also comprises dynamic information about different workflows 
from admission/discharge (hospital view) to rehabilitation and consultation (hospital – 
general practitioner or specialist – general practitioner view). It also reveals the desirable 
flows of information, medication, money, and prescriptions. The digital patient record 
system in the data management layer symbolizes the need to integrate the data. However, 
it does not automatically imply a centralized way of storing the data but can also be 
regarded as a repository that keeps track of the documents and data stored for each patient 
at local sites. The requirements shown in Fig. 1 reflect the combined set of all 
requirements without prioritizing certain groups of users, applications, workflows, and 
data. The resulting picture, therefore, is complex and mirrors an ideal situation rather 
than the design of a specific dedicated application system. 
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Table 1. Preliminary requirements summary through an initial workshop and literature research 

  Requirement Description R 
U

se
r 

Patient-centered care 
/ patient participation 

It must be ensured at all times that the patient retains control over 
his/her data, that data is only used after its release and that the 
patient can view his/her data at any time. 

E 

One platform for all Digital networking of all stakeholders involved in patient care in 
the use case of diabetes therapy and virtual diagnostics and 
creation of adequate organizational structures and low-threshold 
processes.  

W 

Pr
oc

es
s 

Complement and not 
replace 

Telemedicine as a supplement to personal doctor/pharmacist 
patient contact E 

Legal certainty in the 
specification and use 
of telemedicine 
measures 

Assessment of the legal framework conditions for the use of 
telemedicine measures, in particular in the area of data protection 
and medical device law, in order to provide actors with security of 
action. 

L [23] 

A
pp

lic
at

io
n Ease of use Faster access to relevant information (e. g. medication, therapy 

courses, interactions, diseases, etc.) in emergency situations E 

Information quality Holistic clinical picture due to large database (if data sharing is 
approved by the patient) W 

U
til

iz
at

io
n 

System for 
improvements 

Telemonitoring to improve the course of therapy 
(monitoring/compliance); anonymous analyses of patient data for 
decision support (pattern recognition; creation of new forms of 
therapy) 

L 
[24,25] 

Reminder functions Reminder of taking medication - it is conceivable that this could 
be linked to wearables such as a smart watch, which the patient 
always carries with him/her. Reminder of regular measurements of 
certain bodily functions with subsequent automatic transmission of 
the data to the doctor and pharmacist. 

L [26] 

Documentation 
function 

Nurses document the patient's state of health by means of 
photographs and/or parameters to be determined. Patients 
document their state of health, for example by regularly answering 
various questions about their state of health. 

E 

 Consent form Possibility of documenting consent to collecting, processing and 
using personal data 

E 

 Accounting Support of documentation, billing and application to insurance 
providers 

E 

Annotation: R = Research method, E = Expert interview, L = Literature review, W = Workshop 

3.2. Legal Requirements 

Due to the comprehensiveness of the “one platform for all”, the legal requirements need 
to be focused in particular. In Germany, the development of eHealth software, 
applications and devices is governed by a wide range of legal requirements. For the EHR 
system described above the Medizinproduktegesetz (MPG, Medical Devices Act) [27] is 
among the relevant laws. Section 3 no. 1 MPG states that the MPG is applicable to 
software, if the computer program serves one of the purposes listed in Section 3 no. 1 lit. 
a-d MPG (examples are the recognition, prevention, monitoring, or treatment of diseases). 
Whether software fulfills one of these purposes depends at heart on the manufacturer’s 
instructions, as Section 3 no. 10, 15 MPG states. In order to avoid bypassing the strict 
regulations of the MPG, the law provides prohibition of arbitrariness: If the software’s 
objective purpose is for medical use only, it falls under the regulations of the MPG, 
divergent manufacturer’s instructions notwithstanding [28,29]. Therefore, software 
which serves as diagnostic support (e.g. as tool for blood glucose or medication 
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monitoring) or compares laboratory results with reference values has to fulfill the MPG’s 
legal requirements [29-31]. On the other hand, software that only serves as a tool for 
storing, reproducing, or transferring data is exempt from the MPG [29,30]. The MPG 
requires a CE certification (cf. Section 6 MPG), and the manufacturer in charge 
according to Section 5 MPG generally has to provide a clinical study before the product 
is allowed to launch (Sections 19 et seq. MPG). A violation of these provisions can be 
fined or may lead to criminal charges according to Sections 40 et seq. MPG. Additionally, 
the Medizinprodukte-Betreiberverordnung (MPBetreibV; Order on Medical Products’ 
Operators) and the Heilmittelwerbegesetz (HWG, Law on Medicine Advertisement) are 
stating further obligations for the manufacturer [30,32]. 

Using personal data falls under the regulation of data protection laws. Currently the 
area of data protection in Germany is highly fragmented legally, containing at least six 
different data protection laws which are applicable to eHealth devices and software. 
Examples are the federal Bundesdatenschutzgesetz (BDSG; Federal Data Protection Act), 
Sozialgesetzbuch (SGB; Social Security Code) I, V, X, Telemediengesetz (TMG; 
Telecommunication Media Act) and on state level data protection laws and hospital laws. 
This situation will change on May 25th 2018, when the European Union’s General Data 
Protection Regulation (GDPR) will become applicable. The GDPR’s aim is to unify the 
protection of personal data in the EU [33]. As a regulation, the GDPR does not need to 
be transferred into national law, but is directly applicable in all member states [34]. The 
GDPR will bring about remarkable changes to data protection in Germany. On the one 
hand, GDPR will improve the users’ rights to control their personal data (compared to 
the currently applicable BDSG [35,36]. Existing rights will be expanded. A visible 
example is the right to erasure (Article 17 GDPR). Currently, Section 35 BDSG contains 
a right to erasure only for specific data, whereas Article 17 GDPR expands this right to 
all personal data in special cases and thus integrates “the right to be forgotten” developed 
by the European Court of Justice [37]. Unprecedented in some respects are the right of 
access by the data subject (Article 15 GDPR) and the right to data portability (Article 20 
GDPR). Developers of data processing technology are also obligated to protect data by 
design and by default (Article 25 GDPR). Violations are fined pursuant to Article 83 
GDPR. On the other hand, GDPR does not live up fully to its own aims as only a few 
companies are obliged to install an independently acting data protection officer (Articles 
37-40 GDPR) [38] and many regulations are incomplete and need to be filled up through 
national law. This may lead to fragmentation of data protection in the EU.  

Further legal issues that need to be considered when developing and using software 
for medical purposes are the regulations of malpractice. In addition, the digitalization of 
other branches in the health sector leads to various issues with pharmaceutical law, as 
the example of a so called “video-pharmacy” in the German town of Hüffenhardt 
demonstrates [39,40]. The further activities will consist of a thoroughly legal study on 
the issues mentioned above and thus sets out to provide guidelines for designing EHR 
systems in accordance with the legal requirements described. 

3.3. General Technical Concept 

These complex requirements for “one platform for all” including the new legal 
obligations call for a highly secure backbone system.  We therefore decided to employ 
distributed ledger technology. Data protection and data security is provided by the 
inherent mechanisms of distributed ledgers [41]. The technical benefit of distributed 
ledgers is the grouping of data blocks by combining data records into blocks and 
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guaranteeing data integrity using cryptographic methods [41]. One example for a type of 
data structure of distributed ledgers are blockchains. In blockchains new transactions 
append a new data block to the chain and each time it contains a checksum, i.e. a 
cryptographic hash function ("encryption"), which contains both the checksum of the 
previous block and that of the entire chain. This means that manipulation of a dataset 
could be detected. With this structure, the current status of a care record depends on all 
past records. The patient record becomes a single series of historical care events, 
regardless where he/she was treated. Furthermore, the use of cryptographic hash 
functions help to ensure the regulation of access rights by patients, to track their own 
data within the health care system. In principle, HL7 FHIR and SNOMED CT would be 
ideal to ensure interoperability [42]. The concept therefore builds on these components. 
In practice, both are rarely used, and dedicated interfaces will have to be developed for 
exchanging patient data. A distributed ledger records these exchanges as transactions 
with references to the respective patient data and therefore serves as an audit trail. 
 
 

 
Figure 1. Telemonitoring networking platform for an integrated care concept 

J.-P. Weiß et al. / Towards Designing a Secure Exchange Platform244

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



Another special feature is literally the distributed ledger. In the context of distributed 
data storage, every user in a peer-to-peer network has a complete copy of the hash 
functions. This eliminates the need for a central administrator and central data storage. 
Since it is not possible to manipulate the majority of all copies of hash functions that 
exist for users, the distributed data storage becomes forgery-proof through the distributed 
ledger. In this respect, a platform based on distributed ledger technology ultimately 
checks and legitimizes itself. With distributed ledger technology, there is no centralized 
authority with access to the data. Patients will not be forced to release data as the access 
rights to the digital patient file will always remain in the possession of the patients. 
Patients decide which health professionals can view which data and when.  

4. Discussion 

The paper presented the user and legal requirements for a comprehensive platform to be 
used by a large variety of health professionals and the patient in diabetes care. The user 
requirements revealed a wide spectrum of applications with the “one platform for all” as 
a common denominator. Although this platform is generic, diabetes is a condition that 
exemplifies the need of health networks, information continuity, patient-centered care 
and patients as owners of their data. With the new European data protection regulation, 
new demands emerge in particular the patient’s right of data portability. Based on these 
requirements, a secure technology for a data backbone is needed. To this end, distributed 
ledger technology is proposed. The next steps for designing the platform embrace the 
definition of a common information model and using IT-communication standards such 
as HL7 FHIR and clinical terminologies such as SNOMED CT to ensure interoperability 
[42]. Furthermore, the distributed ledger technology needs to be specified in greater 
detail and exemplar use cases derived from the user requirements to be designed. We 
will focus on an application that show cases an approach in which the patient is the focal 
point and master of demanding and distributing the data and sharing decisions. 
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Abstract. Background: Intensive care is confronted with an increasing complexity 
and large amounts of data provided by new technological tools. One way of assisting 
health care professionals is providing effective clinical decision support (CDS) 
systems. Objectives: The aim is to develop a tailored model for the sustainable 
development of a clinical decision support system in intensive care. Methods: The 
model consists of two parts. The first part includes the interaction of the following 
partners: science industry and HCP. The second part comprises a three-phase 
process consisting of (1) the identification of clinical needs, (2) modeling and 
prototyping, and (3) implementation. Results: By July 2015, a government funded 
CDS development project started in Graz, Austria. After assigning a multi-
professional and interdisciplinary team, a clinical need statement was formulated 
within the first six months. A prototype was developed by end of 2016 and verified 
using a clinical dataset. Conclusion: The developed model proofed to be feasible 
regarding the first two phases. Additional progress needs to made to assess the 
performance of the model in the implementation phase. 

Keywords. Intensive Care, Clinical Decision Support, Technology Development. 

1. Introduction 

Modern medicine is moving towards a growing recognition of personalized and precision 
medicine. This reflects the emergence of a rapidly accelerating field that will leave a 
major imprint on the practice of medicine [1]. New technological tools have the potential 
to collect large amounts of digital data from different perspectives. Together with the 
increasing availability of molecular information [2] and the usage of advanced sensors 
for physiological parameter registrations, new prospects are offered to researchers and 
scientists in healthcare. Consequently, health care professionals (HCP) ultimately need 
new electronic systems processing clinical data for daily practice. 

Research in intensive care has been increasing strongly since the 1980’s. Figure 1 
depicts the number of publications per year over time for the keywords “intensive care” 
and “critical care” in PubMed showing an exponential increase over time. Thus, it has 
become more and more difficult for clinicians to keep an overview of state-of-the-art 
knowledge regarding diagnosis and treatments. 
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Figure 1. Yearly number of PubMed indexed publications from 1956 to 2017 for the keywords "Critical 
Care" and "Intensive Care" in title and abstract (TIAB search pattern). 

 
One way to assist clinicians in their daily practice and thus improve the quality of 

medical care in hospitals is the use of clinical decision support systems [3]. The term 
“Clinical Decision Support” (CDS) as used from hereon is defined as a system 
“providing clinicians, patients or individuals with knowledge and person-specific or 
population information, intelligently filtered or presented at appropriate times, to foster 
better health processes, better individual patient care, and better population health” [4]. 
This definition refers to the consensus published along with the national roadmap on 
clinical decision support in 2007 in the United States.  

1.1. Types of Clinical Decision Support 

When approaching the different applications of CDS, it is crucial to narrow it down to 
the relevant types in each setting. One way of classifying decision support is to divide it 
into four phases [5]. Therein, CDS (1) may act as a single system, (2) be integrated into 
clinical systems, (3) use standards for sharing content and (4) provide service models. A 
more precise way is to cluster CDS systems according to their capabilities [6]. Table 1 
gives an overview of the taxonomy of the systems, based on various capabilities. 
 

Table 1. Clinical decision support taxonomy based and modified on [6]. 

Decision support capability Related types 
Medication dosing support Functions for e.g. adjustment, range of dose, maximum dose or 

indication-based dosing. 
Order facilitators Indication-based, protocol-based or condition based ordering. 
Point-of-care alerts/reminders Drug interactions, care planning, physiological parameters, critical 

values 
Relevant information display Context-sensitive information retrieval, patient-specific data displays, 

medication cost display or context-sensitive interfaces.  
Expert systems  Support functions, e.g. interpretation of sensor data and information 

systems, diagnostic support, treatment planning, risk assessment, 
prediction or interpretation. 

Workflow support Reconciliation of medication, order routing and approval, assistance in 
documentation. 
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Depending on the type of capability, CDS may range from simple methods such as dose 
range checking for medication, to complex ones like prognostic tools used in expert 
systems. The approach proposed in this paper refers to the development of expert systems.  
In general, CDS is able to improve the performance of HCP. A systematic review 
including one hundred studies showed that in 64% of the studies the practitioner 
performance improved by using CDS [7]. Studies included in the review assessed 
diagnostic, reminder, disease management and drug-dosing or prescribing systems. 
Regarding patient outcome, another analysis showed that a positive impact was present 
in 25 out of 82 studies included in systematic reviews [8]. 

1.2. Clinical Decision Support in Intensive Care 

Treatment in intensive care units (ICU) is different from standard wards. Resources, time, 
workload and staffing are limited and crucial in the treatment of critically ill. Benefits 
for the use of CDS in intensive care have been demonstrated. One prospective controlled 
intervention cohort study was able to show a reduction in the incident of drug-drug 
interactions and related adverse events due to the use of CDS [9]. A randomized 
controlled trial (RCT) conducted in three different ICU across Europe demonstrated that 
a fully automated algorithm for tight glycemic control is safe and effective in the 
treatment of critically ill patients [10]. Regarding argument-based recommendations for 
diagnosis, a computer-interpretable guideline model for hyponatremia improved 
agreement with expert consensus in comparison to a paper algorithm [11]. Thus, CDS in 
intensive care represents a suitable option in assisting clinicians in their daily practice. 

1.3. Challenges in Clinical Decision Support 

The following efforts and challenges need to be considered when developing a CDS due 
to user and market adoption and particularly to the diversity of stakeholders involved: 

� Clinical need: Early consultation of health care professionals is essential for 
identifying a clear clinical need [12]. Assessing the currently unmet requirements 
and not losing sight of them represents one of the top priorities. 

� Continuous involvement of HCP: Integration starting with the beginning of the 
development, but also maintained longitudinally across the whole process. 
Including HCP in sprints or loops may lead to the reconsideration of function and 
application fostering sustainability. 

� Interaction with existing systems: A high number of electronic systems exist in 
intensive care bedsides. These include hospital information and patient data 
management systems. In order to ensure an easy installation of the CDS system 
and to enable communication within a diverse technological environment, 
standards and state-of-the-art interfaces should be implemented. 

� Availability of technology and devices: Any new device, sensor or machine, as 
well as any upgrade is related to monetary investments. Moreover, new systems 
often require additional electronic interfaces for processing data.  

� Meeting the patients’ need: CDS systems should also contribute to a safe and 
comfortable environment allowing the patients to recover. In intensive care, 
several physical and psychological factors represent stressors for patients [13]. 
Among the five greatest stressors are noise and invasive actions (such as tubes) 
[14]. New systems should aim at improving patient quality by using minimally 
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invasive methods and intelligent alarms. Alarms in general may lead to alarm 
fatigue by the users, which in turn affects patient safety [1516]. Prompts and 
alarms need to be tailored to fit patient and user needs [17]. 

These first discussion points do not provide an entire overview regarding challenges 
in CDS (see [18] for a detailed analysis). 

1.4. Aims 

The main aim of our approach was to propose a tailored model for the sustainable 
development of a CDS system in intensive care. In contrast to normal wards, the field of 
intensive care represents a high-reliability environment [19], bringing along a whole set 
of crucial requirements. Secondly, the model has to relate to the various challenges 
associated with CDS described under 1.3. In summary, following the model shall foster 
the development of a viable system, independent of the addressed type of CDS. 

2. Methods 

We consider two aspects vital for an integrated development approach. First, a pool of 
key partners need to be included by taking into account the multi-professional and 
interdisciplinary environment in intensive care, representing the cornerstones of the 
model. The second aspect of importance represents the process of developing the system. 
This may include different phases or iterative loops, from ideation until market entry. 
Regarding medical technologies, a step-by-step model is provided by the Stanford 
Biodesign [20], consisting of three distinct phases: “identify, invent and implement”. The 
process model we propose has familiarities, whereas it focuses more on the 
developmental approach, not taking into account the economic and legal perspective. 

2.1. Interaction of partners 

Our model includes scientific partners, health care professionals and industrial partners. 
Figure 2 depicts their interactions, with a common interaction area in the center of the 
model. All three different fields are to cooperate within the development of the CDS. 
HCP provide insight into daily practice. This is necessary to hit the clinical need when 
starting to identify the field of action. Their continuous involvement throughout the 
whole process guarantees practical gains for the clinical applicability and reliefs common 
problems. The scientific partner develops the models required for the expert system, 
specifically designed and tailored to the needs of the HCP. Finally, the industrial partner 
provides the framework for technological feasibility and implementation. 

(1) Interaction between the scientific and the industrial partner. Focusing on 
evidence-based fundamentals, the scientific partner provides knowledge required by the 
industrial partner for technically developing the CDS. Relevant data needed for 
developing models can be provided by conducting clinical trials. 

(2) Interaction between the scientific partner and health care professionals. The 
dialogue between the scientific partner and HCP is particularly important for proofing 
the applicability of concepts and models. HCP can pinpoint problems in clinical practice 
and feedback on the effectiveness and efficiency of a conceptual model, thereby fitting 
it to their needs. Moreover, the scientific partner can be invited to join providers in their 
daily work by carrying out walkthroughs to identify problems. 
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Figure 2. Interaction of partners for CDS development. (1), (2) and (3) showing overlaps for cooperation. 

 

(3) Interaction between health care professionals and industry. Along the progress 
of developing the technology for the CDS, HCP can assist the industrial partner in 
regularly testing usability and design. By integrating HCP in a very early phase, time and 
effort spent on otherwise later tests will lead to a quicker development.  

2.2. Process model 

The process used for CDS development consists of three distinct phases (see Figure 3). 
At first, identifying the clinical needs is of fundamental importance for the whole process 
as it already relates directly to daily clinical practice. Secondly, the model for the CDS 
expert system is set up, accompanied by a simultaneous and quick prototyping, 
integrating HCP in feedback loops. In the third phase, the implementation takes place.  

Throughout every phase, the plan-do-study-act (PDSA) cycle [21] is used. The 
hypothesis of each phase is tested and adapted due to the results obtained using the PDSA 
cycle. This allows a profound development along each phase, which may reject, restate 
or fine-tune the underlying hypothesis used for CDS development. 

(1) Identification of clinical needs. The scientific partner is cooperating on a close 
basis with HCP. Underlying problems in the clinical setting are analyzed and structured, 
e.g. by qualitative interviews or walkthroughs. Additionally, current scientific literature 
and latest publications are screened for understanding the context of the problem field. 
A justification of the identified problem has to be formulated in order to have a firm basis 
for further investigation. Planning clinical trials at the end of this phase may assist if 
there is a need for more or additional data or information, respectively. 

(2) Modeling and prototyping. After having formulated the clinical need, a 
conceptual CDS model is set up. The scientific and industrial partner work together to 
develop a first prototype, without functionality towards the patient, but providing a tool 
to assess its applicability together with HCP. Advantages of such a non-functional 
prototype are the early availability for testing and receiving feedback of HCP, saving 
costs and time instead of long development runs and a quick adaption and integration of 
changes based on expert input. Clinical trials provide data and information for the  
 

 
Figure 3. Process model for the CDS development. 
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development of the underlying model, taking place in parallel to usability tests of the 
non-functional prototype. Data sources may include the hospital information system, 
electronic health record or patient data management systems. 

(3) Implementation. The main focus lies on directly translating the prototype 
including the model into a functional product. Existing sensors and devices are 
considered to reduce invasiveness and additional connections towards the patient. 
Together with the scientific partner and HCP, the industrial partner is able to conduct 
clinical trials for means of evaluation. Planning for such trials can start in parallel to the 
implementation, increasing efficiency in comparison to traditional approaches. 

3. Results 

By July 2015 a CDS project was started in the framework of the government funded 
COMET-K1 Centre, Center for Biomarker Research in Medicine (CBmed) in Graz, 
Austria. With CBmed as lead, B.Braun Melsungen AG as industrial, Medical University 
of Graz (MUG) and Graz University of Technology as scientific partners have joined the 
project. A multi-professional and interdisciplinary team consisting of biomedical 
engineers (1.75 full time equivalents (FTE)), intensivists (available at MUG), nurses 
(0.125 FTE and available at MUG), molecular biologists (0.75 FTE) and clinical trial 
experts (0.5 FTE) has been assigned to the project. The FTE refer to the employment at 
CBmed. Personnel of industrial and scientific partners join based on pre-specified in-
kind contributions. The core team holds representatives of each partner (one per partner), 
setting the stage for close cooperation within every phase. All team members work within 
the MUG Campus. Arranging regular meetings and jour fixes over short time spans, 
every partner involved is up to date about the progress of each other. The core project 
team jour fixe takes place weekly, whereas coordination with the industrial partner takes 
place in a bi-weekly meeting schedule. Medical advisors such as intensivists or nurses 
are kept up to date on a monthly basis or are invited to the core project team jour fixe on 
demand. 

The identification of clinical needs was carried out within the first six months, 
mainly by multi-site quality interviews conducted with intensivists and nurses. A total 
number of 12 HCP were interviewed in two different Austrian hospitals. Using these 
results, a robust justification report was created wherein the clinical need statement was 
related to the specified area of research. Modeling and prototyping started by beginning 
of 2016. A prospective monocentric observational clinical trial (Clinibil, 
clinicaltrials.gov identifier NCT02914782) was planned and started in September 2016 
at an intensive care unit of MUG to provide extensive clinical data needed for the model. 
The trial includes electronic data about patient demographics, individual data of medical 
sensors during the ICU stay (i.e. heart rate, blood pressure, invasive circulation 
monitoring parameters, ventilation parameters, lab test results for serum and urine 
including electrolytes) and information about the medical treatment (i.e. administration 
of drugs and fluids, invasive interventions). Additionally, biosamples of the patients were 
acquired and aliquots stored at BioBank Graz for later in-depth analysis. By end of 2016, 
a first non-functional prototype was available. In 2017, the prototype was tested in further 
multi-site qualitative interviews with intensivists and nurses of the first interview round. 
In parallel, the development of a mathematical model for the analysis of the clinical 
course of selected parameters including fluid and electrolyte management started. Data 
acquired in Clinibil for 52 patients was used for early verification of the developed model 
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by end of 2017. Verification was carried out by electronically comparing the predicted 
results of the model to the data of the clinical course of each patient included in Clinibil 
at specified time points and timeframes. Next steps for enhancing the model and 
validating its applicability by a second trial including more than 2000 patients are 
planned to finish the second phase by end of 2018. This includes combining the user 
interface of the non-functional prototype together with the validated model. The project 
can then transit to the implementation phase for the finalization of a new medical device 
including necessary evaluations in situ. 

4. Discussion 

The increased amount of scientific work published in the field of intensive care together 
with the growing share of electronic systems and devices makes it necessary to adapt the 
way CDS systems are developed. Traditional ways of research and development (R&D), 
starting in R&D divisions without an early involvement of HCP, may hamper the 
development of devices and systems that tackle problems of daily practice and take into 
account the clinical needs. The approach for CDS development proposed in this paper 
tries to consider these needs by integrating a multi-professional and interdisciplinary 
partnership model into a three-phase process. The early identification of clinical needs 
makes it possible to avoid unnecessary development iterations. Moreover, continuous 
feedback and evaluation by HCP provide the possibility to take into account the 
applicability of the CDS in comparison to already used systems, tailoring it specifically 
to specified problems of clinical practice. 

The results show that the approach for CDS development is feasible. Regarding the 
time span of the various phases, it has to be highlighted that formulating a clinical needs 
statement is possible within a rather short time span as of six months. Therefore, 
modeling and prototyping can start early. Moreover, the availability of clinical data from 
the conducted trials provide tailored data for development of the CDS model. However, 
as the project has not yet begun with the implementation phase, no statement about 
efficacy in terms of a final CDS system is possible. Saving of time and resources by 
constantly involving HCP can only be evaluated after project end. Concerning the mode 
of cooperation between the partners, mutual understanding has been set up between the 
various and different professions involved. This is supported by the rather high frequency 
of meetings and jour fixes, thereby constantly keeping track with each project partner, 
possibly proofing beneficial in respect to the sustainability of the new system.  

In clinical practice, CDS will definitely become more important within the next 
decade. Electronic systems will not only support, but also routinely provide services 
especially in settings with high workload, such as intensive care. Therefore, these 
systems have to fulfill the needs of HCP and patients. The described approach for CDS 
development is one way of integrating different partners to accomplish such goals. 

Acknowledgements 

"CBmed" is cooperating together with B.Braun Melsungen AG for this research project. 
Work done in "CBmed" was funded by the Austrian Federal Government within the 
COMET K1 Centre Program, Land Steiermark and Land Wien. 

L. Pflanzl-Knizacek et al. / Development of a CDS System in Intensive Care 253

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



References 

[1] J.L. Jameson, D.L. Longo, Precision Medicine - Personalized, Problematic, and Promising, The New 
England Journal of Medicine 372(23) (2015), 2229-2234. 

[2] L.L. Bu, K. Yang, W.X. Xiong, F.T. Liu, B. Anderson, Y. Wang, J. Wang, Toward precision medicine 
in Parkinson’s disease, Annals of Translational Medicine 4(2) (2016), 26. 

[3] M. Khalifa, Clinical Decision Support: Strategies for Success, Procedia Computer Science 37(2014), 
422-427. 

[4] J.A. Osheroff, J.M. Teich, B. Middleton, E.B. Steen, A. Wright, D.E. Detmer, A roadmap for national 
action on clinical decision support, Journal of the American Medical Informatics Association 14(2) 
(2007), 141–145. 

[5] A. Wright, D.F. Sittig, A four-phase model of the evolution of clinical decision support architectures, 
International Journal of Medical Informatics 77(10) (2008), 641-649. 

[6] A. Wright, D.F. Sittig, J.S. Ash, J. Feblowitz, S. Meltzer, C. McMullen, K. Guappone, J. Carpenter, J. 
Richardson, L. Simonaitis, R.S. Evans, W.P. Nichol, B. Middleton, Development and evaluation of a 
comprehensive clinical decision support taxonomy: comparison of front-end tools in commercial and 
internally developed electronic health record systems, Journal of the American Medical Informatics 
Association 18(2011),  232-242.  

[7] A.X. Garg, N.K.J. Adhikari, H. McDonald, M.P. Rosas-Arellano, P.J. Devereaux, J. Beyene, J. Sam, 
R.B. Haynes, Effects of computerized clinical decision support systems on practitioner performance and 
patient outcomes: a systematic review, Journal of the American Medical Association 293(10) (2005), 
1223-1238. 

[8] M.W.M. Jaspers, M. Smeulers, H. Vermeulen, L.W. Peute, Effects of clinical decision-support systems 
on practitioner performance and patient outcomes: a synthesis of high-quality systematic review findings, 
Journal of the American Medical Informatics Association 18(3) (2011), 327-334. 

[9] T. Bertsche, J. Pfaff, P. Schiller, J. Kaltschmidt, M.G. Pruszydlo, W. Stremmel, I. Walter-Sack, W. 
Haefeli, J. Encke, Prevention of adverse drug reactions in intensive care patients by personal intervention 
based on an electronic clinical decision support system, Intensive care medicine 36 (2010), 665-672. 

[10] J. Plank, J. Blaha, J. Cordingley, M.E. Wilinska, L.J. Chassin, C. Morgan, S. Squire, M. Haluzik, J. 
Kremen, S. Svacina, W. Toller, A. Plasnik, M. Ellmerer, R. Hovorka, T.R. Pieber, Multicentric, 
randomized, controlled trial to evaluate blood glucose control by the model predictive control algorithm 
versus routine glucose management protocols in intensive care unit patients, Diabetes Care 29(2) (2006), 
271-276. 

[11] A.G. González-Ferrer, M.A. Valcárcel, M. Cuesta, J. Cháfer, I. Runkle, Development of a computer-
interpretable clinical guideline model for decision support in the differential diagnosis of hyponatremia, 
International Journal of Medical Informatics 103() (2017), 55-64. 

[12] J.L. Martin, D.J. Clark, S.P. Morgan, J.A. Crowe, E. Murphy, A user-centred approach to requirements 
elicitation in medical device development: a case study from an industry perspective,  Applied 
Ergonomics 43(1) (2012), 184-190. 

[13] P. Soehren, Stressors perceived by cardiac surgical patients in the intensive care unit, American Journal 
of Critical Care 4(1) (1995), 71-76. 

[14] M.A.F.P. Novaes, A. Aronovich, M.B. Ferraz, E. Knobel, Stressors in ICU: patients’ evaluation, 
Intensive Care Medicine 23(12) (1997), 1282-1285. 

[15] K.J. Ruskin, D. Hueske-Kraus, Alarm fatigue: impacts on patient safety, Current Opinion in 
Anesthesiology 28(6) (2015), 685-690. 

[16] Joint Commission, Medical device alarm safety in hospitals, Sentinel Event Alert/Joint Commission on 
Accreditation of Healthcare Organizations 50 (2013), 1-3. 

[17] B.J. Drew, P. Harris, J.K. Zègre-Hemsey, T. Mammone, D. Schindler, R. Salas-Boni, Y. Bai, A. Tinoco, 
Q. Ding, X. Hu, Insights into the problem of alarm fatigue with physiologic monitor devices: a 
comprehensive observational study of consecutive intensive care unit patients, PLOS ONE 9(10) (2014), 
e110274. 

[18] D.F. Sittig, A. Wright, J.A. Osheroff, B. Middleton, J.M. Teich, J.S. Ash, E. Campbell, D.W. Bates, 
Grand challenges in clinical decision support, Journal of Biomedical Informatics 41 (2008), 387-392. 

[19] K.H. Roberts, Some Characteristics of High-Reliability Organizations, Organization Science 1 (1990) 
160-177. 

[20] P.G. Yock, S. Zenios, J. Makower, T.J. Brinton, U.N. Kumar, F.T.J. Watkins, L. Denend, T.M. Krummel, 
C.Q. Kurihara, Biodesign - The process of innovating medical technologies, Cambridge University Press, 
Cambridge United Kingdom, 2015. 

[21] W.E. Deming, Out of the Crisis, MIT Press, Cambridge Massachusetts, 1986. p. 88. 

L. Pflanzl-Knizacek et al. / Development of a CDS System in Intensive Care254

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



Development and Evaluation of Cognitive 
Games to Promote Health and Wellbeing in 

Elderly People with Mild Cognitive 
Impairment 

Mark SCASEa,1, Karl KREINERb and Antonio ASCOLESEc 
aDivision of Psychology, De Montfort University, Leicester, UK 

bCenter for Health & Bioresources, Austrian Institute of Technology, Graz 
cimaginary srl,Milano, Italy 

Abstract. Background: In Europe the number of elderly people is increasing.  This 
population growth has resulted in higher healthcare costs.  The purpose of this 
project was to try to promote active ageing in people aged 65-80 with mild cognitive 
impairment through cognitive games delivered via a tablet computer. Objectives: 
Age-appropriate cognitive games were developed targeting different aspects of 
cognition and then experiences of elderly people using these games were evaluated. 
Methods: The design of games was developed through iterative user-centered design 
focus groups with elderly people as participants.  The experiences of participants 
playing the games over a 47 day period were explored through semi-structured 
interviews. Results: Four games were developed that addressed a range of cognitive 
functions such as perception, attention, memory, language, comprehension and 
executive function.  The participants were able to play these games without external 
intervention over an extended period and reported positively on their experiences. 
Conclusion: Cognitive games can be used successfully by people with mild 
cognitive impairment to promote active ageing. 

Keywords. Psychology, cognition, aging, mobile application, eHealth. 

1. Introduction 

The World Health Organization has suggested that the proportion of the world’s 
population over 60 years old will nearly double from 12% to 22% between 2015 and 
2050 and the number of people aged 60 years and older will outnumber children younger 
than 5 years [1].  The ageing population of Europe is increasing as well [2].   This 
demographic shift will pose challenges to the health and social systems in many countries.  
As individuals age so their healthcare costs increase [3]. The health of elderly people is 
determined by many components (e.g. mental, physical, interpersonal relationships etc.) 
and to improve their overall lives active ageing is encouraged [4]. This paper describes 
the development and implementation of cognitive games for a project designed to 
enhance the health and wellbeing of elderly people aged 65-80 year with mild cognitive 
impairment.  The DOREMI project [5] (Decrease of cOgnitive decline, malnutRition 
and sedEntariness by elderly empowerment in lifestyle Management and social 
Inclusion) combined scientists from different disciplines to produce activities targeting 
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health and wellbeing in elderly people.  The increased costs of health and social care in 
elderly people can arise from poor nutrition, sedentariness, cognitive decline and social 
isolation [6]. A lifestyle intervention was delivered by DOREMI on a tablet computer 
with the aim to encourage active ageing by increasing socialization and physical activity, 
promoting cognitive function and improving diet [7].  The burden on healthcare systems 
could then be reduced by encouraging participants to be autonomous with the program 
delivered by a tablet computer [8].  Participants can be motivated to continue with the 
program via gamification [9-11] – the use of age-appropriate design elements to increase 
activity and participation. 

This paper describes one element of the DOREMI project [12]: the design, 
development and implementation of cognitive games for a specific group of elderly 
people with mild cognitive impairment.  Health related games have been produced 
previously [13] but this project was novel in that individuals with profiles the same as 
the intended users were involved in the design and development.  The theoretical 
approach of this project was one rooted in that of positive psychology and psychological 
wellbeing [14] which is to improve individual’s lives.  In order for people to engage in 
the task the games had to be designed in a way that was relevant to the participant with 
an appropriate level of difficulty.  Successful implementation would result in participants 
continuing with the task because of high self-efficacy [15]. Participants would reach a 
state called “Flow”, a term from wellbeing theory [16] where they would be self-
motivated and make positive health choices [17]. 

There has been considerable debate on the effectiveness of computerized cognitive 
games on producing any change in cognitive function.  For example, one systematic 
review of research with unimpaired elderly adults found that the use of computerized 
training was more effective than that of traditional paper-and-pencil cognitive training 
[18].  Other systematic reviews in cognitively healthy adults concluded that the 
experimental design was important in determining the outcome [19-20].  One of the most 
recent and extensive reviews on “brain-training” concluded that interventions did 
improve performance but there was not generalization across cognitive domains [21].  
There have been some systematic reviews of training with people either at risk of 
dementia or elderly adults with mild cognitive impairment [22-23].  These studies 
suggested there might be moderate positive effects.  Overall, many of these papers 
recommended there should be further research. 

There were two main aims to this study: first to design age-appropriate cognitive 
games through a user-centered design that could be delivered via a tablet computer; and 
second to explore the experiences of elderly people with of this technology solution after 
a 47 day period.  The preferences of individuals were first investigated through a series 
of iterative user-centered focus groups.  Qualitative data were collected on the 
experiences of the participants through individual interviews.  Our research questions 
were as follows:- 1. What components of a cognitive game are preferred by elderly adults 
and how can these people be used to help in the design of cognitive games? 2. What are 
the experiences of elderly people playing cognitive games on a tablet computer over a 
47 day period? 
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2. Methods 

2.1. Development of cognitive games 

An iterative user-centered design process was used in three focus groups to develop the 
cognitive games.  Participants had normal cognition or mild cognitive impairment as 
assessed by the mini mental state examination (MMSE) [24] or the Montreal Cognitive 
Assessment (MoCA) [25].  In the first focus group there were nine people (5 male; mean 
age=77.0, SD=7.47; mean MMSE=29.3, SD=1.00).  This group found out about the 
exposure to technology of individuals and ideas for cognitive games.  In the second focus 
group there were five people (1 male; mean age=74.6, SD=5.46; mean MoCA=22.8, 
SD=1.64).  This group tested initial games and received feedback on user experience.  
There were four people in the third focus group (1 male; mean age=78.5, SD=1.91; mean 
MoCA=22.0, SD=2.45).  This group tested games that had been modified following 
suggestions from the first group and obtained more participant input. The groups were 
facilitated by two psychologists with each session lasting 50 to 70 minutes.  The 
recordings were transcribed and analyzed thematically. 

2.2. Testing of cognitive games 

Following the final development of the cognitive games the experiences of older people 
playing these games was explored over an extended period.  Participants aged 65-80 
years old with mild cognitive impairment were recruited to be part of the study.  All 
participants were living alone.  There were 25 participants (3 male; mean age=75.0, SD 
4.28; mean MoCA 24.2, SD=1.71). 

Participants had a training period over 16 days when they received advice on how 
to use the tablet computer and engagement with the games was recorded remotely.  There 
then followed a period of 47 days during which these participants followed the DOREMI 
protocol which included playing cognitive games. 

2.3. Post-Intervention Participant Interviews  

The experiences of participants in the project were explored through individual 
interviews lasting an average of 35 minutes. The interview schedule was designed to 
elicit specific and detailed responses. Interviews were transcribed verbatim and analyzed 
using thematic analysis which allowed for participant common themes to be identified. 
An inductive approach used so that the identified themes were data driven. Thematic 
analysis steps were followed as previously detailed [26] involving the reading and re-
reading of the transcripts, followed by the generation of codes. Participant responses 
were then classified according to these codes, after which codes were collapsed to form 
themes. 
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Figure 1. “Find it” cognitive game. In this example participants are asked to touch all light blue rectangles. 

3. Results 

3.1. Cognitive games development 

Six of the nine participants in the first focus group had some computer literacy with 
participants reporting using computers for online banking, shopping, social networking 
and Skype.  Participants liked playing games such as puzzles, card games and trivia 
games and reported they did this to maintain their cognitive health.  Three participants 
had manual dexterity problems and requested a design that was age-appropriate. 
Computer technology was viewed by the group as a useful way of passing the time when 
unable to complete normal activities due to bad health.  Additionally, participants felt 
that games could offer some social interaction for elderly people who did not often leave 
the house. 

 
Figure 2. “Match it” cognitive game. Participants are shown cards which turn over and then asked to remember 
the spatial position of pairs of tiles. 
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Figure 3. “Solve it” cognitive game. Participants are asked to indicate the solution to a mathematics problem 
by pressing on the correct answer. 

 
The second focus group introduced participants to a prototype of a game where they 

were asked to find and press on objects presented on the screen.  Participants reported 
they were able to follow the instructions well and could operate the tablet computer.  
Feedback was received on color selection with participants preferring bright colors. 

In the third focus group two further games were introduced: one was a memory game 
where participants were shown pairs of cards on the screen which then turned over.  The 
task of the participants was to remember the location of cards and select them in pairs.  
The other was a game on mathematical problems where answers were presented as 
multiple choice. Participants found the mental arithmetic challenging but liked this game.  
They commented that the symbol they would use for divide would be “÷” rather than “/” 
which is more commonly used now. 

Following participant feedback four games were finalized: Find it—where 
participants looked for and touched screen elements as fast as possible with this game 
assessing language, memory and executive function (see Figure 1); Match it—a card 
pairing game where participants selected pairs of objects with this game designed to 
assess memory, attention and spatial layout (see Figure 2); Solve it—a mathematical 
game where participants solved problems by multiple choice which tested calculation 
(see Figure 3); and Complete it—where participants filled in the missing photograph 
pieces by dragging, dropping and if necessary rotating elements with this game testing 
spatial attention and memory (see Figure 4). 

3.2. Evaluation of the cognitive games 

Participants successfully completed the 47-day period over which they played the 
cognitive games by themselves and experienced the four different games. 

Thematic analysis of the participant interviews after the period of playing games 
revealed a number of themes. Participants spoke positively about the cognitive games 
“Ooh, I like them!” (participant E01) and the overall experience “I’m glad I had the 
experience” (participant E01) and “It’s been good, I’ve enjoyed them” (participant E06).  
There were comments that the games had been beneficial “Well, I think it’s done me  
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Figure 4. “Complete it” cognitive game. Participants are asked to complete a picture on the top of the screen 
by dragging across (and rotating if necessary) the missing parts from the bottom. 

 
good” (participant E01), “it broadens your mind” (participant E02) and “You’re never 
too old to learn” (participant E05).  In terms of the different games “Find it” was liked 
“I enjoyed that the best” (participant E02) along with “Solve it” “the maths were good” 
(participant E02) “the maths games was good” (participant E05) in this case because of 
the link to a former career. The game “Match it” received good reports “That one I quite 
liked” (participant E08). On the other hand, “Complete it” was liked less “I found it 
boring” (participant E02). 

4. Discussion 

Through an iterative user-centered design a set of four cognitive games were devised for 
elderly people with mild cognitive impairment.  This approach has been applied 
previously for health, education and for elderly people [27-28]. The usability of software 
on tablet computers with elderly people needs to be considered carefully because of 
changes in motor performance [29] and vision [30] with age. Therefore, controls need to 
be of an appropriate size with high contrast elements. Furthermore, the language used in 
instructions on games needs to be age-appropriate. 

Qualitative results from the intervention suggested that participants felt positive 
about the cognitive games and there were reports that some participants felt the games 
had benefitted them.  Cognitive games have been used preciously in studies attempting 
to enhance cognition in elderly people [18-23].  There have been mixed reviews of the 
effectiveness of games to change cognition. For example, one large systematic review 
[21] suggested that although games can improve performance on the trained task there is 
less evidence that interventions improve performance on closely related tasks. For any 
brain training task to be effective there needs to be generalization.  Future developments 
could include the use of games similar to those that have been devised in this study and 
giving them to elderly people over an extended period of time in a controlled study (such 
as 6 months or more) and monitoring whether they produce any long lasting general 
cognitive changes. 
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Psychological wellbeing is a complex construct, particularly for elderly people and 
contains several components that interact with each other [31]. During the initial focus 
groups, the participants said that an important factor for maintaining health and 
wellbeing during old age was to keep their brains active along with regular exercise, 
social interaction, and a healthy diet. Certainly, the confidence that participants had with 
using technology improved during the time they used the games and this confidence in 
technology together with the experience of playing the cognitive games can enhance 
overall self-esteem [32] and promote active ageing. 
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Abstract. The aim of the present work was to study the validity and prognostic 
accuracy of scores for assessing the severity of the condition in children with severe 
trauma, located in the Department of Anesthesiology and Resuscitation in the 
Clinical and Research Institute of Urgent Pediatric Surgery and Trauma. The 
prospective study was conducted using clinical and physiological data collected at 
the admission and during the first 24 hours of hospitalization from 474 patients. The 
validity and prognostic accuracy of prognostic scores were assessed by determining 
their discrimination and calibration ability. A comparison of the discriminatory 
ability of scores was carried out by comparing the areas under the ROC curves with 
the z-criterion. Four prognostic scores were included into the study: PRISM, 
APACHE II, ISS-RTS-TRISS, which were used for calculating the severity of injury 
and for prognosis of death. Score PTS was used for evaluating the severity index 
only. Our results indicate that only score ISS-RTS-TRISS may be useful in practice 
(has excellent discrimination ability and significant calibration ability). The other 
lack either discrimination ability (PRISM) or calibration ability (PTS, APACHE II). 
The result of the study has shown that only one of the four prognostic scores, ISS-
RTS-TRISS, can be successfully used in everyday practice in the department of 
anesthesiology and resuscitation in the specialized hospital of children's 
traumatology to assess the severity of the condition, with the possibility of 
predicting the likelihood of a lethal outcome. 

Keywords: prognostic score, validity of prognostic scores, prognostic accuracy of 
score, ISS-RTS-TRISS, PRISM, APACHE II, PTS 

1.  Introduction 

Trauma is the leading cause of death and disability in childhood [1]. The consequences 
of trauma are expressed by millions of hospitalized patients and appeals to emergency 
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departments. It is noted that the frequency of deaths is directly dependent on the quality 
of first aid at the pre-hospital and the admission department [2, 3]. At the same time, 
assessing the severity of the condition and severity of the injury affects the choice of 
tactics, the quality and effectiveness of the medical care provided. In modern medicine, 
the process of assessing the severity of the patient's condition and the severity of the 
injury is based not only on a qualitative description of the injury, but also on a 
quantitative assessment [4, 5]. The prognostic scores, which are mathematical models 
that include basic demographic, clinical, and laboratory data are an example of the 
quantitative assessment of the severity state [6]. For patients with injuries a large set of 
forecasting tools exists at this moment. The differ in terms of their intended purpose, 
some general and some specialized. Such promising scores are ISS-RTS-TRISS (Baker 
and colleagues, 1974, Boyd and colleagues, 1987) [6, 7], APACHE II (Knaus et all 1985) 
[8] for adults, PRISM (M. Polluck and colleagues,1988) [9] and PTS (Joseph J. Tepas 
and colleagues, 1987) [10] for children; the first three scores allow to define the 
probability of death outcome in patients. 

Despite the extensive use of prognostic scores in clinical practice, the authors note 
the existence of open questions in this area like a dependence of scales validity on the 
patient's age, residence’s territory, nosologies and other parameters [11, 12, 13]. 

The aim of the present study is to study of the validity and prognostic accuracy of 
scores for assessing the severity of the condition in children with severe trauma, located 
in the department of anesthesiology and resuscitation in the Clinical and Research 
Institute of Urgent Pediatric Surgery and Trauma. To achieve this aim we set following 
tasks: to investigate the calibrating and discriminatory abilities of the ISS-RTS-TRISS, 
PTS, APACHE II and PRISM prognostic scores according to the data of children with 
injuries treated in the Department of Anesthesiology and Resuscitation of a specialized 
hospital; to compare the prognostic accuracy of scores in children with injuries; to 
determine the points of optimal separation of patients into groups with likelihood and 
lethal outcomes; to assess the possibility of using prognostic scores in groups of children 
with different causes of injury and age. 

2.  Material and Methods 

The prospective study was performed on basis of the Departments Anesthesiology and 
Resuscitation in the Clinical and Research Institute of Urgent Pediatric Surgery and 
Trauma and the Department of Medical Cybernetics of The Russian State Medical 
University. The data collected from 474 patients (mean age 9.4 ± 5.1, m/f were 303/171 
patients) with trauma from the age of 1 month to 18 years old who had been admitted to 
the Department of Anesthesiology and Resuscitation between January 2008 and January 
2012. 40 (9.6 %) patients died. Criteria for including patients into the study were the 
following: heavy traumatic damage, age till 18, availability of all necessary data for 
calculating results of prognostic scores, staying in the anesthesiology and resuscitation 
department not less than 24 hours. 

Patients were divided into the following groups based on cause of injuries as a result 
of Car Accidents - 104 patients (21.9%); injuries as a result of Car Collisions - 103 
patients (21.7%); injuries received as a result of the Fall-193 patients (40.7%); household 
injuries - 17 patients (3.6%); injuries resulting from falling off a bicycle - 11 patients 
(2.3%); injuries resulting from beating - 15 patients (3.2%); patients with other injuries  
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Table 1 Characteristics of data for all patients and in different groups 

Group N Age (m±δ) N/F (%/%) Died (%) Survived (%) 
All patients 474 9,0±5 303/171 (63.9/36.1) 40 (8.4) 434 (91.6) 
Group based on cause of injuries 
Car Accidents 104 11.4±5 60/44 (57.7/42.3) 14 (13.5) 90 (86.5) 
Car Collisions 103 11.4±3.8 58/45 (56.3/43.7) 7 (6.8) 96 (93.2) 
Fall 193 7±5 136/57 (70.5/29.5) 14 (7.3) 179 (92.7) 
Other 74 7.9±4.7 49/25 (66.2/33.8) 5 (6.8) 69 (93.2) 
Age groups 
Infants and children of early childhood 69 1.4±0.6 47/22 (68.1/31.9) 8 (11.6) 61 (88.4) 
Children of Preschool age 80 4.1±1.0 45/35 (56.3/43.8) 8 (10.0) 72 (90,0) 
Children of Junior school age 143 8.6±1.8 93/50 (65.0/35.0) 10 (7,0) 133 (93,0) 
Children of the Senior school age 182 14.3±1.9 118/64 (64.8/35.2) 14 (7,7) 168 (92,3) 
N -sample’s size of group, m - average age in the group, δ - standard deviation of mean, M – man-child, F – 
female-child, Died – the number of deaths in the group of patients, Survived - number of surviving patients in 
the group. 

 
 
- 31 (6.5%). The last 4 groups in the processing of data were combined into the group of 
the Other 74 patients (15.6%) (Table 1). 

Due to the fact that the physiological parameters of the patients depend on the age 
(A.V. Mazurin, 1999) [14], grouping was performed: infants (up to a year) and children 
of Early childhood - 69 patients (14.6%); children of preschool age - 80 patients (16.9%); 
children of junior school age - 143 (30.2%); children of the senior school age - 182 
(38.3%). Infants are combined with children of early childhood due to the scarcity of the 
first group (Table 1). 

 
 

 
Figure 1. ROC-curves for prognostic scores. 
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Table 2 Results of AUROC and cut-off of prognostic scores. 

Score N AUROC Cut-off Se Sp 
ISS-RTS-TRISS 474 0.928±0.020 0.149 0.900 0.823 
PTS 474 0.859±0.025 4 score 0.850 0.728 
APACHE II 399 0.875±0.038 0.168 0.808 0.834 
PRISM 166 0.760±0.075 0.172 0.750 0.727 

N -sample’s size, AUROC- Area under ROC curve, cut-off- cut-off point, Se-sensitivity, Sp–specificity. 

 
The assessment of severity of patient’s condition and injury severity was done with 

prognostic scores PTS, ISS-RTS-TRISS, PRISM and APACHE II; and the death risk 
was determined using ISS-RTS-TRISS, PRISM and APACHE II scores; these data were 
collected from anamnesis, initial examination, parameters of physiological and 
neurological status on admission and within the first 24 hours. Scores were calculated 
using software tools published on the Sociéte Françaiseet de Réanimation community 
website [20]. The validity and prognostic accuracy of prognostic scores were assessed 
by determining its discrimination and calibration ability. The discrimination ability has 
shown a probability score to divide patients into two groups: with favorable outcomes 
and unfavorable (likelihood and lethal) outcomes. ROC-curve was used for evaluating 
the discrimination ability of the studied prognostic score [15, 18]. For searching the 
optimal cut-off point, we used the Youden Index (YI) [19]. The Hosmer-Lemeshow test 
(C-criterion) was used for defining the calibration ability of the studied prognostic score 
[16].A comparison of the discriminatory ability of scores was carried out by comparing 
the areas under the ROC curves with the z-criterion (DeLong method) [17]. The data 
base statistical assessment and statistical description were done in Excel and SPSS 
programs. 

3. Results 

The investigated prognostic score ISS-RTS-TRISS showed outstanding discrimination 
ability (0.928) the investigated predictive scores PTS and APACHE II showed excellent 
discriminative ability (0.859 and 0.875) [18]. The investigated PRISM score showed 
acceptable discrimination ability (0.760) (Figure 1). 

For searching the optimal cut-off point, we used the Youden Index (YI) and we 
observed a condition in which the total value of sensitivity and specificity was the 
maximum [19]. The best cut-off-point for ISS-RTS-TRISS obtained at the level of 0.149, 
for the PTS - 4 score, for the APACHE II score 0.168 and for the PRISM score - 0.172 
(Table 2). 

 
 

Table 3 The results of a pairwise comparison of the discrimination ability of the scores. 

Score pairwise comparison z p 
ISS-RTS-TRISS and PTS 1,666 0,048 
ISS-RTS-TRISS and APACHE II 1,851 0,032 
ISS-RTS-TRISS and PRISM 2,268 0,012 
PTS and APACHE II -0,278 0,609 
PTS and PRISM 1,210 0,113 
APACHE II and PRISM 1,487 0,068 

z – value of z criterion test (DeLong method), p- p – value of z criterion test, at p <0.05 the null hypothesis, 
that the areas under the curves are equal, is rejected. 
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Table 4 Results of assessment of calibration ability for prognostic scores. 

Scale N χ2 p 
ISS-RTS-TRIS 474 13.1 0.107 
PTS 474 19.52 <0.001 
APACHE II 399 88.5 0.012 
PRISM 166 8.37 0.398 

N- number of patient in the study, χ2- χ2- value , p-p-value (Hosmer–Lemeshow test). 

 
The results of a pairwise comparison of the discrimination ability of the scores by 

comparing the areas under the ROC curves have shown the presence of statistically 
significant differences between the ROC-curve areas when comparing the ISS-RTS-
TRISS and PTS scores, ISS-RTS-TRISS and APACHE II, ISS-RTS-TRISS and PRISM 
(the area under the curve for the ISS-RTS-TRISS score is statistically significantly larger 
than the areas under the PTS, APACHE II and PRISM scores, p <0.05). In turn, in the 
other pairs of PTS and APACHE II, PTS and PRISM and APACHE II and PRISM, no 
statistically significant differences were found (Table 3). 

C-criterion of the Hosmer-Lemeshow test showed satisfactory calibration ability for 
prognostic scores: for ISS-RTS-TRISS and PRISM (p equally 0.107 and 0.398, 
respectively). The calibration ability for PTS and APACHE II were unsatisfactory (p less 
0.05) (Table 4). 

The analysis of the prognostic accuracy and validity of the scores in the groups for 
the cause of trauma has shown that among the scores under study, the ISS-RTS-TRISS 
score has outstanding discrimination ability with satisfactory calibrating ability in 3 out 
of 4 groups due to trauma. The three remaining scores were able to show good results 
only in one group of injuries - The Other (the AUROC >0.900 and p-value of calibration 
ability>0.05) (Table 5). 

The analysis of the prognostic accuracy and validity of scores in different age groups 
showed a similar trend: the ISS-RTS-TRISS score has outstanding discriminatory ability 
with satisfactory calibrating ability in 2 out of 4 groups: the Infants and Children of Early 
childhood and the Junior school age groups. At the same time, the remaining scores were 
able to show high results also in one age group - Junior school age (the AUROC >0.900 
and p-value of calibration ability>0.05). 

4. Discussion  

Modern medicine in pediatric traumatology focuses on increasing the effectiveness of 
decisions taken during treatment, based on assessing the severity of the condition and the  
 
Table 5 The groups in which the results of validity and prognostic accuracy of prognostic scores were 
satisfactory. 

Score Groups due to injuries (AUROC; p) Age’s groups (AUROC; p) 
ISS-RTS-TRIS TheCar Collision (0,962; 0,256) 

The Fall (0,917; 0,899) 
The Other (0,962; 0,980) 

Infants and Children of Early childhood 
(0,970;0,657) 

Children of Junior school age(0,982; 0,561) 
PTS The Other (0,920; <0,05) Children of Junior school age (0,989; <0,05) 

APACHE II 
The Other (0,908; 0,850) 

Children of Junior school age (0,9941; 
0,281) 

PRISM The Other (0,961; 0,703) Children of Junior school age (0,929; 0,753) 
AUROC- the areas under ROC curve, p-p-value (Hosmer–Lemeshow test). 
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severity of injury in patients, predicting the likelihood of death in patients. One of the 
methods for solving this problem is the use of numerous specialized prognostic scores 
for various nosologies and different age groups of patients. A large number of prognostic 
scores and their application in practice led to the need to study their effectiveness in the 
conditions of the national departments of pediatric intensive care and intensive care. An 
important point in the use of scores is the quality and validity of the predictive model, 
which determines the validity and suitability of the application of the technique in 
specific conditions, and consequently - the correspondence of the possibility of 
prognostic scores to the tasks assigned. In our research, we included four  
prognostic scores: ISS-RTS-TRISS, PTS, APACHE II and PRISM to assessment of the 
severity state of children with injuries in conditions of specialized trauma hospital. For 
study validity and prognostic accuracy of prognostic scores were assessed by 
determining its discrimination and calibration ability. 

Thus, the result of the validity study on the predictive accuracy and validity of the 
four prognostic scores in children with trauma indicated to use only these two scores: 
ISS-RTS-TRISS and PRISM. The ISS-RTS-TRISS score showed significantly 
outstanding predictive accuracy (AUROC=0.928). 

Two other prognostic scores APACHE II and PTS are not applicable for predicting 
the likelihood of death in children with trauma, due to unsatisfactory calibrating ability 
although they show sufficient discriminative capacity. 

The results of a pairwise comparison of the discrimination ability of the scores was 
shown the significant differences between the ROC-curve areas of ISS-RTS-TRISS and 
other scores (p <0.05). 

The analysis of the prognostic accuracy and validity of the scores in the groups for 
the cause of trauma and in the groups of different age trauma has shown that among the 
scores under study ISS-RTS-TRISS score may be useful in practice (has excellent 
discrimination ability and significant calibration ability in most groups). 

Thus, as a result of our study, it was shown that only one of the four prognostic 
scores, ISS-RTS-TRISS, can be successfully used in the everyday practice in the 
department of anesthesiology and resuscitation in the specialized hospital of children's 
traumatology to assess the severity of the condition, with the possibility of predicting the 
likelihood of a lethal outcome. 
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Abstract. Background: The Surgical Safety Checklist (SSC) is routinely used in 
operating rooms (OR) but its acceptance is low. One promising way to improve 
acceptance of the SSC and thus quality of patient care is digitalization. Objective: 
To investigate how a digitalization of the SSC could be implemented in a teaching 
hospital. Based on the identified user requirements we designed a first user interface 
(UI). Method: We performed a literature review, identified user perceptions and 
requirements during 12 interviews including a standardized questionnaire in surgical 
departments at the University Hospital Graz (Austria). Subsequently a first 
prototype of a UI was designed. Results: Seven different approaches for digital SSC 
were identified in literature. Our interviews showed that 90% of the participants had 
a positive attitude towards a digitalization of SSC. The most favoured version of a 
digitalized SSC was a tablet-based client-server system with integration in the EHR 
and projection on an OR monitor. Conclusion: Digitalization of the SSC is requested 
by medical and nursing personnel. Based on the identified user requirements we 
designed a process oriented UI of a digital SSC.  

Keywords. eHealth, computer aided surgery, patient safety, surgical procedures, 
checklist 

1. Introduction 

The rate of surgery associated complications lies between 3% and 16% in developed 
countries, with a worldwide mortality of 1 million deaths per year [1]. Surgery associated 
complications are mostly wrong patient, wrong side, wrong procedure or even retained 
surgical items. Studies have also shown that poor teamwork and insufficient 
communication during surgery cause around 43% of all surgical failures. In addition, the 
risk of complications in operating rooms (OR) is increased by inadequate pre-surgical 
preparation like antibiotic prophylaxes. Nearly half of all complications are avoidable 
[1-3]. 
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In order to prevent surgical complications, the WHO published the "Surgical Safety 
Checklist" in 2007 [4] which should act as a supporting tool for the surgical staff to 
maintain patient safety and promote a reduction of errors such as wrong patient, , wrong 
side, surgical infections, perioperative complications and deaths [5]. 

Numerous studies have already proven that the use of this Surgical Safety Checklist 
(SSC) has positive effects on safety during surgery [6-9]; decreased mortality by 47% 
and complication rate by 36%. Communication and team cooperation is also positively 
influenced by the SSC [10].  

In 2011 a modified paper-based WHO SSC was implemented within the University 
Hospital of Graz (UHG). Since then it became a mandatory tool in all surgical 
departments, but overall acceptance is still not reached yet. The use of the SSC has 
changed positively over the past years with nearly 90% now using the SSC. Nevertheless, 
the satisfaction with the SSC is comparatively low (only 55% of the nurses are satisfied 
or very satisfied) and completion rates drop down over the time (from 81.7% to 57.2%) 
[11,12]. In addition to that, the opening of the new central surgery at the UHG in October 
2017 has a great impact on coordination and safety of patients, which add additional 
value to the use of a SSC. One promising way to improve acceptance of the SSC and 
thus quality of patient care and its safety is digitalization [13,14]. 

This article deals with the question if and how a digitalization of the SSC could be 
implemented in a teaching hospital. Literature was reviewed and user perceptions and 
requirements were identified and were used to design a digitalized SSC.   

2. Methods 

We performed a systematic literature review and qualitative (interviews) and quantitative 
(questionnaires) analyses to identify user perceptions and requirements. Based on the 
results we designed a first prototype of an UI. 

2.1. Systematic literature review  

We conducted a PubMed search (October 2017) focusing on the phrases “surgical”, (or 
“surgery”, “surgical procedures”, “perioperative”) in conjunction with “checklist” 
(e.g. “safety checklist”, “surgical checklist”), “patient safety” and “electronic checklist” 
(or “digital system”, “digital assistance”, “computerized”). We additionally applied the 
snowball principle and categorized the identified literature by relevance. 

2.2. Qualitative analysis of interviews 

For qualitative analysis, we conducted 12 interviews. One half of the questions related 
to the current use of the paper-based SSC (satisfaction, problems and weaknesses of the 
SSC) and the other half dealt with possible improvements of the SCC and 
implementation conceptions towards digitalization. The participants have been selected 
by the Quality and Risk Management of UHG and came from different professional 
groups and departments to cover a wide range of SSC user groups (Table 1). During the 
interviews answers were documented in writing and audio recording. Afterwards, we 
analyzed all interviews by summarizing and categorizing the information.  
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Table 1. Interview participants (MF=managerial function) 

Professional Group Department Position 
Surgeon Otolaryngology Expert with MF 
 Traumatology / Orthopedics Expert with MF 

Plastic Surgery Expert with MF 
Transplant Surgery Expert without MF 
Thoracic and hyperbaric surgery Expert with MF 
Special anesthesiology Expert with MF 

Assistant of surgeon  Cardiac-, thorax-, vascular surgery, anesthesiology 
and intensive care medicine 

Expert without MF 

Nurse Otolaryngology Expert without MF 
General surgery Expert without MF 

Anesthesia nurse  Special anesthesiology Expert with MF  
Surgery manager Executive department of surgery management Expert without MF 

Executive department of surgery management Expert with MF 

2.3. Quantitative analysis of questionnaires 

For quantitative analysis, a standardized questionnaire with 16 questions was filled out 
by each participant after the interview (participants listed in Table 1). Opinions towards 
the currently used SSC and a digitalized checklist implementation, system requirements 
and suggestions for a possible digitalized SSC were inquired. The full list of questions 
can be requested. The participants had to pick the matching scale boxes of an ordinal 5 
point Likert Scale, a nominal form (“yes” / “no” boxes) as well as pre-formulated 
selection options.  

2.4. Iterative design of the user interface  

Based on results from the literature review and focusing on specific user requirements 
which were gained from the interviews and the questionnaire, a first prototype UI of a 
new digital SSC was iteratively developed. This intends to pass a cyclic process of 4 
main phases (Inception, Elaboration, Construction and Transition) with continual quality 
and functionality improvements after each of the iterations. The UI was then further 
refined according to improvement suggestions from users in the University Hospital of 
Graz and project members of JOANNEUM RESEARCH. 

3. Results 

3.1. Literature review  

Thirteen out of 189 articles remained after exclusion of not relevant results. Reasons for 
exclusion were no relation to digitalized checklists, no relation to use in the surgery, 
duplicates or language other than German and English. 

We used the included articles to compare evidence about electronic/digitalized SSC. 
Three publications showed the same checklist or a modified version of the checklist. One 
was a literature review about electronic checklists [15] and in one article development of 
an individual digital compilation of electronic checklists was described and a possible 
implementation in hospitals was suggested [16]. Seven different types of digital SSC 
exist and were summarized in Table 2. Main findings concerning features and benefits 
were: six out of 9 identified approaches of digital SSC were using monitors in OR during 
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team time out (TTO) with additional access to EHR (4 with interactive functionality). 
Furthermore, some of them support functions like critical information messages (auto-
populations), process stops when items were not completed and process oriented 
workflow visualization. The most frequently achieved benefit was increased user 
compliance (6 of 9) and increased patient safety (6 of 9). 

3.2. Qualitative analysis 

Qualitative analysis based on 12 interviews revealed that nearly all interviewed persons 
confirmed that the currently used SSC is essential for patient safety. Seven participants 
said that the checklist is finally accepted but it took a long time, the remaining five 
participants added that the importance, meaningfulness, efficiency and responsibility are 
often not seen by the medical staff. A main aspect for poor user acceptance was the 
redundancy of items to be checked. The interview partners suggested that the SSC has 
to be redesigned or reduced, that a clear definition of responsibilities has to be 
implemented and that trainings have to be organized to achieve a better understanding of 
checklist items.  

Reported problems of the SSC were: not all team members were present at TTO, the 
“moment of rest” was not enforced (attention is low) and additional time effort is 
produced if processes are not familiarized. To avoid these problems, the participants 
emphasize following points: the SSC should be short, augment the culture of safety 
(elucidate benefits and consequences, conduct trainings), the design should be process 
oriented (procedural, seamless handover, information gathering and communication 
flow). 

 
Table 2. Results of the literature review: features and benefits of electronic checklists. 

SSC type Features Benefit 
Electronic flight board 
with clinical decision 
support (CDS) [14]/[17]* 

Real-time patient data (EHR), critical 
information (auto-populating), process 
stop when item incomplete, access and 
projection of data (EHR), procedural, 
client-server-system (CSS) 

Increased compliance, increased 
patient safety and staff acceptance 

Pre-recorded audio 
checklist [18]  

Audio delivery of items Increased compliance, consistency 
of questions and staff attention 

Pre-recorded audio 
checklist (mobile device 
connected to EHR [13]) 

Interactive screen, procedural, Real-
time patient data (EHR), CSS 

Increased compliance, staff 
acceptance and improved workflow 
efficiency 

Video-based checklist [19] Access and projection of data (EHR), 
audio delivery of items,  
CSS 

Increased compliance, increased 
patient safety, staff acceptance and 
improved workflow efficiency 

Interactive screens (LCDs 
linked to EHR) [19]/[20] 
** 

Real-time patient data (EHR), access 
and projection of data (EHR), process 
stop when item incomplete, 
procedural, progress is visualized, CSS 

Increased compliance, increased 
patient safety, improved workflow 
efficiency, cost saving 

Integrated in OR 
connected with interactive 
screen (and EHR) 
[21]/[22]* 

Real-time patient data (EHR) and 
critical information (auto-populating)  
 

Increased compliance, increased 
patient safety, improved 
communication, improved workflow 
efficiency, cost saving 

Integrated in OR 
connected with interactive 
screen [23,24] 

Access and projection of data (EHR), 
procedural, progress is visualized 

Increased patient safety, improved 
staff acceptance and 
communication, time saving  

* same checklist different paper/method; ** same checklist but modified 
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Figure 1. Results from the standardized questionnaire (excerpt). 

 

Further requirements to an electronic SSC with strong agreement were: improved 
hard-stop culture (prohibit further steps), improved “moment of rest” (audio signal 
during TTO), prevent incompleteness (required fields), improved quality of data (no loss 
of data, better archiving and traceability), time saving (more efficient, has fewer 
redundancies, complete documentation), increase safety (warnings, no loss of device, 
less manipulation) and improves the workflow (less paperwork, better archiving, 
documentation, comprehensibility and evaluation). 

The participants had a positive attitude towards a mobile solution in form of a tablet 
connected with a computer or monitor. Emphasis has to be placed on a user-friendly 
design. Eight out of 12 interview partners favored the idea to have the checklist 
information projected on a monitor in the OR. A connection to EHR is required from the 
majority (9 out of 12). A new digital SSC has to focus on seamless workflow integration. 
Following functions supported by a new digital SSC should be considered in a future 
development according to the interview partners: automatically retrieve patient data by 
scanning a QR-code on the patient wristband; display relevant notes, display patient 
images, automatically include diagnosis and patient data, scan barcodes of consumed 
materials during the operation (for documentation), handle postoperative arrangements 
and notes (free text), implement warnings and reminders (for allergies, antibiotic 
prophylaxis, incompleteness of items). 

3.3. Quantitative analysis 

Quantitative analysis based on the evaluation of questionnaires revealed that 7 out of 12 
of the participants were satisfied with the currently used SSC, but stated that a further 
development on the paper-based checklist is necessary. Reasons were that the use is not 
mandatory, the use is not uniform, a signature for accountability is missing, there are 
ambiguous formulations of checklist items, some items are not suitable, the process is 
not displayed adequately and the current design should be improved. 

Only 33% agreed with the statement that the responsibilities were reasonably 
regulated with the SCC. Main reasons for the low favorable result were irresponsible 
completion of the SSC and the hierarchic culture in OR. The opinion towards that a 
consistent use of the SSC can prevent errors was agreed by all participants (67% voted 
“strongly applies”, 33% voted “applies”) but some commented “only if used properly”. 
Only half of the participants reported that the communication and information access 
regarding the SSC worked seamlessly.  

Nearly all participants agreed with the statement that complications can be avoided 
due to the use of a SSC. ‘Operation location marked’ and ‘patient identification’ were  
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Figure 2. Prototype of the UI (tablet) for the new digital SSC.  

 
the two most important items on the current SSC according to interviewed participants. 
Nearly all of the participants had a positive attitude towards a digital SSC implementation 
and more than half of participants evaluated that a digitalization of the checklist is 
strongly desired with an overall agreement that a digitalized process could improve the 
workflow, see Figure 1. A new digital SSC in the form of a tablet and/or a computer in 
the OR connected to EHR was favored by the majority (9 of 12).  

3.4. User interface design  

Based on the requirements from the literature review and from qualitative and 
quantitative analyses, a prototype of a UI was designed (Figure 2). We focused on an 
easy and user-friendly layout and supported a process oriented use of the SSC. Patient 
information will be displayed during the whole checklist process. 

We chose a rugged tablet device for the usage in OR (Samsung Galaxy Tab Active). 
The UI prototypically provides features like: scan patients wristband (assures correct 
patient identification), scan barcodes of materials (managing consumption of materials 
during operation) and login of different users.  

Users will be guided through the entire process by procedural visualization (e.g. 
SIGN IN is divided in nursing and anesthesia personnel). Auto-populating warnings 
remind the users of allergies and barriers should block the user from proceeding if the 
process is incomplete (TTO is only available if SIGN IN is completed). The connection 
to the EHR and to computers in the OR is envisaged. Interview participants preferred a 
tablet-based solution instead of a standard computer because they have to check SSC 
items immediately at point-of-care. There will be no additional infrastructure required to 
implement the solution within hospital settings because the equipment is already 
available (WiFi, wall-mounted displays, computers, speakers and barcode scanners). 

4. Discussion 

Our findings revealed that an electronic SSC is desired by the majority of interview 
partners. Based on these promising results, we designed a prototype UI for a digitalized 

K. Kiefel et al. / Feasibility and Design of an Electronic Surgical Safety Checklist 275

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



SSC. The comment: “a fool with a tool is still a fool” emphasize the critical attitude of 
surgical team members towards an electronic application. Without an added value, there 
will not be any changes in active participation and checking the list properly. Therefore, 
many interviewed participants requested additional features such as patient identification 
over wristband (scanning QR code), including material documentation (scanning 
barcode) and free-text fields to add documentation. Functions like auto-populating 
messages, process oriented workflow, barriers to prohibit continuing in case of 
unfinished tasks and monitor projection during TTO were requested.  

The integration into the hospital information system (HIS) is regarded as the best 
choice in order to raise compliance concerning SSC items [13]. However, the approach 
of a tablet-based digitalization together with a HIS integration is assumed to best support 
OR-team members in a ubiquitous way. With a CDS, e.g. automatically retrieving patient 
demographics, updated laboratory values, allergies, medications and audio signaling 
helps to increase attention in each of the complex steps (SIGN IN: entering the OR – 
SSC on tablet could be used at point-of-care, TTO: skin incision – SSC can be projected 
on monitor via HIS; SIGN OUT: before skin suture).  

Main barriers for implementation of SSC are challenges regarding efficiency 
(double checks), lack of knowledge about the correct use and stringent hierarchical 
structures [2,11,25]. Design issues, lack of process integration and inefficient timing of 
checklist use is also problematic [26]. Today there are still problems with the overall 
acceptance and compliance with SSC [2,11,12]. Encouraging healthcare professionals 
with new tools is difficult as it is always associated with the change of habits and 
engagement [11,26]. New tools “requires the willingness of healthcare professionals" 
[11] and it is “an ongoing challenge towards the goal of gaining acceptance amongst 
healthcare professionals and raising compliance” [12]. However, recent developments 
that handle with an electronic version of a SSC reported an increase in compliance as 
well as improved patient safety [7,13,27-29]. We found no studies of SSC used on 
tablets-PCs in our literature search.  

Problems regarding electronic systems mentioned in the interviews were the risk of 
a breakdown (due to damage), transmission-, operation- and documentation errors and 
slow systems. Additional challenges mentioned were: multidisciplinary documentation, 
coordination of trainings and acceptance issues.  

In conclusion, we found that digitalization of the SSC is feasible and desired by the 
OR staff. Beside the general consensus regarding the usefulness of checklists in OR the 
majority of interviewed participants agreed that transferring the paper-based checklist 
into an electronic version could improve the whole surgical process. One design favored 
by the majority of interview participants was the implementation of an electronic SSC in 
a tablet-based CSS integrated in the EHR with projection to an OR monitor. We designed 
a first prototype UI which will be further expanded as functional demonstrator of the 
SSC application and then validated in future usability tests. 
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Abstract. The PIQ research project (“Pflege im Quartier”) aims for optimizing 
communication and patient-centered care for elderly people by implementing a 
digital, patient-centered care platform, with particular attention is paid to the 
consideration of ethical, legal and social issues. In this work, an instrument for the 
ethical evaluation of social-technical arrangement was used to map features of the 
platform with ethical concerns. The results include precise ethical questions based 
on scenarios identified and possible solutions to address them, regarding the ethical 
and privacy issues. These insights will be continuously integrated in the future 
system design and implementation as well as research. 

Keywords. elderly; independent living; home nursing; ethics 

1. Introduction 

The demographic change in the Federal Republic of Germany which is accompanied by 
social challenges (e.g. the predicted shortage of professional nurses and the increasing 
need for care) which are to be encountered by innovative technology in the area of health 
and long-term care. For this purpose, research projects are funded by the Federal Ministry 
of Education and Research (Bundesministerium für Bildung und Forschung, BMBF), 
which contribute to the development and research of innovative approaches to support 
people in need of care and people involved in the medical and nurse health care. One 
goal of these new technological innovations and systems is to enable elderly people in 
need of care and assistance, to live a self-determined and independent life in their homes 
and in a familiar environment [1]. This leads to reduce costs, relieve caregivers 
(professional, informal) and contribute towards efficient networking. 

In particular, technology that is designed and developed for elderly, who are or will 
be in need of care and are therefore more vulnerable, must be ethically evaluated to 
guarantee a harmless use, as well as it can contribute to the user-acceptance, and reduce 
the market entry barriers [2]. It is important that the ethical evaluation accompanies the 
development process from the beginning to ensure potential advantages and reduction of 
risks.  
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In this contribution, we present recent work-in-progress from the BMBF-funded 
project PIQ (2016-2019) where scientists are accompanied by ethical experts that 
contribute to identifying and assessing ethical conflicts and their relevance. The purpose 
is to establish a systematic approach using a model for the ethical evaluation of socio-
technical arrangement (MEESTAR) [3]. We identified a collection of ethical/ moral 
conflicts and principles that take a significant role in the development of a technical 
assistance system. Next to the identification of conflicts, we develop potential solutions.   

1.1. The Project PIQ (Pflege im Quartier): general information 

The main approach of the project deals with the information, communication and 
networking around nursing for people in need of care, their relatives, certified nurses and 
informal caregivers. The development and use of technical assistance systems in the 
everyday life of elderly people who may be in need of care and because of their cognitive 
abilities or other restrictions are no longer able to reflect the scope of their decisions or 
do not understand the full functionality of the system, comprehensible explanations and 
an intuitive use of the system are essential to avoid excessive demands. 

The aim of the project is to optimize and build up real and digital structures that exist 
in four heterogenic quarters in the city of Gelsenkirchen in North Rhine-Westphalia, 
Germany. The optimization includes the improvement of the medical and nursing health 
care by supporting the home care of people in need to live an independent and self-
determined life in their own preferred environment [1]. Furthermore the professionals 
are supported by expanding the integrative supply through a demand-meeting 
information exchange that contains structured data and is based on established medical 
standards, such as HL7 CDA based electronic nursing record [4]. This supports the 
comprehensive networking between all those people and institutions involved especially 
as part of the care transition and hospital discharge [5]. 

1.2. The Project PIQ: platform and mobile application  

The digital components that are developed within the project include a mobile 
application and a patient-centered platform for people in need of care, their relatives and 
people that are involved in the medical and healthcare process.  

One aspect of the platform includes the possibility to locate people in certain 
situations through the tracked location by their phone if the mobile application is installed. 
Possible situations are e.g. if they are far away from their supposed location over a longer 
period or got lost. On one hand, a set of rules can be defined by the caretakers and 
confidants that are authorized to keep track of the current whereabouts of their relatives 
or people in need of care and on the other hand an emergency call/ alarm can be triggered 
manually by a “Help through the touch of a button”- function.  

The mobile application offers features to import a printed medication plan 
(bundeseinheitlicher Medikationsplan) and to organize the medication within. The 
information given by the medication plan is automatically transformed into a structured 
format, so that it can be stored on the mobile device. The structure of the medication plan 
relies on the technical specification that is part of the pharmacotherapy safety to provide 
a consistent and structured format for the electronic management, storage and cross-
system exchange of the currently prescribed medication. The goal of integrating and 
exchanging the medication plan is to prevent adverse effects by recognizing and 
reviewing drug interactions and contraindications and to contribute to the 
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pharmacotherapy safety [6,7]. The medication plan contains information about the 
prescribed medication that a specific person is currently taking. This functionality 
enables the people in need of care and their relatives to organize and their medication 
management and support their safety. 

Another feature is the integrated marketplace in the system. It allows people to get 
in touch with volunteers and neighbours in their quarter to increase participation in social 
life. It is possible to offer and search for abilities and help as well as for support of 
activities in their everyday life that can then be arranged. The use of this feature is 
optional, which guarantees the right not to participate. There will be new digital advisory 
services that include new formats to involve people with voluntary commitment as well 
as training content related to caretaking for the relatives based on the care-level and the 
current situation of the people in need of care. 

The paper is organized as follows: First, in section 2, we will describe the selection 
of the evaluation model and how it can be integrated into the software development and 
workflow process. Section 3 describes the intermediate results consisting of selected 
scenarios and developed solutions. In section 4 a summary of the work will be presented 
and demonstrates which future work will have to be done.  

2. Methods 

When deciding which framework for the ethical evaluation should be used, it is important 
to consider the appropriateness for the particular context, the scope and purpose of the 
ethical analysis as well as the way in which the instrument addresses issues within the 
considered domain. The provided theoretical, ethical principles and conflicts have 
possible limitations by their generalization and transferability or applicability. 

The system that is developed includes features that are intended to support people 
in need of care in their everyday life through localization and orientation functions, 
medication management, care-related information and communication and networking 
options to participate in social life. An instrument for the ethical evaluation should be 
practically (normatively) usable and integrable into the process of designing and 
developing an information and communications system.  

In contrast to other guidelines and ethical evaluation instruments such as “a model 
for the ethical evaluation of socio-technical arrangement” (MEESTAR), the “Model of 
Assessment of Telemedicine” (MAST) or the VDI Guideline 3780. MAST was 
developed for telemedicine applications, while the VDI guideline is for the evaluation of 
technology in a more general sense that enables a normative assessment but provides no 
clear methodology how it could be performed [8]. In contrast, MEESTAR provides a 
clear methodology and enables a normative assessment. For these reasons, the 
MEESTAR model has been selected as a suitable tool to conduct the ethical reflection.  

2.1. The MEESTAR-Model 

MEESTAR offers an approach to identify and describe ethical issues and dilemmas that 
can be assigned to given ethical dimensions. In addition, it provides questions for each 
dimension that can be used as a basis for a discussion and evaluation. The analytical 
model is divided into three different axes that need to be considered (Figure 1). One axis 
shows the three different points of view from which the socio-technical system is 
examined by: the individual level, the organizational level and the social level. For each 
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of these levels an evaluation takes place which includes seven ethical dimensions: care, 
autonomy, safety, justice, privacy, participation and self-conception. The third axis 
contains four stages with a different ethical sensitivity that the functionality or the ethical 
topic is categorized to. These stages comprise the completely harmless use (stage I), the 
ethical sensitivity that can be compensated in practice (stage II), the ethical extreme 
sensitivity that requires either permanent monitoring or the introduction should be 
questioned (stage III) and the rejection of use (stage IV). 

The use of the model for evaluating an information and communication system can 
contribute to highlight potential ethical conflicts that arise from the use of technology in 
nursing and medical health care that should be considered. A situation is assigned to a 
dimension and viewed from the specific levels (e.g. the individual level). After careful 
assessment of the existing conflicts an ethical stage is assigned. In addition, it provides 
ethical guidelines that should be considered to create the system. The model does not 
offer a definitive assessment of the system, it rather contributes to the considerations of 
ethical and moral conflicts. 

2.2. Integrating MEESTAR into the software development and workflow process  

The system is developed according to a development process model, which consists of 
six different steps (Figure 2). MEESTAR was integrated and applied after the system 
requirements were defined to identify ethical aspects and develop appropriate measures 
as soon as possible and to include them in the conception and implementation process of 
the system. MEESTAR provides a procedure for the ethical evaluation that is often used 
as a basis for discussions in workshops. We deviated from that process and we slightly 
modified the proceeding. For this reason, we applied MEESTAR in the development 
process as follows. The model was used to identify the ethical and moral conflicts and 
extended to reveal more specific questions that can be met by possible solutions.  

Step 1: Together with involved people in the medical health care system or in the 
caring process (e.g. nursing service, nursing bases, public health care personal, people in 
need of care, relatives etc.) from the selected areas demands and requests are determined.  

To achieve this, semi-structured interviews and the attendance of the mobile care 
process were performed. The requirement analysis is done by an interdisciplinary team.  

Step 2: The gathered information and results can be used to define problems and 
scenarios to develop requirements for the system. In addition to the legal and technical  
 

 
Figure 1: MEESTAR-Model Source: Own representation based on ([3], p.14) 
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Figure 2: Integrating MEESTAR in the development 

 

specifications and possibilities, it is important to identify ethical and moral conflicts/ 
dilemmas.  

Step 3: To frame the ethical/ moral conflicts and dilemmas, some scenarios are 
analyzed by taking a particular perspective (individual, social, organizational), the 
affected dimensions, and related questions provided by MEESTAR into account.  

Step 4: The affected dimensions and the identified moral/ ethical conflicts offer a 
possibility to focus on a specific aspect and to concretize risks and benefits. These can 
be compared to each other to make fundamental decision to define possible solutions.  

Step 5: In this case, a critical/ objective position to the system must be taken and all 
possible points of view and different interests must be considered to ensure that the use 
of the system guarantees greatest possible safety and security. The developed solutions 
can be technical and non-technical as well as new requirements for the system.  

Decision: Because of the different complexity of the identified problems the process 
can be repeated several times. This is done until it has been ensured that the risks have 
been reduced to a minimum or are eliminated, no further risks or conflicts have been 
identified and all affected dimensions, perspectives and interests have been considered.    

Step 6: In the final step, the established solutions and measures are realized and 
continuously monitored and evaluated.  

3. Results 

Currently the project PIQ has reached mid-term. Hence, the system is in development 
and preliminary results are presented in this section,  including  the identified  scenarios,  
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Table 1. Ethical conflicts and developed solutions (Assigned stage refers to Figure 1)  

Dimension Ethical question/ Ethical conflict Developed solution Assigned 
stage 

Autonomy How can a comprehensible provision 
of access rules and permissions be 
provided? 

Simplified list of questions that binds control- 
and security settings to pre-configurated 
profiles.  

I 

 How to acquire the ability to consent? Gain the user consent on basis of an informed 
consent discussion. 
If necessary relatives/ authorized 
representatives can be present.  

I 

 How to handle and grant access to 
nurse-related medical information?  

In depth and simplified configuration of 
profiles for access-control and access-policies. 

I 

Safety Could displaying the drug safety 
assessment lead to uncertainty?  

Autonomy has to retain within the 
responsibility of the doctor/ pharmacist.  
The functionality is not implemented.   

IV 

 Could the marketplace as a possibility 
for networking and participation be 
abused to harm people in need?  

The networking feature is supervised and 
controlled by an involved organization. 
Participation is optional.   

III 

 Could the localization function that is 
meant to support safety and mobility 
also restrict freedom and 
independence? 

Functionality can be (de)activated.  
Transparency through logging.  
Reason for localization must be stated and is 
recorded.  

II 

Self-
Conception 

Can users develop a dependency on the 
functionality of the system? 

Must be further evaluated.   

 Can the functionality cause possible 
behavioral adjustments? 

Must be further evaluated.  

 
the development of precise solutions and countermeasures that will be included and 
realized. This was achieved using the software development process introduced in 
section 2.2. Additionally, an interdisciplinary workshop, which consisted of 
representatives from the fields of ethics, medical informatics and social science was 
performed to validate findings. 

3.1. Identified scenarios  

A collection of eight scenarios was identified and evaluated with the approach presented 
in section 2.2 (Table 1). Each of the scenarios and related ethical conflicts result in a 
different set of benefits and risks that needs to be encountered with appropriate measures. 
Solutions were created for each of these conflicts and each will be monitored during the 
ongoing research, e.g. through focus groups, expert discussions and field test.  

3.2. Example Scenario: Localization  

As an example, the process of evaluating the localization function is shown (Table 2). 
The system provides the feature to locate and determine the whereabouts of an affected 
person. Along with increased safety by localization in emergency situations, the function 
could be abused for controlling and surveillance. These consequences can be traced back 
to conflicts that concern the dimensions autonomy, self-conception, privacy, safety and 
care. The MEESTAR-Model provides different questions that help to identify the ethical 
conflict related to these dimensions. These questions were substantiated and derived to 
receive more concrete questions that can be encountered by possible solutions. This 
process leads to support of the user with comprehensive security and control features to 
remain in control of his personal information. Solutions were developed to prevent and 
minimize the improper use and to counter the negative risks of the offered functionality.  
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Table 2. Evaluating the localization function (Assigned stage refers to Figure 1) 

Demand/ request "When I'm on the road, I want to be sure that someone knows where I am." 
Requirement Current location is tracked by smartphone and transmitted to the platform where it can 

be accessed by authorized people only.  
Dimension(s) Autonomy, Self-conception, Privacy, Safety, Care 
Ethical conflict "[…] at which point does a well-intended caregiving attitude become a patronizing or 

negatively paternalistic approach […]?" ([3], p.15) 
"How do we resolve conflicts between safety and privacy and between safety and 
autonomy (freedom)?” ([3], p.16) 
"How can people be assisted in their autonomy on the basis of practices consistently 
throughout the individual's right to autonomy?" ([3], p.15). 

Substantiated/ 
derived ethical 
questions 

Who profits from the surveillance system?  
How does the safety/ surveillance affect the behaviour of the people involved? Does 
the localization serve the safety of the affected person or the certainty of the relative/ 
localizer? 

Risks Excessive use by the user; Inappropriate use (surveillance) by authorized people; 
limitation of personality development through the surveillance system 

Benefits increase mobility, security; support participation in social life; enhance independence 
Solution The functionality can be (de-) activated. Transparency is established by complete and 

accessible log entries. A reason for a performed localization must be given. Freedom to 
choose and use technology. Authorization can be configured for a specific time range 
and for specific persons. 

Ethical stage II (“its use is ethically sensitive but this can in practice be compensated for”) 

3.3. Further aspects  

To increase the self-determination and autonomy of the user an informed consent 
discussion will take place. This procedure will be designed to achieve transparency and 
clarify that the system does not patronize, but rather promotes the digital competence 
and autonomy of the user before they give their consent. In this context, the individual 
circumstances, physical abilities, the ability to consent/ anticipate the consequences and 
the conception on the safety of the person can be determined. This ensures that solutions 
and achievements by the system and other alternatives can be explained, proposed and 
discussed. The user is supported to deal with the provision and use of his personal data 
depending on his competence and values. Based on the provided information they have 
the option to configure settings and access authorization and are free to choose and use 
the provided system functionality. The transparency is an important aspect when dealing 
with personal data, so the users will be able to inquire their saved personal data at any 
time using the system. 

To provide the user with adequate comprehension about the system functionality, 
data acquisition, collection and processing, explanations and information are presented 
appropriate regarding the target audience of elderly people. Depending on the user’s 
preference more detailed information, system settings and permissions can be accessed. 
In combination with pre-defined profiles to grant access authorization and access 
permissions for involved persons a comprehensible system knowledge can be established 
and a demand-oriented configuration and usage can be provided.  

Because the system contains an electronic medication plan, it was discussed whether 
there should be a review of the interactions and contraindications when importing a new 
medication plan, and a warning should be displayed if the result is positive. As it is 
possible that this functionality could cause further non-targeted actions by the user, e.g. 
stop taking the drug without seeking medical advice. As this could be contrary to the 
actual benefit of the medication plan. The function is not implemented until there is found 
an acceptable solution that does ensure harmless use. 
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4. Discussion 

In this work we included the model MEESTAR in a structured and systematic 
methodology to identify ethical and moral conflicts successfully in the process of 
concepting and implementing a patient-centered system within the PIQ project. The 
given dimension, different points of view, fundamental ethical and moral conflicts and 
associated questions were used to critically reflect the functionality and possible impacts 
on those who use and integrate the system in their daily life. The inclusion and discussion 
of ethical aspects led to encourage awareness and consideration of ethical assessment in 
the ongoing designing and implementing of the system.  

By extending and specifying ethical questions specific measures and solutions could 
be developed that are further enhanced and monitored in an iterative process. We derived 
concrete solutions for specific scenarios and their related ethical conflicts based on the 
presented proceeding (sec 2.2). The specification is necessary because the pre-defined 
ethical conflicts and guidelines provided by MEESTAR are partially to general and had 
to be extended to provide a complete consideration of the functionality of the system.  

However, results presented in this work are based on expert knowledge and the 
developed process only. In future work, we will evaluate consequences and effects that 
arise from the developed solutions with appropriate quantitative and qualitative methods: 
we will make use of focus groups to include the potential system users and measure their 
accordance with the identified scenarios, and ethical conflicts presented in this work 
using the developed process and expert knowledge.  
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Abstract. Background: Patient compliance with lower limb partial weight bearing 
(PWB) instructions during post-surgical early mobilization is often low and many 
are unable to adhere to the prescribed limits without the implementation of 
concurrent biofeedback. Objectives: A real-time feedback system based on eSHOE 
instrumented insoles was tested in order to preliminarily quantify its efficiency at 
improving geriatric patients’ compliance. Methods: In order to gain a proof of 
concept, measurements with one patient after a hip fracture were carried out. The 
compliance with the prescribed load restriction was measured on four measurement 
dates, first without and then with the feedback. The number of correctly loaded steps 
(NCS), the mean peak load (MPL) and the maximal load (ML) were considered. 
Results: Preliminary results of one patient show that NCS was nearly doubled and 
the MPL was reduced to acceptable limits, while the ML was reduced on three of 
the four days. Conclusion: The results indicate that the developed system is easily 
implementable into the rehabilitative routine and has a positive effect on PWB 
performance of geriatric subjects while walking. 

Keywords. Early ambulation, weight-bearing, patient compliance, feedback. 

1. Introduction 

Early mobilization after lower body injuries has become the norm lately due to the 
increased awareness of the importance of muscle strength and bone density preservation 
[1]. In order to minimize the risks and optimize the benefits of early mobilization, a 
partial weight-bearing (PWB) protocol of about 10-50% of the patient’s bodyweight is 
prescribed. The critical downside to this approach is that the compliance with the weight 
limitations of even young and healthy subjects has been shown to be poor [2]. Elderly 
subjects, whose diminished strength, diverse comorbidities as well as limited exterio- 
and proprioceptive capacities impede their weight bearing assessment ability, perform 
even worse [3]. At the same time, geriatric patients are operated most often on the hip 
and in the area of the femoral neck [4]. Pathologies like upper body weakness and 
disorders of gait or cognition can make it almost impossible to understand to which 
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degree geriatric patients follow the prescriptions [2]. Literature shows that 90% of the 
patients end up overloading the limb as soon as they leave the scale on which they are 
shown how the prescribed load feels, especially while climbing stairs [5]. Without any 
sensors or feedback mechanisms, the actual loads acting in the lower body can be neither 
measured nor monitored. 

Improving geriatric patients’ PWB performance is difficult due to the current 
standard procedures. The doctor or surgeon usually recommends the PWB limit, but it is 
in the rehabilitation centers where patients learn how to limit the peak loads they apply 
onto their injured limb. Physical therapists use different methods that vary from one 
center to another, as there is no golden standard [2]. The outcome of the teaching process 
depends strongly on the therapist’s experience. However, several authors have stated, 
that the most commonly used techniques to teach PWB, namely weight scales and verbal 
cues, are ineffective as is it difficult for the patients to follow the indications [6]. The 
aforementioned techniques’ efficiency has been found to improve with the 
implementation of a concurrent feedback [7]. Additionally, the retention or learning 
effect of the patients that are trained with such devices has been shown to be superior [8]. 
However, feedback systems are finally not available to patients in a physical 
rehabilitation context due to their elevated price, complexity or low acceptability by the 
patients [2].  

In an attempt to improve the current PWB application methodology in rehabilitation 
centers, a cheap, simple and unobtrusive system, called “eSHOE”, was developed in 
previous research projects [9-12]. In the course of eSHOE’s further development, the 
biofeedback device was tested in a clinical context in a proof-of-concept approach to 
obtain a preliminary insight of the feasibility of its incorporation into PWB teaching and 
practice routines of rehabilitation centers. The main objectives were to obtain a first 
impression and feedback from the physical therapists and patients and to quantify the 
effect that the system had on the patient’s performance.  

2. Methods 

In order to test the concept of the novel biofeedback system, a series of measurements 
were conducted with one patient during her inpatient stay at the institute of physical 
medicine and rehabilitation of the Sophienspital hospital in Vienna. The patient was 
instructed to wear the eSHOE insoles while practicing PWB in the context of the regular 
rehabilitative process on four measuring dates. The first three measurement days (MD) 
took place on three days as close together as possible. The last MD was conducted shortly 
before the discharge of the patient from the hospital. Following the gold standard when 
teaching partial weight bearing mobilization, a force plate was used on the first MD to 
teach and practice the feel of the prescribed load, which then the patient was instructed 
to emulate while walking. During this procedure the threshold value for the prescribed 
load was also measured via eSHOE and set on the application. On all measurement dates, 
the patient walked twice along a 15 m long path with a walking aid and two conditions 
were measured. In the first one, motion parameters were recorded with the biofeedback 
system but no feedback was provided (NF). In the other, motion parameters were 
recorded and the patient was provided with concurrent feedback. The main parameters 
that were extracted from the collected data were the number of correct steps as a 
percentage of the total steps and each step’s peak load as a percentage of the patient’s  
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Figure 1 Left: The multimodal biometric measurement system for mobile gait analysis and therapy monitoring, 
eSHOE. The embedded electronic components can be seen besides the insoles. Right: Screenshot of the 
smartphone biofeedback application while the load applied on the right foot is monitored, the load being 
applied has exceeded the predefined threshold value (blue horizontal line). 

 
bodyweight (BW) during both conditions. A step was deemed as ‘correct’ if its peak load 
remained in the ±10% BW range around the prescribed PWB limit.  

The subject referenced in this article gave her informed consent prior to testing. All 
calculations were performed in MATLAB (The Mathworks, Massachusetts, USA). 

2.1. eSHOE instrumented insoles 

The biofeedback system is based on the multimodal biometric measurement system for 
mobile gait analysis and therapy monitoring eSHOE system (Figure 1, left). 

The relevant sensors of the eSHOE system in the scope of this paper are the four 
force sensitive resistors (FSR), which measure the pressure under the heel, the metatarsal 
heads I and V, and the big toe. These sensors offer a sensitivity of 11 g/LSB, as the 
sampling resolution of the microcontroller’s ADC module is 10 Bit. All sensors’ data is 
gathered at 200 Hz and can be saved or sent to a compatible device over Bluetooth. 

2.2. Live feedback Android application 

The Android application (Figure 1, right) provides the user with a simple interface and 
three feedback modes (visual, acoustic, haptic). It was designed to cover the physical 
therapists’ expectations that were identified previously [13]. Four different feedback 
modes are implemented with the intention of satisfying the heterogeneous needs of the 
patients. Visual, acoustic and/or haptic stimuli can be set to provide the user with 
feedback [14]. During the calibration procedure, residual loads are first canceled out 
while the patient is sitting. Then, the threshold value used to trigger the feedback 
response is set while the patient applies the prescribed load with the affected limb on a 
weight scale or force plate (Figure 2, left). The value is set 5% lower than the mean of 
the last 10 received values in order to account for the overshoot phenomenon described 
by Warren and Lehmann [15]. Additionally, an “acceptable load” range can be set around 
the threshold value, usually ±10% of the patient’s BW. 
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Figure 2: (a) The calibration process of the biofeedback system using a force plate. (b) Patient becoming visual 
feedback during a measurement. 

3. Results 

The patient, a 74-year-old female, was prescribed a 50% bodyweight (BW) limit for four 
weeks after a medial femur neck fracture, which was treated with the implantation of a 
sliding hip screw. The patient had already been introduced to the PWB. The first three 
measurements were carried out in the first two weeks and the last one was conducted two 
days before the patient was discharged. The mean load measured difference with the 
prescribed load in BW percentage points is depicted in Figure 3. Approximately 30 steps 
were recorded and analyzed under each of the conditions on each of the four 
measurement days. The subject preferred to receive an acoustic cue whenever the load 
was too high. On the other hand, the therapist was able to see the patient’s performance 
as a visual feedback in real-time and could advise the patient accordingly. The system 
was calibrated at the beginning of each of the measurement days. 

The obtained data is shown in Figure 3. On MD1, the median mean load applied by 
the patient right limb after the training with the force plate was -10.4 % BW. Under the 
FB condition, the load increased to 9.2 % BW; whereas the maximal load went from 8.0 
% BW to 26.1 % BW. The percentage of correctly loaded steps rose from 43.2 % to 
53.6 %. 

On MD2, the median mean load was reduced from 16.7 % BW to 6.1 % BW. The 
maximal recorded load was 34.7 % BW above the prescribed load without the feedback 
and went down to 25.1 % BW. The number of correctly loaded steps grew from 25.9 % 
to 48.3 % of the total steps.  

On MD3, the median load under NF was 20.3 % BW. It was reduced to 4.8 % BW 
above the prescribed load with the implementation of feedback. The maximal load was 
reduced from 30.5 % BW to 20.1 % BW. The proportion of correctly loaded steps 
increased from 5.7% to 73.2 %. 

On MD4, the median mean load went from 18.9 % BW to 9.1 % BW. The maximal 
recorded load under the NF condition was 32 % BW, and it fell to 20.6 % BW under the 
FB condition. All steps were overloaded without feedback, whereas 58 % of the total 
steps were loaded correctly under the feedback condition. 

 

A.I. Tkachenko-Bril et al. / Proof of Concept of a PWB Supporting Real-Time Feedback System 289

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



 
Figure 3: (Upper plot) Peak step loads recorded under the no-feedback (NF) and feedback (FB) conditions on 
each of the measurement days (MD) as differences to the prescribed load. The blue area depicts the ‘acceptable 
load range’. (Lower plot) Percentage of steps that was below (blue), above (red) or met (green) the prescribed 
load. 

4. Discussion 

The results show that the patient’s compliance with the PWB load restriction was low, 
as it was expected from the results observed in the literature reviewed. The 
implementation of the biofeedback system improved her compliance and confidence, but 
a learning effect over time was not observed. These findings are consistent with the 
observations done in previous studies. With feedback, patients are mostly able to adhere 
to the prescribed loads, but this improvement disappears shortly afterwards [14]. With 
some further development of the battery duration of the developed system, patients could 
be provided with haptic feedback at all times during their inpatient stay to improve the 
overall compliance. 

The implementation of the biofeedback system was valued in a positive way by the 
patient and the medical personnel. Its implementation did not disturb the patient’s gait, 
as reported by all parties, and the feedback function worked as expected. The patient 
expressed that the system made her feel more confident. On the first MD, the patient was 
afraid to load too much weight after the short training procedure, which resulted in an 
unnatural gait and an evident under-loading of the limb. The feedback and assurance 
from the physical therapist that more load was tolerated improved both issues. More 
confidence was observed on the next three measuring dates, when the median step load 
grew above the acceptable range under NF. The feedback via the application helped the 
patient on all occasions to shift the difference between the measured median peak load 
and the prescribed load into the acceptable interval of 0±10 % BW. The maximum load 
recorded was also reduced on all but the first MD. The amount of correctly loaded steps 
as a percentage of the total steps increased under the FB condition on all MDs.  

The physical therapist indicated that the visual feedback was of great value, as it is 
otherwise impossible to tell how the patient is performing while walking. The cues that 
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the therapist was able to provide to the patient were more accurate with the real-time 
information provided by the biofeedback system. Additional pathologies, that are 
invisible to the naked eye, could be unveiled, e.g. non-loading of the heel because of fear 
of overloading the affected leg on the first MD. According to the physical therapist the 
configuration and implementation of the system was not complicated or demanding. The 
possibility to view the patient’s performance in real time as well as to record the 
measurements to quantify a progression during the rehabilitative process were deemed 
as important characteristics.  

In conclusion, the limited significance of the presented results is evident as the 
system was only tested on one patient. However, the biofeedback device has proven to 
be implementable in the clinical context of partial weight bearing and was positively 
evaluated by both the patient and the therapist. The positive effect of the system has been 
preliminarily quantified and verified and has suggested that further development and 
assessment via larger clinical studies of the system is desirable.  

The next logical step is to conduct a larger clinical trial, in which the subject cohort 
size would allow for a comparison with a control group after validating the biofeedback 
system against a plantar pressure measuring gold standard. 
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Abstract. Background: Medical plaintext documents contain important facts about 
patients, but they are rarely available for structured queries. The provision of 
structured information from natural language texts in addition to the existing 
structured data can significantly speed up the search for fulfilled inclusion criteria 
and thus improve the recruitment rate. Objectives: This work is aimed at supporting 
clinical trial recruitment with text mining techniques to identify suitable subjects in 
hospitals. Method: Based on the inclusion/exclusion criteria of 5 sample studies and 
a text corpus consisting of 212 doctor's letters and medical follow-up documentation 
from a university cancer center, a prototype was developed and technically 
evaluated using NLP procedures (UIMA) for the extraction of facts from medical 
free texts. Results: It was found that although the extracted entities are not always 
correct (precision between 23% and 96%), they provide a decisive indication as to 
which patient file should be read preferentially. Conclusion: The prototype 
presented here demonstrates the technical feasibility. In order to find available, 
lucrative phenotypes, an in-depth evaluation is required. 

Keywords. Text Mining, Clinical Trials, Recruitment, Phenotyping, NLP, 
Apache UIMA, cTAKES 

1. Introduction 

A common problem in clinical research is slow and meager recruitment of subjects for 
clinical trials. There are several reasons for this. If the attending physician is also 
involved as an investigator in an academic trial, the risk of overestimating the number of 
patients can simply be a matter of enthusiasm. The researchers overestimate the number 
of eligible patients because they only see the underlying disease, but many subjects are 
unsuitable for other reasons. Furthermore, the study protocols are becoming more 
complex, resulting in an increasing number of inclusion and exclusion critiques and more 
complicated interventions. On the other hand, a large number of patients do not want to 
take part in clinical trials or will drop out later because the benefit is not perceived. 
Ultimately, patients are often not addressed at the right time, e. g. if the attending 
physician does not know the study during the hospital stay [1,2]. As a result, clinical 
studies take longer, are more expensive, compromise on meaningfulness (lower sample 
sizes) or are completely discontinued, resulting in the delayed availability of new drugs 
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and therapies. However, computers can support the investigator's work in various ways 
[3]. To include (or exclude) subjects for a clinical trial, a set of eligibility criteria is 
defined. Inclusion criteria often include factors that indicate the clinical picture studied 
in the study, such as demographic data, diagnoses or laboratory values. Exclusion criteria 
include circumstances that would adversely affect study participation, such as pregnancy, 
use of addictive substances, pre-existing conditions, or concomitant medication. Not all 
inclusion/exclusion criteria can be queried automatically on the available data in the 
EMR, because they are either not recorded at all or not completely (for example if they 
are not relevant for claims to the health insurance). In this case, cohorts of patients are 
often formed who meet the criteria that can be queried automatically and study nurses 
read the patient's file in search of further fulfilled criteria. Manual reading is time-
consuming and therefore often just as incomplete. If not all the desired criteria can be 
taught in this way, they are collected in the context of a pre-screening visit, which is 
outside the focus of this paper. Our approach is to relieve the study nurse from the burden 
of reading large amounts of patient records by using natural language processing (NLP) 
techniques to identify certain characteristics in the patient file. Thus, only files of selected 
patients have to be investigated. The process of mining patient data to classify subjects 
into distinct classes by using a set of observable characteristics of an individual as a 
classifier is often called phenotyping [4-6]. Therefore, eligibility criteria can be regarded 
as phenotypes.  

2. Objectives 

The aim of the project was to create a prototype tool to support patient recruitment for 
clinical trials. The most time-consuming process is the search for suitable candidates 
from the entirety of all patients (screening). Currently, study nurses still have to read 
large parts of the electronic patient record of all eligible subjects in order to investigate 
the eligibility or reasons for not being eligible. This work can be facilitated by a 
computer-assisted system that identifies key words or important phrases and highlights 
them in the right context. To this end, inclusion and exclusion criteria are to be 
formalized and medical free text documents are to be analyzed by means of an NLP 
pipeline. Thus, the study nurses would prefer to read such files in which the relevant 
phenotypes (e.g. diagnoses or procedures) are at least mentioned, even if the algorithmic 
recognition of the circumstances does not work perfectly. 

3. Methods 

The following procedure was chosen for the implementation of the objectives: 
1. Creation of a corpus of medical plaintext documents 
2. Selection of a set of suitable studies and compilation of inclusion and exclusion 

criteria as target phenotypes 
3. Research of suitable vocabularies to reflect the terminology used in patient 

records 
4. Construction of an NLP pipeline und execution 
5. Determination of statistical metrics und evaluation of results 
 

M. Löbe et al. / Towards Phenotyping of Clinical Trial Eligibility Criteria294

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



Table 1. Selected studies from the university cancer center 

Study name Study type Condition NCT number1 
ADAPT phase 2, 3 Breast Cancer NCT01779206 
MATEO  phase 2 Metastatic, Esophagogastric Adenocarcinoma NCT02128243 
VARIANZ observational Esophageal Neoplasms, Stomach Neoplasms NCT02305043 
MONALeesa phase 3 Advanced, Metastatic Breast Cancer NCT02278120 
OLYMPIA phase 3 Breast Cancer NCT02032823 

 
The text corpus we used consists of 212 plaintext documents from 101 patients of 

the Leipzig University Cancer Center (UCCL). The documents were of two types: 
medical progress documentation and doctor’s letters. The planned sample size had to be 
significantly reduced both in terms of volume and the number of supported document 
classes, because it turned out that no automatic export of all documents from a patient’s 
record from the hospital information system is currently possible, so that the files had to 
be extracted manually, which of course was an additional effort. A reference corpus of 
German medical records for research is currently not available. 

Five oncological studies were selected (cf. Table 1), all of which were actively 
conducted in 2015 in the UCCL and where the recruitment rate was below expectations. 
The free text inclusion and exclusion criteria (cf. “Eligibility Criteria” in the “Tabular 
View” of the 5 selected studies in the respective entry at clinicaltrials.gov) were analyzed 
with regard to medical domain, explicit definitions and range of values. In order to keep 
the prototype manageable, we focused on the two most common domains, diagnoses and 
laboratory values. 

We were looking for suitable vocabularies that contained concepts with the textual 
labels corresponding to the phenotypes to be found in the medical documents. Diagnoses 
in Germany are coded with ICD-10-GM (German modification). ICD-10 provides only 
a single textual label for each diagnosis code. That's why we also used Alpha-ID. Alpha-
ID is a thesaurus of colloquial German-language disease descriptions with a reference to 
ICD-10 codes. In addition, we wanted to distinguish between mentioning a diagnosis and 
excluding it. For this purpose, we have compiled a list of words for words with negating 
meaning based on the Duden Synonym dictionary [7]. Laboratory values usually consist 
of a name, a value and a measurement unit. Unfortunately, there is no uniform standard 
for the name of the analytes in Germany, so that a separate list of different sources has 
been compiled. For units, the coding system Unified Code for Units of Measure (UCUM) 
was used. 

The next step was to plan and implement the NLP pipeline. The pipeline is based on 
Apache UIMA [8] and Apache cTAKES [9]. Both are open source software. The UIMA 
framework provides components, interfaces, data representation and patterns for the 
construction of such pipelines. cTAKES is an implementation of a UIMA pipeline with 
special components (so-called annotators), which can process clinical documents both 
rule-based and using machine learning methods. cTAKES supports XML, plaintext and 
Clinical Document Architecture (CDA) as input formats and is trained on an English 
clinical documentation body. 

A pipeline is usually divided into several modules that are executed in succession. 
This approach enables the reusability of modules and flexibility in the sequence of sub-
steps. Our pipeline consists of 3 sections: pre-processing, document processing and the 
output unit (see Figure 1). In the preprocessing section, full-text documents are read from  
 

                                                           
1 ClinicalTrials.gov Identifier 
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Figure 1. NLP Pipeline with its preprocessing, document processing and output units 

 
a directory and converted from Microsoft XPS (doctor’s letter) and Microsoft DOC 
(follow-up documentation) to plaintext. Then the encoding is checked and segments, 
sentences and tokens are recognized in the text. After this step, segments, records and 
tokens exist as objects and form the input for processing. The processing section begins 
with the annotation of diagnoses. Negations are searched for in the context of detected 
diagnoses. The negation itself does not form its own annotation type, but only a feature 
of the diagnosis type. Laboratory parameters are then extracted with value and unit. In 
the output unit, all collected information is cleaned up of redundancies and assigned to 
the corresponding patient. The pipeline is completed by writing the results to a CSV file. 
The NLP pipeline prototype is available via Leipzig Health Atlas [10]. 

4. Results 

The available document body was divided evenly into a training set and an evaluation 
set. 18 documents were empty and were previously removed. Both sets of documents 
contained approximately the same number of patients, of doctor’s letter and follow-up 
documentation. The total length of the documents (72,309 vs. 79,295 tokens) was similar 
in both sets too. Due to data protection restrictions, it was not possible to create a gold 
standard using annotation by external experts. The laboratory values were annotated by 
the authors themselves. The list of negative words has also been extended to include 
other expressions. The evaluation of the results of the NLP pipeline on the evaluation set 
was also carried out manually. 

We used to following performance metrics to measure quality and completeness. All 
metrics have a value range from 0 to 1, the latter being the perfect value. 

 (1) 

 (2) 
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Figure 2. Example of a manual annotation with the web-based text annotation tool brat [11] 

 (3) 

 (4) 

Each of the diagnoses found by the pipeline was compared manually with the 
documents in the evaluation set. Each diagnosis found was divided into the group 
"correct annotation" or "incorrect annotation" according to the evaluation rules. A total 
of 1,105 annotations were found. Of these, 1.071 were correct and 34 were false. This 
results in a positive predictive value (precision) of 1.071/1.105 = 96.9%. The missing 
diagnoses were also determined. With 238 missing annotations, the sensitivity (recall) is 
1.071/1.309 = 81.8%. The F score is 0,89. 

Two lexicons with analyte names and units of measurement are available for the 
annotation of laboratory analytes. Two user defined parameters have been created in the 
annotator. These determine the maximum number of tokens between the analyte name 
and value (x) or analyte name and unit (y). The best results were obtained for x=3 and 
y=5. With 127 annotations, 64 were wrongly detected. This results in a positive 
predictive value (precision) of 63/127 = 49.6%. Of the 100 laboratory values in the 
evaluation set, 63 were correctly annotated, so the sensitivity (recall) is 63%. The F-score 
is 0.56. 

For diagnoses, the system checks whether a statement is positive or negative.  This 
is a binary qualifier. The measure that can be used here to evaluate the outcome of the 
negation is accuracy. For this purpose, each diagnosis of the evaluation corpus is divided 
into one of the categories "positive diagnosis" or "negative diagnosis". Negative 
statements are the TruePositives and positive statements are the TrueNegatives. The 
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window size to the maximum distance of the negation word from the diagnosis was 3. 
The accuracy was (35+1.184)/ (35+12+41+1.184) = 95.8%. 

5. Discussion and Outlook 

The work presented here shows a prototypical but functional pipeline for extracting 
diagnoses and laboratory findings from clinical documents. The study recruitment use 
case is particularly suitable for NLP support. Some typical metrics in statistical tests 
(sensitivity, negative predictive value) play a minor role here. Given the low prevalence 
of the “eligibility phenotype” of a typical clinical trial in the whole population of patients 
of a hospital department and the rapid and resource-friendly execution of computer-
based analyses compared to manual reading, worthwhile patient records can be selected 
much more precisely. 

The good performance in terms of sensitivity in the detection of diagnoses is 
explained by the quality of the available dictionary (Alpha-ID) and could be further 
enhanced by the inclusion of abbreviations [12]. Laboratory values are much more 
difficult to recognize, not only because of the missing dictionary, but also because of 
their complex expression (name + value + unit of measurement), which is complicated 
by typos, abbreviations or normal ranges. The good result for negation detection is 
mainly explained by the high number of TrueNegatives. 

The current approach has a number of limitations. Firstly, only a limited number of 
documents could be made available, originating from only two different document 
classes. The 5 clinical trials all originate from the field of oncology and the inclusion and 
exclusion criteria are not representative. Furthermore, only diagnoses and laboratory 
values were examined. Diagnoses and laboratory values are typically part of the 
structured data available in the HIS and could be queried automatically. However, it is 
not uncommon for certain diagnoses not to be coded for billing reasons, for patients to 
move from other facilities to a cancer center, or for technical and administrative barriers 
to programmatic access to existing data in other departments. Other types of medical data 
would benefit much more from an NLP approach, such as the search for allergies, 
implants or certain lifestyle-related factors such as smoking or alcohol consumption.  

The evaluation was not carried out by clinical personnel, but by computer scientists. 
To date, no tests has been carried out as to whether the approach accelerates the screening 
process or improves the recruitment rate by making better use of resources. 

In the future, we plan to extend the NLP pipeline to include other kinds of patient 
data, for instance vital signs, medications, procedures and lifestyle. Another focus is the 
use of the resulting structured data for retrieval in the research data warehouse of the 
university hospital (i2b2, tranSMART). In general, more work is needed in the field of 
German-language text analysis. While there is a large selection of tools, document 
catalogs and research initiatives for English [13], there are no comparable structures for 
German. 

Finally, electronic health records-driven phenotyping will be a decisive topic for the 
data integration centers of the German Medical Informatics Initiative, a new 150 million 
euros funded program to make data from health care available for research across sites 
[14]. The University of Leipzig is part of the SMITH consortium [15] of the MI Initiative. 
A methodical use case in SMITH is the Phenotype Pipeline. Among other things, NLP 
components are also planned here, which follow a similar approach to the one presented 
here but are much more extensive. In view of the comparability of phenotypes across site 
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boundaries [16], storage and availability in central open Metadata Repositories (MDR) 
is recommended. 
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Abstract. Background: Patient safety is an important issue and receiving increasing 
attention. Information technology (IT) and IT-based strategies as the secondary use 
of already existing data within hospital information systems can help to improve 
patient safety. Objective: To investigate experts’ knowledge and opinions regarding 
relevant patient safety problems, their measurability in existing clinical routine data 
and potential challenges in the field. We also wanted to get an overview of already 
deployed indicators for patient safety. Methods: Semi structured interviews with 20 
experts from different healthcare domains were conducted and analyzed using a 
qualitative content analysis methodology. Results: The expert interviews offered a 
deeper insight into patient safety and quarried relevant patient safety problems 
including possibilities to measure them. The most often mentioned indicators were 
infection, complication and pressure ulcer. Conclusion: From an experts’ 
perspective there are several challenges but equally a high potential for improving 
patient safety by the use of health IT.  

Keywords. Patient Safety, Health Information Systems, Qualitative Research.  

1. Introduction 

Patient safety is an important global health issue and receiving increasing attention 
within different social spheres, e.g. governance, science and research [1-5]. Nevertheless, 
the amount of relevant patient safety matters is still estimated as high and associated with 
a burden for the patients and big expenditure for the affected health care systems [2,5].  

In general, health IT can help to improve patient safety [6]. Especially, with regard 
to the rising quantity of information within the health care sector [7,8], big data and the 
secondary use of clinical routine data has gained intensifying interest [8] in this field. 
Compared with other approaches, e.g. voluntary reports or critical incidence reporting 
systems (CIRS), the reuse of existing clinical data within hospital information systems 
can help to overcome major disadvantages, e.g. a low sensitivity [9]. 

However, big health data research as well as patient safety research are both 
characterized by a high complexity [10] and it is often indeterminate what patient safety 
implies on an individual or a system level [1]. Several ways for measuring patient safety 
were proposed, and several indicators have been proposed, but best practice approaches 
or commonly accepted patient safety indicators are still missing [1].  

Thus, the objective of this study was to investigate experts’ knowledge and opinions 
regarding relevant patient safety problems, their measurability in existing clinical routine 
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data and potential challenges in the field. We also wanted to get an overview of already 
deployed indicators for patient safety.  

2. Methods 

Based on a broad literature analysis, a semi-structured interview guideline was developed 
and pretested to ensure its applicability for the expert interviews. The interviews were 
targeted on the following thematic blocks, always with regard to secondary use of clinical 
data: 
� Experts’ understanding of patient safety and relevant patient safety problems 
� How to measure patient safety 
� Suggested patient safety indicators and whether they can be derived from clinical 

routine documentation 
� Challenges regarding patient safety 

To find the experts we used a ‘theoretical sampling’ approach [11]. The sample 
consisted of German-speaking experts in the field of patient safety, quality and risk 
management as well as health care professionals from different domains and disciplines. 
We invited experts from different hierarchical levels to get a broader picture. 

The interviews were transcribed verbatim and analyzed computer-assisted using a 
qualitative content analysis methodology according to Kuckartz [12] and MAXQDA12 
(verbi GmbH) as software tool.  

3. Results 

Up to now 20 interviews were conducted. Our preliminary result set includes 15 fully 
transcribed interviews. The average interview duration was about 29 (�11) minutes with 
a range between 16 and 48 minutes. The expert panel comprised two nursing scientists 
(Austria, A), a member of the section nursing management in a university hospital (A), 
two nursing directors from hospitals (A) and a nursing informatics specialist (A). Also, 
three senior physicians from whom one is responsible for the risk management and the 
chief physician from a university hospital (A) participated. In addition, a junior physician 
(A), an employee from the quality management of a hospital (Switzerland, CH), a quality 
management leader (Germany, G), one leading person within the patient 
representation/advocacy (A) and a health department official (A) participated.  

3.1. Experts’ understanding of patient safety and relevant patient safety problems 

When asked to give their definition or understanding of patient safety the experts often 
referred to established definitions, concepts, models or taxonomies. They named e.g. 
definitions from expert associations, as the German Medical Center for Quality in 
Medicine (Ärztliches Zentrum für Qualität in der Medizin, ÄZQ). A common baseline-
definition which could be derived from the experts within almost all interviews was 
‘avoiding preventable harm, avoiding errors, preventing adverse events’. However, 
besides this common core definition, the experts reported a wide variety of personal 
definitions and understandings of patient safety depending upon their backgrounds, e.g. 
biological-psychological-social approach complemented by a spiritual dimension. In 
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addition a systemic patient safety perspective was described implying interactions within 
different sociotechnical or information systems and their components, stakeholders and 
processes.  

Overall the construct ‘patient safety’ was described as highly relevant for the health 
care system and has to be tackled comprehensively and holistically. According to the 
experts’ opinion patient safety had to include both, the quality dimensions (structure, 
process and outcome) as well as diverse other system components and their interplay. 

When asked for relevant and concrete patient safety problems, the experts listed a 
variety of different problems that could be clustered according to the three quality 
dimensions.  

� In the dimension of structure quality, problems or aspects like transport safety, 
staffing, training, education and experience were mentioned. Furthermore the 
patient safety attitude and awareness of health care professionals plus 
supporting staff were reported as well as the patient safety culture. Another 
structural problem from the experts’ point of view was the poor consideration 
of the psychological perspective within the patient safety topic.  

� In the dimension of process quality, patient safety problems affected social 
interaction (staff-to-patient, e.g. for building trust; staff-to-staff) and 
documentation (including trans-, inter- and multidisciplinary and inter-
professional aspects). Explicitly, interface or communication problems as 
source of possible patient safety incidents were named, especially with regard 
to poor semantic interoperability of different information systems or impeded 
information flow. However, they pointed out that such problems would be hard 
to measure. Another relevant problem field named was medication safety with 
reference to interactions, side effects and similarity problems (look-alike, 
sound-alike), as well as prescription, transcription and dispensing errors.  

� In the dimension of outcome quality, reported problems were visible in the core 
definition of patient safety: preventable harm and adverse events. Here, one 
commonly named problem was to quantify the outcomes, e.g. the ratio of 
pneumothoraxes, infections in order to benchmark the quality of a special 
domain. Furthermore, the need for ratiocination about such indices within the 
(interdisciplinary) health care team or by individuals was mentioned by several 
experts, i.e. drawing conclusions from the outcome dimension about the 
processes that led to the outcomes, i.e. the monitoring of the patients in long-
time perspectives.  

From the experts’ point of view the interaction between the quality dimensions were 
named e.g. the recognition of context factors (e.g. structural aspects) which could 
influence e.g. fall rates or the disinfection-rate by measuring only the consumption of 
disinfectant.    

3.2. How to measure patient safety 

We received a heterogeneous response spectrum to the question how to measure patient 
safety. On the one hand there was no consent between the experts whether patient safety 
is measurable anyway. On the other hand a wide range of possibilities to gather relevant 
aspects of patient safety were named.  

From the experts’ point of view several structural aspects that affect patient safety 
were named for measuring: e.g. transport safety (e.g. defibrillator in the elevator – yes 
vs. no), staff dependent factors (e.g. quantity, experience, training, education), aspects 
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that affect the construction (e.g. barrier free – yes vs. no) and whether relevant diagnostic 
and therapeutic methods are provided within a hospital. From a nursing-perspective it 
was mentioned that context factors are systematically gathered, e.g. with regard to falls 
in the hospital, i.e. among others where and when the fall occurred and additionally there 
can be free-text boxes for amendments. 

Often the experts proposed to disassemble processes in more little steps for 
measuring relevant aspects (e.g. standard operating procedures, checklists, guidelines, 
detection whether everything is accomplished). If these steps are documented 
electronically, process indicators could easily be derived (e.g. filling rate in checklists 
for a perioperative antibiotic prophylaxis). Furthermore, the time dimension could be 
used for deriving indicators as the timeline is represented within clinical data. Easily 
timestamps of admission, diagnoses, start of the state of the art therapies, interventions 
and durations between these time points or durations of whole sub-processes, e.g. the 
duration of a surgical operation or the duration of hospital stays, could be extracted from 
the data. With regard to medication safety from the experts’ point of view it is necessary 
to have IT-based systems to control the prescriptions and to measure medication 
interactions or implications of specific medications to patient safety (e.g. different drugs 
with similar side effect profiles, such as prolongation of QT-times). Additionally, the 
quality of the documentation was named as a relevant problem that should be measured. 
The experts stated that it is hard to measure relevant patient safety aspects as attitude, 
communication and social interaction or even a patient safety culture. For the acquisition 
of the relevant processual data, information from audits, nursing rounds or case reviews 
were mentioned. Documentation quality could be assessed by the use of chart reviews. 
One expert suggested to measure number and impact of standards which are applied in a 
specific health care organization. 

In addition to this, the experts named several aspects within the field of patient safety 
that could be measured from an outcome perspective. Here they mentioned a big variety 
of different parameters, e.g. the prevalence of harm: complications (infections, 
hemorrhage, neurological deficits, paralysis, disorders of brain capacity), pain and fear 
and irritations, falls (depending on context factors), decubital ulcera and suicides. 
Specific infections were e.g. catheter-associated infections, ventilator-associated 
pneumonias, and according to the experts these infections, other complications or 
incidents (e.g. falls) could be recorded and monitored systematically and standardized. 
Additionally, these rates and their context factors could be used for benchmarking 
processes. It is mentioned in the interviews that differences within the measuring process 
could lead to problems for the comparability. Other named relevant and measurable 
outcome-parameters are quality of life and patient satisfaction. But this implies that the 
respective parameters are collected and documented or even evaluated in regularly 
follow ups. Nursing experts often mentioned the assessment and screening of risk factors, 
e.g. with regard to fall and decubiti the Morse Fall and the Braden scale. The scores could 
then be compared to outcomes. 

Furthermore, CIRS reports and the number of lawsuits could be used to capture 
concrete patient safety aspects. One expert added scientific output of an organization as 
patient safety parameter, i.e. a publication rate and the number of PhD-programs in a 
university hospital.  
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Table 1. Suggested patient safety indicators. The abbreviation ‘n.a.’ denotes ‘not available’, ‘not applicable’ 
or ‘no answer’ 

Patient safety indicator Type (structure, 
process, outcome) 

Identifiability in 
clinical routine data 

Fall/Fallrate 
(falls per thousand nursing days) 

outcome yes 

Pressure ulcer outcome yes 
Death in low mortality diagnosis 
related groups (DRG) 

outcome n.a. 

Mortality outcome yes, partially long-time data capture 
Lethality outcome yes, partially long-time data capture 
Morbidity outcome yes, partially long-time data capture 
Suicide outcome n.a. 
Quality of life outcome n.a. 
Patient satisfaction outcome n.a. 
Injury index 
(injuries relative to falls) 

outcome yes 

Fracture index 
(fractures relative to falls) 

outcome yes 

Length of stay outcome yes 
Complication rate (depending on 
discipline and complication) 

outcome yes 

Infection rate (depending on 
discipline and infection) 

outcome yes 

Ventilator-associated pneumonia outcome yes 
Preventable adverse medication 
event 

outcome n.a. 

Re-operation outcome yes 
Unplanned inpatient re-admission 
within 30 days 

outcome yes 

Delirium rate outcome yes 
Pain process/outcome yes 
Wrong site surgery process/outcome n.a. 
Postoperative infection progression process n.a. 
Perioperative antibiotics 
prophylaxis 

process n.a. 

Germinal situation process n.a. 
Activities for the restriction of 
freedom 

process yes 

Number of staff away sick structure n.a. 
 

3.3. Suggested patient safety indicators and whether they can be derived from clinical 
routine documentation 

Table 1 summarizes the specific named concrete patient safety indicators, clusters 
according structure, process respective outcome dimensions and analysis whether the 
indicator can be identified within clinical routine documentation.  

 

3.4. Challenges regarding patient safety 

Several challenges are named by the experts, e.g. the merging and depiction of the 
information related to patient safety from diverse information systems into one 
information system or data platform by improving the semantic interoperability. This 
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would lead to an electronic health record which pools the information and supports the 
interface information flow and work flow, e.g. for the avoidance of (transmission) errors. 
A challenge is also medication safety that needs to be improved with the support of IT, 
e.g. through alerting systems for medication side effects and interactions. The 
development of suitable early warning or decision support systems is especially 
mentioned by the experts with a medical degree. 

For the development of all IT-based instruments it was recommended to consider 
the experience and the assessment of the future users within the developing process.  

One expert saw a challenge in the development of intelligent algorithms for filtering 
out artefacts for the secondary use of clinical routine data.  

Data and information safety and the ‘transparent patient’ were also named as 
problems that have to be handled. Besides, the experts mentioned the challenge to use IT 
as an instrument without losing the humanity respectively the knowledge about e.g. 
diseases, therapies.  

4. Discussion 

The expert interviews offered a deeper insight into patient safety and quarried relevant 
patient safety problems including possibilities to measure them. The interviews 
generated a list of relevant patient safety indicators and an analysis of the possibility to 
align them with available clinical data (of the secondary use). The experts also named 
additional, but also important patient safety aspects which are difficult to extract from 
the already available clinical routine data, e.g. construction measures or the patient safety 
attitude of the staff.  

In order to allow secondary use of clinical data to derive patient safety indicators, 
there are several conditions that have to be fulfilled, i.e. that the documentation has to be 
executed electronically, completely and structured. In addition the relevant data have to 
be accessible. 

The indications of the experts concerning alternative ways to measure patient safety 
showed a heterogeneous spectrum. On the one hand they named case-based 
methodologies e.g. individual case reviews and nursing rounds, screenings, risk 
assessments and CIRS. However, these procedures are connected with a huge effort and 
a lack of evidence whether they are appropriate for improving patient safety [13]. On the 
other hand, the experts described specific systematic and standardized data collection 
over the time especially with regard to outcome parameters, e.g. infections and 
complications.  

Overall the preliminary results point the complexity of the patient safety topic [10] 
out and they advert to the need for a clear definition of patient safety. The statements of 
the experts indicate that the construct patient safety has to be considered from different 
levels and taking into account the local context, before deciding on suitable patient safety 
indicators.  

Some limitations of this study have to be pointed out. Only German-speaking 
experts were interviewed. We used purposeful sampling to identify the experts. Further 
expert-interviews are in preparation and additional experts will be recruited. This 
extension of the expert panel includes a quality and patient safety manager (CH), a 
quality and clinical risk manager (G), a senior scientist (G) and two members of relevant 
patient safety associations from Austria and Germany for completing the picture of 
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patient safety. The interview sessions will be pursued until data saturation is 
accomplished. 

As a next step, the results of the expert panel will be triangulated with patient safety 
indicators which are extracted from literature. Then, a set of patient safety indicators will 
be selected, tested and validated based on available clinical routine data. By this, we will 
be able to show whether secondary use of clinical data is a promising approach to 
measure patient safety based on indicators.  
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Abstract. E-Bikes in telerehabilitation programs could be a new intervention for 
more sustainable rehabilitation results. The aim is to design and build a prototype of 
an E-Bike usable for rehabilitation – a HEALTHeBIKE. It should avoid over-
exercising, work independently of the environment and it should enable cycling in 
a group despite different reference exercise intensities. To achieve these goals, 
requirements for this system architecture have been identified. A system architecture 
including an Arduino microcontroller, an Android smartphone and a telemonitoring 
platform was presented. A power output regulated proportional-integral controller 
to adjust the motor assistance has been implemented. A feasibility study with two 
subjects cycling in a group was performed. Seven test rides on varying terrain (flat, 
hilly, mountainous and uphill) with the same and different exercise intensities were 
completed. The mean power output was close to or below the target power output 
of the cyclist for all test rides with a maximal error of 6.7 % above and 27.6 % below 
the target. Although the exercise intensities of the two subjects were clearly different, 
cycling in a group was possible without over-exercising. 

Keywords. E-Bike, electric bike, power output control, telerehabilitation 

1. Introduction 

Prescribing physical exercise as medicine is a key element in the rehabilitation of chronic 
diseases [1]. For efficient and safe physical exercises, it is important to appropriately 
choose the exercise intensity. In rehabilitation programs, stationary cycling ergometers 
are widely used for physical exercise. Individual power output based training profiles are 
applied to achieve the individual recommended exercise intensity [2,3]. However, most 
rehabilitation programs have in common that after initial success they are not further 
pursued [4]. Therefore, new interventions are necessary to secure sustainable effects. 

An approach for sustainable rehabilitation could be based on eHealth and mHealth 
closed loop solutions, in which the health status of the patient is continuously monitored 
and the therapy is adapted as needed by healthcare professionals. Various groups have 
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demonstrated the effect of tele-training on long-term adherence [5,6]. In a previous work, 
we have developed a closed loop system consisting of a cycle ergometer, an Android 
Smartphone and a backend telehealth platform [7]. 

Electric bicycles (E-Bikes) are growing in popularity and are used for daily 
transportation and leisure activities. Compared to stationary cycling ergometers, E-Bikes 
can be used outside, in unrestricted groups and as part of daily life activities. Usual 
commercial E-Bikes have multiple assistance levels, which can be changed manually.  
On a stationary ergometer, it is easily possible to maintain and alter the exercise intensity 
by regulating the workload. Indicators for the exercise intensity can be the power output 
of the cyclist and the heart rate. However, on an E-Bike, more degrees of freedom (e.g. 
road gradient, gear transmission ratio, wind) must be considered. Continuous adaptions 
of speed and motor assistance are required to reach and maintain the desired exercise 
intensity. Such adaptions currently need to be done by the cyclist. Automatic regulation 
of the motor assistance could support the cyclist in maintaining the required exercise 
intensity and prevent over-exercising. 

Meyer et al. [8] presented such a system which used a sliding mode controller and a 
feedforward controller to keep the heart rate constant and achieved good tracking 
performance. Corno et al. [9] developed a heart rate regulated bicycle which kept the 
heart rate within 10 bpm by adjusting the transmission ratio. However, with this approach 
cycling in a group with individual intensities is not possible. Furthermore, the heart rate 
shows a non-linear relation to the workload and it is dependent on several additional 
parameters, such as inter-subject variability or exogenous factors (temperature, 
humidity) [10,11]. Therefore, for such approaches, an individual heart rate model is 
required. The power output of the cyclist is a widely used parameter for the evaluation 
of the exercise intensity, especially for competitive cycling. The power output is instant 
whereas the heart rate responds with some delay. Therefore, a power regulated control 
system could lead to a more intuitive regulation and faster reactions, which results in a 
better riding experience. 

Aim of this paper is to design and build a prototype of an E-Bike usable for 
rehabilitation – a HEALTHeBIKE which fulfils the following requirements: (a) avoid 
overload by keeping the power output of the cyclist at or under a desired intensity level, 
(b) work independently of the environment and (c) allow cycling in a group with different 
individual exercise intensities. 

2. Materials and Methods 

2.1. Prototype components 

The commercial E-Bikes crossroad inframe and wellness inframe (EBIKE EXPERTS 
EUROPE Limited, Austria) were used and modified for this study. The E-Bikes were 
equipped with a 500 Watt rear hub motor connected to a motor controller, a speed sensor 
and a torque sensor. The motor controller featured a throttle interface, which required a 
voltage signal as input. This throttle interface was used to adjust the motor assistance. 

The power output of the cyclist and the heart rate were chosen as indicators for the 
exercise intensity. With Polar H7 heart rate chest straps (Polar Electro, Finland) heart 
rate measurements were performed. Built-in bottom bracket torque sensors were used to 
measure torque applied by the cycler and angular velocity of the pedal crank. The product 

P. Mayr et al. / HEALTHeBIKES – Smart E-Bike Prototype for Controlled Exercise308

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



 
 

of torque * angular velocity was used to calculate the power output applied to the pedals 
by the cyclist.  

An Arduino microcontroller was used to capture and process sensor signals from the 
speed and bottom bracket torque sensor. By that, the speed of the bike and the cadence 
and power output of the cyclist could be obtained during riding. Furthermore, the 
Arduino microcontroller was used to set the motor assistance through the throttle input 
of the E-Bikes motor controller. The Arduino microcontroller provided a pulse-width 
modulated voltage signal (PWM) which was low pass filtered to get the desired voltage 
level. Through this approach, a continuous motor assistance was achieved. 

An Android smartphone hosted the control system and acted as display. 
Furthermore, it was used for collecting data and communicating with the telemonitoring 
platform. The E-Bike was integrated into a closed loop rehabilitation scenario, where the 
training sessions could be monitored and adapted as needed.  

To calculate the power output of the cyclist with the signal provided by the built-in 
torque sensor additional steps were necessary. The torque signal was sampled in 18 
degrees steps of the pedal position, resulting in 20 measurements per cycle. For a 
physically meaningful interpretation, the torque signal was calibrated with a Garmin 
Vector power meter (Schaffhausen, Switzerland). Simultaneous measurements of the 
build-in torque sensor and a Garmin Vector power meter while increasing the power 
output from 30 W to 300W were performed and a correlation coefficient of 0,93 was 
found. Through least-mean-square-fitting, a transformation from the voltage signal of 
the torque sensor to a representing torque signal was then obtained. In case, the cyclist 
did not perform a full rotation within 2 seconds, the output power was set to 0 W. 

To comply with the Austrian jurisdiction, the motor assistance had to be stopped if 
the 25 km/h limit was exceeded or the cyclist stopped pedalling.  

 

2.2. Feasibility study 

Feasibility of controlled exercise in a group on the prototype was evaluated with two 
healthy subjects cycling together on the two modified E-Bikes. Subject 2 was defined as 
the “leader” and subject 1 as the “follower”. Seven test rides were performed which 
included flat, hilly, mountainous and uphill terrain. The subjects performed two test rides 
with the same target power and six test rides where the target power was different by 
minimal 40 Watts and maximal 60 Watts. The target power was varied for the subjects 
and test rides from 60 Watts to 220 Watts. The subjects were permitted to cycle at a 
cadence of 60-70 rpm. In order to simulate an unexperienced cycling behaviour, shifting 
the transmission ratio had to be changed as little as possible. Subject 2 (“leader”) was 
requested to stay in maximal distance of 10 m behind subject 1 (“follower”).  

3. Results 

3.1. Prototype 

The results of the prototype are split in two parts. First the system architecture is 
described, followed by the used control system.  
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Figure 1. System architecture of the HEALTHeBIKES prototype 

3.1.1. System architecture 

The system architecture of the designed and built prototype can be seen in Figure 1. The 
Android smartphone was connected to the Arduino microcontroller via USB-On-the-Go 
(USB-OTG), to the heart rate chest strap via Bluetooth Low Energy (BLE) and to the 
AIT telehealth platform via web. The workout data and training settings were transmitted 
between the telemonitoring platform and the Android smartphone. Current speed, 
cadence and power data were captured by the Arduino microcontroller and sent to the 
Android smartphone. The control system hosted on the Android smartphone calculated 
the required motor assistance based on the current data and the training settings and sent 
to the Arduino microcontroller. 

3.1.2. Control system 

The cyclist was assumed to maintain the target velocity (via cadence and gear 
transmission ratio) through power output adjustments. The target velocity was defined as 
the personally preferred velocity or – when cycling in a group – the velocity of the group 
leader.  
The controller was designed as a proportional-integral controller (PI controller), see 
Eq.  1. The output u(t) was a voltage level that was applied on the throttle input of the E-
Bikes motor controller to set the corresponding motor assistance.  

  (1) 

The error term e(t) was the difference between the desired reference power output 
of the cyclist and the current power output of the cyclist. The term  was a default offset. 
Motor assistance started when then power output was higher than this offset. With the 
coefficients and  the proportional and integral terms were weighted. A new power 
value was calculated after a full rotation of the pedal. Therefore, the sampling time 

 was the inversed cadence. Furthermore, an anti-windup method was implemented. 
The coefficients and  were determined through experiments with the goal of a 

fast settling time but without overshoot for good riding experience.  was set to 
0.001 V/W and  to 0.0025 V/Ws. 
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Table 1. Evaluation of the performed test rides in a group of two as achieved during 7 test rides. Reference 
power output (Power ref), mean power output (Power mean) and the difference (Diff.) between these two 
values are shown. 

   Subject 1 Subject 2  

No. Gradient Duration Power 
ref 

Power 
mean Diff. Power 

ref 
Power 
mean Diff. 

# - min Watt Watt % Watt Watt % 
1 flat 5.5 100 106.7 6.7 100 100.6 0.6 
2 hilly 9.6 60 59.9 0.2 120 92.9 22.6 
3 hilly 10.4 120 96.1 19.9 60 55.9 6.8 
4 hilly 11.3 100 86.3 13.7 100 83.1 16.9 
5 mountainous 23.6 80 68.1 14.9 120 107.9 10.1 
6 hilly  15.4 100 96.6 3.4 140 125.1 10.6 
7 uphill 6.7 160 161.6 1.0 220 221.3 0.6 

 
Additionally, a heart rate limit was implemented. When the subject reached this 

limit, he/she was warned through the display and requested to reduce the workload or to 
stop exercising. 

3.2. Feasibility study 

In Table 1, the comparison of the desired reference power output (Power ref) to the mean 
power output (Power mean) for the two subjects as well as the difference between these 
two values for each test ride can be seen. In total, the difference between Power ref and 
Power mean ranged between 0.2 % and 22.6 %. 

Subject 2 confirmed that it was possible to follow the group leader subject 1. The 
maximum distance to the group leader of 10 m during all the test rides was not exceeded.  

The system behaviour is illustrated in Figure 2. Data from test ride 7 of subject 2 are 
shown. In the beginning, the power output of subject 1 was lower than the target of 220 
Watts, since the road gradient was too low to reach this target at the group leader’s target 
velocity. As the road gradient increased, the power output of the cyclist increased to a 
maximum of 331 Watt (50 % over the target power output). As soon as the power output  
 

 
Figure 2. Regulation of the motor assistance due to changed power output of the cyclist of test ride No. 7 for 
subject 2. A moving average window of 10 s is applied to the power output of the cyclist. 

P. Mayr et al. / HEALTHeBIKES – Smart E-Bike Prototype for Controlled Exercise 311

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



 
 

 
Figure 3. Altitude profile and heart rate of test ride No. 7 for subject 2 

 
of the cyclist was above the target power, the motor assistance increased which can be 
seen at second 145. The motor assistance settled after around 15 seconds when the 
desired power output was reached. The heart rate of the subject stayed constant over this 
time indicating that the regulation was fast enough to avoid overloading of the subject. 

4. Discussion 

In this paper, a smart E-Bike for controlled exercising in telerehabilitation programs has 
been presented. An Arduino microcontroller and an Android smartphone were added to 
an E-Bike to gather and process the sensor data, to hosts a control system and to 
communicate with a telemonitoring platform. A PI controller regulated the motor 
assistance based on the difference between the reference power output of the cyclist and 
the actual power output. 

Results show that the mean power output of the cyclists for the different test rides 
were mostly close or below the target power outputs and single peaks heavily above but 
short enough to be save. Therefore, based on mean power output, over-exercising was 
successfully prevented.  

For flat and uphill tracks, the target power could be reached very closely. On hilly 
and mountainous tracks, however, the mean power output of the cyclists was lower than 
the necessary power output, especially for the subject with the higher reference power 
output. This can be explained by the downhill road sections, where the cyclists’ power 
was lower than the target power. For the subject with the higher reference power it was 
earlier not necessary to provide the reference power while maintaining the cadence and 
gear selection. Additionally, restrictions because of traffic, road curves and intersections 
reduced the mean power. If a system to maintain the target power output even during 
downhill sections was required, an active braking element is required, e.g. a motor with 
recuperation could be used. However, we expect that – due to the resulting unusual 
cycling behaviour – this might have negative effects on the compliance.  
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Since the physiological responses are not only dependent on the mean power output 
of the cyclist, further analyses are required, e.g. if the system reacts fast enough to limit 
the amplitude and duration of power output peaks of the cyclist to secure a safe and 
efficient physical exercise. 

In our example with strong increases in power output of the cyclist, we found a 
constant heart rate during this time, indicating that the system reacted fast enough in this 
situation for the subject to secure a safe cardio-respiratory strain below given limits. By 
changing the PI coefficients, the system dynamics can individually be adapted to each 
subject. 

Since subject 2 could keep the distance to subject 1 within a range of 10 m in all test 
rides, we conclude that cycling in a group of two is possible for different intensity values, 
within the chosen intensity range and terrain. Cycling in a group may increase patient 
motivation and therefore increase the compliance. 

As a next step, further studies with healthy male and female subjects as well as 
eligible patients from Phase III / IV cardiac rehabilitation of a local rehabilitation centre 
will be performed to validate and further improve the HEALTHeBIKES prototype in a 
cardiac rehabilitation scenario.  
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Abstract. Background: Diabesity, a combination of diabetes mellitus type 2 and 
obesity, is one of the biggest global health problems. Individual nutrition therapy 
and physical activity are effective measures in prevention and treatment. Methods: 
Requirements for an integrated diabesity service were specified and evaluated in 
two stages. The aim of the first stage was to perform a feasibility trial in patients 
with diabesity, using separate diaries. DiabMemory for diabetes and Nutrinaut for 
nutrition. Based on the results of the first stage, a prototype of an integrated diabesity 
solution (KIT-Nutriton, AIT) was developed and evaluated. Results: First stage trial 
was performed with 10 diabesity patients (2f, med:53 y. (IQR:7), T2DM, BMI > 28 
kg/m²) with 3 months follow-up and a significant reduction of BMI. Participants 
noticed concerns about using two separate diary solutions. Results of the field trial 
with KIT-Nutrition with 14 healthy subjects (3f, med:26 y (IQR: 20,25)) showed 
that overall, 77.6 % of the intended tasks had been achieved. Conclusion: Results 
show that the integrated KIT-Nutrition app, providing access to a nutrition database, 
is feasible and accepted by the users. Before further trials can be made, an extension 
for regional food terms is recommended. 

Keywords. Nutrition Assessment, Telemedicine, Obesity, Diabetes Mellitus, 
Android 

1. Introduction 

According to the Global Burden of Disease Study 2015, high body mass index (BMI) as 
well as high fasting plasma glucose are amongst the five leading global health risks [1]. 
Furthermore, the prevalence of obesity and diabetes mellitus type 2 (DMT2), diabesity 
in short, is rising exponentially all over the world. In 2013, there were about 2 billion 
overweight or obese people worldwide, of which about 20 – 25 % are expected to 
develop diabetes [2,3]. Both obesity and physical inactivity are established risk factors 
for developing diabetes [4,5. 

There is also a pathophysiological connection between obesity and diabetes type 2 
expressed in insulin deficiency and resistance. Apparently elevated levels of free fatty 
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acids in the blood plasma are one of the decisive conditions for development of an 
impaired glucose tolerance [6]. 

One of the most effective measures in prevention and treatment of diabesity is a 
lifestyle intervention, including medical nutrition therapy as well as physical activity [4]. 
Mobile applications are expected to have the power to bring about such a change in 
behavior, but there is a lack of culturally adapted and scientifically evaluated applications. 
A further demand, that cannot be met by usual nutrition applications, is offering a 
personalized diet for every individual [7-9]. Traditional methods in nutrition 
management, on the other hand, are usually biased towards a lower caloric intake as 
patients tend to underestimate the portion sizes of their meals [10].  

In general, telehealth services are cost-effective and reliable methods in the 
treatment of chronic diseases [11]. Keep in Touch (KIT)1 telehealth solutions, developed 
by the Austrian Institute of Technology (AIT), is a system that follows the closed loop 
healthcare principle. Its main building blocks are a health data server and a patient 
terminal, the latter comprising of a smartphone and a dedicated Android app building the 
front end. A web dashboard service for health professionals presents the back end [12]. 

One of the Disease Management Programs (DMP) working with the KIT system is 
the Health Dialogue Diabetes mellitus (HD-DM)2 run by the Austrian Health insurance 
for Railway and Mining (VAEB). Patients from the HD-DM can voluntarily sign up to 
be part of DiabMemory3, a telemonitoring program based on the KIT system. When 
patients get assigned to DiabMemory, they are provided with the needed measurement 
devices and a special training regarding their disease and usage of the equipment. 
Afterwards they are able to collect their vital parameters, like blood pressure, blood 
glucose and weight and activity, themselves. The healthcare professional in charge can 
then access the data via a web application and send feedback messages directly to the 
patients’ phone [13]. 

The aim of our research is the inclusion of image assisted nutrition management, as 
a telehealth service, into the treatment of patients suffering from diabesity, alongside 
their usual DMP like HD-DM. This includes the design of a new treatment pathway as 
well as the adaption of the used telehealth system.  

2. Methods 

2.1. Part 1: Evaluation of the Acceptance of Electronic Nutrition Diaries 

We planned a prospective study including ten patients suffering from diabetes mellitus 
type 2, that were part of the HD-DM program and the DiabMemory telemonitoring 
program. Inclusion criteria were, an age between 30 and 70 years and a BMI above 28 
kg/m2. Furthermore, it was obligatory that the patients took part in an inpatient treatment 
at a special treatment facility. Exclusion criteria were a dependency of the patient on 
insulin or a cardiac pacemaker. The study was approved by the ethics committee of the 
Federal State Lower Austria (No. GS4-EK-4/192-2012). 

                                                           
1 AIT, KIT telehealth solutions: https://kit.ait.ac.at/home/, last access: 03.01.2018 
2 VAEB, HD-DM: https://www.vaeb.at/portal27/vaebportal/content?contentid=10007.747216, last access: 

04.01.2018 
3 AIT, DiabMemory, https://www.ait.ac.at/themen/telemedical-solutions/projects/diabmemory/, last access: 

04.01.2018 
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The telemedical, dietary intervention was conducted by using the two systems, 
DiabMemory (registered trademark by AIT Austrian Institute of Technology GmbH), 
and Nutrinaut (registered trademark by Dr. Dietmar Dörrer, Vienna, Austria), in 
combination. Nutrinaut is a web based system for image assisted dietary records, 
allowing the patient as well as the advisor to access the nutrition diary.  

The follow-up period lasted for three months, starting after the stationary treatment. 
The therapy plan included the weekly recording of blood pressure, weight and blood 
sugar (3 values on one day). For the first month, the transmission of images of three main 
meals daily was obligatory. The patients received a weekly individual feedback from 
their dietitian as well as general motivational messages. Additionally, the body measures 
BMI and body fat as well as the HbA1c were taken in the beginning and in the end of the 
intervention. For statistical testing, we used the Wilcoxon rank-sum test. In the end of 
the case series, the participants were interviewed regarding the benefit of the nutrition 
counselling [14]. 

2.2. Part 2: Feasibility Study for Inclusion of Nutrition into the KIT System 

2.2.1. System 

The requirements for the back end and front end of the nutrition management system, 
were determined in discussions with nutrition experts. A first version of the front end 
was implemented by extending the DiabMemory app using Android Studio (Google Inc., 
Mountain View, USA) and distributed for a closed user group under the name KIT-
Nutrition. Its main functions, as depicted in Figure 1, are the ability to keep an electronic 
nutrition diary by adding meals including an image and the consisting food items, and 
the calculation of the basal energy expenditure using the Harris Benedict formula [15]. 
The energy expenditure during an entered activity was estimated based on a formula 
using the users’ bodyweight and the metabolic equivalent of each activity [16,17]. 

For allowing the annotation of the meal images, a nutrition web service had to be set 
up which was written in NODE.js (NODE.js Foundation, San Francisco, USA) and published 
using Azure Cloud Services (Microsoft Azure, Microsoft, Redford, USA). The underlying 
database was the German Bundeslebensmittelschlüssel1, which is the biggest scientific 
food composition database in Europe including about 15.000 entries, divided into 132 
nutrients [18]. 

2.2.2. Field Trial 

In order to test the application for usability and time consumption, we conducted a field 
trial with healthy volunteers consisting of work and university colleagues. Participants 
were invited to sign up for the beta version of the app on the Google Play Store2 and 
were provided with a pseudonymized account for the KIT system. 

The goal for every test user was to track and transmit his/her food intake for seven 
days, by taking a picture and adding the annotation of every meal. After a trial period of 
two weeks, the participants were asked to answer a questionnaire that was divided into  
 

                                                           
1 Max Rubner Institut, Bundesforschungsinstitut für Ernährung und Lebensmittel, Karlsruhe, 

Bundeslebensmittelschlüssel V3.02, https://www.mri.bund.de, last access: 26.01.2018 
2 Google Inc., Play Store, https://play.google.com/store, last access: 03.01.2018 
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Figure 1: Overview of the KIT-Nutrition app. Left: Main activity Middle: Adding a new meal entry Right: 
The meal diary, showing the daily summary of calorie intake and usage. 

 

two parts. Part one consisted of fourteen multiple choice questions graded according to 
the four-point Likert scale.  

The questions were, for evaluation, separated into the sectors system quality (4 
questions), information quality (3 questions), user satisfaction (4 questions) and net 
benefit (3 questions) guided by the DeLone and McLean model for assessing information 
system success [19,20]. For the different areas, the mean of the given answers was 
calculated. The second part of the questionnaire included open ended questions about the 
time consumption and the used phone, as well as the installed Android version and 
moreover, a section for problems and suggestions. The usage was calculated as the 
percentage of intended days of usage [21].  

3. Results 

3.1. Part 1: Evaluation of acceptance for DiabMemory and Nutrinaut 

10 patients including two females, median age 53 years participated in the study. The 
median BMI at the beginning of the study, was 34,45 kg/m2. Further characteristics of 
the study group are summarized in Table 1. It also shows, that the median BMI was 
reduced by 2,74 kg/m2, which means a significant reduction (p ≤ 0,005).  

In total, the test subjects transmitted 79,6 % of the predefined 90 images per person, 
the median was 100% (min: 26%, max 100%). In total, the patients took images of 915 
meals. There were 22 varying feedback messages sent by the dietitian.  

The evaluation of the acceptance showed that 10 out of 10 participants thought, that 
the inclusion of nutrition counselling into the HD-DM is a good idea and that they would 
recommend the use of such a system to a person having the same kind of diabetes. 8 
patients even stated that they would like to participate in the nutrition counselling for a 
longer period of time and all of the participants at least rather agreed that keeping a 
nutrition diary by taking pictures was easy (Figure 2). 
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Table 1: Overview of the basic data of the patients, at the beginning and the end of the study. 

 
In the end of the study, the only suggestion for improvement that was mentioned by 

several patients (6 out of 10) was the inclusion of the nutrition diary into the 
DiabMemory app, because of the remarkable effort needed for parallel management of 
two systems. 

3.2. Part 2: Feasibility study 

15 people signed up for the field trial. 1 person was excluded, because no Android phone 
was available, leaving 14 people including 3 females, with a median age of 26 (IQR: 
20,25). All the participants used their smart phones on a regular basis. 

In total, there were 407 images of meals and 1 181 annotations transmitted to the 
health data server. Out of the 14 volunteers, 9 reached the goal of using the app for seven 
days. In total, the usage resulted to 77,6 % of the intended goal. The return rate of the 
questionnaires, was 85,7 % (12 out of 14), reporting the use of 11 different phones. It 
took the test users about 5 (IQR: 2,25) minutes to enter one meal and about 18 (IQR: 
14,83) minutes to enter the meals of the whole day (med (IQR)).  

As summarized in Figure 3, left, the scores reached were 2,9 for system quality, 3,4 
for information quality, 3,1 for user satisfaction and 2,9 for net benefit. The most 
frequently reported problems and suggestions (Figure 3, right) were problems with 
showing the meal diary and problems with finding the correct food items (9 out of 12). 
7 participants uttered the wish to allow editing and deleting of entered measurements. 
The suggestions to use a more regional database and to allow for more personalization, 
e.g. better suggestions based on logged meals or the ability to save favorites, were both 
mentioned 6 times. 4 test users experienced app crashes and temporary problems with 
server connectivity. 
 
 

 
Figure 2: Results of chosen questions, about the acceptance of a nutritional counseling 

 Beginning End Significance 
Patients:  

number (m/f) 
 

10 (8/2) 
 

10 (8/2) 
 

- 
Age in years: 
median (IQR) 

 
53 (7) 

  
- 

BMI in kg/m2: 
median (IQR) 

 
34,45 (6,18) 

 
31,71 (5,18) 

 
p ≤ 0,005 

HbA1c in %: 
median (IQR) 

 
5,9 (1,15) 

 
6,05 (0,88) 

 
n.s. 

Body fat in %: 
median (IQR) 

 
32 (6,25) 

 
29,95 (6,63) 

 
n.s. 
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Figure 3: Left: System Success: information quality, system quality, user satisfaction and net benefit rated on 
a scale from 1 to 4, usage rate on a scale from 0 to 100 %. Right: Most common problems (orange) and 
suggestions (green). 

4. Discussion 

The results of the field trial were mainly positive, showing that the technical 
implementation of the system is feasible. The integration of the new type of diary data 
into the KIT system was conducted and so far, no problems were encountered. The 
success rate of more than 75% shows that the utilization of the diary app for a whole 
week, in a real-life setting, is possible. Based on the discussion with dietitians, a nutrition 
diary including about 3 weekdays and the weekend is already helpful for the application 
to nutrition counseling. The app worked stably on the majority of used phones although 
some difficulties were reported. 

As stated, the field trial of the new system was conducted with the help of work and 
study colleagues, therefore the results of the questionnaire have to be treated with a 
certain amount of reserve, but the earlier evaluation study showed that the motivation for 
keeping an electronic nutrition diary among people affected by diabesity is very high. 
They also felt a high personal benefit from using the system. Therefore, a similar 
outcome is hoped for in case of a deployment of KIT-Nutrition in an applicable DMP. 

The technical problems, which were mentioned by the test users, are of different 
origin. The problems with synchronization to the backend were due to partial 
unavailability of the database in use by the staging server. They were fixed by manually 
synchronizing the affected measurements. However, the client-server model based 
system architecture prevents data loss and guarantees data integrity even during 
temporary unavailability of the backend server. The other bugs concerned the Android 
app itself. For one of the phones used, the meal diary part of the app broke down. Why 
this happened exactly is unclear, but the Android version in use (Android 4.1) was 
beneath the target version (Android 5.0) of the KIT-Nutrition app. The other technical 
issues reported, present very valuable information to us and will be solved before the 
next app release.  

The BLS was chosen as a food composition database because it is offered free of 
charge for scientific projects inside Europe, but apparently it does not quite match the 
needs of a common user in Austria. From the given feedback, it can be concluded that a 
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more comprehensive and regional database would be preferable, as people had troubles 
finding matching food items. One option would be an inclusion of the Österreichische 
Nährwerttabelle (ÖNWT), the Austrian extension of the BLS. The ÖNWT would 
enhance the usability as it includes Austrian synonyms of food items and meals and brand 
names of commercially available foods, without compromising the quality of 
information. For reasons of data integrity, it was impossible for patients to alter or delete 
the measurements they entered. This was decided upon the advice of healthcare 
professionals. According to the outcome of the field trial, this decision should be 
reconsidered as many test users were unhappy with the fact that they could not edit the 
meals they had entered.  

According to nutrition experts working in the field of diabetes the possibilities of 
using such a system are numerous, the most important ones being: 

� Treatment and prevention of obesity, diabetes, diabesity, or cardiovascular 
diseases by providing remote support for lifestyle intervention based on 
enhanced diary data including nutrition 

� Virtual support for teaching programs for primary, secondary or tertiary 
prevention with focus on lifestyle, nutrition and physical activity. 

� Inference of useful information for estimating the dosage in diabetes patients 
depending on insulin medication 

Using image assisted dietary assessment would give dieticians the possibility to evaluate 
the patients’ self-assessment and the integration into a telehealth system would further 
allow them to give prompt feedback, which is assumed to enhances the adherence of 
patients as it keeps their motivation up. 

4.1. Outlook 

In order to further verify the use of the system and to learn about possible long-term 
effects a randomized trial with people suffering from diabesity has to be conducted. As 
patients with diabesity are typically older and less technically experienced as our last 
group of test users they might face problems that we have not thought about yet. Before 
such a study can be started, the system must be further finalized. Especially the needed 
features for the backend have to be discussed and implemented. 
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Abstract. Background: Telemonitoring offers new opportunities in the treatment of 
chronically ill patients and could help to improve their quality of life while reducing 
healthcare costs. Objectives: The willingness to use telemonitoring is examined for 
both physicians and patients. From the perspective of the most important 
stakeholders, advantages and disadvantages as well as barriers for telemonitoring 
are analysed. Methods: A Telehealth Readiness Assessment was carried out with 
physicians (n=41) and patients (n=47) in a cross-sectional study. A stakeholder 
survey was conducted by use of interviews (n=28). Results: Average readiness for 
telemonitoring is 58% for physicians, and 65% for patients. Both are thus in a 
position where there are several arguments which adversely affect the success of 
telemonitoring. The most important advantage is the intensified care, while the 
biggest concerns are data protection as well as the loss of personal communication. 
The greatest barriers are the lack of funding, the weak clinical and economic 
evidence and the organisation of the Austrian healthcare system. Conclusion: There 
are still some barriers to overcome, especially financial, political and organisational.  

Keywords. Telemedicine, Managed Care Programs, Austria, Diabetes Mellitus, 
Surveys and Questionnaires, Attitude of Health Personnel. 

1. Introduction 

Whether the efforts of research and industry in the field of telemonitoring in recent years 
have paid off and will now be a success in real life, depends essentially on two questions. 
Are patients willing to regularly use the sensors and transmit the data? And are doctors 
ready to evaluate this data and incorporate it into their clinical decisions? 

Telemonitoring is the telemedical monitoring of patients who are chronically ill or 
prematurely released from inpatient treatment in their home environment. In October 
2016, a search for "telemonitoring" in the medical literature database PubMed yielded 
989 results. Although positive effects of telemonitoring have been demonstrated in 
several studies, e.g. in [1], there are also those that do not find any significant benefits, 
such as in [2-5]. However, the American healthcare community seems confident about 
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the merits of telehealth solutions, with one out of two clinics in the US already offering 
telemonitoring [6].  

In principle, the Austrian healthcare environment should also be well prepared for 
using telemonitoring. Smartphones and Internet access are available for almost 
everybody [7], the IT skills of the population, including the elderly, are getting better [8]. 
The number of "digital natives" and "digital immigrants" will naturally increase steadily 
over the next few years, while the number of "digital outsiders" will continue to decline. 
In general, the acceptance of modern technologies in the healthcare sector is becoming 
ever higher, as a survey by Bitkom in Germany [9] makes clear: a total of 6 out of 10 
German citizens are open to telemonitoring. Already one third could even imagine using 
skin-implanted microchips to monitor body function. So why is telemonitoring not yet 
available in Austria's standard care? 

The Austrian healthcare system relies on evidence-based medicine. Several authors 
identified a need for further studies to determine whether telemonitoring can really 
improve the quality of life while reducing healthcare costs [3,4,10]. In general, the 
implementation of telehealth among general practitioners in Europe is not very advanced, 
with 1.4 out of 4 achievable points, as shown by a survey of the European Commission 
in 2013 [11]. 

Indeed, the concept of telemonitoring is not well-known among Austrian patients 
and physicians, with only 10.5% feeling well or very well informed [12]. However, the 
participating persons, especially the physicians, are an important part of a successful 
telemonitoring system [13]. Doctors should therefore be included in the planning of 
telemedical services [14].  

In the present study, we thus aimed at identifying the readiness to use telemonitoring 
specifically among diabetes patients and physicians treating diabetes patients. We chose 
diabetes as there is scientific evidence that telemonitoring could be especially useful for 
this highly prevalent disease [2]. Furthermore, we examined the perceived advantages 
and disadvantages of telemonitoring as well as possibly existing barriers for the Austrian 
healthcare system.  

2. Methods 

Two different methods were chosen for this study. For the question of whether Austrian 
patients diagnosed with diabetes and the doctors involved in the treatment are ready for 
telemonitoring, a cross-sectional study by questionnaire was carried out (Readiness 
Assessment). For the qualitative aspects of the questioning, such as advantages and 
disadvantages as well as barriers, an expert survey among stakeholders was conducted 
by use of interviews, as well as various open questions added to the questionnaire of the 
cross-sectional study. 

The survey protocol was approved by the ethical committee of the Medical 
University of Vienna, Austria, (No. 1197/2017) and conducted following the guidelines 
of the Declaration of Helsinki. 

D. Muigg et al. / A Readiness Assessment Among Doctors and Patients in the Field of Diabetes 323

 EBSCOhost - printed on 2/11/2023 6:27 AM via . All use subject to https://www.ebsco.com/terms-of-use



2.1. Readiness Assessment 

2.1.1. Study design 

We carried out a cross-sectional study among Austrian diabetes patients and practitioners 
involved in the treatment. We applied a questionnaire-based scoring system to determine 
whether the participant was ready for telemonitoring or not [15]. Colloquial the term 
readiness could be understood as a combination of dissatisfaction with status quo (core 
readiness), motivation to use telemonitoring to improve the current situation 
(engagement readiness) and the available resources to accomplish this (structural 
readiness). The questions were designed in a way that full agreement (4 points) indicated 
high readiness. The total points scored over all questions indicated whether the 
participants were in a good position (more than 70% of maximum achievable points), 
experienced several hindering factors (50% to 70%) or even barriers to use 
telemonitoring (less than 50%). The assessment tool is designed to be modified in order 
to meet the country-specific health systems environment. In our study, we slightly 
adapted the tool. First, we did not offer the option "other" and second, we used a four-
point Likert scale, not the original five-point one. The questionnaires were translated 
from English to German. The German questionnaire is available on request from the 
authors.  We pilot-tested the survey with five laypersons and five researchers experienced 
in questionnaire design. The data from these tests were not included in the final data 
analyses. The questionnaire was adapted according to the received feedback.  

The online study was open and accessible for practitioners from March 6 to June 2 
2017 (89 days) and from April 10 to June 30 2017 (82 days) for patients. We used SoSci 
Survey (www.soscisurvey.de) as a free, electronic web-based survey tool. The software 
avoided missing answers, so only complete questionnaires without missing values were 
available. The survey included a cover letter to inform participants about the scope of 
the survey and use of the collected data. Since participation was voluntary, consent was 
implicitly obtained by completing the questionnaire. Once a participant completed the 
survey, an electronic cookie prevented multiple submissions from the same computer. 
All responses were anonymous. Data were stored securely and were protected from 
unauthorized access. We did not offer any incentives for participation.  

2.1.2. Study sample and data collection for practitioners 

We used a nonrandom purposive sample of German-speaking healthcare experts working 
in one of the nine Austrian federal states. Private and panel doctors who treat diabetes, 
mainly general practitioners and internists specializing in endocrinology, were eligible 
for participation. We identified possible participants through professional networks and 
associations. Potential participants were recruited based on online email address lists 
available from national healthcare agencies and the Austrian Diabetes Society which 
initially invited 863 practitioners. We also contacted representatives of relevant 
organizations and networks to distribute the survey within their organizations. We sent 
personalized email invitations containing a link to the questionnaire to these experts as 
well as reminder emails two and four weeks after the initial contact to prompt further 
completions. Participants were asked to complete the survey and also forward the survey 
link to eligible colleagues.  
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2.1.3. Study sample and data collection for patients 

We used a nonrandom purposive sample of German-speaking diabetes patients living in 
one of the nine Austrian federal states. Potential participants were recruited via various 
online platforms on which the invitation letter, as well as a link to the questionnaire were 
included. These platforms were the homepages www.diabetes-austria.com (Diabetes 
Austria), www.diabetes.or.at (ÖDV), the respective official Facebook pages of both 
organizations (5072 and 1104 likes), as well as the Facebook Page of "Medtronic 
Diabetes Austria" (2232 likes). In addition, the invitation was posted to the Facebook 
groups "Diabetes Type 1 Austria" (1260 members) and "Diabetes Type 2 Austria" (180 
members). The Facebook group "Diabetes Kids Austria" (531 members) was not 
considered, as minors as well as parents of children suffering from diabetes were 
excluded from study participation.  

2.2. Expert Interviews 

2.2.1. Study Design 

The expert interviews were conducted as direct individual interviews with partially 
standardized questions (guideline-oriented) and open answers. The interview was 
recorded, transcribed, anonymised and subsequently evaluated using methods of 
qualitative content analysis. The participants have been informed immediately prior to 
the interview about the planned recording, anonymization and retention of the data. 
Patients gave their consent by accepting the "Participant Information", other stakeholders 
did so verbally ("Verbal Consent"). The original data of the study was only accessible to 
the study team.  

2.2.2. Study sample and data collection 

An initial stakeholder analysis identified potential interview partners. The participating 
stakeholders were selected randomly or on the basis of personal contacts from the 
population (network effects). The stakeholders were personally contacted and invited to 
participate in the interview. In total, 44 individuals or organizations were contacted, 
whereupon 28 appointments were actually made (participation rate: 64%). Experts were 
representatives of associations, health politics, existing telemonitoring projects (e.g. 
“Gesundheitsdialog Diabetes”), research and development, industry and of course users 
(doctors and patients). 

2.3. Statistical analysis 

For the questionnaire data, we performed descriptive statistical analyses and present 
categorical data as absolute frequencies and percentages and continuous data as mean, 
standard deviation (SD), minimum, maximum and median, where appropriate. We 
calculated the Spearman correlation coefficient between the metric variable readiness 
and the ordinal variable attendance. We conducted all statistical analyses using SAS 
(Copyright © 2017 SAS Institute Inc. Cary, NC, USA).  

The interviews were first transcribed and then evaluated by content-structuring 
qualitative content analysis [16]. MAXQDA11 (VERBI GmbH) was used as QDA 
software and f4 (dr. dresing & pehl GmbH) as transcription software. 
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3. Results 

3.1. Readiness among practitioners 

The first page of the questionnaire was opened 60 times, which corresponds to a response 
rate of 6.95% regarding the practitioners reached through the available mailing lists. The 
questionnaire was completed 41 times (response rate with completed questionnaire: 
4.75%), which took in average 6:00 minutes (range 2:39 to 10:09 min). The participating 
practitioners were representative of the Austrian medical profession in terms of age, 
gender, and federal state. The average age was 51.4 years (md=54, SD 9.4, 30 to 72 
years), 56.1% were male. 

Participants were predominantly internists (73.2%), while only 12.2% were general 
practitioners. Above average 51.2% of respondents were private practitioners, 19.5% had 
a contract with a health insurance institution and 22% worked in a hospital. Further 
31.7% of practitioners participated in the nationwide disease management program 
"Therapie Aktiv". The practitioners think mostly positive about telemonitoring (61%) 
and were generally open to innovations (65.9% perceived themselves as Innovators or 
Early Adopters). 

The readiness of doctors for telemonitoring was in average 58.2% (95% CI: 53.9 -
62.5). This score thus indicates an average readiness situated in the category between 
50% and 70%, according to which several arguments have an unfavorable influence on 
the use of telemonitoring by practitioners. Moreover 19.5% were in a good position, 
while 31.7% experienced barriers to use telemonitoring. No significant correlations 
between readiness for telemonitoring and the demographic characteristics of age, sex or 
medical specialization were detected.  

As shown in table 1 structural readiness is much lower than readiness to participate 
(engagement readiness) and dissatisfaction with the health system (core readiness). 
70.8% of the practitioners are more inclined, 29.3% would definitely offer 
telemonitoring for their patients (attendance). The Spearman correlation coefficient 
between readiness and attendance is 0.72. 

3.2. Readiness among diabetes patients 

The first page of the questionnaire was opened 73 times and the questionnaire was 
completed 48 times. One data set was excluded from the analysis because the participant 
did not have diabetes, so that 47 questionnaires were used for the analysis. The full 
answering took in average 8:33 minutes (range 4:45 to 14:20 min).  

The average age was 44.2 years (md=42, SD 15.5, 18 to 77 years), 57.4% of the 
participants were male. The participating patients were representative of the Austrian 
population in terms of federal state. The most evident difference of this study population 
in contrast to all diabetes patients in Austria is the distribution of type 1 diabetics (T1D) 
and type 2 diabetics (T2D). While in the total population only about 10% are T1D, their 
portion was 61.7% in our study population. From the 34.1% of T2D, 62.5% were insulin 
dependent. Some people lived with diabetes for many years (max. 45), but most of them 
between 0 and 10 years (30%). Diabetes was stable with 59.6%, unstable with 6.4%, and 
alternating with 31.9%. Self-control was documented electronically by 70.2% of 
respondents, with only 19.1% still using a paper diary. The patients surveyed think 
mostly positive about telemonitoring (61.7%) and were generally open to innovations 
(55.3% perceived themselves as Innovators or Early Adopters). 
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Table 1. Readiness Assessment among practitioners and patients, showing the absolute achieved points for the 
three categories. The numbers behind the category names indicate the maximum reachable points in this 
category (practitioners - patients). 

 Practitioners (n=41) Patients (n=47) 
Category Mean SD Median Min Max Mean SD Median Min Max

Core 
Readiness (12-20) 8.1 1.8 8 3 12 10.1 3.7 10 5 17

Engagement 
readiness (28-28) 18.4 4.8 18 8 28 22.9 3.5 24 11 28

Structural 
readiness (28-20) 13.1 4.4 13 7 24 10.9 2.8 11 6 19

Total (68-68) 39.6 9.1 38 26 60 44 5.1 45 30 53

 
Patient readiness for telemonitoring averaged 64.6% (95% CI: 62.4 - 66.9). This 

score thus indicates an average readiness situated in the category between 50% and 70%, 
according to which several arguments have an unfavorable influence on the use of 
telemonitoring by patients. Moreover 27.3% were in a good position, while 4.3% 
experienced barriers to use telemonitoring. No significant correlations between readiness 
for telemonitoring and the demographic characteristics of age, sex or education were 
detected.  

As shown in table 1, structural readiness and dissatisfaction with the health system 
(core readiness) are much lower than willingness to participate (engagement readiness). 
Overall 83% of the patients are more inclined to telemonitoring, 44.7% would definitely 
attend. The Spearman correlation coefficient between readiness and attendance is 0.43. 

3.3. Advantages, disadvantages and barriers 

Between February and June 2017, 28 interviews were conducted. The conversations 
lasted in average 34 minutes (range 12 to 76 min). In total, 116 individuals could be 
reached in the study.  

The most mentioned advantage for telemonitoring was the intensification of care 
provided by this type of treatment. This was mentioned a total of 40 times, 8 times in 
expert interviews, 18 times in the questionnaire for patients and 14 times in the 
questionnaire for doctors (40 | 8/18/14). The second most important advantage was the 
potential shortening of travel and waiting times (21 | 7/8/6). In the questionnaire for 
patients we asked how long the consultation with the doctor (on average 18 minutes) and 
how long the doctor's appointment, including the journey and waiting time, lasted (on 
average 129 minutes). Through the online processing of a consultation, an average of 
111 minutes per appointment could be saved. The third most important advantage, 
according to respondents, was a better therapy adjustment (21 | 7/7/7). 

The three main disadvantages were concerns about data protection (21 | 3/13/5), loss 
of personal communication and over-emphasis on blood glucose levels (15 | 0/6/9). It is 
also feared that while telemonitoring will be a huge effort for doctors, the benefits will 
more likely be on the patient side (8 | 2/0/6). 

According to the interviews, the most important barrier in the Austrian healthcare 
system was the lack of funding (15 times), followed by the lack of high quality long term 
clinical trials for decision-makers and uncertain economic benefits (11 times). Several 
stakeholders have therefore emphasized that it is important to establish telemonitoring 
as part of a structured disease management program, like in HerzMobil Tirol [17]. In 
seven interviews, the absence of telemonitoring in standard care was attributed to the 
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organization of the Austrian health system itself. Particularly in the field of diabetes, 
treatment takes place both in the predominantly federal state financed hospitals and in 
the health insurance funded outpatient sector. Integrated care therefore requires a 
combination of inpatient and outpatient areas. Apart from the fact that decision-making 
in the highly fragmented healthcare system is already difficult, it comes in the case of 
telemonitoring to incur expenses in the outpatient area (through more intensive care by 
the resident physician), but to a cost reduction in the inpatient area (by less serious late 
effects, such as foot amputations). This leads to a shift in funding and political power 
relations, making decisions even more complicated. 

4. Discussion 

We used an auto-perception questionnaire that focused on personal experience that could 
vary depending on the individual. The methodology was slightly adapted, e.g. it was 
unclear how the question "other" should be formulated. After consultation with the 
original authors of the study, it was decided to delete the question "Other", as these 
questions were never answered in the original study. In addition, the five-part Likert 
scale was replaced by a four-part to avoid neutral answers that are difficult to interpret. 

The methodology of the Readiness Assessment for physicians and patients provided 
quite plausible and new results, although the sample is rather small, especially for the 
patients and very distorted by the high number of T1D, which was caused by the 
available channels to reach diabetes patients online. The fact that apparently more T1Ds 
deal intensively with their illness and also inform themselves and exchange information 
online is a plausible indication that this group is particularly well suited for 
telemonitoring (technical affinity and disease awareness). Overall, while the study 
population is not representative of all Austrian doctors and patients in the field of 
diabetes, it may be similar to the potential target group for telemonitoring.  

The answers to the individual questions of the Readiness Assessment were easy to 
explain, as well as the scores achieved in the respective categories. When comparing the 
received readiness level of respondents with the answer to the question whether they 
would attend telemonitoring, it becomes obvious that, as expected, those with higher 
level of readiness were more likely to attend. The high correlations between readiness 
and attendance for both physicians and patients suggest that our methodological 
approach provided plausible results for telemonitoring readiness among Austrian 
diabetes patients and the doctors involved in treatment. 
One of the strengths of this study is the multi-method approach applied and the in-depth 
view of the topic, which could be achieved through the many interviews with 
stakeholders from different fields. Due to the relatively open questions and the focus on 
the type of stakeholder, it was attempted to obtain a very comprehensive picture of the 
topic. Thus, for example, if a point polled 40 times, it does not mean that this point is 
irrelevant to the remaining 76 people. Rather, it means that it was a particularly relevant 
issue with these 40 people. Several concrete barriers have been identified and there were 
many interesting requirements, wishes and ideas for a successful implementation. We 
are currently working on further publications dealing with these aspects in detail, while 
we focused on the Readiness Assessment in this article. 

Although patients have a slightly higher readiness for using telemonitoring than 
doctors, both are in a position where there are several arguments which adversely affect 
the success of telemonitoring in Austria. This is inline with the results from expert 
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interviews, finding that there are still some barriers to overcome, especially financial, 
political, organisational and technical. 

The authors are grateful to the participants of the pretest for their helpful and 
valuable detailed comments and suggestions. The authors also express their sincere 
appreciation to all survey participants. 
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Abstract. Background: Disease management programs (DMP) are a modern way of 
treating health conditions and are becoming a part of standard care. One telehealth 
DMP service has been in regular operation since 2017, named “HerzMobil Tirol”. 
Objectives: This paper investigates, if the electronic health record standard HL7 
CDA, which is widely accepted in the health care industry, could be used for 
telehealth DMP services as well. It is already in use in a legally required integrated 
element of healthcare in Austria called ELGA. An official guideline from the 
Austrian Ministry of Health sets the standard for telemonitoring with data logging. 
Methods: After the background knowledge was built up, requirements have been 
gathered through existing official guidelines and interviews and existing 
documentation by “HerzMobil Tirol”. Results: Twenty-five requirements were 
collected, categorized and analyzed to determine if the existing CDA guidelines are 
suitable or a new standard must be designed. Conclusion: Based on the requirements, 
it was established that seven specific sections and two different CDA documents are 
needed. 

Keywords. Disease Management, Health Level Seven, Electronic Health Records, 
Computerized Medical Record System, Telemedicine, Patient Generated Health 
Data 

1. Introduction 

Within disease management programs (DMP) healthcare professionals (HP) interact and 
communicate with patients in a coordinated way, to treat a condition over a defined 
period of time where patient self-care is also highly essential for the therapy [1]. Such 
DMPs can also be supported by electronic medical devices and webservices, to make a 
remote medical treatment possible [2]. 

One of such telehealth services has been in regular operation since 2017 in the 
Austrian state of Tyrol and is named “HerzMobil Tirol”. HerzMobil Tirol is a 
multidimensional post-discharge disease management program for Heart Failure (HF) 
patients employing a telemedical monitoring system incorporated in a comprehensive 
network. This network includes specialized HF nurses, private practice physicians and 
primary and tertiary referral centers [3]. The HerzMobil Tirol telehealth services collect 
vital signs on a regular basis like weight, blood-pressure, heart frequency, blood sugar 
levels, steps and wellbeing through questionnaires, to name a few. They also collect 
medication intake data, used medical devices and written communication [4]. There is 
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no way to get access to the data outside of the HerzMobil Tirol network. Due to the fact 
of the scientific context it grew out of, and also the possibility of accessing intern 
information, the HerzMobil system therefore is taken as the reference system for 
Austrian telehealth DMPs.  

The Ministry of Health Affairs in Austria has published a general IT-infrastructure 
guideline for telemonitoring with data logging [5]. It is describing, how a standardized 
base for the interfaces between the components could connect different DMP modules 
and make use of the synergy. For example, patients with more than one chronic disease. 
It is also mentioning the HL7 CDA Personal Healthcare Monitoring Report (PHMR) [6], 
that is created with the goal to contain monitoring information on personal healthcare, 
specifically patient measurement data taken by consumer medical devices. This PHMR 
is in use in an ongoing telemedicine project in Denmark [7].  

ELGA ("ELektronische GesundheitsAkte") in Austria is on its way, to create a 
connection between patient record systems, that are mandatory for every health care 
provider. Specific documents from different healthcare professionals currently being 
registered on a centralized server and the actual data is hosted by the health care provider 
in their own ELGA domain. The patient can access all uploaded documents from a web 
based application. Other HPs can get access to the data of all uploaded documents 
concerning the patient by inserting the patients social security card. All documents in the 
ELGA must use the standardized document profile HL7 Clinical Document Architecture 
(CDA) [8]. 

In this paper the authors address the following questions: Is it possible to make the 
telehealth DMP data accessible for HP outside the DMP via standardized documents? 
Will the requirements of the main stakeholders from a reference telehealth DMP fit the 
given CDA Standard? Is it also possible to make this DMP document comply with the 
requirements of the ELGA and the Ministry of Health Affairs? 

2. Methods 

First the general background knowledge was built up which was summarized in the 
introduction. From this knowledge it was clear which different stakeholders had to be 
interviewed for further analysis. Before the needed interviews with telehealth service 
experts, individual recaps and interview guides, that match their profession, were created. 
The recaps were given a brief overview over the situation and were sent before the 
interview to the interviewee. The interview started with a short presentation of the recap 
followed by questions from the interview guide being asked. During questioning answers 
were written down and repeated to the interviewee, so that a correction from the 
interviewee was possible. 

Some requirements were collected through analysis of the interviews with the 
stakeholders from the reference telehealth DMP service. The three main stakeholders 
regarding a telehealth DMP service, as seen on figure 1 in the orange box, include: the 
experts who are also the system designers in the collaborative heart-failure network, the 
healthcare professionals that are using the DMP inside the network and the healthcare 
professionals outside the DMP network, that will read the document. Each group offered 
one stakeholder representative to be interviewed. The requirements were extracted from 
the given answers. Additionally, the existing internal documentation of the design team 
was analyzed and the requirements relevant to the DMP document were collected as well. 
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Figure 1. The stakeholder requirements are in two main groups, as shown. The identifiers D1 to D5, U1 to U5 
and so on are analogues to the later defined requirements and their IDs. 

 
Beside the DMP stakeholders, there are also two organizations with official 

guidelines that must be considered, as seen in the grey box on figure 1. From the Ministry 
of Health Affairs there was published a general IT-infrastructure guideline for 
telemonitoring with data logging [5]. Inside of this a guideline of HL7 International was 
referenced [6], that is affecting this work. The ELGA has CDA guidelines already in use 
for Austrian purposes that need to be considered also [8]. The official guidelines from 
these two organizations were analyzed and requirements were extracted. The purpose of 
the found guidelines for standardized records has been compared with the targets of this 
work.  

After the requirements were collected, a categorization was made regarding the 
depth of the impact of the requirement on the guideline for the DMP CDA record. 
Because some requirements were targeting the same topic, a grouping inside the 
categories was also made. By the end of the results every requirement group was being 
considered and finally important aspects were suggested for a DMP document. 

3. Results 

In 3.1 the requirements are being listed. In 3.2 the requirements are being divided into 
categories. In 3.3 the possible solutions are being described. In 3.4 the potential guideline 
for telehealth DMPs is being summarized. 

3.1. Requirements 

In the following table, the requirements have been listed and given an ID. The letter in 
the ID stands for a stakeholder, see figure 1. 

3.2. Categorization 

In the following section, the requirements are categorized and grouped as seen in figure 
2. Three categories were established. “General” requirements are requirements that are 
affecting the whole document. The requirements in the category “sections” are 
influencing the individual sections that will include the information in the document. The  
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Table 1. The individual requirements with their ID 

ID Requirement 
D1 For all used data exports, imports and interfaces, only known standards out of the common practice 

should be used. 
D2 There should be a summary of the DMP after it is finished, with all the relevant data for the treatment 

validated and signed by the supervising physician. 
D3 The new document standard should be used as a more detailed and standardized backup file for the HP, 

to still have access to the data of their patient after the telehealth DMP service has been shut down or if 
the HP is not active in the DMP network. 

D4 The document should be an easy way to pass on the data when the patient or another entitled person like 
a lawyer of the patient is demanding it. 

D5 There should be a way to add diagrams in a widely-used picture-format to the document. Normally one 
diagram per section should be enough, but the chance of having more than one should be considered. 

U1 There are types of comments and notes that are only meant for the HP themselves or among each other, 
these should not be included in that form in any official document. 

U2 Attention should be paid, that for every chronic condition, the common practice is different and changes 
over time. This is primarily affecting the needed monitoring data. 

U3 A fundamental question at the beginning of the document should show a brief overview, what condition 
caused to start this treatment. This is essential when more than one condition is known and this must be 
kept in mind while treating the patient. 

U4 When written text is required, there should be an option to write various text elements, which should be 
reusable and combinable. 

U5 Laboratory results and other documents should be able to be added to a DMP document. 
M1 In the long-term the telemonitoring with data logging guideline will create a homogenous, 

communicating IT system landscape, that supports telemonitoring for health applications. It will also 
create a base for the international accordance of these IT standards. 

M2 Specifying and further developing of standards for the IT architecture for telemonitoring and making 
the availability of compliant devices on the market better is also defined as a target in their guideline. 

M3 Another goal is the creation of a technically binding base for patient care, especially for patients with 
multimorbidity, to add medical devices independently from the manufacturer for any requirements and 
course of diseases. This will be specified in the spirit of a rough concept, that will serve as a base for 
designing a detailed concept in ongoing planning phases. 

M4 They are also specifically defining non-objectives. One worth mentioning for this work is, not defining 
quality standards or recommendations for the medical aspects of disease management programs, 
knowing that the existence of a DMP is essential for telemonitoring. 

M5 For the data transfer between various interfaces, the guideline is specifically mentioning that the usage 
of HL7 CDA analogous to the HL7 CDA PHMR is binding. 

E1 In the official law in the “ELGA-Verordnung 2015” it is defined that starting from 1.1.2018 the main 
documents can only be uploaded in “EIS Full Support”, that is analogues to HL7 CDA Level 3, which 
provides full machine readability. 

E2 The data in the CDA header must be consistent to all specifications for headers of the general ELGA 
CDA guideline “Allgemeiner Implementierungsleitfaden” in its version 2.06.2 [8]. This also includes 
the correct referencing of the patient and the defaults for automatically generated documents. 

E3 If the vital sign components (section, group and entry) are used, it should be considered that the ELGA 
is already specifying these vital sign components in the ELGA discharge summary [8] for the 
measurements recorded during an inpatient treatment. 

E4 There are already defined code-systems and value sets in other ELGA document standards. These should 
be reused. If an expansion is needed, the request process has to be investigated. 

E5 If medication components (sections, groups or entries) are needed, these should be reused from other 
ELGA guidelines like from the “eMedikation” [8], a standard for electronic medication CDA 
documents. 

R1 Values outside of a range, that was set by the network physician, can be much more interesting than the 
standard values. These should be somehow summarized or highlighted. 

R2 All the data in the document should be tagged with a timestamp. This is especially important in a DMP 
document because a treatment in HerzMobil Tirol normally last for 3 months or more. 

R3 The additional information of the used measurement device is useful but should not be mandatory. 
R4 The chronological order should be ascending, meaning that the oldest value is also the first one on the 

list. 
R5 The details of a contact person should be included in every document, who can answer questions 

regarding the treatment of the specific patient. 
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Figure 2. The requirements categorized and grouped by topics. 

 
requirements in the category “details” will only change specifics in the record. 
Requirements with equal topics were discussed together under one title, followed by the 
requirement IDs in brackets. Requirements were grouped when the topics were similar 
but not the same, as seen in the first block in “sections” in figure 2. 

3.3. Consideration of every requirement 

The data standards for D1 are already limited by E1 and M5. This work has to use the 
widely-known document standard CDA from HL7 CDA Level 3, meaning that 
information is fully machine readable. M5 is even restricting it to a document that is 
analogous to the existing HL7 CDA PHMR standard. If designing a new standard is 
really needed it is beneficial to compare it to a similar existing standard. 

D3 and D4 are both accomplished, because the HL7 CDA Standard is based on 
single XML document for every treatment. It can even be displayed in a simple browser, 
when an official XSL stylesheet has been added. Patients have the possibility to get the 
documents that were created out of the DMP directly in their ELGA portal. 

U2 is stating, that different diseases are demanding different treatments and that 
treatments are evolving over time. The official document from the Ministry of Health 
Affairs is stating with M4, that they don’t want to make a standard for the DMP treatment 
itself, so that a doctor has to follow a specific standard operation procedure when a 
disease is diagnosed. This is also not the objective for this work. 

M1 is satisfied, providing that the HL7 CDA standard is an international accepted 
standard, used in many variations over the world. The more specific HL7 CDA PHMR 
standard is designed for medical devices generating a HL7 CDA document and sending 
it directly to the patient record folder. This fact is supporting M2 and M3, so that the 
devices could speak a common document export language and be used in different DMPs.  

E2 demands that the document is consistent to the general ELGA CDA guideline. 
The interesting aspect is, that the standard should be like the HL7 CDA PHMR, which 
is automatically generated without any user interaction. Such a document is not having 
a human validation, that is required in most of the ELGA documents. Also required is 
the versioning of the ELGA document. It could add values to an existing document with 
every measurement, creating a new version number and extending the treatment-
timespan of the document.  
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Regarding the sections U3 clarifies that a brief introduction into the DMP document 
is needed. Normally, a title can be insightful and clearly state the targeted disease. 
However, the possible condition with more than one chronic disease, which are 
influencing each other, demands to be stated first in documents like these. It would be 
too much information to be stated in a simple title. D2 is asking for a summarization of 
the treatment. This could be written continuously while treating or once at the end. A 
document could be used that is similar to the ELGA discharge summary “Ärztlicher 
Entlassungsbrief”, that is meant as a discharge summary after an inpatient treatment. It 
could be a signed document and would include the data of the DMP.  

E3 requires that the vital signs section in the PHMR is adapted to the vital signs 
section in the general ELGA guideline, that is demanding that every parameter in the 
vital signs is specified with their official name, unit and code in the value set 
“ELGA_Vitalparameter”. The PHMR is also defining, that the vital signs are specific 
parameters, that are been standardized in health care. Non standardized parameters are 
being collected in the results section. R1 is demanding that parameters that are out of a 
specific range, get highlighted or summarized somehow. The HL7 CDA standard itself 
is limiting the formatting possibilities. The E2 with its general ELGA CDA guideline is 
adding more possibilities for formatting with extended style-codes, that a ELGA CDA 
stylesheet can realize. Aside from headings and table formatting, they also added 
xELGA_blue for highlighting text sections and xELGA_red for highlighting a whole 
row of pathological data of laboratory measurements. Aside of formatting, the table can 
be made collapsible with the given stylesheet, summarizing only the pathological or out-
of-range data at first. With a click the table can expand and show all the data. E5 is 
similar to the usage of medication components that the ELGA discharge summary 
“Ärztlicher Entlassungsbrief” is using. The one big difference for the DMP document 
standard is, that it also needs to record the intake of the medication. This should be a 
machine-readable entry itself. Because such a medication intake entry is not existing in 
the ELGA guidelines at the time of this work, one has to be created, similar to the existing 
ELGA medication components. 

R3 is weakening the mandatory medical equipment section in the PHMR from M5, 
because its stating that the added medical equipment information is not of high value. 
The design-purpose of a PHMR is that a device itself would create such a document. 
Because of this, the medical equipment section in the PHMR should be filled with the 
information of the device itself. The purpose of writing a document out of a DMP system 
whereby one or more devices are delivering vital parameters is making this section 
optional, to not overcomplicate the implementation of such a document. U1 could be 
simply solved through selecting the notes and comments at the exact moment a document 
is generated. Also, the option of categorization of comments and notes beforehand would 
be a practical solution. That would support the automatic generation of the document 
without any user interaction. Just the categories of notes and comments that can be 
uploaded needs to be set beforehand. D5 is requiring an option to add pictures to a section. 
The general ELGA CDA guideline is offering “observationMedia”-entries. These are 
embedding one or more attachments in a CDA as a base64 coded block of text to a section 
directly. Defined in the “ELGA_Medientyp” valueset there are PDF, MPEG, XML and 
the appropriate image types GIF, JPEG and PNG. Within this requirement, U5 also got 
answered, which demands the option to add whole documents as XML or PDF to a CDA.  

The detail requirement U4 is not directly influencing the document standard. The 
text modules could offer one big text block or single paragraphs. 
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Table 2. recommended CDA sections for a DMP record 

name explanation 
fundamental 

question 
As a mandatory section the fundamental question could briefly show details about the reasons for
starting the DMP treatment with adjustments on the patient. 

summary The summary outlines the whole DMP treatment. Every time a significant observation or change 
in treatment has been made, a few sentences should be added. 

vital signs The vital signs section is the observation section for clinical defined parameters. Like in the HL7 
CDA PHMR, the DMP document should require both observation sections or at least one of these 
two to be valid. 

results The results section is the other observation section for non-clinical defined parameters. The 
medication intake can be documented in the result section as well. For this a CDA entry must be 
specified, so that that data is standardized for machine readability. 

medical 
devices 

The medical devices, unlike in the PHMR, should be optional, but when used it should support 
full machine readability. 

feedback The feedback contains all the notes and comments that were selected to share with HP outside of 
the DMP network. 

attachment In the attachment, whole documents like laboratory results (e.g. as PDF) can be appended. 
 
E4 is saying that codeable parameters should be machine readable through a code 

system. There is the possibility that even in the good cultivated database there may not 
be a parameter that could be measured by a medical device. For those rare cases a 
publicly available value set from the HP or medical device manufacturer themselves 
could be created or updated with these missing values. 

R2 is a point that could be specified as a rule in the specific standard guideline, that 
every data, even simple text passage, should have a timestamp or at least the date. 

R4, with its ascending chronological order, should be standardized in the guideline. 
It would ensure that every document has been written and can be read the same way. 

R5 is even matching to the CDA HL7 standard, that gives every document a contact 
person, who can be asked regarding questions to the document. This should be decided 
for every DMP separately, but at least one contact person should be given.  

3.4. Suggested guideline for telehealth DMPs 

From the above collected and discussed requirements, a guideline for a DMP record can 
be proposed. A standardized document for DMPs could have, besides fulfilling the 
header requirements of the overall ELGA CDA guideline, seven different CDA sections 
in their body, presented in table 2. 

There needs to be distinction between the two documents. One is being created while 
treatment is ongoing. This could be automatically generated and therefore not be 
specifically signed. The second document is summarizing the whole treatment at the end 
of a DMP, signed by the supervising physician. Two different CDA subclass standards 
would be useful. The document that is used during treatment would contain the above 
specified sections. This could be created by the telehealth DMP system automatically on 
a daily basis. It could be called DMP report or short DMPR. The discharging document 
could be a subclass of the official ELGA discharge summary. In addition of being 
compliant to the ELGA discharge summary, it could contain the last DMP report itself 
as an attachment or include all the sections of the last report solely. This document type 
could be called DMP discharge summary, short DMPDS.  
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4. Discussion 

The requirement analysis is showing, that the HL7 CDA is the right match for a base 
standard for such a DMP document standard. The HL7 CDA PHMR could be used as a 
template to create an ELGA guideline for the DMPR that is compliant to the general 
CDA guideline of the ELGA. Besides this, a DMPDS must be specified and that could 
be an adjusted version for the DMP of the actual ELGA discharge summary. It should 
be investigated if a third DMP document type is needed, however it is not specified or 
asked in the collected requirements. It would summarize a DMP treatment and be signed 
by a physician while the treatment is ongoing. This could be called a DMP situation 
summary or a DMP situation report. 

In the future, the requirement for writing selectable text modules could be the reason 
for bringing up a code system for whole text blocks. Therefore, the meaning of the text 
block could be coded. For further discussion on the requirement to add diagrams to the 
document, SVG should be considered. This is due to the fact that most of today’s 
browsers are compatible with such vector graphics. They would show its advantages in 
small storage spacing and enlarging without getting grainy, especially for diagrams. 
Additionally, ongoing work from other countries, like the discussion in Denmark about 
the addition of methodCodes for every measurement [7], should be considered in the 
ultimate implementation guideline for DMP documents. 
It also should be noted, that this requirement analysis, made with the tools described, 
could be incomplete. All of the found requirements and their analysis stated in this work 
should be an appropriate start for designing the two needed CDA documents that keep 
record on a DMP, especially on a telemonitoring supported DMP. 
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Abstract. Background: Arden Syntax is an international standard for medical 
knowledge representation and processing. The openEHR Foundation publishes 
specifications for the creation of electronic health records based on interoperable 
data models. Objectives: To perform a feasibility study showing how Arden Syntax 
medical logic modules (MLMs) can access openEHR data. Methods: Medexter’s 
ArdenSuite was applied as an implementation of an Arden-Syntax-based clinical 
decision support framework, and Marand’s EhrScape as an implementation of an 
openEHR system, for the purpose of data exchange. To assess their interoperability, 
we developed a use case in which ArdenSuite was connected to EhrScape; the 
purpose was to determine whether a patient suffers from orthostatic hypotension 
based on data supplied by EhrScape and decision support provided by Arden Syntax 
MLMs. Results: An archetype query language request was sent from an MLM to 
EhrScape, and the results were sent back. Conclusion: This preliminary study clearly 
shows  that the ArdenSuite’s MLMs can communicate with openEHR-based data 
sources. 

Keywords. Health Level Seven; Electronic Health Records; Decision Support 
Systems, Clinical; Health Information Interoperability; Hypotension, Orthostatic. 

1. Introduction 

1.1. Objectives 

Since a connection between the Arden Syntax and openEHR-based systems has not been 
reported yet in the published literature, the aim of this work was to investigate their 
combination and report on the experiences.  

ArdenSuite [1] is a commercial solution that allows writing, compiling, and 
uploading Arden Syntax medical logic modules (MLMs) for clinical decision support 
(CDS) as well as MLM execution and integration with medical host systems and data 
sources. EhrScape [2] is a cloud-based openEHR platform that was used as a 
representative of an openEHR-based database system. 

To test interoperability we established a small Arden Syntax knowledge base 
consisting of two MLMs. The knowledge base is used to determine whether a patient has 
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orthostatic hypotension, based on blood pressure measurements. The necessary data were 
taken from EhrScape. 

1.2. Arden Syntax  

Arden Syntax [3] is a Health Level Seven (HL7) International [4] standard for the 
representation and processing of medical knowledge. This standard allows  knowledge 
to be represented in a computer-executable format and can therefore be used for the 
development of CDS systems [5]. Currently, HL7 International’s Arden Syntax 
Workgroup [6] fosters the development of the Arden Syntax standard. 

So-called MLMs constitute the basic knowledge elements of Arden Syntax. Each 
MLM contains sufficient logic to support at least one medical decision. An MLM can 
receive data either from input arguments, other MLMs, or via so-called read or curly 
brace statements from external data sources, such as an electronic health record (EHR). 
Figure 1 shows a code snippet of an MLM’s knowledge section, and Figure 2 the 
corresponding medical explanation. 

One advantage of Arden Syntax is that it resembles natural language (see example 
in Figure 1). This makes MLMs easy to write and read, even for persons with less 
extensive programming skills [5]. In addition, using Arden Syntax makes it easier for 
hospitals to share CDS knowledge packages, because they are independent of the 
programming language and other technical specifications used in the respective 
hospital’s information system. Furthermore, backwards compatibility was preserved 
over the Arden Syntax versions [7]. As a result, knowledge packages written in an older 
Arden Syntax version can be used in systems with the latest Arden Syntax version, which 
is version 2.10 [3]. 

 

  
Figure 1: Example snippet of the knowledge section of an MLM for orthostatic hypotension notification 
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Figure 2: Medical explanation of the orthostatic hypotension notification MLM (see Figure 1) 

1.3. OpenEHR  

OpenEHR [8] is an open standard specification with the goal of turning physical health 
data into an interoperable digital form. To achieve this goal, the openEHR Foundation 
publishes specifications for the development of EHRs [9]. The openEHR approach works 
with multi-level, single-source modeling. ‘Multi-level’ means that domain experts 
develop models for the semantics of clinical information systems (archetypes) in their 
own layer, separated from the technical definitions [10]. ‘Single source’ means that 
archetypes and templates are developed independent of specific document or messaging 
standards. As a result, specific models (such as microbiology results) only need to be 
modeled once in order to generate reports, documents, user interface forms, 
representational state transfer (REST) application programming interfaces (API) 
specifications, or other message formats [10].  

The archetype query language (AQL) [11] was specifically designed by openEHR 
for searching and retrieving data from archetype-based EHRs. Figure 3 shows an 
example of an AQL request inside a curly brace expression. Its advantage over other 
query languages such as SQL is that it is independent of a specific data model 
implementation. This is possible because the queries are expressed at the archetype 
(semantic) level and not at the data instance level. The minimum requirement for AQL 
to work is that the data is marked with the appropriate archetype codes and terminology 
codes. AQL queries can be sent to the openEHR server via different types of interfaces, 
including REST interfaces generated with openEHR templates. The openEHR 
specification requires that services support at least XML or JSON for data representation 
[12]. (However, this openEHR specification is still under development per 30 January 
2018.) 

 

 
Figure 3: AQL query within a curly brace expression of an Arden Syntax MLM that is used to request two 
blood pressure measurements from a specific patient in EhrScape 

Orthostatic Hypotension Notification 
  ALERT  
  if  
  Time of 2nd blood pressure measurement is within 3 min after the time of the 1st measurement 
  and 
  Systolic value of 2nd blood pressure measurement is at least 20 mmHg lower than systolic value of the 1st 
  and/or 
  Diastolic value of 2nd blood pressure measurement is at least 10 mmHg lower than diastolic value of the 1st 
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1.4. Orthostatic hypotension 

Orthostatic hypotension [13] is a cardiovascular disorder whose prevalence in the 
population increases with growing age. It is diagnosed when the blood pressure of a 
patient drops by at least 20 mmHg systolic or 10 mmHg diastolic within 30 to 180 
seconds after standing up. Symptoms include nausea, fatigue, light-headedness, 
dizziness, “coat-hanger” pain, visual blurring, and syncope [13]. Since the majority of 
patients are asymptomatic or have just a few nonspecific symptoms, a large number of 
cases remain undetected.  

2. Methods 

2.1. ArdenSuite 

ArdenSuite [1] is a CDS technology platform based on the Arden Syntax standard and 
was developed by Medexter Healthcare [14]. The ArdenSuite integrated development 
and test environment (IDE) allows users to write and compile Arden Syntax MLMs. 
ArdenSuite supports all ArdenSyntax versions. Subsequently, MLMs can be tested 
within the integrated test environment. The ArdenSuite server enables access to client 
applications. The compiled MLMs can be uploaded to and managed by the ArdenSuite 
server. Via a REST or SOAP interface, external applications can call the deployed MLMs 
and retrieve the results. Using the ArdenSuite connectors and extensions, the ArdenSuite 
server can connect to different data sources such as “normal” databases (e.g., SQL) or a 
fast healthcare interoperability resources (FHIR) server. Additionally, there is an Activiti 
extension that connects ArdenSuite to the Activiti Business Process Model and Notation 
(BPMN) platform [15]. 

In this project, the ArdenSuite IDE was used for the development of MLMs to test 
the connection of Arden Syntax to openEHR. Besides, the Arden Syntax server in 
combination with the FHIR Connector were used to establish a connection with an 
openEHR system and execute the MLMs. 

2.2. EhrScape 

Marand d.o.o. company [16] developed the Think! EHR Platform, which is an 
openEHR-based EHR system. EhrScape offers an open API/open data version of this 
platform, which is accessible to developers in the cloud. It includes documented REST 
APIs [17].  

Users have to register on the webpage in order to access the platform. The 
EhrExplorer [18] can be accessed by entering the respective account details. This is a 
user interface for administrating the EHR components. Managing archetypes, templates, 
and queries as well as executing queries are some of the functions of the EhrExplorer. 
The login data are also needed for the authentication of REST requests from outside the 
EhrExplorer.  

After registration for an EhrScape access, the provided test data were searched for 
suitable datasets for the application of our use case (Table 1). The EhrExplorer was used 
to formulate a query to search the test data for patients that include the blood pressure 
archetype and provide a sufficient number of measurements. Furthermore, the 
connection from an external system and the reception of data were tested by using the 
freeware Postman [19] to send REST requests to EhrScape.  
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Table 1: Use case description for orthostatic hypotension 

Title Orthostatic Hypotension 
Actors � Physician 

� OpenEHR-based EHR 
� ArdenSuite server 

Prerequisites � An openEHR-based system that can store blood pressure measurements 
� The ArdenSuite server with the appropriate connectors or extensions, configured to 

connect to the EHR 
� An MLM that contains the logic for determining whether a patient suffers from 

orthostatic hypotension, based on blood pressure measurements 
Steps 1. With the intention of testing the patient for orthostatic hypotension, the physician 

determines multiple blood pressure values while performing the bedside active 
standing test or the head-up tilting test [20]. 

2. The blood pressure values are entered either manually or automatically into the 
patient’s EHR. 

3. Activated by a data-based event or a direct call by the physician, the MLM 
“Orthostatic Hypotension” is called from the ArdenSuite server. 

4. After successful execution of the MLM, the ArdenSuite server returns the 
computed conclusion. 

2.3. Use case description 

We developed the use case to assess the interoperability between ArdenSuite and 
EhrScape by retrieving and processing openEHR data (see Table 1). We created a 
possible workflow for orthostatic hypotension by using Arden Syntax MLMs that 
retrieve data from an openEHR database. Successful execution of steps 3 and 4 of this 
use case would indicate that the Arden Suite can connect to openEHR systems and 
process their data.  

In step 3 of the use case, after the MLM is called the ArdenSuite server should 
retrieve the blood pressure measurement values from the openEHR server. After 
receiving these values, the MLM is executed and a conclusion is drawn according to the 
logic in the MLM. Step 4 serves as confirmation that the data were received and 
processed, and the results returned. 

3. Results 

After analyzing EhrScape’s API explorer and testing the connections with Postman, the 
“/query” REST interface was chosen. This interface accepts an AQL expression as a 
parameter that is executed; the result is returned in the JSON or XML format. We 
selected the XML representation of data. 

A review of the provided test data in the EhrExplorer led to the conclusion that there 
is enough data for testing, but additional test datasets need to be injected into the 
database. A patient with 27 blood pressure measurements was found. Two MLMs were 
written for testing the interoperability of the ArdenSuite with EhrScape and realizing the 
use case. The first MLM sends the data request to the EhrScape server via a curly brace 
expression. The curly brace expression used was 
“measurement := READ {openEHR:/query/?aql=…};”. Here “aql=” is followed by the 
AQL expression for getting two blood pressure measurements from a specific patient. 
The whole curly brace expression with the AQL query can be seen in Figure 3. The MLM 
then returns the received data. The second MLM contains the logic for orthostatic 
hypotension (see Figure 1). It was adapted to first call the first MLM for receiving the 
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needed data, and subsequently check for the conditions of orthostatic hypotension (see 
Figure 2). 

For verifying the “time condition” of the orthostatic hypotension test (within 30 to 
180 seconds after standing up) the time of the first measurement was takes as a reference 
point for standing up. 

The connection of the ArdenSuite server to EhrScape was set up using the 
ArdenSuite FHIR connector, which is capable of sending REST requests and parse the 
received XML results into Arden Syntax objects. The base URL to the interfaces as well 
as the login data were entered in order to set up the FHIR connector. After a few minor 
adjustments, the FHIR connector’s internal XML reader could be used to parse the 
response of EhrScape to form Arden Syntax objects. Therefore, the received data can be 
processed in our MLMs. 

Finally, the MLMs were executed successfully using data received from EhrScape. 

4. Discussion 

Interoperability between the platforms is useful for both parties: it allows ArdenSuite to 
use additional data sources for providing its CDS functions, while EhrScape would 
benefit by the integration of standardized CDS solutions. Further, the interoperability of 
the Arden Syntax standard and the openEHR standard signifies that both would benefit 
from a wider field of application. 

The “/query” interface of EhrScape was selected for data retrieval because it takes 
an AQL statement as an input parameter and is therefore the most openEHR-specific one. 
Additionally, this interface should exist in other implementations of openEHR as well. 
Steps 3 and 4 of the use case were executed successfully using the test data from 
Marand’s EhrScape. This shows that ArdenSuite is compatible with EhrScape and also 
indicates its general compatibility with openEHR data. 

Using the time of measurement as an indication of when the patient stood up is not 
an ideal solution for a real operational environment. Instead, a specialized archetype that 
includes information about the change of position of the patient could serve as a suitable 
solution. 

More openEHR-based systems will have to be tested in order to further ensure the 
interoperability of ArdenSuite with openEHR. The clinical data repository EtherCis [21] 
developed by the Ripple Foundation, and the EHRServer [22] from CaboLabs are 
candidates for further testing because they are open-source openEHR solutions. 

The openEHR Foundation is currently developing further specifications for the 
result structure of AQL queries [23], specifically data fields that should be used to 
construct the response to an AQL query in any format. This specification should be kept 
in mind for future adaptations of an openEHR connector for ArdenSuite.  

Since the FHIR connector had to be adapted in order to establish the connection to 
EhrScape, we recommend the development of a specific openEHR connector in addition 
to the existing FHIR connector, in order to increase interoperability and provide easy-to-
use connectors for different purposes.  

Curly brace expressions are needed to send AQL requests to the openEHR server, 
as well as to retrieve and use the returned data. This shows that it is possible to connect 
these two standards in a way that they can communicate. In the future this may be 
extended to a more genuine integration of the openEHR approach in the Arden Syntax. 
This could possibly include the specific use of archetypes or templates in MLMs. 
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