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language.processing.in.it.and.unlock.deeper.insights,.make.predictions,.and.execute.
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moving.object.indexes,.identifies.issues.and.features.of.these.techniques,.surveys.
existing.parallel.indexes,.and.concludes.with.possible.future.research.directions.
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data.also.raises.several.concerns.and.challenges..For.example,.data.privacy,.data.
protection,.and.data.security.issues.arise.from.the.creation.of.smart.mobility..This.
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interesting.knowledge.when.the.real-world.context.fluctuates:.What.is.new?.Which.
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such.trend.reversals.by.enforcing.an.emergence.constraint..In.a.big.data.context,.trend.
reversal.predictions.promote.a.just-in-time.reaction.to.these.strategic.phenomena..
In. addition. to. prediction,. a. business. intelligence. approach. aids. to. understand.
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Foreword

Business intelligence is a mature topic within the computer science and data analysis 
literature. In fact, to the surprise of many, IBM coined the term as far back as 1958. 
With the advent of data warehousing and data mining research in the late 1990’s, 
business intelligence technologies became a research topic within the data management 
and data mining communities, focusing mainly on “business” data like sales and 
costs. In the last decade, “Big Data” term and paradigm appeared, supported by 
new technologies and tools, but first and foremost by new, much larger and more 
diverse datasets. These come from radically new data sources, often produced by 
novels sensors or specialized equipment, marking a shift from human-generated to 
machine-generated data.

But what is the relationship between business intelligence and big data really? 
Is it just more of the same, something really different, or rather more of a logical 
progression?

This book was put together to answer this question. The editors, Jérôme Darmont 
and Sabine Loudcher, both professors at Université de Lyon, Lyon 2, and highly 
respected researchers, tackled the question by putting out a broad Call for Papers, 
and carefully selecting among the submitted papers. The chapters in the book show 
that the answer to this question is not simple, but rather structured into different 
categories.

The first chapter, “Applications of Artificial Intelligence in the Realm of Business 
Intelligence,” by P. Mehrotra, tackles the question from a top-down perspective, 
concluding that AI, applied on Big Data, can significantly enhance BI, i.e., AI and 
Big Data is seen as an embedded component of (traditional) BI systems.

The second chapter, “A Big Data Platform for Enhancing Life Imaging Activities,” 
by L. Abidi et al., takes a very different, bottom-up, approach, focusing on a specific 
analytics solution for the huge volume of machine-generated medical imaging data. 
Here, Big Data is key, and a dedicated BI solution is built for one type of Big Data.

The third chapter, “A Survey of Parallel Indexing Techniques for Large-Scale 
Moving Object Databases,” by E. Leal et al., considers location-sensor data, e.g., 
from GPS, but focusing on a specific orthogonal technical aspect, namely indexing.

xiii
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The fourth chapter, “Privacy and Security in Data-Driven Urban Mobility,” by 
R. Akerkar, also considers the wider class of big mobility data, but consider another 
orthogonal technical aspect, namely privacy, and security.

The fifth chapter, “C-Idea: A Fast Algorithm for Computing Emerging Closed 
Datacubes,” by M. Martin-Nevot et al., changes the focus yet again, now to a specific 
type of technique for mining the big data, specifically so-called closed datacubes.

The sixth chapter, “Large Multivariate Time Series Forecasting: Survey on 
Methods and Scalability,” by Y. Hmamouche et al., also looks at a specific type of 
techniques, but a different one, namely time series forecasting.

The seventh chapter, “Exploring Multiple Dynamic Social Networks in Computer-
Mediated Communications: An Experimentally Validated Ecosystem,” by I. Osesina et 
al., combines the above perspectives, looking at a novel type of data, social networks, 
but also considering specific techniques and a specific experimental application.

Finally, the eighth chapter, “Analysis of Operation Performance of Blast Furnace 
With Machine Learning Methods,” by K.-W. Hsu and Y.C. Ko, closes the circle by 
again considering a deep, specific application, namely that of machine learning to 
furnace data.

So, the answer to the question is: it depends: on the type of data you have, on 
what you want to do with it (the techniques), and what you want to use it for (the 
applications).

To get the full details, read this interesting book on an essential topic for any 
enterprise or organization in the twenty-first century.

Torben Bach Pedersen
Aalborg University, Denmark

Torben Bach Pedersen is a Professor of Computer Science at Aalborg University, Denmark where 
he co-directs the Center for Data-intensive Systems (Daisy), the largest Big Data group in Denmark. 
His research interests include many aspects of Big Data analytics, with a focus on technologies for 
“Big Multidimensional Data” - the integration and analysis of large amounts of complex and highly 
dynamic multidimensional data in domains such as logistics (indoor/outdoor moving objects), smart 
grids (energy data management), transport (GPS data), and Linked Open Data. He is an ACM 
Distinguished Scientist, and a member of the Danish Academy of Technical Sciences, the SSTD 
Endowment, and the SSDBM Steering Committee. He serves/has served as Area Editor for IEEE 
Transactions on Big Data, Information Systems and Springer EDBS, PC Chair for DaWaK, DOLAP, 
SSDBM, and DASFAA, and regularly serves on the PCs of the major database conferences like 
SIGMOD, (P)VLDB, ICDE, and EDBT.
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The Big Data paradigm requires a new way of thinking in how data is stored, 
processed, and analyzed. This paradigm shift is crucially needed in all aspects of 
data processing, including data warehousing and business intelligence. Big Data 
paradigms offer researchers and practitioners opportunities to explore new techniques 
to address Big Data challenges.

It is often to address Big Data paradigms by addressing many different “V”s of 
Big Data. The main ones are Volume, Variety, Velocity, and Veracity. These will 
be outlined in the context of data processing, especially in business intelligence.

VOLUME

Big Data certainly has large volume of data. Data retrieval techniques that have been 
used to efficiently retrieve smaller volume of data might not be effective to retrieve 
data from Big Data. It is then natural to apply some parallelism techniques in Big 
Data Retrieval. Therefore, parallel operators must be specifically designed for big 
data retrieval, including the use of parallel indexing.

Traditionally, parallel data retrieval relies on horizontal data partitioning of 
relational tables. In other words, data parallelism is due to parallel I/O scans. Challenges 
occur in regard to parallelism of indexes, where indexes are not implemented as flat 
tables, but as indexing trees. Consequently, index tree partitioning is a new level 
of challenge in parallel data retrieval. The issue becomes more complex when the 
data is moving objects which is dynamic and frequently updates.

Parallelism in data warehousing and business intelligence to process big data 
volume is even more important, as building and processing data cubes is more 
complex than relational database processing. Data cubes are multi-dimensional, 
and this creates similar complexities to parallel indexing.

xv
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VARIETY

The data Big Data exists in a variety of data formats; not only flat relational tables. 
This new data format raises new challenges not only in data storage, but also 
data modelling and processing. In the past, there had been waves in different data 
formats and modelling, including object-oriented data format and modelling, object-
relational, temporal databases, multimedia databases, etc. Although these waves 
are passing, many more new data format requirements have emerged. This is due 
to many raising and emerging applications, such as social networks, sensors, IoT, 
etc., which have become big data producers in many applications. Consequently, 
Big Data must accommodate this new wave of data formats. This raises challenges 
in both processing, as well as data design and modelling.

This new data format trends give even more impact to data warehousing and 
business intelligence, as business analysis must take into account the large volume 
of non-traditional data, especially social network data, and time-series data, both 
of which are highly dynamic.

VELOCITY

Data in the Big Data era is coming faster than ever. It is not about time-series data 
and how to handle or to process time-series data. It is even bigger than this. As data 
is ubiquitous, and ubiquitous data producers produce high-speed data, it is critical for 
the data repository be able to absorb the data as quickly as they are being produced. 
Data ingestion in Big Data is literally a big problem. New techniques to load and to 
ingest the data must be used in order to keep up with the high velocity of data being 
produced by data producers. Handling time-series data is more challenging than ever.

Traditionally data warehousing and business intelligence handle more static 
data. High velocity of data raises new requirements in how data warehousing and 
business intelligence operates. It is crucial for businesses to provide a faster feedback 
looks, and business intelligence must be able to cope with this when high velocity 
of data is concerned.

VERACITY

Veracity, which is often described as data quality and governance, is an important 
aspect in Big Data, as data not only comes from everywhere, but belongs to everyone. 

xvi
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Data quality traditionally is an important problem; it becomes even more important 
when Big Data is concerned, as there are many different data producers, as well 
as data ubiquitous which may not belong to one organization, and is often a public 
data source. Therefore, veracity is a new complexity, which does not naturally exist 
previously.

This book contains a rich collection of knowledge in Big Data especially in the 
context of business intelligence and its applications, including those in artificial 
intelligence, machine learning, imaging, etc. This book provides a good source of 
emerging techniques and applications in utilizing Big Data paradigm in business 
intelligence, as the title states.

Happy reading, and keep learning.

David Taniar
Monash University, Australia

David Taniar is an Associate Professor at the Faculty of Information Technology, Monash University, 
Australia. His research is in the area of data management, particularly big data processing, parallel 
database processing, spatial and Geographical Information Systems, data warehousing and mining. 
He has authored two books on databases (“High Performance Parallel Database Processing and Grid 
Databases”, Wiley 2008, and “Object-Oriented Oracle”, 2006), and has received four best paper 
awards (from three IEEE conferences and one international journal). He is the founding editor-in-
chief of three Science Citation Index Expanded (SCI-E) journals (Mobile Information Systems, Intl. J. 
of Data Warehousing and Mining, and Intl. J. of Web and Grid Services), a PC chair and a General 
chair of a number of international conferences, and has been invited to deliver keynote speeches and 
tutorials at various international events.
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Business intelligence (BI) aims to support decisions, not only in the business area 
stricto sensu, but also in the domains of health, environment, energy, transportation, 
science, and so on. BI provides a transverse vision of an organization’s data and 
allows accessing quickly and simply to strategic information. For this sake, data 
must be extracted, grouped, organized, aggregated and correlated with methods 
and techniques such as data integration (ETL), data warehousing, online analytical 
processing (OLAP), reporting, data mining and machine learning. BI is nowadays 
casually used both in large companies and organizations, and small and middle-sized 
enterprises, thanks to the advent of cloud computing and cheap BI-as-a-service. 
The development of BI in the 1990’s has also sparkled vivid research that currently 
addresses new challenges in big data.

Mashing up an organization’s internal data with external data (e.g., open data) is 
acknowledged as the best way to provide the most complete view for decision-making. 
Yet, tackling data heterogeneity has always been an issue. With big data coming 
into play, benefits from processing external data look even better, but issues are also 
more complex. Data volume challenges even warehouses that were tailored for large 
amounts of data. Velocity challenges the very idea of materializing historicized 
data. Variety and veracity issues remain, but at a much greater extent. Thence, 
actually extracting intelligible information from big data (data value) requires novel 
methods. Eventually, new technologies such as cloud computing, distributed and 
parallel computing on frameworks such as Hadoop, Spark and Flink, and NoSQL 
and NewSQL database management systems also question classical BI.

This book gathers a collection of chapters of high scientific quality that address 
various research and practical issues related to the five “Vs” of big data in the BI 
field. After issuing calls for contributions from 2017 to early 2018, we received 
nineteen chapter proposals from Africa, Asia, Europe and North America. Eighteen 
fell within the scope of the book. Fifteen full chapters were actually submitted. Each 
chapter received at least two reviews in a double-blind process, by an international 
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scientific committee consisting of twenty-six leading researchers, with most papers 
(thirteen) receiving three reviews. Eventually, we accepted eight chapters for revision 
and, ultimately, publication.

Chapter 1, “Applications of Artificial Intelligence in the Realm of Business 
Intelligence”, by Prakhar Mehrotra, nicely introduces this book by giving an 
overview of basic concepts in BI and artificial intelligence, respectively. Then, the 
author reviews the integration of artificial intelligence in BI, discusses the many 
open issues and challenges related to the big data “Vs” in this context, and finally 
presents current and most probable applications of artificial intelligence in BI, as 
well as actual industrial examples.

Chapter 2, “A Big Data Platform for Enhancing Life Imaging Activities”, by 
Leila Abidi, Hanene Azzag, Salima Benbernou, Mehdi Bentounsi, Christophe 
Cérin, Tarn Duong, Philippe Garteiser, Mustapha Lebbah, Mourad Ouziri, Soror 
Sahri and Michel Smadja, opens the first part of the book, which mainly focuses on 
big data management architectures and methods. This chapter accounts for a large-
scale, interdisciplinary life imaging project, Atlas IDV, which aims at supporting 
cooperation between scientists and extracting of new knowledge from big multi-modal 
and multi-scale clinical images. Images are stored in a private cloud, as a data lake 
that enforces data quality and privacy and allows intra and inter-site collaborative 
research. To enhance image retrieval, native metadata from imaging equipment 
are enriched, notably by crowdsourcing and resorting to semantic resources such 
as linked open data and medical ontologies. Eventually, the authors discuss image 
analytics in Atlas IDV’s context.

Chapter 3, “A Survey of Parallel Indexing Techniques for Large-Scale Moving 
Object Databases”, by Eleazar Leal, Le Gruenwald and Jianting Zhang, introduces 
moving objects (constituting trajectories), which come in high volume, velocity and 
uncertainty from various applications such as meteorology and mobile advertising. 
Extracting spatiotemporal patterns for decision making from such data requires 
efficiently indexing moving objects, and scaling up to big data requirements 
necessitates parallelizing the indexes. The authors first discuss the main research 
challenges in designing such parallel moving object indexes, and then extensively 
survey existing methods through the prism of a taxonomy they propose.

Chapter 4, “Privacy and Security in Data-Driven Urban Mobility”, by Rajendra 
Akerkar, also relates to data and mobility, from a data privacy, protection and security 
point of view, in case of either user mismanagement or malign access. The chapter 
first introduces the context of big urban data and smart mobility, before listing 
privacy and security threats, as well as current and prospective solutions, whether 
technical, legal or governmental. In conclusion, the author advocates for an ethical 
approach that cares for the interests of citizens.

xix
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Chapter 5, “C-Idea: A Fast Algorithm for Computing Emerging Closed 
Datacubes”, by Mickaël Martin-Nevot, Sébastien Nedjar, Lotfi Lakhal and Rosine 
Cicchetti, makes a good transition from big data management to big data analytics, 
which is the focus of the second part of the book. The authors address the issue 
of detecting trends, and more precisely trend reversals, in data warehouses viewed 
as unions of cubes. So-called emerging cubes do the job, but require the (costly) 
computation of the compared cubes and cannot scale up to big data volumes. Thus, 
the authors propose emerging closed cubes, which are compact representations 
of cubes on which OLAP queries can still be executed. The data structures used, 
the C-Idea algorithm that computes emerging closed cubes, and an experimental 
comparison of the respective size of emerging and emerging closed cubes, are then 
thoroughfully detailed.

Chapter 6, “Large Multivariate Time Series Forecasting: Survey on Methods 
and Scalability”, by Youssef Hmamouche, Piotr Marian Przymus, Hana Alouaoui, 
Alain Casali and Lotfi Lakhal, addresses the time series forecasting methods that are 
extensively used in BI systems. Today’s big data applications require high dimensional 
time series that induce two main issues: selecting predictors for a target variable 
and assessing how the number of variables affects prediction accuracy. Thus, the 
authors review how three recent families of time series forecasting methods from 
the literature address these two issues; and discuss their respective merits and flaws 
when facing massive datasets.

Chapter 7, “Exploring Multiple, Dynamic Social Networks in Computer-Mediated 
Communications: An Experimentally Validated Ecosystem”, by Isaac Osesina, Eduard 
Tudoreanu, John P. McIntire, Paul R. Havig and Eric E. Geiselman, addresses the 
challenges of analyzing and visualizing data from computer-mediated communication 
(CMC), i.e., microblogging, chatting, messaging and online social networking, which 
are exploited in various domains. The authors first review social network extraction 
and visualization from CMC data. Then, they present wide-ranging experiments for 
comparing both extraction and visualization methods on realistic data, with actual 
users giving feedback on visualizations.

Eventually, Chapter 8, “Analysis of Operation Performance of Blast Furnace with 
Machine Learning Methods”, by Kuo-Wei Hsu and Yung-Chang Ko, presents an 
application of machine learning to analyze the operation of a blast furnace, which 
is very complex. The authors first use clustering to determine class labels. Then, 
domain knowledge-driven feature selection helps connect variables to economic 
and technical performance indices. Finally, predicting the operation performance 
of the blast furnace is achieved by classification. Moreover, beyond the proposed 
methodology, the originality of the approach lies in the use of real data (vs. simulated 
or experimental lab data typically addressed by the literature) notably bearing 
hundreds of variables.

xx
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In conclusion, our ambition when deciding to edit this book was to make it one 
of the first foundation references in the field of big data processing for business 
intelligence. We hope that our intended targets, i.e., researchers, practitioners from 
the industry and graduate students in the fields of computer science, data science 
and business intelligence, will enjoy this book and find it valuable.

Jérôme Darmont
Université Lumière Lyon 2, France

Sabine Loudcher
Université Lumière Lyon 2, France
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Chapter  1
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ABSTRACT

The objective of this chapter is to discuss the integration of advancements made 
in the field of artificial intelligence into the existing business intelligence tools. 
Specifically, it discusses how the business intelligence tool can integrate time series 
analysis, supervised and unsupervised machine learning techniques and natural 
language processing in it and unlock deeper insights, make predictions, and execute 
strategic business action from within the tool itself. This chapter also provides a 
high-level overview of current state of the art AI techniques and provides examples 
in the realm of business intelligence. The eventual goal of this chapter is to leave 
readers thinking about what the future of business intelligence would look like and 
how enterprise can benefit by integrating AI in it.

0. INTRODUCTION

The purpose of this chapter is to provide an overview into how recent advances in 
Artificial Intelligence (AI) can be applied to Business Intelligence (BI) systems 
thereby making the latter truly intelligent. This chapter is divided into five main 
sections: (1) the first section defines BI and AI, discusses their pros & cons, and 
how they are used in industry today, (2) the second section provides a high-level 
introduction of the fundamental concepts in AI. Readers who are well versed with 

Applications of Artificial 
Intelligence in the Realm 
of Business Intelligence

Prakhar Mehrotra
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the basics of AI can skip this section. (3) the third section discuss the technical 
considerations of integrating AI systems into existing BI systems, (4) next section 
discusses open issues and challenges related to learning, storage, processing and 
organizational structure of big data, and (5) the last section discusses the applications 
of AI combined with BI, some current examples from industry and direction of 
future research.

1. DEFINING BUSINESS AND ARTIFICIAL INTELLIGENCE

1.1 Business Intelligence

The term “Business Intelligence” first appeared in the year 1865 in the context 
of gathering data (Devens, 1865). However, it was not until the technological 
advancements in 20th century that the BI gained traction. In fact, it was a seminal paper 
by IBM that described BI as an “automatic system” designed to share information 
to various parts of an organization (Luhn, 1958). Since then the term BI has been 
defined as an engineering product with a set of software applications that aim to 
organize the raw data into meaningful information to be used in decision making 
(Sabherwal, 2007). It has also been defined as a set of processes, methodologies 
and technologies that leverages information to aid in analysis and decision making 
(Evelson & Norman, 2008). Thus, the main objective of a BI system is to aggregate 
the vast amount of structured and unstructured data in an automated fashion so as 
to provide the following:

• Continuous reporting of the metrics that define the health of a company,
• Aid in both tactical and strategic decision making by surfacing descriptive 

statistics from the data,
• Report on observed anomalies in the data, and
• Provide Online Analytical Processing (OLAP) support to enable quick and 

customized insights from the aggregated data

The ever-increasing quantity, multitude of sources, and access to cheaper 
technologies to log raw data implies that BI systems need to continuously evolve 
to distill any meaningful actionable information from big data. In order to describe 
the so called “Big Data”, Gartner defined 3 essential aspects of the data using 3 V’s 
namely: Volume, Velocity and Variety. The fourth dimension (Veracity) was added 
later on to denote uncertainty in the data.
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• Volume: Refers to the amount of data. We are living in a world of ever 
increasing data sets

• Velocity: Refers to the speed/frequency at which data comes in.
• Variety: Refers to the sources and types of data. Is there one source or 

multiple sources? Today, in a complex competitive environment, decision 
makers often look at multiple sources and types of aggregated data to reach 
a decision.

• Veracity: Refers to uncertainty in the data. Uncertainty here implies 
uncertainty about the quality of the data. In other words, whether the data 
that is collected is accurate or not?

The BI system needs to take into account the above four dimensions of the data 
to deliver a product. It needs to be flexible enough to accommodate increasing 
Volume, changing Variety, different Velocities and while taking into account the 
data’s Veracity. To do so, most of the BI tools focus on Extract, Transform and Load 
(ETL) processes and converting the raw data into some form of visualization (Chen 
et al., 2012; Watson & Wixom, 2007; Turban et al., 2008). BI system is all about 
aggregating raw data from a variety of sources into concise actionable information. 
Business needs to pre-define the aggregation logic and desired output metrics (also 
called Key Performance Indicators or KPIs). By robustly and reliably presenting the 
KPIs, the BI tools help in providing uniform access across the organization to any 
information and reduce subjectivity in decision making. Thus, BI does an excellent 
job to provide value by way of reporting data that in turn helps answer high level 
business questions about what has happened. In this sense, a BI system is all about 
reporting the past.

The 2011 Gartner report (Sallam et al., 2011) suggests that the future of BI 
is to incorporate prediction framework, big data analytics and natural language 
processing. Currently, big data analytics is usually left to a data scientist who, in real 
world, will often bypass the BI tool altogether and directly access the raw “BIG” 
data (e.g., data stored in Hadoop) and apply one or several AI techniques to get the 
answer to a desired question.

However, various industry reports like McKinsey & Company (2016) have 
highlighted the extreme shortage of data scientists. Besides, assigning data scientists 
to every department within a company is an expensive task. A more fundamental 
issue that exists with existing BI tools is the issue of scalability to solve a diverse 
set of problems (Chaudhuri et al., 2011) along with dependence on a query-like 
language (e.g., SQL) to spin up dashboards for each ad-hoc request. As mentioned 
before, dashboards are good for reporting but fall short of providing the intelligence 
that stakeholders require for key decision making. Artificial Intelligence solves 
this problem. The advances in cloud computing (Larson & Chang, 2016; Marston 
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et al., 2011; Zhang et al., 2010) have enabled cost effective ways of deployment 
and maintenance of these algorithms in the cloud, thereby offering flexibility and 
agility to the enterprise.

1.2 Artificial Intelligence

The human brain is an engineering marvel of nature - a system that has far more 
superior capabilities of cognition, pattern recognition, creativity and language/vision 
understanding than any other system (living or artificial) today in the world. However, 
our human brain is limited by how much information it can process at any given 
time for any given speed (Heyes, 2012; Russell & Norvig, 1995; Turing, 1950). As 
mentioned before, present day needs require a variety of ever increasing data sets at 
high speeds to be able to predict future events. If the prediction about future involves 
only learning from historical data sets (i.e. the future is fairly similar to the past), 
a machine can outperform human brain. Such a machine/system is loosely termed 
as an “Artificial Intelligent” system. Theoretically, the term Artificial Intelligence 
(AI) refers to science and technology aimed at building machines that try to mimic 
the human brain and help predict the future. It encompasses the field of Machine 
Learning, Optimization, Logical Reasoning and Control Theory (Jackson, 1985; 
Russell & Norvig, 1995).

Since this chapter is about the role that AI plays in BI systems, it is imperative to 
define the term “Intelligence” here. In humans, intelligence is defined as the mental 
power needed to perceive, reason, problem solve, abstract thinking, and to learn new 
ideas quickly and from experience (Colom et al., 2010, Gottfredson, 2004). It is a 
result of biological activation of neurons in the brain in response to the information 
acquired through interpretation of language and visual perception by our cortex. 
A system is said to be “Artificially Intelligent” if it is able to perform one or more 
of the tasks that make human intelligence. Intelligence in machines is acquired by 
making it learn from the logged data by way of constructing mathematical algorithms 
that can generalize enough a particular aspect it is trying to learn. While there is 
no agreed upon formal definition of intelligence in a BI system, it usually refers 
to the system’s ability to distill down relevant information from vast amounts of 
logged data. In this sense, the term “intelligence” is not used in the same context in 
Artificial and Business Intelligence. An AI system exhibits intelligence and makes 
predictions, while a BI system enables humans to use their own intelligence to make 
inferences and predictions.

We conclude this section by summarizing AI and BI in Table 1.
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2. FUNDAMENTAL CONCEPTS IN ARTIFICIAL INTELLIGENCE

2.1 Machine Learning

The term “machine learning” refers to a paradigm where we use algorithms, that 
often use empirical models (as opposed to closed form analytical models) to detect 
patterns in the data and make a prediction about the future (Abu-Mostafa et al., 
2012; Bishop, 2007; Hastie et al., 2009; Murphy 2012). For algorithms to be generic 
enough to explain the underlying mechanics, they need a large amount of data to 
“learn” from. Statistics, on the other hand, is about building analytical solutions 
by way of writing explicit mathematical equations. Statistics is about quantifying 
confidence intervals while machine learning is about quantifying performance on 
unseen data (also called as test or generalization error).

Mathematically, a machine learning model M learns from a data-set D for a 
given objective function O. The error E of model M is measured on another data-
set D’ that the model has not seen during the learning period. When E < ε (ε is an 
acceptable threshold value), the model has completed learning and is ready to be 
used in the real-world.

There are three major buckets of machine learning (see figure 1):

Table 1. Comparison between business and artificial intelligence

Business Intelligence Artificial Intelligence

What is it?
Set of technologies & processes 
designed to provide reporting of pre-
defined metrics.

Algorithms designed to provide 
predictions into the future.

Why is it required? Transforms raw data into consumable 
relevant information.

By learning the non-linear dynamics 
from the data, machines are able to 
provide faster and reliable insights 
into the future thereby significantly 
improving decision making and 
outperforming humans in certain tasks.

How is it done?

Requires ETL servers, big data 
storage system, an aggregated data 
warehouse, data mart/model and user 
interface (dashboards, reports, etc.).

Requires access of raw data, data pre-
processing, feature engineering, model 
running, model evaluation/ testing and 
user interface.

What does it achieve?

Provides consistency in reporting 
metrics and aggregated data across 
the organization for building 
customized reports.

Provides cutting edge insights about 
future learned from the data thereby 
providing competitive advantage

 EBSCOhost - printed on 2/8/2023 7:31 PM via . All use subject to https://www.ebsco.com/terms-of-use



6

Applications of Artificial Intelligence in the Realm of Business Intelligence

1.  Supervised Learning: Here, the data-set D contains both input and output 
labels with the output labels having predefined classes. It is supervised because 
model learns about the output variable with help of predefined labels in data-set. 
If the output labels are discrete, then it’s a classification problem. When the 
output labels are continuous, it is called regression problem. Model parameters 
are tuned iteratively by propagating the error backwards and is complete when 
error has reached acceptable threshold. It is called supervised because during 
model fitting we are able to estimate the error (due to presence of predefined 
labels in data) and tune the parameters such that error is reduced. Because 
learning is purely based on the availability of historical data, supervised 
learning works only if the real-world dynamics have been encountered sufficient 
number of times in the data set. Logistic regression, Decision/Boosting Trees 
and Random Forest are some of the classical supervised learning techniques 
that aim to learn from labelled data either by decreasing variance in the data 
or by decreasing bias.

Figure 1. Block diagram of three types of Machine Learning
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2.  Unsupervised Learning: Here, the data-set D does not contain any predefined 
output labels. There is just input, and the algorithm tries to make sense of 
the data without any external label. It does so by implicitly learning about 
the distribution from which the data is generated thereby implicitly learning 
non-linear complex relationships in the data-set (Raina et al., 2009). The other 
way to understand this is that unsupervised learning aims for a simpler (or 
low dimensional) representation of the data set, a representation that has less 
noise. Clustering is a classic example of unsupervised learning.

3.  Reinforcement Learning: Here, learning happens by specifying the reward 
function when an expected goal is met. It is different from supervised and 
unsupervised learning because learning does not happen from the input data 
set, but via numerous outcomes of a particular task. Hence it is also sometimes 
called learning by experience. Learning by humans is a kind of reinforcement 
learning! When we learn to ride a bicycle, early on we will fall because of 
insufficient peddling or poor handle steering. Every time we fall, our brain 
learns not to repeat the same mistake. After sufficient practice, our brain masters 
how to ride the bicycle. This type of learning is beneficial where there is a 
reward function, for example, learning how to play a game, building a trading 
engine (reward = profit), learning to fly a helicopter or self-driving vehicle, 
and so on. Refer to (Dorigo et al., 2016; Kaelbling et al., 1996; Sutton & Barto, 
1998) for in-depth understanding of Reinforcement Learning.

For integration into business intelligence tools, supervised and unsupervised 
learning paradigms are more relevant because of the manner in which they make 
prediction. Specifically, Clustering and Classification can be directly integrated into 
existing BI tools as described below:

1.  Clustering: A type of unsupervised learning where the objective is to find 
clusters of similar data points. The learning happens by finding data with similar 
structure and grouping them together. Euclidean distance between two points 
in data sets is one way to measure similarity. If the points are correlated, then 
Mahalanobis distance might be the best. See (Cios et al., 2007; Murphy, 2012) 
for more details on similarity measures. K-means is one of the most effective 
clustering algorithms where we specify the number of clusters (or centroids) 
K and the algorithm uses Euclidean distance as a measure to cluster points 
together. For other clustering algorithms, refer to (Clarke et al., 2009; Hinton, 
1999; Murphy, 2012). In the context of business intelligence, clustering can 
be used for:
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a.  Customer segmentation (e.g., cluster by browsing patterns, interests, 
number of clicks etc.)

b.  Supply optimization and categorization (e.g., during winter, the sale of 
heaters, sweaters and jackets go up; hence they are one cluster)

c.  Anomaly detection
2.  Classification: A type of supervised learning where the objective is to classify 

the input to target output. Classification can be binary (yes or no, positive 
or negative) or multiclass. An example of binary classification problem is 
whether an individual will default a loan or not, while an example for multiclass 
classification would be whether an individual is likely to make a purchase and/
or use promo code. Logistic Regression, Support Vector Machines (SVM), 
Random Forest, Boosting Trees, Neural Networks are some of the techniques 
for classification. See (Bishop, 2007; Hastie et al., 2009; Schölkopf & Smola, 
2002) for more details.

Machine Learning techniques described above can be considered as a subset of 
broader Artificial Intelligence. Optimization, Control Theory, Logical Reasoning, 
etc. are various AI techniques. One of the earliest applications of machine learning 
was object recognition and image classification (Sebastiani, 2002). However, most of 
this work involved manually selecting the features from the data that the individual 
thought was the correct representation of the data. A major breakthrough came in 
early part of 2010 fueled by the invention of GPUs (Coates et al., 2009, Dean et 
al., 2012) that allowed these features to be automatically selected by machines and 
by applying the technique of breaking down a complex problem into numerous 
simpler problems, learn a specific thing about the data from these simpler problems 
and add them up to understand the original problem. This technique of automatic 
feature selection and using deep layers (aka breaking into simpler problems) is 
called Deep Learning. Deep Learning uses multiple layers of neural nets that pass 
the learning from one layer to another. There is one input layer, multiple (deep) 
hidden layers and one output layer. The mathematical foundation of neural nets is 
based on Universal Approximation Theorem that states that a feed-forward neural 
network can approximate any continuous function (aka it can capture non-linearity 
in the data). For more detailed analysis of neural nets, refer to (Goodfellow et al., 
2016; Hastie et al., 2009).

2.2 Time Series

The term “time series” is often used to describe a specific discrete realization (or 
observation) of a stochastic process. It is called a “series” because the observations 
are indexed sequentially by time (which is assumed to be discrete). Most of the 
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foundation of statistics and machine learning models is based on the assumption that 
the observations are independent and identically distributed aka i.i.d (e.g., rolling of a 
fair dice, fair coin flip). The unique thing about time series is that these observations 
have an internal structure due to the sequential arrangement of these observations. For 
instance, this sequential arrangement leads to correlation between the observations, 
also known as “autocorrelation” (“auto” because it measures correlation between 
the same variable) which renders Ordinary Least Squares (OLS) useless. For more 
on theoretical foundations of time series theory refer to (Box et al., 2015; Cryer & 
Chan, 2008; Hamilton, 1994; Kirchgässner & Wolters, 2007)

One of the main purposes of time series is to make a prediction about the future 
using the past (aka using the observations of the random variable). In order to do so, 
the past has to be stable enough or in equilibrium. Another way to think about this: 
if we look at the chunk of the time series at two distinct time periods, it should give 
us similar information about the variable we are observing. The analogous term for 
the same in time series is stationary. Because time series is observing time evolution 
of a single variable, the value of this variable might increase/decrease or become 
volatile etc. So stationarity can be defined with respect to the mean, variance and 
covariance of the variable as defined below:

1.  Mean Stationary: The expected value of the variable at any instant of realization 
is constant (finite value) and does not change with time.

2.  Variance Stationary: The variance of the variable at any instant of realization 
is constant (finite value) and does not change with time.

3.  Covariance Stationary: The covariance between the two realizations is 
independent of time.

In almost all of time series analysis, we check for mean and covariance stationarity. 
If only mean and covariance stationarity is present, then the time series is called 
“weak stationary”. If all moments of the stochastic process are constant with time, 
then the time series is called “strong stationary”. See Brockwell and Davis (2013), 
Hamilton (1994), and Kendall (1990) for deep dive with rigorous mathematical 
foundations on the concepts of stationarity. There are two main approaches to analyze 
the time series data: in time domain and in frequency domain. In time domain, time 
series can be broken down into three main components (a) trend, (b) seasonality 
and (c) randomness. Decomposition helps us to understand the structure of the time 
series. We can build deterministic models for the trend and seasonality part, use 
some smoothing for the residuals and combine (additive or multiplicative) all the 
three together to build a model for the time series.

Another classical method that aims to explain time series by using trend and 
seasonality is exponential smoothing. In this method, the forecast is produced using 
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an exponentially weighted average of the past observations. If the time series data 
has significant dependence among each observations, exponential smoothing and 
decomposition may not work. In such situations, we make use of ARIMA (Auto 
Regressive Integrated Moving Average) models that aim to describe the time series 
by making use of autocorrelation and partial autocorrelation among the observations. 
One intuitive way to understand ARIMA model is to think of it as an equation that 
first makes time series stationary by differencing (I), then captures the linear trend 
and seasonality of the time series by linear combination of lagged observations (AR) 
and lagged errors (MA). If we want to incorporate exogenous variables to explain 
the time series, then additive nature of ARIMA models comes handy and we can 
simply add the covariates to ARIMA equation. ARIMA with covariates is called 
ARIMAX. If we have strong beliefs on the structure of time series components, we 
can also implement Bayesian Structural Time Series (BSTS) model. BSTS usually 

Figure 2. Demonstration of stationarity in time series
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works when we have very little past data or when we want to control the structure 
of the individual components of the time series. ARIMA is restrictive in that sense. 
In BSTS, we can specify prior beliefs and can quantify the model’s uncertainty 
(Scott, 2017).

3. INTEGRATING ARTIFICIAL INTELLIGENCE 
INTO BUSINESS INTELLIGENCE

Before we explore how to integrate AI into BI, it is essential to understand the 
baseline architecture of AI and BI. Figure 3 shows the detailed block architecture of 
modern day big data Business Intelligence systems that is capable of handling both 
real time streaming data and batch data. As mentioned earlier, the main objective of 
a BI system is to process all the incoming raw data into distilled consumable output. 
A BI system consists of the following components:

• Data sources and ETL pipelines,
• Data warehouse, marts, and
• Data reporting layer

Figure 3. Block diagram of a BI system that supports both streaming and batch data
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Figure 4 shows typical AI architecture. Usually, it involves two steps: (a) Model 
Learning, and (b) using trained model for prediction on new data. Model learning 
involves reading historical data either from HDFS (via Hive or similar language) 
or a relational database like Vertica via SQL, followed by data pre-processing (e.g., 
formatting, sampling, scaling the data) and doing feature engineering on processed 
data. Feature engineering is essential to the success of the algorithm (Domingos, 2012) 
and often involves generating large number of features that are iteratively selected 
during model learning. The next step after feature engineering is the model learning 
itself. Once the model errors have reached below the acceptable threshold, training 
is stopped and a trained model is produced. This trained model can be used in two 
ways: (a) in offline mode to deliver business insights and key learnings from the 
data; and (b) used in production (or in real time on new data) to make a prediction.

There are two ways AI can be integrated into a of BI system:

1.  As an embedded unit, or
2.  As stand-alone system

Figure 4. Block diagram of a AI system that is used to deliver business insights and 
used to make prediction in real time
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Embedding AI directly requires augmenting the existing BI system by implementing 
Apache Spark platform on top of HDFS and streaming data. Figure 5 shows one such 
implementation. Apache Spark is an open source distributed computing platform 
that can run on top of Hadoop as well as on streaming data and offers extensive 
machine learning library (MLlib or ML) for faster computation (Armbrust et al., 
2015; Meng et al., 2016; Shanahan & Dai, 2015). The capability of MLlib to run 
on top of Hadoop makes Spark BI friendly and allows for easier integration. MLlib 
consists of numerous supervised and unsupervised learning algorithms, and utilities 
for data pre-processing and feature engineering. It can support online continuous 
learning by way of using streaming supervised (e.g: streaming linear regression) and 
unsupervised algorithms (e.g: streaming Kmeans). In batch mode, the historical data 
stored in HDFS can be queried as a dataframe either via classical MapReduce jobs 
or directly using Spark APIs. In streaming mode, Spark SQL is used to process the 
streaming data into desired dataframes to be used by MLlib. The BI system can still 
power real time dashboards/reporting and support for ad-hoc query and reporting 
as shown in Figure 5.

The key advantage of embedding Spark directly is access to faster, scalable and a 
unified platform for data management and machine learning. It also offers opportunity 

Figure 5. Embedded AI architecture that uses Spark to stream and train the model
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for online machine learning on streaming data. This approach also offers broader 
team alignment in terms of team structure and design. The data engineers can focus 
on systems engineering using Spark APIs, while data scientists can leverage speed 
and scale of Spark for faster learning. The main challenge for this to work is that 
organizations should have a large amount of historical data and have implementation 
of HDFS to store it. Although Spark can run on any other databases like Cassandra 
or Amazon S3, algorithm training requires a large amount of historical data.

AI could also be treated as a stand-alone system. It does so by making use of the 
functionality of data warehouse and data marts in the BI system as a way to access 
data required for training the model. Figure 6 shows the architecture for the same. 
The advantage of such a system is that it is relatively easy to set-up and operate. 
It is also good for ad-hoc scientific analysis aimed towards providing data driven 
insights. This also works relatively well when organizations do not have large amounts 
of historical data. The data scientist/analyst does not have to be coupled with the 
data engineer and could be self-serving. The disadvantage of this arrangement is 
that it becomes slow when the data becomes big as it is not leveraging in-memory 
computations that Spark etc. have to offer.

Figure 6. AI as stand-alone system
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4. OPEN ISSUES AND CHALLENGES RELATED TO BIG DATA

The rationale for investments in big data is that it empowers an organization by 
providing deep insights, improving processes and providing competitive edge. To 
enable this, organizations need to:

1.  Efficiently store the enormous amounts of heterogeneous data,
2.  Provide a scalable way to access the data,
3.  Invest in machine learning (e.g., self-serve machine learning platform) so as 

to derive insights from the data,
4.  Build intuitive dashboards for business users to access the data, insights and 

predictions, and
5.  Ensure that the security and privacy issues are taken into consideration.

In order to do the above effectively, it is imperative to understand the technical 
challenges and open issues related to the above tasks. We can put these challenges 
into the following categories of issues related to:

1.  Learning from big data,
2.  Philosophy and organizational structure for big data, and
3.  Storage and processing issues for big data

4.1 Issues Related to Learning From Big Data

While there have been numerous successes of applying machine learning to wide 
array of problems, there are several challenges and open issues that need further 
consideration. For example,

1.  Learning assumes that distribution of training data is same as the distribution 
of the future outcome. However, the future distribution can change either 
gradually or suddenly due to numerous reasons like non-stationarity, changing 
dynamics (e.g., demand shifting from retail shopping to e-commerce, increasing 
competition, etc.), and global events that may implicitly impact the features 
but are not part of the data itself (e.g., macro-economic changes, weather 
related events like cyclone, etc.). The main challenge is to identify a priori 
if the training data has the same distribution as the desired output. Bayesian 
techniques (Ghahramani, 2015) are useful in such scenarios as it relies on 
using a prior that can be iteratively updated with most recent data.
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2.  Interpretability of artificial intelligence techniques like machine learning is 
a major research area. At its core, a machine learning algorithm is trying to 
approximate a highly non-linear complex function that generalizes the training 
data well. Although results of this learning might produce accurate predictions 
for the future, it is very hard for the end user (or even data scientist) to decipher 
or interpret why the algorithm made the prediction it did, and what features were 
important in the data. Moreover, one can argue that most of machine learning 
success today is based on algorithms ability to capture correlations between 
features, as opposed to solid theoretical foundations (Pearl, 2018). A lack of 
rigorous theory may contribute towards lack of interpretability. At policy level, 
the so called “black box” modeling approach doesn’t work because policymakers 
are interested more in understanding how the prediction was made in addition 
highly accurate predictions. For example, for autonomous driving there might 
be a legal requirement to explain and justify the autonomous decisions taken 
by the vehicle. Unless this issue is solved, it is hard for autonomous vehicles 
to gain adoption. Hence, to instill confidence not only in policymakers, but 
also in business stakeholders, there needs to for new class of algorithms that 
aim towards finding an optimal balance between accuracy and explainability.

3.  The scale of big data adversely affects the performance of machine learning 
algorithms. The more the data volume and features, the larger is the training 
time. Almost all learning algorithms in use today are highly iterative that involve 
updating the model parameters in each iteration through use of gradient descent. 
Usually, the parameters in the model scale with the number of features. Models 
also require hyperparameter tuning. Both of these operations might require 
I/O operations to/from the memory that contribute to time complexity. For 
example, classical machine learning techniques like Random forest (Louppe, 
2014) and Support Vector Machines (Bordes et al., 2005) have an average time 
complexity of O(M*K*N*Log2N) and O(N2), respectively (N = training size, 
M is number of trees, K is the number of features randomly drawn). A fully 
connected Neural Network will have computational complexity of O(N*E*P) 
(N = training size, P = number of parameters (~ number of features), E = 
epochs). Learning by representations (e.g., deep learning, see section 2 for an 
overview) like CNNs and LSTMs also are computationally expensive with 
time complexity highly dependent on network architecture. For example, for a 
given architecture, LSTMs will have average time complexity of O(T*N*E*P) 
where extra factor T is for number of periods in LSTM layer, while CNNs 
will have complexity of O(X*N*E*P), with extra factor X representing the 
number of pixels. The recent advances in distributed training like Spark have 
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improved the training time by reducing I/O operations by having datasets cached 
in memory, and parallelizing matrix operations required during parameter 
update. However, it does not apply any model specific improvements to lower 
the time complexity. With increasing data volume, even storing data in cache 
will be challenging and hence there is a need for research into model specific 
improvements like training the model in parallel with aim of identifying weakly 
correlated features that could be learned in parallel.

4.  Most of the deep learning methods like CNNs, LSTMs etc., require millions of 
labelled data for training. They also need big infrastructure of GPUs to save on 
training time, as described above. However, in case of paucity of labelled data, 
or when data sets are small, the deep learning techniques are not optimal choice. 
Smaller data sets are generally prone to overfitting (Forman & Cohen, 2004), 
and hence it is usually advised to either use Bayesian approach by defining a 
prior (Oniśko, 2001), or resort to high bias, low variance methods like linear 
regression. Learning from small data sets is an active topic of research and 
several approaches novel approaches like pre-training the using unsupervised 
learning (Wagner et al., 2013) have shown to improve the performance.

5.  Next, there is an open issue of verification for intelligent algorithms. As described 
in section 2, a machine learning algorithm involves randomly splitting the 
available data set into training and test set (70/30 or 80/20), learning the model 
parameters using the training data, and then testing the learned parameters 
on the test data set. However, this very approach of testing the model on 
the available data set does not guarantee that model will perform well in all 
unforeseen circumstances or will be resistant to outliers in the future data upon 
which model will be used. Generative Adversarial Networks (Goodfellow et 
al., 2014; Radford et al., 2015) are an attempt towards verifying the machine 
learning algorithms by generating adverse data by arbitrary changing the input 
data so that it is representative of unknown future perturbations. Other approach 
to generate adversarial data is to use a transformation function to change the 
input data and placing a constrain (Pei et al., 2017). Another reason why we 
need verification for learning algorithms is the fact that, generally, machine 
learning algorithms are a part of a broader software system. While software 
quality testing ensures robustness of engineered software, it is due to the lack 
of verification of machine learning algorithms that the overall system cannot 
be guaranteed for satisfactory performance.

6.  Most machine learning techniques learn as long as they have enough 
representation of learning instances in the training data. For a model to 
predict accurately, the scale of big data suggests that each class has enough 
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representation in the training data so as to generalize well. This assumption 
does not hold when predicting the so called “black swan” or long tail events. 
This issue is called as class imbalance and is an active topic of research. For 
example, class imbalance is especially a challenge in using machine learning 
to identify rare fraudulent transactions (Akbani et al., 2004), rare genetic 
disorders (Smedley et al., 2016) or cancer (Forbes et al., 2014) where the data 
used to train has number of negatives classes that are order of magnitude more 
than positive classes (106 >> 103). Various approaches to deal with this have 
been suggested in the research (Guo et al., 2008; Japkowicz, 2000; Nanni et 
al., 2015). With ever increasing adoption of machine learning algorithm, it is 
imperative to ensure that these systems perform well on long tail events.

7.  Lastly, there is an open issue of whether machine learning can be used for causal 
inference. Causality is defined as a “cause & effect” relationship between two 
events (e.g., X causes Y). Most of the decisions in industry involve understanding 
the causality. For example: “what if we lowered the price?”, or “what if we 
were to offer a product X instead of Y?” and so on. The classical method 
to attribute causality is to create counterfactuals via controlled randomized 
experimentation like A/B testing. However, there are practical challenges to 
implement these experiments (e.g., no price discrimination allowed for two 
sets of people due to regulations). State-space time series models (Brodersen 
et al., 2015) can be used to construct counterfactuals involving non-stationary 
data. Since almost all of learning algorithms foundations are based on finding 
correlations between the features, and hence it is very unlikely that machine 
learning can be used to attribute the cause-effect relationship with certainty 
(Pearl, 2003; Pearl, 2018; Spirtes, 2010), but it still remains a challenge whether 
modification of any of these techniques could be used to tease out causality.

4.2 Issues Related to Philosophy and 
Organizational Structure for Big Data

1.  Before embarking on the big data mission, organizations need to ask the 
fundamental question of why they need big data? Alternatively, one can ask 
what can AI contribute to the bottom line of the company? Is AI and big data a 
means to automate the decision making of the tasks that are complex for human 
brain? In other words, is the objective to corroborate the known knowns (e.g., 
classification, regression), or to invest in finding the known unknowns (e.g., 
causal inference), or unknown unknowns (e.g., outlier detection, unsupervised 
learning). Aligning the objective is important because the choice(s) dictates 
what data to collect, storing solutions, and type of investments in algorithms 
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that need to be made. Philosophical alignment is important as it not only helps 
to create a data driven culture in the company, but also helps in deciding the 
organizational structure for the big data. Although a non-scientific issue, a 
sub-optimal organizational structure can contribute towards lower ROI on 
big data. For instance, should all the phases involved in big data (i.e., from 
data collection to prediction) be managed by the Chief Technology Officer 
(CTO)? Alternatively, should data infrastructure (i.e. data collection, storage 
and pre-processing) be managed by the office of CTO, while the other aspects 
such as deciding what data needs to be collected or what analysis needs to 
be done are managed by the Chief Data Officer (CDO)? In another plausible 
scenario, should all scientists working on AI be centralized i.e. reporting into 
a Chief Scientist, or maybe de-centralized i.e. reporting into business units? 
Should infrastructure required for big data be separated from data collection 
and processing? Is it even wise to separate out engineering tasks from scientific 
tasks? Will this create bottlenecks? There is no agreed upon organization 
structure for big data as it is still in its infancy. Industry is still learning by 
experimenting with various structures that help deliver most value.

2.  Another philosophical debate is that of interaction of humans with machine. 
At organizational level, are we aiming for an AI solution that replaces humans 
(i.e.100% machine) or something that augments human decision making 
ability (man + machine). At implementation level, do these machine learning 
systems interact with humans in a different way? For example, do they 
provide recommendations or take actions that surprise humans as in the case 
of AlphaGo (Silver & Hassabis, 2016)? Is the organization prepared in case 
of any unintended consequence due to actions taken by these systems? For 
example, negative viral publicity due to chatbot learning racial words (Beres, 
2016) or autonomous vehicle getting into accident due to unintended action by 
its algorithm, and so on. Do these unintended actions have long term effects 
on the image of the company? There is a need for guidelines and maybe a 
regulatory framework for using AI in our daily life.

3.  Lastly, there is issue of ownership of the data. Do organizations own the data, 
or it is own by the humans whose actions result in generation of the data? Does 
using data to make personalized recommendation a violation of privacy? How 
can organizations ensure the general public that their data is stored securely 
and will not be shared? Most machine learning algorithms today require large 
amounts of data to learn from. Restricting access to data can negatively impact 
the performance of the algorithms. While some data like personalized medical 
records is and should be highly confidential, there is need to strike a balance 
between access to data and privacy.
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4.2 Issues Related to Storage and Processing of Big Data

Recent advances in storage & data processing technology like Hadoop, MapReduce, 
Cloud Computing, NoSQL, Cassandra etc., have contributed towards addressing 
some of the challenges associated with big data. However, the ever increasing and 
insatiable demand for deeper insights has paved way for some key challenges. Below 
are some of the challenges associated with data storage, classified based on four 
Vs of big data:

Volume

1.  Most of the data acquisition operations today will involve reducing the enormous 
volume of data so as to optimize for available network bandwidth, and for use by 
machine learning algorithms by way of removing duplicates, unreliable features 
etc. There are two ways to reduce/compress the data: (a) algorithmically, (b) 
using rule based filters. While the algorithmic data reduction techniques like 
network theory (Tsai et al., 2015), spatiotemporal (Yang et al., 2014), reference-
based compression (Fritz et al., 2011) etc. are aimed towards preserving the 
main characteristics of data and lossless compression, they do add extra 
computational complexity. The rule based filters suffer from human judgement 
bias, and have higher probability to discard useful information (Jagadish et 
al., 2014). Research is needed to come up with reduction techniques that can 
work on the missing data (e.g., sensor failure), enable faster decompression, 
and do reduction/filtering at the time of acquisition itself. Machine learning 
techniques like unsupervised learning, anomaly detection could be helpful 
here.

2.  A large volume of data also increases the probability of duplicates and correlated 
features. Not removing correlated features increases both space and time 
complexity of data storage algorithms, and may also increase model training 
time and reduce model interpretability. There is need for research to find the 
optimal data pipeline stage to check for duplicates and correlated features.

3.  A large volume of data also has an impact on the querying time and hence the 
choice of database becomes important along with choice of efficient indexing 
techniques. Global query optimization is an active research area that aims to 
eliminate redundancies and do parallelization when simultaneous queries are 
to be executed by several users.
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Variety

1.  Heterogeneity of big data renders data integration task challenging and very 
expensive (Jagadish et al., 2014). Data integration is a process that enables 
integration of different types of data (e.g., structured, unstructured, different 
formats etc.) from different sources in order to provide a holistic view of the 
data. Data integration involves identifying common identifiers/labels in the data 
sets and merging them. If the common labels are not available, which is often 
the case, or if there are missing values or mislabeled labels, then integration 
requires data cleaning and entity extraction before merging the data sets. 
Generally, an entity extraction algorithms use hidden markov models to learn 
sequential data from unstructured data (Durbin et al., 1998). Existing state-
of-art methods include learning sequence based on conditional probabilities 
(McCallum & Jensen, 2003) or using semi-Markov process (Cohen & Sarawagi, 
2004). Improvement of entity extraction techniques with low latency from 
unstructured data is a key research area.

2.  Deduplication is a challenging issue when heterogeneous data needs to be 
integrated (Halevy et al., 2006). The problem becomes even more challenging 
due to thousands of features that each data source might have. Most of 
deduplication techniques are rule based, though there has been some research 
using active learning (Sarawagi & Bhamidipaty, 2002). The advances in 
machine learning, especially unsupervised learning like clustering, Bayesian 
machine learning, and graph based probabilistic models can be used upstream 
to automate deduplication tasks for heterogeneous data. This is an active area 
of research (Chu et al., 2016, Stonebraker et al., 2013). The main challenge 
here is that machine learning needs to be applied upstream in data pipeline 
and hence time complexity dictates the algorithm choice.

Veracity

1.  Since veracity refers to reliability in the data, it is imperative to figure out 
the inherent uncertainties in the big data we are collecting. Uncertainties can 
arise due to subjectivity of human judgement, or due to a faulty sensor, macro-
events like weather, economic conditions etc. Currently, the algorithms that 
correct data from its uncertainty are infancy. If the uncertainty in the data is not 
acknowledged early on in the data pipeline, the machine learning algorithms 
learning from the data will yield imprecise results.

 EBSCOhost - printed on 2/8/2023 7:31 PM via . All use subject to https://www.ebsco.com/terms-of-use



22

Applications of Artificial Intelligence in the Realm of Business Intelligence

2.  Moving large amounts of data (e.g., from logs to a structured database for 
analysis) requires a need for data provenance (Buneman et al., 2000) so as to 
ensure its reliability. Provenance is defined as storing all the information about 
any data movement and transformation during its journey through the pipeline. 
In case of big data, provenance can itself leads to storage issues (Wang et al., 
2015). Hence there is need for technological solution for efficiently storing 
the data for the data provenance.

3.  Lastly, there is issue of bias in the data. This is prevalent in data gathered from 
social media as humans share this data with their network thereby exaggerating 
the presence of bias in the collected data. Algorithms learning from this data 
will provide bias results thereby creating a negative feedback loop. There 
is need for research to develop protocols in identifying bias in the data and 
ensuring it does not reach the learning stage in the big data pipeline.

Velocity

1.  Real-time access to data provides opportunity for incremental learning, thereby 
leading to real-time decision making. However, one of the main challenges 
related to velocity of the data is the lag between data generation, data pre-
processing, and learning. Consider a scenario where one of the metrics used 
to make real-time decision is an outlier or missing. Does this imply real-time 
decision making to be halted? Thus, velocity of data warrants need for real-
time monitoring/alerting systems that identify the reason for metric to be an 
outlier or impute missing values so as to have uninterrupted decision making.

2.  Another challenge is that lag between velocity of heterogeneous data sources. 
The presence of this lag demands learning of correlation between various data 
sources so as to have as near quick decision making as possible. Learning this 
correlation itself on variety of data sources with low latency algorithms is an 
open research topic.

5. APPLICATIONS OF ARTIFICIAL INTELLIGENCE IN BUSINESS

Organizations are increasingly embracing the technological advancements and 
research in the field of Artificial Intelligence. We first discuss in detail the major 
application areas of AI that can have an immediate impact on business intelligence. 
Next we discuss some use currently being researched and potential applications of 
AI in the field of sharing economy, cyber security and finance.
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5.1 Outlier Detection

A value (or an event) is considered an outlier if (a) it is far away from most of the 
other values observed in the past, or (b) if it is at a significant deviation from the 
expectation of the value. Some applications of outlier detection in industry are 
fraud detection, monitoring sensors’ data, tracking flight path of aircraft, preventive 
maintenance, supply chain management and Internet of Things (IoT) data. Most of 
the data collected in these use cases is temporal in nature and is usually correlated 
with another event/value (Szmit & Szmit, 2012). Outlier detection can serve as 
revenue opportunity, quick connection with customers, and provide the ability to 
swiftly react to unseen events.

For batch data, most business intelligence tools use a rule of thumbs (e.g., 95th 
percentile or 2 standard deviations away) as a means to identify outliers. A more 
scientific approach to this will be to use time series techniques described in section 
2.2 to identify outliers. Time series models like ARIMA will correctly account the 
internal structure (trend, seasonality, autocorrelation) in the data (Hyndman et al., 
2015). The other approach to solve the outlier detection in time series data is using 
Neural Networks (Long Short Term Memory or LSTM) which also captures any 
non-linearity in time series (Hochreiter & Schmidhuber, 1997). For non-temporal 
data, one can use techniques like Principal Component Analysis to identify outliers. 
Unsupervised learning (e.g., clustering) can also be used to identify the same. For 
a deep dive into anomaly detection techniques using batch data, work by Chandola 
et al. (2009), and Hodge and Austin (2004) provides a comprehensive review.

Identifying outliers in streaming data is challenging (Gaber et al., 2005; Khalilian 
& Mustapha, 2010; Namiot, 2015) for few reasons: (a) dynamic nature of distribution 
of underlying data, (b) limited model performance measures (e.g., cross validation 
is not possible) and parameter tuning, and (c) challenges in handling missing values 
vs tagging them as outlier. Figure 7 represents example of streaming time series 
that demonstrates the same. For such cases, embedded architecture of using Spark 
streaming and MLlib in BI tool is optimal. As mentioned before, MLlib has support 
for continuous learning (e.g., streaming Kmeans, streaming regression). If one wants 
to develop proprietary packages, then Bayesian models (Adams & McKay, 2007), 
multivariate ARIMA (Tsay et al., 2000) or Hierarchical Temporal Models (Ahmad 
& Purdy, 2016; Li et al., 2015) are some good options.

5.2 Forecasting

Forecasting is a branch of statistics that deals with building classical and machine 
learning models to capture the structure of time series, and use the same to make 
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a prediction about the future. Forecasting is the logical next step once we have 
access to data. It is what helps bridge the gap between having data and making data 
driven decisions. However, forecasting has almost always been operated outside 
the traditional BI tools (Michalewicz et al., 2006) as BI tools have been focused 
on data collection, pre-processing, aggregation and reporting. One reason why 
forecasting may have been operated outside the business intelligence tools could 
be the performance of predictions itself. Even for univariate time series, multi-step 
forecasting is challenging because of errors accumulation and increased variance 
(Bhansali, 2002; Engle & Yo, 1987). This leads to increased error between the 
outcome from the models and the acceptable value from the business (or the actuals), 
thereby having business users rely more on gut feeling and intuition rather than 
investing in scientific forecasting. However, lack of a forecasting platform implies 
most business users will have to resort to simple rule-based forecasting or use tools 
provided in software like Microsoft Excel to build a model, and the cycle continues.

Forecasting has been an extensively studied problem in literature (Harvey, 1990, 
Hamilton, 1994; Box et al., 2015), however most of the academic and industry 
research has focused on linear time series models. Linearity assumption means that 
the stochastic process that governs the observed time series sequence has linearly 
interacting trend, seasonality and randomness components. However, time series 
observed in business settings demonstrate structural changes and thus are nonlinear. 
For a detailed review on nonlinear time series and forecasting, refer to work done 
by (De Gooijer & Hyndman, 2006; Judd & Mees, 1995; Kantz & Schreiber, 2004; 
Tong, 2011).

Figure 7. Outlier detection on non-stationary time series
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From the perspective of BI tools, an easy win would be to integrate a forecasting 
platform in it. In fact, it can be considered as an extension to Outlier Detection 
problem as both involve building time series models. As explained earlier, one can 
use either an embedded approach or stand-alone architecture for the same. Readily 
available packages in languages R, Python and Spark (Hyndman & Khandakar, 
2007, Hyndman et al., 2015; McKinney et. Al., 2011) have democratized the access 
to forecasting techniques and made the underlying math a black box for business 
users. Recent advances in variance reduction techniques like ensemble averaging 
(Zhou, 2012) have shown to improve multistep model performance when compared 
to existing methods. Forecasting not only aids in daily decision making, but can 
help an organization in the following areas:

1.  Using a more scientific approach to longer term financial planning,
2.  Building counterfactuals to quantify the causality of market intervention (e.g., 

new product launch)
3.  Forecast imbalance between supply and demand,
4.  Sales and market share forecasts,
5.  Forecasting server loads and engineering resource allocation

5.3 Natural Language Processing and Intelligent Search

Recent advancements in deep learning, specifically in the areas of Convolution 
Neural Networks (CNNs) and Recurrent Neural Networks (Bengio et al., 2003; 
Colbert et al., 2011), have unlocked an entire new application area of search-based 
analytics by applying Natural Language Processing (NLP) techniques (Lopez & 
Kalita, 2017). Today, business intelligence asks either need to be pre-defined or 
are bottlenecked by availability of analysts who have to write SQL like queries to 
pull data to answer the question. NLP has the potential to democratize Business 
Intelligence by allowing business users to have a search-like experience. For e.g., 
one can ask the following questions:

• What were the revenue numbers for the last holiday season?
• Which set of users or customer segments engaged with us on social media?
• What was the general market sentiment to recent product launch?
• Get me the demographics of our customer base in LATAM?
• Total T&E spend in last month?
• Shipments currently delayed by region?
• Give me a table of companies merged by industry type last year? so on...
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NLP is a field in AI that deals with understanding the human language either 
through voice or through text. Human language is a complex mechanism which has 
a distinct quality of being compositional (Pagel, 2017) i.e. has infinite combinations 
to convey a message. We do so by creating sentences that have nouns, verbs to 
describe action, adjectives to describe quality and tense to convey time. NLP is an 
algorithmic attempt to understand this complex mechanism. Most NLP algorithms 
use a combination of semantics, rule based and deep learning techniques to extract 
context, sentiment, topic and theme discovery, and the ability to parse large amounts 
of structured and unstructured data in order to answer a given question. It does so 
by pre-processing the text (e.g., removal of punctuations, words normalization, 
spelling correction), identifying contextual features from the processed text, figuring 
out nouns (e.g., time, names, things) followed by classification of the text. An in 
depth review of how NLP works is beyond the scope of this chapter but there are 
many literatures on this subject (Bengio, Y. 2009; Bird et al., 2009; Collobert & 
Weston, 2008; Manning & Schütze, 1999). The optimal way to implement NLP-
based search in BI would be using the embedded approach comprised of hybrid 
continuous learning and batch learning.

5.4 Unsupervised Learning

It is a widely accepted belief in Machine Learning and AI community that the 
future of AI hinges upon the success of Unsupervised Learning (LeCun et al., 2015, 
Radford et al., 2015). While supervised learning requires massive historical data 
sets with correct labels and involves human hand holding, unsupervised learning 
is at the opposite end of spectrum (i.e. no or less labeled data) and has shown 
promising results with less volume data (Fe-Fei, 2003, Yang et al., 2013). From the 
point of view of business intelligence applications, the most important application 
of unsupervised learning is clustering which can help identify patterns in the data 
without humans pre-defining the clusters. For example, the support industry (i.e., 
BPOs etc.) deals with vast amounts of data in the form of e-mails and app or web 
inputs. AI based clustering could provide insights on what type of tickets are raised 
by certain groups of customers or customers in certain regions, whether tickets get 
resolved faster under certain circumstances etc. Thus, the AI model determines the 
patterns hidden in the data as opposed to a human predefining labels i.e., hinting at 
possible patterns to the model.

5.5 Some Examples From Industry

Table 2 shows some examples of how various industries can use AI. In this section, 
we will discuss in detail few of them.
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5.5.1 Cyber Security

Cyber security is a $200 billion industry that deals with building technologies that 
protect information stored on our personal computers, servers and in cloud. This 
means that every organization needs to have a dedicated business intelligence tool to 
continuously monitor, identify and alert data breaches, hacks and phishing attempts. 
The core problems in cyber security are anomaly detection on streaming data and 
identification of cyber-attack. Classical time series techniques like ARIMA can be 
used to identify anomalies on spikes in login attempts, Distributed Denial of Service 
(DDOS) attacks etc. by modeling seasonality, trend and randomness in historical 
data (Werner et al., 2017).

The key challenge in cyber security is that each attack has a slightly different 
profile from historical ones. This requires analyzing data from multiple sources to 
able to correctly and quickly classify the attack as malicious. This is where Apache 
Spark environment is very beneficial and an embedded AI architecture is suitable. 
Spark Streaming can help processes streaming data, GraphX can be used to build 
dynamic graphs from a variety of sources, and MLlib can be used to train model 
on historical data and use it in real time to make prediction.

5.5.2 Sharing Economy

Sharing economy offers a perfect example of how historical reporting, machine 
learning insights and human intuition work together to reach strategic decision. 

Table 2. Comparison of AI techniques for various data type/size and industry

Data Volume Data Type AI Task AI Type Industry

Big Non-temporal, 
labelled

Classification, 
Regression

Supervised 
learning

social media, cyber 
security, default prediction, 
lifetime value

Big Non-temporal, 
unlabeled

Clustering, Pattern 
recognition

Unsupervised 
learning

marketing analytics, 
political campaigns

Big Temporal Outlier detection, 
Forecasting

Unsupervised 
learning

fraud detection, cyber 
security, big financial 
institutions, ridesharing

Small Non-temporal, 
labelled

OLS, Logistic 
Regression

Classical 
statistics healthcare (clinical studies)

Small Non-temporal, 
unlabeled Clustering Unsupervised 

learning SMB

Small Temporal Outlier detection, 
Forecasting

Time Series, 
Regression SMB
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This is because sharing economy is new (i.e. has relatively less data volume when 
compared to social media), and is growing rapidly. Rapid growth implies highly 
dynamic and non-stationary data that makes learning challenging. This implies man 
+ machine model is optimal choice to make strategic decisions. A typical BI tool 
in sharing economy can report on pre-defined metrics like number of bookings, 
unique users, occupancy rates etc. Clustering methods could be used to cluster 
users together to offer personalized recommendations. Continuously evolving user 
behavior implies business user needs to look at historical data as well as real time 
data to decide on the next action.

For young and hyper growth industries like sharing economy, stand-alone model of 
integrating AI with BI is better as it offers engineers to first build a reliable reporting 
tool that can cater to ever increasing volume and variety of data. Data scientists 
can quickly deliver on ad-hoc requests by quickly doing analysis in R or Python 
using available data. As the company matures, it can invest in building dedicated 
AI platforms and can transition to embedded AI architecture.

5.5.3 Finance

Finance industry offers a unique challenge i.e. all 4 V’s are present in the same 
data. The data is streaming (e.g., ticker data), is from various sources (structured 
and unstructured), needs authenticity (e.g., fake news, reliability of social media 
tweet, etc.) and is in massive quantities. The business model of financial institutions 
is based on deriving value from large volumes of unstructured data by distilling 
information from large volumes of historical documents, real time tweets, news 
sentiments etc. As such, Natural Language Processing can play a key role in the 
same. Proprietary nature of finance implies a steep learning curve for analysts to 
learn company specific language and build a logic to pull the data. Implementing 
NLP as a means to return results will enhance employee productivity and efficiency. 
Sentiment and contextual analysis on tweets, news and blogs can help identify the 
potential impact on financial markets. NLP can also help tag the news with relevant 
stock ticker and help rank the important news for the users. Bloomberg Terminal is 
currently using some NLP in its core product offering.

6. CONCLUSION

Integrating AI in BI along with automation is the future of BI tools. A futuristic 
platform for BI will harness the combined power of supervised/unsupervised 
learning, time series and natural language processing. This means a future where 
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business users ask questions in language of choice and get detailed response that 
has reports along with strategic insights and recommendation at lightning speeds. 
This will not only lead to employee productivity but also increase in revenues with 
direct impact on bottom line.
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ABSTRACT

The field of life imaging spans a large spectrum of scientific study from mathematics 
and computer science to medical, passing by physics, biology, etc. The challenge of 
IDV project is to enrich a multi-parametrized, quantitative, qualitative, integrative, 
and correlative life imaging in health. It deals with linking the current research 
developments and applications of life imaging in medicine and biology to develop 
computational models and methods for imaging and quantitative image analysis 
and validate the added diagnostic and therapeutic value of new imaging methods 
and biomarkers.
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1. INTRODUCTION

The healthcare industry is a large generator of biomedical data. For instance, the 
U.S. healthcare system expected to reach the zettabyte (1021) scale from electronic 
health records, scientific instruments, clinical decision support systems, or even 
research articles in medical journals (Raghupathi & Raghupathi, 2014).

In the last decade, we have witnessed the increasing resolution of imaging 
technologies which are considered as one of the most promising medical and health 
areas example and application of big data (e.g., NIH Brain initiative, n.d.) transforming 
case-based studies to large-scale, data-driven research (Luo, Wu, Gopukumar, & 
Zhao, 2016) and (Serrano, Blas, Carretero, & Desco,2017).

Interdisciplinary research in the field of imaging in the life sciences is essential. 
It requires the implication of different clinical and preclinical imaging departments 
yielding easy access to the state-of-the-art imaging equipment and patient data. 
Cooperative projects, including physicians, mathematicians, computer scientists, 
and physicists who are working closely together with bio scientists and clinicians 
are then launched in order to (i) develop computational models and methods for 
imaging and quantitative image analysis, and (ii) validate the added diagnostic and 
therapeutic value of new imaging methods and biomarkers.

Imaging is characterized by a large diversity in the types of data. Indeed, the 
data can originate from many different acquisition device, i.e., modalities, and the 
data format convention are quite loose with an important diversity in file formats 
and in completeness of annotation. The data themselves also strongly differ in their 
dimensionality, scale, size, and finality.

In such context, the life imaging project “IDV” (for Imageries Du Vivant) funded 
by University Sorbonne Paris Cité (USPC) launched the “Atlas IDV” initiative, which 
is a typical use case for data volume, variety and veracity in big data. The Atlas 
IDV initiative aims at (i) providing an integrated and agile environment supporting 
cooperation between scientists, and (ii) enabling to augment the research perimeter 
of imaging scientists and the extraction of new knowledge (data-driven research and 
images analytics) from the big multi-modal and multi-scale clinical and preclinical 
images available within the university.

A lot of studies in small animal imaging are hampered by small number of subjects, 
to the detriment of statistical quality of the findings. The junction of imaging data 
from a wide perimeter enables researchers to analyze a larger number of subjects, and 
hence to improve the statistical quality of their reports. Two use cases can be cited:
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1.  Many pathologies affect the normal physiology across many physical scales, 
and a complete understanding of these phenomena can only be obtained when 
examining images from a wide diversity of scales and contrasts. The “Atlas 
IDV” initiative, by virtue of its multidisciplinarity, will enable to put together 
datasets arising from a wide diversity of imaging techniques by the way of 
intelligent retrieval of heterogeneously stored data. As such, it will be a unique 
opportunity to make significant advances in the field of the life sciences.

2.  The availability of such an infrastructure will also be helpful to facilitate 
standardization of the imaging methods. Indeed, an essential part of the validation 
process for imaging biomarkers is the possibility to share data obtained on 
a standardized object “phantom” across different vendors. The “Atlas IDV” 
initiative, by its distributed architecture, can allow to be carried out.

The “Atlas IDV” initiative brings together more than 200 scientists, affiliated 
with more than 20 research groups on 10 sites (Sts Pères Biomedical Center, HEGP, 
Necker Hosp., Bichat-Beaujon Hosp., Cochin Hosp., St Anne Hosp., Lariboisière 
Hosp., Cordeliers center, Chimie ParisTech, Villetaneuse Paris 13). The objective of 
the chapter is to give a global vision and feedbacks on an ambitious big data project 
for imaging research and what it brings to the IDV community.

Like organizations, one of the most important assets of any imaging research 
team is its image sets. Hence, the image sets are kept in two forms: using a set 
of dedicated cloud based operational systems of images records and processing 
supplying the “Atlas IDV” system (a.k.a data lake). The authors will show how the 
integrated imaging operational system promotes intra and inter-sites collaborative 
research work, while respecting data quality and privacy.

The Atlas IDV is based on the CIRRUS infrastructure available at USPC, more 
precisely the CUMULUS (n.d.) private cloud. Indeed, until recently USPC had 
no funding policy for platform development and sustainability, which has led to 
the need to disguise such development in call for proposals. With the CIRRUS 
platform, USPC has now made significant progress and the CIRRUS platform is 
used by projects in the ‘deployment’ phase. This implies requirements for stability 
through a deep control of the technical management to upgrade and to maintain the 
existing technology. In this chapter, a virtual datacenter inside CIRRUS is used to 
make concrete our ideas.

The business process as a service, i.e., BPaaS, implemented handles the imaging 
lifecycle of a variety of images’ types (i.e., around 20 modalities acquired using 
heterogeneous imaging equipment’s), with a large volume estimated at over 1 terabyte 
per day. For more information on BPaaS, see (Bentounsi, 2015).
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To improve the images sets quality and indexing, native metadata (i.e., inserted 
by an imaging equipment) are enhanced using three main strategies:

1.  A robust annotation scheme, which is the only way to ensure the scientific validity 
of the findings. Hence the availability of a web-based standardized annotation 
tools to enable researchers to associate datasets with accurate experimental 
information in a user-friendly manner, is of paramount importance (Kumar, 
Dyer, Kim, Li, Leong, Fulham, & Feng, 2016).

2.  An enrichment of images sets via the crowdsourcing allows to harvest new 
annotations. Through an easy-to-use and intuitive interface, expert researchers 
(physicians, doctors, etc) submit their annotation tasks to non-expert contributors 
(students in medicine, biology, etc). Each task is a collection of one or more 
images. The contributors, categorized based on their experience, indicate 
their confidence for annotation. To collect high quality annotations, validation 
algorithm is used. It filters out annotations with low confidence and selects 
frequent and relevant annotations.

3.  A semantic enrichment using linked open data and medical ontologies 
(“Radiology Lexicon”, n.d.; “National Cancer Institute Thesaurus”, n.d.; “Cell 
Ontology”, n.d.).

Data enrichment strategies are helpful in big imaging data. This will improve 
images retrieval and analytics using innovative scalable algorithms based on 
MapReduce paradigm.

Privacy-enhancing technologies are used to preserve patient privacy by 
anonymizing images and metadata, and also by controlling the identification risk 
for the entire lifecycle of the “Atlas IDV” (Bentounsi & Benbernou, 2016) and 
(Bentounsi, Benbernou, & Atallah, 2016). In addition, a mechanism of images 
usage control in the Atlas is used leading to more transparency (Cao Huu, 2017).

E-Science has a better recognition of skills in software development as well as 
in large-scale infrastructure engineering in different disciplines. USPC should now 
recognize an interdisciplinary and complementary research on large scale systems 
and software in order to allow a sustainable development of the USPC platforms and 
to study a set of best (common) practices. The “Atlas IDV” initiative is a precursor 
project into that direction and their members are very excited by that idea.

The overall objective that we call for “interdisciplinary research” is preferably to 
apply well established methods inherited from e-Sciences for the building of systems 
for large scale computing and data management. The assumption is to check or to 
identify first what is common, in terms of Systems, between the disciplines versus 
the developments of new methods and technologies anchored in a unique discipline.
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Finally, with such a System, USPC researchers can collectively be proactive 
in experimental science we obtain when using large scale platforms. We must not 
confuse the ‘scientific problem’ term and the ‘System for scientific problem’ term 
in order to serve the scientific community to solve scientific problems. We need 
scientists who develop software to support all the sciences we conduct at USPC. 
This cannot be the sole responsibility of computer scientists or engineers, but the 
informatics should rather percolate inside the disciplines, as we have shown in this 
chapter.

This Chapter is organized as follows. Section 2 introduces the Atlas IDV global 
architecture. Section 3 presents the project’ private cloud and its architecture. Section 
4 discusses how the crowdsourcing is used in the context of the project to annotate 
medical images. Semantic enrichment and Linked Open Data are presented in 
Section 5. Finally, Section 6 discusses images analytics in the context of the project 
and Section 7 concludes the chapter.

2. ATLAS IDV ARCHITECTURE

Like datasets for organizations, one of the most important assets of any imaging 
laboratory is its image sets, which represent the most visible part of a long (generally 
several years) and costly research process. First of all, like most areas of research, 
imaging researchers access to online research articles in medical journals and library 
reference collections to examine the state-of-art in a particular area. Based on their 
bibliographic studies, they develop research protocols specific to pathologies treated 
and results desired. The search protocol involves three key steps:

1.  Develop new contrast agents or biomarkers.
2.  Perform preclinical tests on cells and small animals to validate the efficiency 

and the non-harmfulness of the agents and/or biomarkers on living organisms.
3.  If the first two steps have been conclusively established, clinical tests on 

humans are carried out before validating an agent or biomarker as a new 
medical diagnosis imaging.

During these stages, researchers need a set of data already available in several 
existing systems. In addition, the search process generates new information and 
knowledges to the community. Indeed, several operational systems and online 
databases are used to trace, index, and provide essential information to researchers 
and simplify the management of a research laboratory:
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• Biobank databases which provide information on biological samples studied 
during the search protocol (Alfaro-Almagro, 2018).

• Animal facility management systems which provide information on small 
animals such as breed, weight, age, gender, model and lineage.

• Hospital Information Systems and Picture Archive and Communication 
System which provide patient data (Silva, Costa, & Oliveira, 2012).

• Materials for image acquisition which provide quantitative information on 
image acquisition process.

On the other hand, new knowledges and information are generated during 
the search protocol. They can be broken down into two categories. Experimental 
quantitative data and qualitative operational data on the functioning of the search 
protocol that assist the interpretation of quantitative finding (e.g., physical and 
biological properties of the contrast agent or the biomarker). This kind of data is 
at best saved in a Project Lifecycle Management system that keeps track of all the 
information generated during the search project (e.g., BenchSys, (2016) and Siemens 
Teamcenter (2018). Or at worst in a lab notebook or spreadsheet.

New knowledges take also the form of raw images acquired using a wide variety 
of medical imaging techniques (e.g, PET, CT, MRI, EPR), and also images processed 
using innovative image processing algorithms in order to detect the effect of studied 
contrast agents and biomarkers on organisms, and be able to diagnose pathologies 
as cancer, inflammation, etc.

Brutes and also processed images enrich the state-of-art in life imaging by 
providing online image bases allowing researchers to analyze a larger number of 
subjects, to test their image processing algorithms and hence to improve the statistical 
quality of their reports. This requires the implementation of image bases to index 
acquired images during research projects. We consider that a medical image may 
be indirectly identified by a combination of a set of metadata as for example a 
pathology, a contrast agent, and an organ. For that, we use all the metadata available 
to index medical images.

Implementing image bases can also reduce the costs and the duration of 
experimentations, and also proposing a new research paradigm in life imaging based 
on the statistical analysis of big image sets, i.e., data-driven research. However, the 
main obstacle to the implementation of image bases is the lack of storage resources 
at laboratories level. Often at the end of a project, the images are kept only for 
publications, then permanently deleted because of their volumes.

The “Atlas IDV” was implemented in the context of the project. Indeed, an 
integrated imaging operational system based on sis4web (n.d.) and connected to 
all systems and databases previously presented was developed. This leads to a base 
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of indexed images using all operational and experimental information of the search 
protocol allowed the images’ acquisition. The fact of having this mass of information 
related to the images makes feasible their re-use by researchers in future projects 
and feeds a large common base of images.

As depicted in Figure 1, at the end of the image acquisition process, a variety 
of raw images files are synchronized between acquisition servers and the storage 
server based on rsync (Mayhew, 2001).

Since health data are considered sensitive by the General Data Protection 
Reglement (Zerlang, 2017). Storing and processing health data requires a high level 
of security. Consequently, a dedicated private cloud based virtual servers have been 
used in the project (Krautheim, 2009).

The raw images have in their header a set of acquisition information (material, 
modality, date, time) and quantitative data (resolution, scale, etc.). These metadata 
are extracted from the DICOM and Bruker headers to be saved in the image base. 
In addition, the raw images are compressed using image compression algorithms in 
order to facilitate their transfer and visualization using web-based interfaces during 
collaborative work.

Figure 1. Atlas IDV architecture
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During the images storage process, researchers are asked to provide additional 
information such as: study objective, pathology studied, identifier of the object 
studied, the imaging agent characteristics, image processing algorithm, and physical 
measurements. These additional information enables the images base to query remote 
databases and operational systems via APIs in order to enrich images metadata. The 
proposed method based on internal and controlled enrichment allows researchers 
to index images through several attributes and be able to retrieve images via simple 
queries on a single attribute or via advanced filters on several attributes.

This architecture scheme is repeated on a multitude of laboratories and platforms 
within the project perimeter. However, slight modifications have been introduced in 
order to manage the volume and the velocity of acquired images and to face local 
network constraints. Indeed, in some cases, it was necessary to add an intermediate 
backup server on site which is synchronized in the night with the cloud so as not 
to congest the local network.

Periodically the compressed images and their metadata are extracted from 
distributed images bases, then integrated into a common images base. The images 
base stored in the cloud is accessible to all researchers on read only.

The export from private images bases is done in N3 format. The subject represents 
the image id, the predicate represents the attribute id, and the object represents 
the value. Records are stored in a csv file. Afterwards, the different csv files are 
imported into a single public NOSQL database accessible to researchers in order 
to make image analytics.

3. BUILDING THE DEDICATED CLOUD INFRASTRUCTURE

The current trend is to minimize the number of hosting datacenters while increasing 
the quality of data access. This principle is based essentially on the pooling of the 
resources of the various actors involved in the production and processing of health 
data. Another trend related to the previous one is to graft a scientific computing brick 
to the health data hosting part. This correlation will reduce the processing time of 
the data (reconciliation of the computing with the data) and minimize the security 
prerequisites for the transport of the health data between the hosting datacenters 
and those of processing. The adoption of the Cloud in the project is motivated, inter 
alia, by these two points.

Cloud computing technology potentially offers permanent access to data and 
services, from any device and anywhere at any time. Basically, it considers everything 
“as a service”: computing, storage, network, and infrastructure. It pushes the 
user at the center of our concern by allowing him to deploy software on-demand, 
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development platforms or even the infrastructure he needs. Currently, this is exactly 
what scientific project partners ask for.

The goal is to build a software ecosystem and offer a research support service 
to make the best use of large infrastructures. This allows partners to access a wide 
range of software tools and also a large amount of image sets. The aim is also to 
ensure maximum comfort for researchers and engineers, i.e. do not disrupt their 
current working methods.

3.1 Technical Architecture

In order to be able to carry out the project’s private cloud, we had to work in 
collaboration with the IT directors of Université Paris Descartes since the Cloud 
infrastructure is physically located there. We began by reinforcing existing hardware 
so that it could support the needs and expectations of researchers. In 2015, there was 
an investment of 1 million euros to reach a total of 4500 cores and 3 PB of storage 
to setup a private cloud and renovate two clusters.

Conventionally, a virtualization-based solution has been chosen. This technique 
has the advantage of facilitating the cohabitation of several (operating) systems on 
the same physical support by providing complete isolation between systems and 
mutualized use of the resources of the system. The OpenNebula hypervisor, with a 
technical support, has been set up. OpenNebula operates as an orchestrator of the 
storage, network, supervision and security layers (Giovani, 2012).

Basically, a cloud-based solution consists in providing infrastructure, platform 
and software as services. Technically speaking, different templates of virtual 
machines (VM) are offered. These templates could be empty, i.e. containing only 
the OS, or predefined, i.e. containing a certain number of pre-installed tools. The 
selection of tools was not random; it was based on a survey carried out beforehand 
nearby the researchers involved in the project (Abidi, Cerin, Geldwerth-Feniger, 
& Lafaille, 2015).

Thus, we have set up VM templates and, for each of these templates, a virtual 
disk is defined, and an operating system is installed in this virtual disk. Different 
tools can be added to this system. Thereafter, one or many instances could be 
created from these templates. Each of these instances is associated with mandatory 
characteristics such as its name, memory size, the number of virtual processors…. 
One of the interests of the cloud is precisely to offer this type of mechanism which 
makes it possible to propose machines like a service i.e. “Infrastructure as a Service”.

The Figure 2 summarizes the architecture adopted for the construction of the 
IDV cloud.
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As shown in Figure 3, we have the possibility to use different virtual machines, 
simply through the browser. The researcher can deploy one or more virtual machines 
in one click and customize them with impressive characteristics (up to 64Go of 
memory, up to 20To of storage...).

Each researcher is the administrator of his own virtual machines. He have the 
possibility to customize his working environment, add/remove tools, add/remove 
users. There are also different ways to access the VM and work on it (VNC1, SSH2…).

This first phase of the CUMULUS life allows to use the same tools as those used 
in laboratories but in a new operating context thanks to the deployment of virtual 
machines instead of machines isolated and disseminated in different physical places. 
The CUMULUS masks a lot of technical details. The centralization of data in the 

Figure 2. The different layers of the IDV cloud
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Cloud rationalizes the storage and avoid the multiplication of ad-hoc solutions to 
archive the data in the short term. This also facilitates access to data for the current 
atlas.

3.2 Discussion

3.2.1 High Performance Computing and Big-Data Convergence

Regarding the point of view of infrastructures for research in the academic sector, 
we still observe that large clusters, inherited from the HPC (High Performance 
Computing) community are still dominant. Large scale systems, such as clusters and 
clouds are systems with unprecedented amounts of hardware (>1M cores, >100 PB 
storage, > 100 Gbits/s interconnect). An ultra-large-scale system is an ecosystem 
with hardware, plus a large number of lines of source code, plus a large number of 
users, plus a large volume of data. In this context we have new issues, among them, 
how to build systems across multiple organizations; how to deal with conflicting 
purposes and needs; how to deal with heterogeneous parts with complex dependencies 
and emergent properties; how to deal with a continuous evolving; how to deal with 
software, hardware and human failures that are the norm, not the exception? Many 
answers can be found in the recent report from the Exascale (Asch & Moore, 2018) 
group of organizations, including academics and industrial partners.

Figure 3. Different operating systems are running in the browser’s user
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Above all these considerations we still have issues regarding the problem of 
evaluating a large-scale system. If we evaluate clouds according to the metrics of 
the clusters, the comparison is not fair! We may evaluate both of them according 
to the productivity factor. Productivity traditionally refers to the ratio between the 
quantity of software produced and the cost spent for it. But many factors influence 
the decision, among them the programming language used, the program size, the 
experience of programmers and design personnel, the novelty of requirements, the 
complexity of the program and its data, the use of structured programming methods, 
the program class or the distribution method, the program type of the application 
area, the tools and environmental conditions, the maintaining of existing programs 
or systems, the reusing of existing modules and standard designs, etc

If we just make a focus on the programming language used, we may notice that 
the community of big-data do not use the same programming languages than the 
HPC community. However, the Harp project (Hadoop and Collective Communication 
for Iterative Computation) from the university of Indiana (n.d.) is a project that tries 
to “merge” two universes. The initial motivation is that communication patterns 
are not abstracted and defined in Hadoop, Pregel/Giraph, Spark. In contrary, MPI 
(Message Passing Interface) which is very used in HPC, has very fine grain based 
(collective) communication primitives (based on arrays and buffers).

Then Harp provides data abstractions and communication abstractions on top 
of them. It can be plugged into Hadoop runtime to enable efficient in-memory 
communication to avoid HDFS read/write. Harp works as a plugin in Hadoop. 
The goal is to make Hadoop cluster can schedule original MapReduce jobs and 
Map-Collective jobs at the same time. Collective communication is defined as 
movement of partitions within tables which are among the core data object. Collective 
communication requires synchronization. Hadoop scheduler is modified to schedule 
tasks in a bulk synchronous style (Wikipedia, n.d.) which allows predictions of the 
execution time (and in the theory). Harp also provides with fault tolerance with 
checkpointing. In other words, Harp attempts to realize a convergence between 
two layers in a system i.e. the programming layer (Hadoop like for the community 
of big-data) and efficient communication (MPI collective like communication for 
the community of HPC).

3.2.2 Cloud Computing

At this time the CUMULUS Cloud has been used to offer resources (CPU, RAM, 
disks...) to the project. But any project is faced to challenges such as communication 
and collaboration between product management, software development, integration, 
testing, deployment to cite a few. Our research group is currently focusing on the 
best methods and practices to put at the disposal of the IDV community, inside 
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CUMULUS, to deal with such issues that are not new issues. Indeed, we illustrate 
DevOps approaches that seems to be useful in this context because they are becoming 
increasingly widespread, especially in the community of practitioners.

DevOps (the contraction of Development and Operations) aims to establish a 
culture and environment where building, testing, and releasing software can happen 
rapidly, frequently, and more reliably (Samovskiy, 2010). There is no single “DevOps 
tool” but people consider “DevOps toolchains” consisting of multiple tools. Tools such 
as Docker (containerization), Jenkins (continuous integration), Puppet (Infrastructure 
as Code), Vagrant (virtualization platform) and Ansible (provisioning) -among many 
others- are often used and frequently referenced in DevOps discussions.

Let us comment two papers that exemplify the interest of DevOps approaches 
and DevOps toolchains to simplify the tasks of developers in large project. This part 
of the discussion is not addressed towards end-users but to developers in a broad 
sense. Final users do nothing, they just have to launch a script, in the worst case, if 
the job is not fully automated.

Stillwell & Coutinho (2015) deal with the problem to support the integration effort 
of HARNESS, an EU FP7 project. HARNESS is a multi-partner research project 
intended to bring the power of heterogeneous resources to the cloud. It consists of 
a number of different services and technologies that interact with the OpenStack 
cloud computing platform at various levels. Many of these components are being 
developed independently by different teams at different locations across Europe 
and keeping the work fully integrated is a challenge. Authors use a combination of 
Vagrant based virtual machines, Docker containers, and Ansible playbooks to provide 
a consistent and up-to-date environment to each developer. The same playbooks used 
to configure local virtual machines are also used to manage a static testbed with 
heterogeneous compute and storage devices, and to automate ephemeral larger-scale 
deployments to Grid’5000 (2017).

Indeed, authors present a development and operations (DevOps) workflow 
that allows: (i) teams of developers to work autonomously on specific parts of the 
software architecture; (ii) automated testing of individual projects as well as the 
integrated system deployments; and (iii) reproducible automated deployment on 
heterogeneous and large-scale testbeds. For that purpose, the authors introduce first 
a high-level view of the HARNESS DevOps workflow. Second, they describe how 
various deployment tools help to achieve reproducibility and why this is important 
for testing and quality assurance. The next topic covered in the article is to report 
the automated testing infrastructure and the novel methodology for testing full 
systems deployments. Finally, they describe two platforms where HARNESS is 
being deployed. To conclude, the paper demonstrates how to organize a research on 
DevOps approaches that serve multiple people, being working on the same project.
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The second paper we would like to introduce is the very recent paper by Abidi, 
Saad, & Cérin (2017). In this paper, the authors are interested to deploying, in a 
multi-Cloud architecture, an infrastructure using the publish-subscribe paradigm 
for orchestrating the components of a framework that execute scientific workflows 
in highly heterogeneous and dynamic environments. More specifically they are in 
search of the adequate approaches to build deployment systems for heterogeneous 
and highly dynamic environments. The general objective is to offer « Workflow as 
a Service », as the concrete view, but we could imagine that the objective is to offer 
« X as a service », X being a utility function.

At least, we would like to mention the RosettaHub (n.d.) initiative that aims 
to facilitate the access to Amazon (AWS) computing and storage resources, from 
a basic user point of view. Services, now available free of charge to students and 
faculty members, include access to supercomputers, high-performance computing 
clusters, GPU and FPGA-accelerated machines, managed Hadoop and Spark clusters, 
storage services, databases and warehouses for big data, platforms for IoT and fog 
computing, machine learning services, etc.

The RosettaHUB platform creates, federates, manages and supervises the AWS 
accounts of some fifty higher education institutions around the world, totaling nearly 
12,000 active AWS accounts of students and teachers. researchers. RosettaHUB 
also aims to establish a global, social and collaborative scientific meta-cloud. It 
simplifies and democratizes access to the infrastructures and tools needed for data 
science, big data and machine learning. Environments and tools such as Jupyter, 
RStudio, Zeppelin, TensorFlow, Spark, etc. are made instantly available as services 
to thousands of people. RosettaHUB enables real-time collaboration and sets up 
mechanisms for sharing all the scientific or educational artifacts produced on a cloud.

The platform exposes an API (Application Programming Interface) and federation 
model for clouds. Combined with the portability provided by the systematic use of 
container technologies (Docker), it makes possible and simple the transition from 
a ‘classical’ system (desktop like) to the cloud. The platform also exposes an API 
and federation model for compute engines and communicates R, Python, Scala, 
Mathematica, etc. in memory. through a common object model and deep integration 
of different virtual machines. RosettaHUB exposes above these federation models 
reactive programming frameworks for creating and publishing in multi-cloud and 
multi-language mode (R / Python / Scala) responsive microservices, collaborative 
interactive web interfaces, spreadsheets scientific and collaborative, data analysis 
workflows, etc. RosettaHUB’s meta-formations capture all the dependencies of 
such data science / ML-oriented services and applications, allowing them to be 
reproduced and shared in one click. These meta-formations provide a foundation for 
reproducible research which is yet another issue that we need to address in the future.
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3.2.3 Summary of the Work at the Infrastructure Level

The authors introduce a use case and they describe the different components of 
their DevOps architecture. They use the CUMULUS Cloud located at Université 
Sorbonne Paris Cité as the user’s site. From CUMULUS the user starts a Vagrant 
script and this script automates all the deployment, installation, provisioning steps 
on multiple sites of the Grid’5000 tested for executing an application inside an 
infrastructure… that is also deploying. This is the key challenging point: how to 
automate the deployment of an infrastructure inside an infrastructure? DevOps 
approaches solve the problems in a convenient way.

4. CROWDSOURCING

Crowdsourcing is the process of outsourcing numerous tasks to an undefined, and 
generally large, network of people (the crowd). It is in widespread use in academic 
and industrial projects. Typical applications for the crowd include data collection, 
annotation or evaluation. For a wide array of tasks, the crowdsourcing paradigm 
has been shown to hold (Kittur, Chi & Suh, 2008).

In research domain, crowdsourcing platforms are a popular choice for researchers 
to replace expensive domain experts with crowd labour. It is particularly used to gather 
annotations quickly at scale. The most popular crowdsourcing scientific task is the 
categorization of galaxies (Raddick et al., 2013). In healthcare, great potential has 
been shown for various biomedical tasks, such as determination of protein folding 
(Eiben et al., 2012) and classification of malaria-infected red blood cells (Mavandadi 
et al., 2012). Crowdsourcing has also been used for clinical diagnosis (Nguyen et 
al., 2012) and for drug discovery (Lessl, Bryans, Richards & Asadullah, 2011).

Crowdsourcing was also recently used for image annotation in medical imaging. 
Many results showed that the annotation, via crowdsourcing, of a large amount of 
biomedical images can help at image classification. It has been shown in (Eickhoff, 
2014), that the crowd can be much more effectively used to enhance the experts’ 
performance and efficiency in detecting malignant breast cancer in medical images. 
In (Leifman, Swedish, Roesch, & Raskar, 2015), it has been demonstrated that 
crowdsourcing can be an effective, viable and inexpensive method for the preliminary 
analysis of retinal images. The work of (Herrera, Foncubierta-Rodríguez, Markonis, 
Schaer, & Müller, 2014) is based on the crowdsourcing for improving the quality 
of an automatic modality classification task based on the visual information of the 
images and the text of the figure captions. It particularly consists in verifying, by users 
familiar with medical images, the automatically detected modality of ImageCLEFmed 
images, and in reclassifying the images identified as wrongly classified.
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In (Irshad, Montaser, Waltz, Bucur, Nowak, Dong, Knoblauch, & Beck, 2015), 
the crowdsourcing has been used for rapidly obtaining annotations by using the 
CrowdFlower platform for two core tasks in computational pathology: nucleus 
detection and nucleus segmentation. The results of this work show that the obtained 
annotations from crowdsourced non-expert-derived scores perform at a similar 
level to expert-derived scores and automated methods for nucleus detection and 
segmentation.

In our work and as part of the research project, we developed a crowdsourcing-
based platform for the annotation of biomedical images. This platform referred 
as CrowdIDV, is an external module to the IDV atlas, that completes its semantic 
enrichment via the robust annotation scheme and the linked open data. A similar 
existing framework for the semantic enrichment of biomedical images, referred as 
SEBI, also includes a crowd-annotation module for biomedical images (Bukhari, 
Krauthammer, & Baker, 2014). Our CrowdIDV platform is a collaborative platform 
that is intended for students to annotate the biomedical images published by 
their expert researchers of the USPC community. It can also be considered as an 
educational platform.

The researchers or experts, referred as imagers, are the requesters of the 
collaborative platform; and the students, referred as the annotators, are the crowders 
or participants.

As depicted in Figure 4, the imagers submit their annotation tasks and the 
annotators contribute to the annotation of the published images. The imagers and 
annotators must be registered via this platform.

In order to have relevant annotations, each imager submits its tasks for only its 
students. For instance, a biologist researcher publishes its images for only biologist 
students. To do so, students have access to a given task with a specific code given 
by its imager.

CrowdIDV incorporates algorithmic part to ensure the good quality of the 
collected annotations by students. We specifically developed an approach to 
validate the annotation input from various annotators. Our approach, inspired by 
Apriori (Agrawal & Srikant, 1994), the classic algorithm to mine frequent itemsets, 
consists in extracting the most frequent annotations for each published image while 
considering the confidence of the annotators. Indeed, at the annotation process, 
the student associates its confidence with the annotation he proposes (confident, 
high confident or hesitant). To do so, we follow these steps: First, we collect the 
annotations entered by students (or users). We assume that the annotation task is 
defined by a query image. To apply the Apriori algorithm, we model each image as 
a transaction database, where each transaction corresponds to student’ annotations 
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and then the annotations to the Apriori algorithm items. We recall that the Apriori 
algorithm have been proposed for generating association rules. The key idea of the 
algorithm is to begin by generating frequent itemsets with just one item (1-itemsets) 
and to recursively generate frequent itemsets with 2 items, then frequent 3-itemsets 
and so on until we have generated frequent itemsets of all sizes.

In our work, we use the Apriori algorithm to generate the frequent itemsets that 
represent the annotations. A wide variety of frequent itemsets mining algorithms 
exist in the literature such as Eclat, TreeProjection and FP-growth (Aggarwal, 
Bhuiyan, & Hasan, 2014). Apriori is the most commonly used algorithm and is a 
popular starting point for frequent itemset study (Heaton, 2016). Using Apriori, we 
consider the confidence of users at the generation of the frequent itemsets. The idea 
is to associate to each transaction (and then each user) a probability measure that 
corresponds to the user confidence. Consequently, only annotations resulting from 
this validation algorithm are considered and then proposed to the imager. This last 
can then lock the annotations if satisfied by the result or lets its images published 
for more annotations if not satisfied.

As future work, we will assess the accuracy of the annotations established by 
the crowd. Accordingly, we intend to consider the historical participation of each 

Figure 4. CrowdIDV architecture
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annotator to further estimate the error rate of annotations and also for rewarding 
students. The reward for students could receive credits (EU project for example). 
CrowdIDV is currently deployed in IDV cloud. The next step is testing the platform 
by the community and then validate our approach and prepare the eventual enhancing 
steps. Once done, the collected annotations from CrowdIDV will be integrated in the 
IDV Atlas as triplestore for further activities of enrichment with the linked open data.

5. LINKED OPEN DATA BASED SEMANTIC ENRICHMENT

Today, the clinicians deeply rely on images for diagnosis, treatment planning and 
follow up. In fact, they deal with complex and heterogeneous data including image 
annotations allowing retrieving those images. In the previous section, we discussed a 
way to provide the annotations and enrichment of medical images using crowdsourcing 
paradigm in the IDV platform.

In other side, there exist other kind of data related to multi-modal and multi-scale 
life imaging including text, pre-clinical data and images of cells etc. Therefore, 
the production of life imaging is exponential. However, different banks of images 
are stored in their acquisition place, and such spatial fragmentation leads to under 
exploitation of those available huge amount of data where doctors and biologists do 
not collaborate and operate on their respective type of images. Then, the aim of the 
project is to allow medical scientists of pre-clinical and clinical researchers talking 
each through the fusion of big images sets (Dong & Srivastava, 2015) by using 
semantic interlinking between different types of images (Howe, Franklin, Haas, 
Kraska, & Ullman, 2017). So, the challenge is to gather richer medical information 
by connecting clinical images with pre-clinical images.

For clinicians, the aim is to enrich their clinical medical data and images with 
pre-clinical data and images, and vise versa for biologist. To do so, we use the 
Linked Data concept (Auer, Berners-Lee, Bizer, Capadisli, Heath, & Lehmann, 
2017) (i.e., using the Web to create typed links between data from different sources) 
is a first step towards semantic-based data retrieval for semantic enrichment in life 
imaging domain using ontology mapping (Arnold & Rahm, 2014). Linked Data has 
the potential to provide easier access to significantly growing, publicly available 
related data sets, such as those in the healthcare domain (Sonntag, Wennerberg & 
Zillner, 2010).

Furthermore, the image interlinking does not deal only with proprietary data and 
images but may use other publicly available data called open data sources such as 
published data sets (Données publiques, n.d.) and worldwide ontologies including 
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Foaf (n.d.), dbpedia (n.d.), or medical ontologies (Radiology Lexicon, n.d.; National 
Cancer Institute Thesaurus, n.d.; Cell Ontology, n.d., ... etc.). Consequently, the 
project aims to use Linked Open Data (LOD) for life imaging.

Linked Data is essentially based on the RDF representation format for data 
representation, where the data can be linked using RDF/OWL links developed by 
W3C’s Semantic Web Consortium, that become available during an advanced medical 
engineering process. In this project, we investigate how medical images and linked 
data sets can be used to identify interrelations that are relevant for annotating and 
searching medical images using RDF/OWL (W3C, 2004) for image representation 
though image annotations and SPARQL language for querying different data 
sources that are heterogeneous (Chekol & Pirrò, 2016) in order to search adequate 
data, and using ontology mapping process to discover the link between data (Mao, 
Peng, Spring, 2010) and (Verhoosel, Bekkum & Evert, 2015). Consequently, it is 
helping to enhance the patient diagnostics. As the produced images are massive, we 
are using new technologies such as Apache Spark (Amplab, 2018) (Zaharia Xin, 
Wendell, Das, Armbrust, Dave, Meng, Rosen, Venkataraman,Franklin, Ghodsi, 
Gonzalez, Shenker & Stoica, 2016)(Engle, Lupher, Xin, Zaharia, Franklin, Shenker 
& Stoica, 2012) and provide innovative algorithms related to Linked Open Big 
Images (LOBI), we wish to introduce.

Moreover, with the widespread use of PACS in the hospitals, the amount of 
medical image data is rapidly increasing (Silva, Costa, & Oliveira, 2012). Thus, the 
more efficient and effective retrieval methods are required for better management 
of medical image information. So far, a variety of medical image retrieval systems 
have been developed using either method (text-based or content-based) or combining 
two methods (Qi & Snyder, 1999), (Müller, Michoux, Bandon & Geissbuhler, 
2004), and (Kyung-Hoon, Haejun, & Duckjoo, 2012). Each method has its own 
advantages and disadvantages. Text-based method is widely used and fast, but it 
requires precise annotation. Content-based approach provides semantic retrieval, 
but effective and precise techniques still remains elusive. The existing method are 
not handling the huge amount of data, in the project we are handling the volume 
and the heterogeneous variety of data sources using new technologies for big data.

Next, we provide a motivation example related to life imaging in order to 
enchich semantically data owner by solving the problem of semantic heterogeneity 
of different data sources.

5.1. Motivating Example: Linking Life Imaging

In our work, we assume that linked data contributes to solving the problem of structural 
heterogeneity as well as identifying entities to improve the quality of big data fusion 
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results (Benbernou & Ouziri, 2017). Nevertheless, RDF and its URI mechanism 
are not sufficient to solve the problem of semantic heterogeneity. For example, 
consider two data sources related to life imaging, clinical image representing the 
lung radiography of a patient namely Bob and a pre-clinical image representing an 
image of a cell extracted from human lung, as depicted in Figure 5 (All data sources 
are represented in RDF data). The challenge of our work is to connect clinical and 
pre-clinical images. For this aim, the images are annotated by doctors and biologists 
(or using a crowdsourcing system described previously). In the clinical source (at 
the top left side) is an IRM medical imaging on lung of a patient leaving in Paris 
area. A cancer is diagnosticated in the image. The second data source which is pre-
clinical image represents a human cell infected with pollen of hazel. The annotation 
process generates databases containing descriptions of medical images.

Clinical and pre-clinical images are then linked through their respective databases. 
Linking can be made using direct connections between contents of databases or via 
intermediate other data sources namely open data sources dealing with air quality data.

In Figure 5, the concepts describing life imaging of data sources ds1 and ds2 
are Human and Cell, respectively. The query over data sources is to retrieve all 
information related to the patient Bob.

Using an inference mechanism on clinical data source, we can infer only 
the knowledge Bob has a cancer. Such knowledge is incomplete because of the 
heterogeneity of the terminology used to describe the data from preclinical and 

Figure 5. Example of linked data in life imaging
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clinical sources and open data sources. Once a linking is processed between three 
data sources through entity resolution method between Paris and dept 75, Pollen 
P10 and Hazel related to the same entity, the query result becomes Complete result 
with entity resolution= {Bob has cancer, and is living in Paris having pollen P10 
and this type of pollen is hazel exists only in Paris and may can be applied on 
him a medicine M25 to be cured because of its application on human cell C20}, 
Patient(P15) and Patient (Bob) are dealing with the same entity Bob. The entity 
resolution (ER) (Bhattacharya & Getoor, 2017), also known as record linkage or 
deduplication aims at cleaning a database by identifying tuples that represent the 
same external entity (Whang, Marmaros, & Garcia-Molina, 2013) and (Firmani, 
Saha, & Srivastava, 2016).

5.2. Open MEDICAL DATA and Semantics 
Representation (RDF and OWL)

RDF is a standard data model, proposed by W3C for representing semantic Web 
data. RDF data is usually stored as statements in terms of triples subject, predicate, 
object, representing a relationship, denoted by the predicate, between the subject and 
the object. Subjects and predicates in triples are URIs when objects can be either 
URIs or literal values. An RDF data set forms a directed graph, where subjects and 
objects are vertices and predicates are labels on the directed edges from subjects to 
objects. OWL is a Semantic Web language designed to represent rich and complex 
knowledge about things, groups of things, and relations between things. It is a 
language allowing to represent knowledge for authoring ontology. An ontology a 
formal way to describe taxonomies and classification networks, it is a structuration 
of knowledge for various domains. The OWL languages are characterized by formal 
semantics based on Description logic [Baader, Calvanese, McGuiness, Nardi, 
Patel-Schneider, 2003]. The logical approach is used to verify the consistency of 
the knowledge or to make implicit knowledge explicit. Consider the data sources 
displayed in Figure 5, in Figure 6 is depicted its RDF knowledge representation of 
clinical data sources ds1 as facts i.e., Bob is-type of Patient, Bob has-id-echo IE4, 
Bob is-living adr03, adr3 in-city Paris etc.

5.3. Semantic Linking of Life Imaging 
Data for Semantic Enrichment

In this section we will show the reasoning mechanism we can apply on different data 
sources to discover new knowledge and therefore enrich semantically the owner data.

Life imaging data sources are linked at two levels: data level and semantic level:
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• At the data level, when querying data sources, the data sources linking process 
aims to identify the same real-life entities (such as patients, a human organ) 
and connect them using the owl relationship sameAs. This process is named 
Entity Resolution (ER). The ER is the task of disambiguating manifestations 
of real world entities in various resources by linking through inference across 
networks and semantic relationships in application (ontology alignment) 
(Nentwig, Hartung, Ngomo, & Rahm, 2017) and (Shvaiko & Euzenat, 2013) 
and (Cheatham, Cruz, Euzenat, Pesquita, 2017).

• At the semantic level, in the era of big data and life imaging, the need for 
high quality entity resolution is growing as we are overwhelming with more 
and more data that needs to be integrated (data fusion), aligned and matched 
before further utility can be extracted. Therefore, achieving inferences across 
the networks using semantic relationships between entities for a better high 
quality entity resolution become a great challenge. The aim of the semantic 
linking is to make explicit the implicit data across the network, thereby 
enriching life imaging semantically. The semantic linking is achieved using 
appropriate inference mechanisms to deal with big data and at the same time 
cleaning the big data produced when processing data fusion (Benbernou & 
Ouziri 2017).

In order, to reconcile entities making entity resolution, we present in this 
section through an example, the inference mechanism that can be used to connect 
all heterogeneous RDF fragments of the same entity based on semantics and how 

Figure 6. An example of life imaging data in RDF graph
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the enrichment of life imaging is processed. At the semantic level, concepts that 
are used to describe data sources are linked using semantic relationships (Shvaiko 
& Euzenat, 2013).

For illustration, Figure 7 presents three RDF fragments of the use case depicted 
in Figure 5, where concepts, describing life imaging, of datasources ds1 and ds2 
are Human and Cell, respectively, data source ds3 is describing open data related 
to AirQuality, as well as two ontologies foaf and dbpedia as open data. The figure 
shows how the semantic linking between all those five sources using RDF/OWL 
languages is established. Some knowledge are extracted following the semantic 
linking. Furthermore, the entity resolution is operating at the conceptual (semantic) 
and entity (data) level. The W3C has defined axioms to make the semantic connections 
between RDFS and OWL standards. The most common are rdfs:subClassOf, 
owl:subClassOf, owl:equivalentClass and owl:disjointWith as pointed out by red 
and blue lines in Figure 7. In what follow we explain the inference reasoning that 
can be applied to discover new knowledge:

The RDF data are represented i.e., serialized by facts, some of them are listed: 
(1) ds1:Bob is a ds1:patient and is living at ds1:adr03 (2) ds1:adr03 inCity ds1:Paris 
(3) ds3:adr03 location ds3:dept75 (4) ds1:Paris sameAs ds3:dept75 (5) ds2:C20 
belongTo ds2:P15 (6)ds2:C20 infection ds2:Hazel (7) ds2:Hazel sameAs ds3:p10 

Figure 7. An example of how the life imaging data sources and open data are linked 
together using RDF/OWL
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(8) ds3:p10 propagate ds3:adr03 (9) ds2:C20 infection ds2:Hazel. For instance the 
meaning of facts 7, the concept hazel is same as the concept p10, for fact 8, the 
concept p10 is propagated to adr03.

Besides, all those facts are along with business rules called also domain rules 
provided by the expert domain to make data compliant with them.

Therefore, the inference mechanism is processed as follow:The fact (4) when 
propagated (linked) to (2) and (3) infers that ds1:adr03 and ds3:adr03 are the same 
address and the given domain rule: there can only one address street at a city. The 
semantic linking in fact (7) when propagated to fact (8) infers that the adr03 is 
infected by hazel. By considering the fact (8) and given the domain rule: there can 
only place infected by a Hazel, the three resolutions can propagate to fact (1) and 
infer the place Bob is living is infected by Hazel. This resolution when propagate 
to fact (9) and (5) infers ds1:Bob and ds3:p15 is the same patient. And then the 
medicine can be applied to the patient to be cured.

The entity resolution is operating at the conceptual (semantic) and entity (data) 
level. The W3C has defined axioms to make the semantic connections between 
RDFS and OWL standards. The most common are rdfs:subClassOf, owl:subClassOf, 
owl:equivalentClass and owl:disjointWith as depicted in Figure 7. The inference 
mechanism is using such basic semantic connections to infer connections as well 
as operators of description logics to infer other knowledge for instance (1) dbpedia: 
City ⊑ ¬foaf: Human (2) ds1: Capital ⊑ dbpedia: City (3) ds2: Hazel ⊑ ds2: p10. 
For more details of different propagation that can be applied in the context of big 
data can be found in (Benbernou, Huang, Ouziri, 2017).

Once the owner data is enriched, it is ready to be translated to the image analytics 
process module discussed in the next section.

6. IMAGE ANALYTICS

In order to simplify the analysis for the experts, we present in this section through 
use case in image analytics our contributions in scalable machine learning. This 
task is important to simplify the inference mechanism that can be used to connect 
all heterogeneous RDF fragments presented in section 5.3. The global purpose is 
the enrichment of the expert knowledge.

In fluorescent medical imaging, a biological structure (e.g. gene, chromosome, 
cell, tissue or organ) is visualised by the expression levels of so-called marker proteins 
which attach specifically to this structure. A fundamental question in cellular biology 
is the identification of the regions of homogenous pixels delimited by these marker 
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proteins via image segmentation by unsupervised learning. A segmented image 
is the partition of these pixels into the clusters induced by a learning method. We 
focus on the class of modal clustering methods where clusters are defined in terms 
of the local modes of the probability density function which generates the data. 
The most well-known model clustering method is the k-means clustering (Lloyd, 
1982). A segmentation based on solely on the fluorescence level is inadequate as the 
fluorescence level of marker proteins varies according to multiple factors, including 
most importantly the unavoidable natural, biological variation. A more adaptive 
segmentation would take into account other important data variables derived from 
the image other than the fluorescence levels, e.g. spatial localisation, topology etc. 
The k-means clustering currently used is capable of partitioning multi-dimensional 
variables but the resulting clusters are constrained to be ellipsoidal. These constraints 
imply that the k-means clustering is not well-suited to complex medical images. 
In our work, we decided to focus on density based algorithm, the most famous in 
that category is the DBScan (He, Tan, Luo, Feng & Fan, 2014) algorithm which is 
a density based algorithm which takes two parameters, ” which defines the radius 
of the hypersphere and minPts, which is the required number of points to consider 
the hypervolume as dense enough. Each times the density threshold is reached, dots 
are considered in the same clusters, the process is extended to catching points until 
the density is under the threshold. Rest of the points are considered as noise. One 
notable benefit of this algorithm is to detect automatically number of clusters with 
random shape but it remains hard to tuned efficiently.

On the other hand, Mean-Shift clusters are defined in a more flexible manner as 
the regions where these multi-dimensional variables are the densest. This leaves the 
clusters to evolve according to the local characteristics, which is well-suited to the 
task of delimiting pixels for complex biological structures. Mathematically these 
clusters are the basins of attraction to the local modes of the probability density 
function. For an image, each pixel is associated with a local mode by following the 
gradient ascent of the density function, and all the pixels associated with the same 
mode form a segmented region. The gradient ascent is estimated by the sequences 
of the nearest neighbour local means (Fukunaga & Hostetler, 1975).

On the other hand, Mean-Shift clusters are defined in a more flexible manner as 
the regions where these multi-dimensional variables are the densest. This leaves the 
clusters to evolve according to the local characteristics, which is well-suited to the 
task of delimiting pixels for complex biological structures. Mathematically these 
clusters are the basins of attraction to the local modes of the probability density 
function. For an image, each pixel is associated with a local mode by following the 
gradient ascent of the density function, and all the pixels associated with the same 
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mode form a segmented region. The gradient ascent is estimated by the sequences 
of the nearest neighbour local means (Fukunaga & Hostetler, 1975).

In our recent work, we demonstrated that the nearest neighbour Mean-Shift is 
effective for 2-dimensional non-medical images of a modest resolution. The factor 
which hinders a more widespread use of the Mean-Shift is that the sequential 
calculation of the nearest neighbours (via the dissimilarity matrix) quickly becomes 
computationally too onerous. To respond to the challenge, we have implemented a 
massively distributed version of it in the Spark-Scala Big Data ecosystem (Duong, 
Beck, Azzag, & Lebbah, 2016) and (Beck, Duong, Azzag & Lebbah, 2016).

We implement our algorithm in Scala because it is the native language in 
which Spark was implemented and so allows for optimal performance. Apache 
Spark is a fast-general purpose cluster computing system based on a master-slaves’ 
architecture. The primary abstraction of Spark is a distributed collection of items 
called a Resilient Distributed Dataset (RDD) on which we apply the $map$ and 
$reduce$ functions. Calculation times have been reduced by 10- to 100-fold, due 
notably to a rapid choice of the number of nearest neighbours and the calculation of 
approximate nearest neighbours via the random scalar projections of the “locality 
sensitive hashing” method (Indyk & Motwani, 1998) and (Slaney & Casey, 2008).

A part of experiments were realized on the Grid’5000 testbed which is the French 
national testbed for computer science research. It allows the deployment of a user’s 
own operating system within the Grid’5000 hardware. We use a dedicated Spark Linux 
image1 optimized for Grid’5000 where Apache Spark is deployed on top of Hadoop 
YARN. Only the deployment of the image is automatized: we manually reserved 
the nodes as well as manually providing the Spark cluster with our executable code. 
For production purposes with CUMULUS we hide the configuration, deployment, 
provision of the services starting with a pool of dynamically allocated resources.

As mentioned previously, image segmentation can be made more precise by taking 
to account other available information. The Mean-Shift, as we have implemented 
it, uses the spatial localisation of dense data regions. Spatial coordinates are a 
continuous variable and could be utilised as the Mean-Shift clustering has been 
developed to treat continuous variables. On the other hand, incorporating categorical 
variables (e.g. yes/no, A/B/C) whenever intermediate values which have no intuitive 
interpretation is not yet feasible.

As future work, we propose to translate the successful technique for processing 
categorical data in other clustering methods via the recoding of categorical variables 
as a series of binary variables and replacing the mean with a median. Thus, we aim 
to develop a Median-Shift clustering method that is capable of handling composite 
data, consisting of a mixture of continuous and categorical variables, in the medical 
imaging and Big Data contexts.
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7. CONCLUSION

We presented in this chapter a big data platform for enhancing life imaging activities 
in the setting of a multidisciplinary project IDV. We developed an ecosystem to 
the bio scientists and clinicians helping them to cooperate at the different levels 
for enabling to augment the research perimeter of imaging scientists and the 
extraction of new knowledge from the big multi-modal and multi-scale clinical and 
preclinical images available within the university. The platform is offering different 
services including sharing images in the same space, annotating their images using 
crowdscourcing system, linking their images through linked data technology, 
analysing their images, adding diagnostic and therapeutic value of new imaging 
methods and biomarkers. Several perspectives and enhancements raised regarding 
our experiences since the projects started three years ago, one can site enforcing 
the ethical and privacy aspects when sharing images and results, enhancing the 
multidisciplinary understanding through the platform still not mature and finally 
enlarge the platform to the international collaborations.
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ABSTRACT

A moving object database is a database that tracks the movements of objects. As 
such, these databases have business intelligence applications in areas like trajectory-
based advertising, disease control and prediction, hurricane path prediction, and 
drunk-driver detection. However, in order to extract knowledge from these objects, it 
is necessary to efficiently query these databases. To this end, databases incorporate 
special data structures called indexes. Multiple indexing techniques for moving object 
databases have been proposed. Nonetheless, indexing large sets of objects poses 
significant computational challenges. To cope with these challenges, some moving 
object indexes are designed to work with parallel architectures, such as multicore 
CPUs and GPUs (graphics processing units), which can execute multiple instructions 
simultaneously. This chapter discusses business intelligence applications of parallel 
moving object indexes, identifies issues and features of these techniques, surveys 
existing parallel indexes, and concludes with possible future research directions.
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INTRODUCTION

Through the use of location-sensing devices, very large moving object datasets 
can be collected. These datasets make it possible to issue spatio-temporal queries 
with which users can gather real-time information about the characteristics of the 
movements of objects involved in these datasets, derive patterns from that information, 
and then make decisions based on these patterns. Examples of these large datasets 
are Geolife (Zheng, Xie, & Ma, 2010) and T-drive (Yuan et al., 2010).

Geolife consists of trajectories (i.e., the time-ordered sequence of positions that 
an object occupies in time) collected with the use of GPS phones by researchers of 
Microsoft Research Asia as they went through their daily lives. T-drive contains 
the GPS logs of the positions occupied by taxis in Beijing. Both datasets are large: 
Geolife contains 17,000+ trajectories whose lengths add up to 1,200,000+ kilometers, 
and span an interval of 48,000+ hours. T-drive, on the other hand, contains the 
trajectories of 10,000+ taxis, whose lengths span 9,000,000 Km. Datasets like these 
can be used to support decisions in the transportation domain, such as: helping taxis 
find the fastest routes by mining taxi trajectories (Yuan et al., 2010), finding driving 
directions, and for urban planning (Wang, Zheng, & Xue, 2014).

Other uses of moving object datasets are the following: in epidemiology, to help 
centers for disease control and prevention make decisions on how to avoid the spread 
of the avian influenza, by tracking and studying the movements of mallards (Hill et 
al., 2017); in meteorology, to help predict the path of a developing hurricane, which 
can be done by exploiting the tendency of hurricanes to follow similar trajectories, 
thereby aiding meteorologists issue more accurate recommendations on which areas 
must be evacuated (Li et al., 2010); in law enforcement, to automatically detect drunk 
drivers, and then help police departments make decisions on how to better allocate 
their police force by area (Ge et al., 2010); in trajectory-based mobile advertising 
(Ammar, Elsayed, Sabri, & Terry, 2015), where shopping malls, by tracking the 
positions of shoppers using the mall’s WiFi, can increase their revenue by sending 
online advertising that has been tailored to the shoppers based on their movement 
patterns around the mall (Ghose, 2017); for city planning in places like Shanghai, 
to help planners decide where to build new bike lanes, while taking into account 
Shanghai’s budget limitations, and the way existing bike lanes are utilized (Bao, 
He, Ruan, Li, & Zheng, 2017); in online trajectory-sharing applications, to suggest 
attractive travel destinations based on the trajectories that others have enjoyed (Zheng 
et al., 2010); and in sports, to deduce the common plays of a given sports team 
(Buchin, Dodge, & Speckmann, 2014) from video footage, and then help coaches 
make decisions about their team’s next play.
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However, in order to obtain these spatio-temporal patterns used for decision 
making, data must be retrieved from the datasets. The problem is that moving object 
data have a large volume, come at a high velocity from different sources, and are 
uncertain. Faced with these challenges, moving object databases use indexes that 
guide the execution of the query by reducing the number of data entries that need to 
be accessed, thus providing better query performance. Indexes are also in charge of 
accurately retrieving the moving objects that satisfy the query predicate. Nonetheless, 
in order to have scalable moving object index algorithms that are able to cope with 
Big Data, indexes should be designed to be parallel, thereby allowing simultaneous 
execution of multiple instructions. In this chapter, these indexes that are designed to 
exploit the characteristics of parallel computer architectures (multicore CPUs, GPUs 
and MapReduce) are called parallel moving object indexes. We now formalize the 
context in which these indexes work.

The context of parallel moving object indexes is the following: there is a set of 
moving objects whose physical states (i.e., identifiers and positions, possibly along 
with other data like their velocities, accelerations, etc.) are continuously updated, 
but these reports have an associated noise that arises from the sensor devices used 
to measure the physical states of the objects. At the same time, there may be many 
users that could be continually submitting queries about the past, present, and future 
states of these objects. The constraints on the expected execution times for these 
queries are application dependent. In applications like disease prevention or hurricane 
path prediction, since the process to collect the data takes a significant time, there 
are no hard constraints on the execution time. On the other hand, in applications 
like drunk-driver detection, queries have harder time constraints because there are 
lives at risk, so these queries should not take more than a few seconds. Faced with 
such a scenario, indexing techniques should be able to accelerate the processing of 
these queries, while processing the new movement updates in parallel, and doing 
so in a scalable and consistent manner.

Most of the work on moving object indexes has focused on serial, instead of 
parallel, algorithms. For example: (Chakka, Everspaugh, & Patel, 2003), (Ni, & 
Ravishankar, 2005), (Šaltenis, Jensen, Leutenegger, & Lopez, 2000), (Tao, Papadias, 
& Sun, 2003), (Jensen, Li, & Ooi, 2004), (Yiu, Tao, Mamoulis, 2008), (Chen, Ooi, 
Tan, & Nascimiento, 2008), (Pelanis, Šaltenis, & Jensen, 2006), (Fang, Cao, Wang, 
Peng, & Song, 2012), (Emrich, Kriegel, Mamoulis, Renz, & Züfle, 2012), and 
(Ranu et al., 2015). There are also some works dedicated to the study of distributed 
moving object indexes, like (Gedik, & Liu, 2004), (Wang, Zimmermann, & Ku, 
2006) and (Yu, Liu, Yu, & Pu, 2015). These distributed moving object indexes, 
compared with parallel moving object indexes, as we have defined them above, have 
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additional issues like communication costs, partition tolerance, etc. and, despite 
doing distributed processing of queries on moving objects, do not assume that each 
individual computing node is running a parallel architecture.

This chapter studies the design dimensions (i.e., characteristics) and research 
issues (i.e., challenges) associated with parallel indexes for moving object databases. 
There are other works dedicated to the discussion of research issues of moving object 
data indexes. Among them we find (Wolfson, Xu, Chamberlain, & Jiang, 1998), 
which is one of the earliest works that identified some of the issues related to the 
design of serial indexes for moving objects. Another work in the area is (Güting, & 
Schneider, 2005), which describes many of the early serial techniques for indexing. 
The survey work (Hendawi, & Mokbel, 2012) discusses the challenges related to 
the evaluation of predictive spatio-temporal queries, and presents a succinct survey 
of indexes to support these queries. We also find the works (Mokbel, Ghanem, & 
Aref, 2003) and (Nguyen-Dinh, Aref, & Mokbel, 2010), which are short surveys for 
general moving object indexes up to the year of 2010, a time when still not many 
parallel spatio-temporal indexes were available. Hence, to the best of our knowledge, 
there is no survey that focuses on the design dimensions, and the research issues that 
need to be addressed in order to design moving object indexes that work on parallel 
architectures such as multicore chips and GPUs; nor is there a survey that presents 
a more up-to-date discussion of issues for the design of moving object indexes than 
(Wolfson, Xu, Chamberlain, & Jiang, 1998), that reflects the research done in the 
area in the last decade. The aim of this chapter is to fill this gap by presenting a 
discussion of such issues and design dimensions, a taxonomy based on these design 
dimensions, along with a survey of the known parallel indexes for moving object 
data and identification of possible future research directions.

The remainder of this chapter is organized as follows. The first section introduces 
moving object indexes and their applications to business intelligence. Then follows a 
section containing a discussion of the main issues that arise when designing parallel 
moving object indexes. Next comes a section that discusses the design dimensions 
of this type of indexes, and introduces a taxonomy to classify the existing work. The 
following four sections present the different design dimensions of parallel moving 
object indexes, and discuss existing techniques in each design dimension. Finally, 
the last section provides concluding remarks and future research directions.

BACKGROUND

This section discusses moving objects indexes and presents a discussion about their 
business intelligence applications.
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Moving Object Indexes

Location-sensing devices have made it possible to collect large datasets, like 
Geolife and T-drive, of locations of moving objects. Then, thanks to data analytics 
techniques, it is possible to extract knowledge from these datasets, and then use 
this knowledge when making business decisions (Ghose, 2017). Nonetheless, the 
techniques to extract knowledge from moving object datasets can be expensive both 
in terms of time and space, and this, added to the fact that location-sensing data will 
continue to grow, makes this problem of knowledge extraction from moving object 
datasets quite challenging. Therefore, there is a need for efficiently retrieving data 
from moving object datasets in order to support the expensive algorithms used in 
business intelligence.

In database systems, and in particular in moving object databases, it is often 
the case that queries have result sets that are much smaller than the tables in the 
database; therefore, these queries do not require a scan through all the data in order 
to be answered. For example, the query “find all delivery trucks that were within 
200m of the shopping mall at 1 p.m.” does not concern vehicles that were not close 
enough to the mall at that time, which we assume were the majority of the trucks. 
In this query it would be advantageous, from a performance perspective, to only 
consider as initial candidate set the one composed by those trucks that were within 
200m of the mall, instead of just testing that spatio-temporal predicate on every 
single truck in the dataset. Moving Object Databases take advantage of this fact 
through the use of special data structures, called moving object indexes, that help 
guide the execution of the query by reducing the number of data entries that need 
to be explored. By doing this, indexes reduce the number of memory accesses, 
whose times dominate the total query execution time; thereby providing better 
query performance.

Now follows an example that makes use of a spatial index called the R-tree, and 
that illustrates how moving object indexes work. The right-hand side of Figure 1 
presents trajectories that are contained within rectangles, while the left-hand side 
shows an R-tree that indexes the trajectories in the right. To find the closest trajectory 
to the query trajectory Q, the tree is traversed from top to bottom, starting at the 
node Rec1. Since Q intersects only Rec2, there is no need to check if the trajectories 
in Rec3 and Rec4 are closest to Q, because these rectangles do not intersect Q. This 
is one example of how spatial indexes can speed up queries: by eliminating from 
the candidate result set those elements in the dataset that for sure cannot form part 
of the result set.
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Using Moving Object Indexes for Business Intelligence

This section provides additional details on two applications of moving object indexes 
and datasets, and highlights the role that these indexes play in supporting business 
intelligence.

Moving object indexes and datasets can be used for trajectory-based mobile 
advertising where, by using the WiFi services provided to shoppers, malls can keep 
track of the trajectories (i.e., the sequence of positions that a moving object occupies 
as time goes by) of consumers as they wander between stores. These trajectories 
can be used to identify, in real-time, groups of shoppers that move similarly within 
the mall, and then to instantly send to these people, through their phones’ WiFi, 
targeted advertising that takes into account the stores that consumers have visited, 
how much time they spent in each shop, the crowdedness in the mall, etc. One way 
to solve the problem of grouping consumer paths is by doing trajectory clustering 
(Lee, Han, & Whang, 2007), which consists in forming clusters or groups such that 
trajectories in each cluster are very similar to each other, but very different from 
those in other groups. Once these trajectory clusters have been found, malls can 
deduce that individuals whose trajectories belong to any given group are candidates 
for being sent similar advertising material. Figure 2 illustrates this application. In 
this figure it is possible to see that several trajectories, shown with dashed lines, 
have been grouped into trajectory clusters. These clusters capture the movement 
patterns of shoppers in a mall.

A second problem that can be tackled with this strategy of trajectory clustering is 
real time drunk-driver detection (Ge et al., 2010). By using traffic cameras, streams 

Figure 1. Example of a spatial index
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of trajectory points can be collected. Then, by finding outliers in these streams, it 
is possible to find trajectories that deviate from the normal driving behavior, which 
could correspond to drunk drivers, speeding drivers, or drivers whose cars have 
malfunctions. This knowledge can then be used by police departments to identify 
efficient ways of allocating their police forces in a city.

In both these problems there are potentially large amounts of data involved. This 
is because, in the case of mobile advertising, large malls receive tens of millions of 
visitors each year, visitors whose movements need to be tracked at a relatively high 
frequency. In the case of drunk-driver detection, there are also large volumes of data 
involved because police departments need to install many cameras on the streets, 
each tracking the movement of every vehicle on those roads. Added to this challenge 
of the large data volume are two others: first, applications like these require that a 
decision be made as quickly as possible using the latest data sensed, and second, 
the moving object mining algorithms on which the solutions to these applications 
rest can have high computational costs.

In this panorama, there is a need for efficient moving object mining algorithms, 
which implies that there is also a need for moving object indexes that can efficiently 
feed data into these algorithms. Moreover, it has been proved that moving object 
indexes can greatly reduce the time complexity of trajectory clustering algorithms 
like TRACLUS, where the use of a spatial index brings down the worst-case time 
complexity from O(n2) to O(nlog n), where n is approximately the number of points 
recorded in the dataset (Lee, Han, & Whang, 2007).

Therein lies the importance of moving object indexes: they are an essential 
algorithmic tool to help moving object mining algorithms, and business intelligence, 
quickly access the data they need in order to generate knowledge and make decisions.

ISSUES OF PARALLEL MOVING OBJECT INDEXES

The following are the issues that a parallel indexing technique designed to support 
spatio-temporal queries on moving objects should address:

Measurement Uncertainty

As a consequence of the limitations of the devices (GPS, RFID, Bluetooth, etc.) 
used to retrieve and communicate the positions and velocities, there is uncertainty 
about the physical states of the moving objects (Chen, & Lian, 2012). If a moving 
object index is oblivious to measurement uncertainty, then the moving objects could 
be indexed with incorrect data, thus leading to incorrect query results. For example, 
it can be the case that because of a failing battery, the location sensor of an object 
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reports incorrect positional data that get stored in an index that is oblivious to data 
uncertainty. Then, a query such as “find the average speed of taxi number 3,” will 
use the distorted data to produce an incorrect answer.

Works like (Ma, & Lu, 2013), (Emrich, Kriegel, Mamoulis, Renz, & Züfle, 
2012a) and (Emrich, Kriegel, Mamoulis, Renz, & Züfle, 2012b) proposed serial 
algorithms that address the issue of measurement uncertainty in moving object 
indexes. However, to the extent of our knowledge there does not exist any parallel 
technique that addresses this issue.

Missing and/or Inconsistent Movement Updates

As objects move through space, they report their physical states to the database. 
However, it is not possible to guarantee that the position and velocity of a moving 
object will be known at every instant, nor is it realistic to assume that the updates 
of a given object will always be emitted at regular intervals. A moving object may, 
for example, enter a geographical area where it cannot keep emitting periodic 
updates, or it may temporarily exit the activation range of a Bluetooth base station. 
Hence, a moving object indexing technique should be able to handle the case when 
movement updates of any given object are missing, and make adequate position 
estimates in such cases.

Figure 2. Finding trajectory patterns in mall shoppers
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Consistency in a Scenario of Parallel Updates and Queries

Parallel moving object indexes need to concurrently process several updates and 
queries. Nonetheless, this poses a consistency issue because of two reasons: the first 
is that multiple updates to the same set of objects S may lead to missed writes, and 
the second is that even though all objects in S may have produced updates at the same 
time, the results of any query may only reflect the updates of a subset of S. This is 
because updates usually take longer to process than queries, so some queries may 
have seen some updates but not others. This problem has greater significance with 
parallel indexing techniques since these seek to expose all available parallelism in 
order to maximize the utilization of the computational resources; therefore, concurrent 
updates and queries are more likely in these techniques. Faced with such scenario, 
parallel indexing techniques should address this issue of guaranteeing consistency 
with multiple parallel updates and queries, while at the same time exploiting all 
available parallelism.

Load Balancing

Load balancing refers to evenly dividing the computational tasks among computing 
units in a way that each processor performs a similar amount of work. This issue 
impacts the performance of indexing because the time spent by the computational 
unit that receives the most time-consuming subtask dominates the overall cost of 
the algorithm. This issue has special significance in the context of moving object 
indexes because the movements of objects tend to be skewed. For example, during 
the day in New York City, more cars will move around downtown than anywhere else 
(Ma, Yang, Qian, & Zhou, 2009). To achieve adequate load balancing, the indexing 
techniques should take advantage of the characteristics of the data to achieve good 
load balancing (Trajcevski, Yaagoub, & Scheuermann, 2011). Therefore, a parallel 
indexing technique for moving object indexes should address the load balancing issue.

Computer Architecture and Data Access Pattern

The data access pattern refers to the manner and timing of the accesses to data on 
memory. For example, a processor can access data elements located consecutively in 
memory or it can perform random access to memory by following pointer structures; 
it may also be the case that two separate processors access consecutive elements in 
a round-robin fashion. Modern computer architectures are equipped with a variety 
of mechanisms to reduce memory access time, such as caches. The efficiency of 
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these mechanisms relies on the way that data are accessed. So, if data access does 
not respect temporal and spatial locality, and if data access works against cache 
coherence mechanisms, then the benefit of caches is mostly discarded. With regard 
to moving object indexes, ensuring the preservation of temporal and spatial locality 
of the data accesses depends on the queries that they are designed to support. In 
the case of indexes designed for efficiently querying trajectories, it is desirable that 
consecutive segments of the same trajectory are stored in nearby memory addresses. 
In the case of an index designed to efficiently support range queries, it is desirable 
that the data concerning moving objects that are close together in space be kept in 
adjacent memory addresses. Hence, a parallel indexing technique should be aware 
of the underlying computer architecture and adopt data access patterns that exploit 
the benefits of such architecture.

Indoor or Outdoor Movement

Indexing indoor trajectories poses different challenges than indexing outdoor 
trajectories. This is because in an indoor environment, the movement is constrained 
by furniture, walls, doors, etc., so the moving object may consecutively report two 
positions such that the line that connects them intersects with a wall, which will 
be an incorrect approximation to the movement of the object. Therefore, the linear 
interpolation model, which lies at the very essence of a trajectory, may either fail 
in indoor spaces (Jensen, Lu, & Yang, 2009) or force the objects to report their 
movement updates very frequently. Additionally, indoor trajectories are not sampled 
through GPS but through Bluetooth, RFID, or WIFI devices (Gu, Lo, & Niemegeers, 
2009) that do not report the velocity or an exact position of the object. Instead, 
these devices generate records containing the identifier of the moving object and 
the period during which the object stayed within the activation range (Jensen et al., 
2009) (Yang, Lu, & Jensen, 2010). Therefore, a technique oblivious to the fact that 
its objects describe indoor trajectories may not be able to work correctly if it requires 
data that is not readily available, or if it makes the assumption that the movement 
of the object is not constrained by elements in the environment.

Number of Manually-Tuned Index Parameters

Database indexes sometimes have an associated set of parameters that govern 
its behavior. For example, most database indexes, such as the B-tree (Bayer, & 
McCreight, 1970), have as parameter the number of entries that fit within a node. 
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In general, the index parameters pose a difficulty for the incorporation of the index 
into a database system because the database administrator may need to periodically 
and manually tune those parameters to ensure the best performance. This tuning job 
becomes increasingly difficult as the number of index parameters increases, and 
even more so if the parameters influence one another.

TAXONOMY OF PARALLEL MOVING OBJECT INDEXES

In the following sections we discuss the design dimensions (i.e., characteristics) 
concerning the design of parallel moving object indexes, and then use these design 
dimensions to categorize existing work. These design dimensions are the targeted 
computer architecture, the types of queries supported, the temporal nature of the 
queries, the assumptions for load balancing, and the possibility of stale query results. 
Figure 3 depicts this chapter’s proposed taxonomy.

Targeted Computer Architecture

The targeted computer architecture refers to the programming models for which the 
index is specifically designed. We classify existing parallel moving object indexes 
based on the targeted computer architectures as follows:

Figure 3. Classification of parallel moving object indexes
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• Multicore: This model assumes that there is a given number of latency-
oriented processors that have shared access to main memory and collaborate 
to accomplish a common task. Examples of techniques designed for multicore 
processors are MPB-tree (He, Kraak, Huisman, Ma, & Xiao, 2013), Sim-tree 
(Xu, & Tan, 2014), TwinGrid (Šidlauskas, Ross, Jensen, & Šaltenis, 2011), 
PGrid (Šidlauskas, Šaltenis, & Jensen, 2012), Toss-it (Akdogan, Shahabi, 
& Demiryurek, 2014), and Movies (Dittrich, Blunschi, & Vaz Salles, 2009).

• GPU: This model assumes that there is a GPU composed of a given number 
of throughput-oriented streaming processors designed to exploit hardware 
multithreading and vector-like instructions (Garland, & Kirk, 2010). GPU 
devices have several advantages: they are relatively inexpensive; on tasks that 
offer sufficient parallelism, they perform up to an order of magnitude better 
than a multicore chip (Lee et al., 2010); and they are already available in 
many desktops and workstations. These benefits, combined with the fact that 
moving object indexing offers ample parallelism opportunities, make GPUs 
another important architectural target for the design of these indexes. There 
are, however several issues concerning GPUs. First, GPUs have a relatively 
small global memory, so algorithms should be space efficient. Second, global 
memory access should be coalesced by having threads with consecutive 
indexes access adjacent memory locations. Third, due to the low throughput 
of the PCIe bus, indexes should avoid unnecessary communications from the 
host computer to the GPU. Examples of techniques designed for GPUs are 
U2STRA (Zhang, You, & Gruenwald, 2012), GPUTemporal (Gowanlock, & 
Casanova, 2014), R2GridGPU (Silvestri, Lettich, Orlando, & Jensen, 2014) 
and MLG-join index (Ward, He, Zhang, & Qi, 2014).

• MapReduce: This model assumes that there is a cluster of machines with a 
shared and redundant file system. Data are partitioned in different files that 
can be processed in parallel by applying a mapping function. Later these 
results are sorted and reduced into a single value (Dean, & Ghemawat, 2004). 
Examples of techniques designed for MapReduce are CloST (Tan, Luo, & Ni, 
2012) and Pradase (Ma, Yang, Qian, & Zhou, 2009).

Types of Queries

In this section we present several spatio-temporal queries following the work of 
(Pfoser, Jensen, & Theodoridis, 2000), which classifies these into coordinate-based 
and trajectory-based queries. The main difference between these two kinds of query 
categories is that coordinate-based queries do not require the full knowledge of the 
path that a moving object has taken in order to be answered, while trajectory-based 
queries do.
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Coordinate-Based Queries

Among the most common coordinate-based queries are the following:

• Range or Window query. Given the spatial region defined by the rectangle 
R with the bottom-left corner [lx,rx] and upper-right corner [by,ty], and a time 
interval [t1,t2], find all objects in the database that are located within the 
region R during the period [t1,t2]. An example of this type of query is “find all 
the New York taxis located in the region between 5th and 7th avenues, and 
between 29th and 34th streets from 3pm to 4pm.”

• K-nearest-neighbor query. Given a moving object o and a time interval [t1,t2] 
find the K other objects that are located closest to o during the interval [t1,t2]. 
An example of this query is “find four of my friends that are located closest 
to me between 2pm and 5pm.”

• Spatio-temporal join (Sun, Tao, Papadias, & Kollios, 2006). Given two sets 
of moving objects A and B, a tolerance distance d > 0, and a time interval 
[t1,t2], find all the object pairs (oA,oB) in A×B such that the distance between 
oA and oB is less than d during the interval [t1,t2]. An example of this type of 
query is “find all the container ships in Newark Bay that will be within 100 
meters of a whale in the next 5 minutes.”

• Continuous-intersection join (CI-join) (Zhang, Lin, Ramamohanarao, & 
Bertino, 2008). Given two sets of moving objects A and B, find the pairs (oA, 
oB) in A×B such that the extents of oA and oB intersect at some point in [tq,∞), 
where tq is the time where the query is issued. An example of this type of 
query is “find all whale pods feeding on krill swarms in the next 30 minutes.”

Trajectory-Based Queries

Trajectory-based queries are those that in order to be processed require the whole 
trajectory. Among the most common types of similarity queries there are:

• Near-Join Similarity Query (Gowanlock, & Casanova, 2014): Given two 
sets P and Q of trajectories, a real number ε > 0, find for every trajectory p∈P 
a trajectory q∈Q that is most similar to p, such that the similarity between 
p and q is not smaller than ε. For example “find the bird species whose 
migration patterns have a similarity not greater than 1.25 with that of the 
ruby-throated hummingbird.”

• Top-K Similarity Query (Ding, Trajcevski, & Sheuermann, 2008): Given 
a set S of moving object trajectories, a similarity measure σ : S S× → � , a 
set of query trajectories P S⊆  (the query set), a set of trajectories Q S⊆  
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(the database), and a positive integer K, retrieve for every trajectory p∈P the 
set Sp⊆Q such that |Sp|=K, and for every q∈Sp and qother∈Q-Sp it is the case 
that σ(qother,p) ≤ σ(q,p). For example, “find two other bird species whose 
migration patterns are the most similar to that of the ruby-throated 
hummingbird.”

Temporal Nature of the Supported Queries

The temporal nature of a query refers to whether we wish to obtain the status of 
a moving object in the past, present, or future. Therefore, we classify the existing 
parallel moving object indexes based on the temporal nature of the queries they 
support as follows:

• Historical query. A moving object query is historical if it finds out where the 
objects were in the past. This class of queries has applications in finding out 
patterns in the movement of animals (Güting, Behr, & Xu, 2010), vehicles, 
etc. Because of this query’s nature, techniques supporting this type of query 
must store all the previous locations of each object. In the case where the 
queries are historical and concern trajectories, the past locations of an object 
may need to be stored consecutively in memory to maximize the performance 
of the caches. If the historical queries supported do not involve trajectories, 
then techniques could choose to place the objects in memory in such a way 
so as to respect the spatial proximity of their locations. Pradase, MOIST, 
CloST, U2STRA, MPB-tree and GPUTemporal are examples of techniques 
supporting historical queries.

• Present-time query. A moving object query is present-time if it seeks to find 
out where the objects are at the time of the query. This class of queries is 
essential in applications such as airplane surveillance, emergency services, 
car tracking (Jensen, & Pakalnis, 2007), etc. Since this type of query 
requires only one location for each object, then indexes should store objects 
in memory such that spatially close objects are close in memory. Movies, 
Pradase, TwinGrid, PGrid, MOIST, CloST, MPB-tree, ToSS-it, R2GridGPU 
and SimTree are examples of techniques that support present-time queries.

• Predictive query. A moving object query is predictive if it seeks to find out 
where the moving objects will be in the near future. This class of queries is 
essential in applications such as airplane surveillance, emergency services, 
car tracking, etc.
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Assumptions for Load Balancing

Load balancing refers to whether every processor is assigned the same amount of 
work. Some techniques, like R2GridGPU, only ensure load balancing if the input 
data is uniformly distributed. Other techniques, like Toss-it, ensure load balancing 
without making any assumptions on the distribution of the data.

Possibility of Stale Query Results

A query result is stale if it does not reflect the last-known location of every object. 
Some techniques, like PGrid, do not allow stale query results, but need expensive 
serialization steps to ensure that the indexes used to report the query results are 
always up-to-date. On the other hand, indexes like Movies allow stale query results 
to maximize the availability of the index.

Impact of the Design Dimensions on Parallel 
Moving Object Indexing Techniques

Table 1 presents a comparison of the surveyed moving object indexing techniques in 
terms of their features (i.e., the challenges they address and their design dimensions). 
This table marks for each technique its respective design dimensions along with 
the issues it addresses. For example, R2GridGPU (Silvestri et al., 2014) is a GPU 
technique that supports both range and kNN present-time queries, makes assumptions 
in order to ensure load balancing, may produce stale query results, is for outdoor 
moving objects, does not address the issue of uncertainty, and does not support 
compression. Regarding the issue of stale query results, the techniques U2STRA, 
GPUTemporal, and TKSimGPU are checkmarked to denote that they address this 
isssue. However, these are techniques designed for processing historical queries 
and they assume that all the data is already available in memory. Therefore, queries 
results cannot be stale, not by explicitly making provisions to address the issue, but 
by the very definition of historical queries.

In Table 1 we observe that none of the parallel techniques surveyed addresses 
any of the issues of uncertainty, or support for indoor movement. We have left the 
columns corresponding to these features/issues empty in order to stress this point, 
and to also emphasize that these are avenues for possible future research.

We now justify our taxonomy by giving examples of how the design dimensions 
can impact parallel moving object indexing techniques:
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• Impact of the Targeted Computer Architecture: The targeted computer 
architecture/model greatly impacts the underlying technique. For example, 
a GPU moving object index must efficiently use the very limited global 
memory of the device, as opposed to a multicore or a MapReduce index, 
where this issue is of a slightly lesser concern because of the larger memory 
space of these models. Another example is that MapReduce indexes, by their 
own nature, are structured in terms of a map and a reduce stages, which is not 
necessarily the case of GPU or multicore indexes. Programming models like 
MapReduce are primarily designed for batch processing instead of real-time 
processing. This means that MapReduce indexes receive as input a set of 
spatial queries, and then process these queries with no hard time constraints. 
However, in some applications, like real-time drunk-driver detection, there 
are stricter time constraints because lives are at stake. In these cases, indexes 
that can handle real-time queries are preferred, which usually implies that the 
index must be for a model other than MapReduce.

• Impact of the Type of Queries Supported: This impacts the design of 
parallel moving object indexes because it determines the nature of the query 
processing algorithm and the type of data that needs to be stored and retrieved. 
For example, near-join similarity queries require finding trajectories with a 
similarity at least greater than a certain value, and the algorithm to process 
this query is completely different than that to process a CI-join algorithm.

• Impact of the Temporal Nature of the Queries: The temporal nature of 
the queries has an impact on how much data the index must store. This is 
because, for example, historical queries need to store a large portion of the 
past states of the moving objects, while present-time queries need to store 
only the most recent positions.

• Impact of the Assumptions for Load Balancing: By making additional 
assumptions about the distribution of the objects, the algorithm can be made 
simpler while at the same time ensuring load balancing. For example, a 
technique that assumes that objects are uniformly distributed in space may, 
for example, assign a processor to process the objects contained in each cell 
in a grid (e.g. R2GridGPU). However, if the distribution is not uniform, the 
computational load will be unbalanced.

• Impact of the Possibility of Stale Query Results: This impacts parallel 
moving object indexes because in order to avoid stale query results, 
indexes must answer queries using the last-known information about the 
moving objects, and for this, parallel indexes may need to ensure correct 
synchronization between different processors.
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TARGETED COMPUTER ARCHITECTURE DIMENSION

In this section we discuss techniques based on the computer architecture that they 
target. These architectures can be GPUs, multicore CPUs and MapReduce.

Multicore

This section presents moving object indexes designed for multicore architectures. 
Examples of techniques in this category are the MPB-tree (He et al., 2013) and the 
Sim-tree (Xu, & Tan, 2014).

The key idea of MPB-tree consists in decomposing the moving object data, which 
lives in d-dimensional time-space, into its projections over each of the d dimensions 
of the time-space. Each dimension is indexed separately using special binary trees. 
These d dimensions can then be searched independently and in parallel using 
different CPU threads. For example, to process a two-dimensional query window 
with the bottom-left corner having coordinates (l,b), and the top-right corner with 
coordinates (r,t), the window is split into 2 intervals: the one in the x axis is [l,r], 
and the one in the y axis is [b,t]. These two intervals are then searched independently 
and in parallel, producing two separate candidate sets. Then the algorithm proceeds 
to intersect these two sets, so that it can find the objects that were located exactly 
inside the window during time tq.

Another example of a moving object index for multicore architectures is Sim-
tree, which is designed to support traffic simulations on road networks. Its key 
idea consists in using the average number of objects per unit of area to build a 
nearly-balanced binary tree whose leaves contain the moving objects. Each step of 
the simulation consists of an initial stage where the range queries of all objects are 
processed, and a second stage that cannot start until all objects have finished their 
initial stage for that simulation step; during this second stage all objects send their 
movement updates. This means that Sim-tree has the disadvantage that updates and 
queries are not processed concurrently. Moreover, Sim-tree only parallelizes range 
queries by assigning separate threads to separate queries.

Both the MPB-tree and the Sim-tree make special assumptions about the 
distribution of moving objects in order to guarantee load balancing. MPB-tree 
assumes that the objects follow a uniform distribution, while Sim-tree assumes that 
the density of objects is constant at each step.
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GPU

In this section we will discuss techniques for indexing moving objects on GPUs. 
R2GridGPU (Silvestri et al., 2014) and MLG-join index (Ward et al., 2014) are 
examples of techniques in this category.

R2GridGPU’s fundamental idea consists in dividing the time domain into equal-
length periods, called ticks, and then batch processing all the queries and movement 
updates that take place within each of these ticks. The purpose of this is to accumulate 
the tasks that need to be performed, and then submit this set of tasks to the GPU. 
By doing this, the GPU can better utilize its simultaneous multi-threading-focused 
design. To help ensure that the computational load can be distributed among the 
processing units, this technique relies on a uniform grid of cells that is rebuilt at the 
start of the processing stage of each tick. Each object is then assigned to the unique 
grid cell that contains them, and every window query is assigned to the grid cell 
that contains its lower left corner.

To process a set U of updates and a set Q of queries, both corresponding to the 
same tick, R2GridGPU does as follows. A regular grid is placed over the MBRs 
of all objects and updates. After this, it builds for each cell c a corresponding two-
dimensional array Bc (called a bitmap) that satisfies Bc[o][q]=1 if and only if object 
o’s last location belongs to c, query q’s primary cell is c, and o belongs to the query 
result set of q. To calculate these bitmaps Bc, a single GPU thread block is assigned 
to every c. Each GPU thread Ti within a GPU thread block Bi is in charge of a query q 
that has ci as primary cell. Ti tests for all objects o in ci whether o belongs to q or not.

The MLG-join index computes CI-joins between two sets of objects A and B 
on GPUs. Its key idea consists in placing the objects in A in an array, and then 
partitioning that array into multiple consecutive chunks of objects (partitions). Then 
each of these partitions is independently indexed by a uniform grid, called layer. 
This allows threads with consecutive thread indexes to access objects located in 
adjacent memory locations, which is an efficient memory access pattern for GPUs.

To build the index, this technique takes as inputs two arrays of objects A and 
B, and such that every entry of the arrays contains the state of an object. Then the 
array corresponding to A is partitioned into n consecutive equi-sized subarrays 
(partitions) A1,A2…,An. Each thread block is assigned a partition Ai to work on, so 
that cell c of the layer corresponding to Ai has value 1 if there exists an object in Ai 
whose extent intersects with c. To this end, threads with consecutive indexes access 
consecutive object data.
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To process a CI-join, this technique first builds the index. After this, the algorithm 
constructs a matrix M with |B| rows and n columns satisfying that M[b][i]=1 if the 
extent of object b intersects with the extent of some object in partition i during the 
interval [t,t+Δ], where Δ>0 is a user-defined parameter. To construct this matrix, 
a thread is assigned to each b∈B and these threads read the data associated with 
the movement of b. Again, threads with consecutive indexes access consecutive 
elements of B in the array. Finally, during the intersection step every thread block 
tests, for every object a in its corresponding partition Ai, whether the extent of a 
intersects with the extents of those objects b∈B such that M[b][i]=1 at some point 
during the interval [t,t+Δ].

TKSimGPU (Leal, Gruenwald, Zhang, & You, 2015) is a top-K trajectory 
similarity query processing algorithm for GPUs. Its key idea consists in estimating 
a parameter ε of a near-join similarity query, and then performing successive near-
join similarity queries with increasingly larger ε until every trajectory has at least K 
most similar trajectories. All this is done, while ensuring efficient memory accesses 
by storing the points of trajectories consecutively in memory.

R2GridGPU, MLG-join index and TKSimGPU exploit the issue of global memory 
coalescing on GPUs by having threads with consecutive indexes access consecutive 
memory locations. However, the issue of the limited size of GPUs is not addressed 
by either technique because if the input datasets are larger than the limited memory 
space, then they cannot be processed on the GPU.

MapReduce

An example of a technique designed for MapReduce (Dean, & Ghemawat, 2004) 
is Pradase (Ma et al., 2009), designed to answer trajectory and range queries. This 
technique keeps two data structures: the partition-based multilevel index (PMI), to 
answer range queries, and the object inverted index (OII), to answer trajectory queries.

To create the PMI, during the map phase, the space is recursively partitioned 
just like with quadtrees (Samet, 1984). Then, each trajectory segment s is split into 
multiple trajectory segments s1,s2,… to ensure that each of the si is wholly contained 
inside a single grid cell (Chakka, Everspaugh, & Patel, 2003). The computing nodes 
then generate pairs of the form (pid,seg), where pid is the grid cell identifier, and seg 
is the segment. During the reduce phase, each reduce node receives a pair (pid,{s}), 
where {s} denotes the set of all indexed trajectory segments that are wholly contained 
inside the grid cell with identifier pid. The set of pairs {(pid,{s})} constitutes the 
PMI index. Pradase creates the OII as follows. During the map phase, the compute 
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nodes generate pairs of the form (oid,seg), with the same meaning as above. Then, 
during the reduce phase, each object with identifier oid has a single pair of the form 
(oid,{s}). After this, Pradase builds a hash index that maps oid to its corresponding 
trajectory segments.

To answer range queries, during the map phase, each computing node n is assigned 
a grid cell c of the PMI. Then, node n checks if the grid cell ci intersects with the 
window W, and if it does, it uses the PMI to generate a set of pairs of the form 
(oid,segments(oid,ci)), where oid is the object identifier and segments(oid,ci) denotes 
the trajectory segments described by the object with identifier oid that lie completely 
inside the grid cell ci. During the reduce phase, each reduce node receives tuples of 
the form ( , ( , ))oid segments oid c

c grid ii
∪ ∈ , where ∪ ∈c grid ii

segments oid c( , )  denotes 

the set of all segments corresponding to the object with identifier oid that lie inside 
the query window.

Another example of a moving object index for MapReduce is CloST (Tan, Luo, 
& Ni, 2012), which is a technique to answer spatio-temporal range queries. Its key 
idea consists in using a mixed hierarchical partitioning that combines temporal and 
spatial criteria to divide the data into chunks that can later be exploited to process 
queries in parallel.

TEMPORAL NATURE OF SUPPORTED QUERIES DIMENSION

In this section we discuss different parallel moving object indexes based on the 
temporal nature of the queries that they support. The temporal nature of the supported 
queries can be either historical queries, present-time queries, or predictive queries, 
depending on whether they seek to find the location of a moving object in the past, 
in the present or in the future, respectively. We categorize parallel moving object 
indexes, according to the temporal nature of the queries supported, into three groups 
described in the following sections.

Historical Queries

This section presents techniques designed to support historical queries, i.e., queries 
that retrieve the past locations of objects. U2STRA (Zhang, You, & Gruenwald, 
2012) and GPUTemporal (Gowanlock, & Casanova, 2014) are two examples of 
techniques in this category.
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The U2STRA index was proposed to process trajectory similarity queries on 
GPUs. Its key ideas consist in adapting the filter-and-refine strategy (Jacox, & 
Samet, 2007) for the case of trajectory data, and then arranging trajectory data in 
contiguous locations in memory, so that accesses to the GPU’s global memory can 
be easily coalesced.

To store trajectories, U2STRA uses two arrays: the trajectory index array (TRI) 
and the array of points. Points in a trajectory are stored consecutively in memory 
such that the ith entry in TRI is the index of the first point (in the array of points) 
of the ith trajectory.

To process a near-join trajectory similarity query, U2STRA places a uniform grid 
on the space of the trajectories. Then, this technique associates with every trajectory 
p in P its ε-expanded minimum bounding rectangle (eMBR), where ε is the range 
parameter of the near-join similarity query. An ε-expanded eMBR is an MBR that 
has been expanded by ε in all directions. The idea behind this is that if the eMBR 
of a trajectory p does not intersect with the MBR of another trajectory q, then 
the distance between p and q is greater than ε. U2STRA then generates candidate 
trajectory pairs (p,q) if the eMBR of p and the MBR of q both intersect the same 
grid cell. During the refine phase, every thread block b is in charge of finding the 
Hausdorff distance between a pair (p,q) of trajectories.

GPUTemporal (Gowanlock, & Casanova, 2014) is another historical query index 
for answering near-join similarity queries. This index works using CPUs and GPUs. 
Its key idea consists in partitioning trajectories into disjoint sub-trajectories, then 
dividing the temporal dimension into uniformly-sized bins, and then placing the 
segments that make up the trajectories of the database into these bins. Every segment 
will belong to exactly one bin. The advantage of this index is that, to answer near-
join similarity queries, if a trajectory segment s does not intersect with bin b, then 
there is no need to compare trajectory segment s against the trajectory segments in 
b, thus pruning away all segments in b.

GPUTemporal has the disadvantage that it uses a single CPU thread to perform 
certain critical tasks within the construction of the index and the processing of 
queries, and this, according to Amdahl’s law, can limit the speedup attained by this 
GPU algorithm when compared against a serial algorithm.

Present-Time Queries

This section discusses techniques that support present-time queries, i.e., queries 
that find the current positions of objects. Movies (Dittrich et al., 2009) (Dittrich et 
al., 2011) is an example of an algorithm in this category.

Movies uses the snapshot idea, consisting in servicing updates and queries at 
time i with two separate indexes. Both indexes consist of two elements: an update 
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buffer Ui and an index Ii, to serve queries. Then, to ensure consistency, it periodically 
suspends updates and copies the update buffer onto the index. The update buffer 
contains for each object a tuple with the object identifier, the position and velocity 
of its last update. The index, on the other hand, consists of entries with the structure 
(zCode,v,oid), where zCode is the location code that indicates in which cell the 
object is located, v is the velocity vector and oid is the object identifier.

To process range queries, Movies receives the window and the time parameter. 
Then it finds the corresponding z-order values (following the Z-curve that was 
imposed over the space domain) for the cells that contain A and B, which we call 
zlow and zhigh, respectively. Then it performs a search with zlow over the zCode field 
of the index to locate the first object o such that o.zCode ≥ zlow. Once o is found, the 
algorithm linearly scans forward over the index table testing if each object it finds 
belongs to the window range defined by A and B, until it finds the first object o’ 
such that o’.zCode > zhigh.

Movies takes advantage of shared-memory processing by dedicating some threads 
to query processing, one to update processing, and others to prepare the indexes at 
each time frame i. Since query processing is done on the update buffers, and update 
processing is done on the indexes, no contention arises for the same data, so there 
are no locks necessary for parallel update and query processing. Regarding parallel 
preparation of the indexes, this is done by partitioning both the indexes and the 
update buffers into equally-sized domains or partitions (to ensure load balancing) 
such that, at time frame Ti, multiple threads can work on separate data by copying 
the updates of its own partition from Ui to Ii+1.

Two disadvantages of Movies are: first, that during the periods when the update 
buffer is copied to the index, it is not available to process any other queries, and 
second, that it its query results can be stale, i.e., they may not reflect the true location 
of the object at the time of the query.

Predictive Queries

To the extent of our knowledge, there do not exist parallel moving object indexes 
for predicting the future locations of objects.

ASSUMPTIONS TO ENSURE LOAD BALANCING

This section presents techniques based on the assumptions that they make in order 
to ensure load balancing. To this end, some techniques assume that the spatial 
distribution of the objects is uniform, while others do not assume anything about 
the distribution of the objects.
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Make Assumptions to Ensure Load Balancing

R2GridGPU (Silvestri et al., 2014) achieves load balancing when answering range 
queries by placing a uniform grid in the space where objects move, and then assigning 
a processing unit (GPU thread block in this case) to process each cell c. Then, each 
processing unit checks if the objects intersecting cell c are contained in each of the 
range queries intersecting c. The disadvantage of this approach is that it only works 
if the moving objects are distributed uniformly in space, an assumption that may 
not always hold (Ma et al., 2009).

No Assumptions to Ensure Load Balancing

Parallel moving object indexes in this category guarantee load balancing under all 
kinds of distributions. An example technique in this category is ToSS-it (Akdogan 
et al., 2014), which is a multicore index that to answer present-time queries. Its key 
idea consists in periodically re-building from scratch an index structure composed 
of a hierarchy of Voronoi diagrams, and combining this with strategies to ensure 
load balancing under all distributions, and to minimize the communication overhead 
between different processors.

The key idea behind ToSS-it is to first select a set of objects, called pivots, such 
that pivots dist o o

P o o Pi i
= ( )∑ ∈argmax ( , ')

, '
. Then, it partitions, in parallel, the set 

of objects O into equally-sized subsets (partitions), Oi, by different subsets to different 
processors. Each Oi has a pivot object pi, and all objects in Oi satisfy that they are 
closest to Oi’s pivot than to other pivots.

To answer a range query q, one of the computational nodes of ToSS-it, called Ninit, 
receives the query parameters. This node then finds the node Nq whose associated 
partition contains p, and then Ninit forwards the query to Nq.

STALE QUERY RESULTS DIMENSION

In this section we discuss techniques based on whether their query results could 
have stale data. We classify techniques into those that allow stale query results, and 
those that do not.

Stale Query Results Allowed

This section presents techniques that may return stale query results. An example 
of these techniques is TwinGrid (Šidlauskas et al., 2009) (Šidlauskas et al., 2011). 
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TwinGrid is a moving object index for present-time queries. This technique uses 
multiple threads of execution to process movement updates and queries in parallel. 
TwinGrid follows the snapshot idea (Dittrich et al., 2009) consisting in servicing 
updates with the writer-store, and queries with the reader-store.

TwinGrid statically partitions the space into uniform cells. Each cell has an 
associated list of buckets. Each bucket is composed of adjacent entries, which 
ensures data locality when processing range queries because objects that are near 
each other in space are more likely to be loaded into the same cache line. Each entry 
has the format (oid,x,y) where oid is the identifier of the object and x and y are its 
coordinates. Additionally, TwinGrid has a dictionary (secondary index) that, given 
the identifier of an object, returns the bucket and the grid cell where the object is 
located. The reason for this is to efficiently support updates: once an object reports 
an update it can be determined in constant time whether the new update is located 
in the same cell, and then, the entry of the object is found to make modifications.

To deal with concurrent updates to the writer-store, each time a worker thread 
updates an object o to position Anew it first needs to fetch the old position Aold of o 
using the secondary index. Then it checks whether Anew belongs to the same cell as 
Aold. If it does (i.e, the update is local), the thread acquires a lock on o in the secondary 
index to avoid other conflicting updates to o from other threads. Then the thread 
updates the bucket entry for o. If the update is not local, the thread needs to try to 
acquire a lock on the cells cell(Aold) and cell(Anew) (the order of lock acquisition is 
fixed among all threads to avoid deadlock). The purpose of this is to avoid missing 
writes to the lists of buckets associated to both cells in the case when two threads 
perform non-local updates to the same cells. Once the thread locks cell(Aold) and 
cell(Anew), it tries to acquire the lock on o in order to remove the old entry for o from 
the buckets of cell(Aold) and insert the new entry in the list of buckets for cell(Anew).

To process range queries, the reader-store is used. First, it finds all the cells that 
are completely contained within the window, and then adds all the entries associated 
with the bucket lists of these cells to the result set. After doing this, it finds all the cells 
that partially overlap (but are not wholly contained) with the window and explores 
all the object entries associated with these cells one by one, testing them against 
the query predicate to decide whether they will form part of the result set or not.

Stale Query Results Not Allowed

This section presents techniques that do not allow stale query results. An example 
of such techniques is PGrid (Šidlauskas et al., 2012), which is designed to answer 
present queries. Just like TwinGrid, it processes movement updates and queries 
on multicore CPUs. Unlike TwinGrid, PGrid keeps only a single version of the 
spatial grid and avoids the need to copy from the writer-store to the read-store, 
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which impacts database availability and is responsible for wasted CPU cycles when 
copying objects that did not change their positions. Now, since queries and updates 
are performed concurrently over the same reader/writer-store, it can be the case that 
while a query is in the process of execution there are objects within the query region 
that are being updated. Hence, to ensure a well-defined behavior, PGrid introduces 
freshness semantics which guarantees that all the updates to moving objects that 
occurred before the time at which the query began processing will be reflected in 
the query result, and that for those objects whose last updates occurred during the 
execution of the query either their last updates or their second-to-last updates will 
be reflected in the result.

This technique uses almost identical structures as those of TwinGrid. The grid 
is also uniform and statically partitioned, and each cell points to a list of buckets 
containing the objects located within that cell, such that the first bucket of each 
cell is not full, just as it does in TwinGrid in order to ensure that updates do not 
need to scan through the whole list of buckets of a cell. Each entry in the bucket 
has the structure (oid,x,y,tu), where oid is the identifier of the object, x and y are 
its coordinates and tu is the update timestamp. The secondary index consists of a 
dictionary indexed by object identifiers. Each entry in the secondary index has the 
structure (oid,cell,bckt,idx,ldCell,ldBckt,ldIdx,lock), where oid corresponds to the 
identifier of the object, cell is a pointer to the cell within the grid, bckt is the pointer 
to the bucket, idx is the offset within the bucket of the entry that corresponds to the 
object, ldCell is the logically deleted cell, ldBckt is the logically deleted pointer to 
the bucket and offsets, and lock is the associated lock. The purpose of these logically 
deleted entries is to store the second-to-last updates, which are necessary in order 
to guarantee freshness semantics.

To perform an update to a moving object o, PGrid (just like TwinGrid) acquires 
a lock for the object to avoid missing writes with other updater threads. After this it 
uses the secondary index to find the cell and bucket entries associated with o. Once 
this is done, it verifies whether there are any logical deletions performed on o. Then 
it verifies if the update to o is local (the new position falls in the same cell as the 
previous one); if it is, it just modifies the entry for o with the new data; otherwise, 
it inserts the new position of o into the new cell and then performs a logical deletion 
of the old entry. To perform this insertion, the updater thread needs to acquire a 
lock on the new cell to avoid that other threads modify the list of buckets and leave 
it in an inconsistent state. Then it writes the object in the first block and frees the 
cell lock. PGrid processes range queries like TwinGrid.
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CONCLUSION AND FUTURE RESEARCH DIRECTIONS

This work identified design dimensions and research issues concerning parallel 
moving object indexes, and surveyed existing techniques in this area. As shown 
in Table 1, none of the surveyed parallel techniques addresses all the issues. In 
particular, none of them is a parallel indexing technique that supports queries with 
uncertain data, and none of them is a parallel indexing technique supporting indoor 
movement. Hence, developing an indexing technique that addresses these issues 
would be another important research avenue. The idea of such technique would be 
to cope with volume and velocity of Big Data by exploiting parallelism, and to cope 
with veracity by considering probabilistic models to quantify uncertainty.

From Table 1 we can see that among the surveyed techniques, only Movies (Dittrich 
et al., 2009) and CloST (Tan et al., 2012) are designed to support data compression. 
We believe that this issue deserves to be addressed by future techniques because of 
two reasons. The first one is that in the context of Big Data there is a very high volume 
of data that needs to be shared. In this scenario, compression algorithms can help 
reduce communication costs. The second reason is that the memory space is usually 
much smaller than the data; this in turn may lead to wasting time performing I/O. 
By using compression algorithms, it is possible to increase the size of the working 
set of the algorithm, thereby decreasing the I/O cost.

After examining Table 1, we observe that a substantial number of the surveyed 
techniques do not explicitly address the issue of ensuring computational load balancing 
for arbitrarily distributed sets of moving objects. On the other hand, techniques such 
as R2GridGPU make the explicit assumption that the objects distribute themselves 
uniformly in time and space, and then distribute the loads to the computational 
resources accordingly. However, the movement of many objects, such as people 
walking at noon around the downtown area of any major city in the USA, tends to 
exhibit a non-uniform behavior in time and space, which may cause a situation in 
which some processing units stay idle while others are working. Ideally, one would 
like a technique that achieves adequate load balancing with diverse spatio-temporal 
distributions of moving objects. Addressing this issue may, of course, lead to higher 
complexity in the maintenance of the index, which may negatively impact other 
performance measures. In this regard, it would be an interesting topic for future 
research to find indexes that achieve acceptable load balancing without sacrificing 
altogether simplicity and performance.

From Table 1 we can conclude that, with the exception of Sim-tree, almost all 
non-MapReduce-based multicore indexes focus exclusively on addressing only 
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present-time queries, and do not strive to provide support for historical and trajectory 
queries. We consider that, given the importance of these types of queries and the 
prevalence of multicore machines, another future research topic could be to design 
non MapReduce-based multicore indexes that support these queries.
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KEY TERMS AND DEFINITIONS

GPU: Graphics processing unit; a parallel co-processor that is designed to render 
the graphics in a computer, but that can also be used for general purpose programming.

Moving-Object Index: A database index that stores a set of moving objects and 
that allows the efficient retrieval of their spatio-temporal properties.

Parallel Index: A database index that is designed to exploit the characteristics 
of parallel architectures (multicore CPUs, GPUs, MapReduce, etc.) by allowing the 
simultaneous execution of several queries.
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Spatio-Temporal Query: A type of query that involves a spatio-temporal 
predicate. For example, “retrieve all the cars located in a 2 miles radius from Times 
Square”.

Stale Query Result: A query result set such that it does not reflect the current 
spatio-temporal state in the real world.

Trajectory: The time-ordered sequence of positions that a moving object occupies 
in space as time goes by.

Trajectory Clustering: A data mining task that consists in dividing a set of 
trajectories into groups or clusters, such that the trajectories contained in any cluster 
are very similar to each other, and very dissimilar from trajectories in different clusters.
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ABSTRACT

A wide range of smart mobility technologies are being deployed within urban 
environment. These technologies generate huge quantities of data, much of them in 
real-time and at a highly granular scale. Such data about mobility, transport, and 
citizens can be put to many beneficial uses and, if shared, for uses beyond the system 
and purposes for which they were generated. Jointly, these data create the evidence 
base to run mobility services more efficiently, effectively, and sustainably. However, 
generating, processing, analyzing, sharing, and storing vast amounts of actionable 
data also raises several concerns and challenges. For example, data privacy, data 
protection, and data security issues arise from the creation of smart mobility. This 
chapter highlights the various privacy and security concerns and harms related to 
the deployment and use of smart mobility technologies and initiatives, and makes 
suggestions for addressing apprehensions about and harms arising from data privacy, 
protection, and security issues.

INTRODUCTION

The concept of a data-driven mobility involves an intensive use of information 
technologies for collecting and processing the information that the city generates 
using the sensors deployed or other data sources, such as traffic cameras or any other 
source of unstructured information. At their very core, data-driven mobility utilizes 
the power of data and connectivity to enable a better functioning environment. Like 
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managing traffic lights in line with the street’s flow, or introducing a smart parking 
system. Nevertheless, city-managing mobility is a tough one. The larger the city, 
the bigger the problem. Though restricting access, such as introducing traffic fees, 
could have its merits, a future solution may want to focus less on private cars and 
more on other players in the traffic system. The road, the buildings, the busses and 
taxi fleets are all part of the same city, the same problem, and could potentially be 
part of the solution. Thousands of sensors are constantly recording massive amounts 
of data which can help not only in predicting traffic trends, but also with making 
emergency events more seamless. Having better functioning public transport can 
contribute to decreasing congestion and better traffic management on its own. Using 
big data applications could potentially improve the public transport system with 
minimal investment. It could help with balancing supply and demand such as by 
tracking passenger flow and managing the fleet accordingly or provide customized 
solutions to users, and incentivize or penalize the use of a specific route choice as 
opposed to another. In this regard, first need to gather, validate, link, and store the 
data, which is an ongoing challenge for many cities.

Urban mobility technologies generate huge quantities of data, much of them in 
real-time and at a highly granular scale. These data about cities and their citizens 
can be put to many beneficial uses and, if shared, for uses beyond the system and 
purposes for which they were generated. Collectively, these data create the evidence 
base to run cities more efficiently, productively, sustainably, transparently and fairly. 
However, generating, processing, analyzing, sharing and storing enormous amounts 
of actionable data also raise many concerns and challenges.

Key amongst these are the data privacy, data protection, and data security issues 
that arise from the creation of smart mobility. Many smart mobility technologies 
capture personally identifiable information (PII) and household level data about 
citizens – their characteristics, their location and movements, and their activities – 
link these data together to produce new derived data, and use them to create profiles 
of people and places and to make decisions about them. As such, there are concerns 
about what a smart mobility means for people’s privacy and what privacy harms 
might arise from the sharing, analysis and misuse of urban big data. In addition, 
there are questions as to how secure smart mobility technologies and the data they 
generate are from hacking and theft and what the implications of a data breach are 
for citizens. While successful cyberattacks on cities are still relatively rare, smart 
mobility technologies raise many cybersecurity concerns that require attention.

To date, the approach to these issues has been uncoordinated due to the ad-hoc 
way they were developed. However, given the potential harms to citizens and the 
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associated costs that can arise, and the potential benefits at stake, this approach should 
not be allowed to continue. The challenge is to devise smart mobility solutions and 
gain the benefits of their deployment while maintaining infrastructure and system 
security and systematically minimizing any pernicious effects and harms.

This chapter presents the development of smart mobility and urban big data, 
highlights the various privacy and security concerns and harms related to the 
deployment and use of smart mobility technologies and initiatives, and makes 
several suggestions for addressing fears about and troubles arising from data privacy, 
protection and security issues. The chapter concludes that a core requirement for 
creating smart mobility is the adoption of an ethical, principle-led approach designed 
to best serve the interests of citizens.

URBAN MOBILITY

Mobility has significantly evolved in the past, under the influence of industrial 
evolutions. Following the first industrial revolution enabled by the invention of steam 
powered technology, the railway industry emerged. The second industrial revolution 
with mass production enabled the emergence of the automobile industry and, closer 
to us, the third industrial revolution with digitalization enabled the emergence of 
computer-aided travelling (for example GPS in a car). Today we are entering what 
could be called a fourth industrial revolution, represented by industry and technology 
convergence, leading to the emergence of for example clean energy vehicles or 
connected mobility solutions. This evolution is particularly noticeable over past 
years in network industries (such as telecommunication and media, utilities and the 
mobility industry) as well as in B2C industries (such as retail and healthcare) where, 
driven by evolving customer needs and enabled by rapidly evolving technology, 
business models are continuously evolving.

Urban mobility is one of the toughest challenges that cities face today as existing 
mobility systems are close to breakdown. In addition to the increasing demand 
for urban mobility, mobility needs are evolving. Shifting travel habits, demand 
for services to increase convenience, speed and predictability, as well as growing 
customer expectations toward individualization and sustainability will require 
mobility services portfolio extension as well as business model transformation, 
while expert players from other sectors are assessing prospects to play a role in the 
extended mobility ecosystem.
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Data-Driven Urban Mobility

The promises of data-driven mobility are appealing and there is no doubt that 
data-driven mobility technologies help to create smart cities. The drive to create 
data-driven mobility also raises several concerns and risks, which can be classified 
into eight broad types (Kitchin 2014a):

1.  It typically treats the city as a coherent, rational machine, rather than a complex 
system full of wicked problems and competing interests;

2.  It promotes a strong emphasis on creating technical solutions and overly 
promotes top-down technocratic forms of governance, rather than political/
social solutions and citizen-centered deliberative democracy;

3.  The technological solutions forwarded often treat cities as a historical and 
as generic markets, promoting one-size fits all technical fixes rather than 
recognizing the need for bespoke solutions tailored to city characteristics and 
needs;

4.  The technologies deployed are portrayed as being objective, commonsensical, 
pragmatic and politically benign, rather than thoroughly political, reflecting 
the views and values of their developers and stakeholders;

5.  It promotes the corporatization and privatization of city services, with the 
developers of smart mobility technologies capturing city functions as market 
opportunities which are run for profit rather than the public good, and potentially 
create propriety technological lock-ins;

6.  It prioritizes the values and investments of vested interests, reinforces 
inequalities, and deepens levels of control and regulation, rather than creating 
a more socially just and equal society;

7.  The technologies deployed have profound social, political and ethical effects: 
introducing new forms of social regulation, control and governance; extending 
surveillance and eroding privacy; and enabling predictive profiling, social 
sorting and behavioral nudging;

8.  The technologies deployed potentially produce buggy, brittle and hackable 
urban systems which create systemic vulnerabilities across critical infrastructure 
and compromise data security, rather than producing stable, reliable, resilient, 
secure systems.

These concerns and risks, and associated debates, are generally little known within 
wider society. As such, we are still very much at the stage of trying to understand 
and grapple with the consequences of producing smart mobility and data-driven 
urbanism, and to create new policies, standards, regulations and laws that enable 
their benefits to be realized whilst minimizing any pernicious effects.

 EBSCOhost - printed on 2/8/2023 7:31 PM via . All use subject to https://www.ebsco.com/terms-of-use



110

Privacy and Security in Data-Driven Urban Mobility

URBAN DATA

Central to the creation of smart mobility is the generating, processing, analyzing and 
sharing of vast quantities of data about city infrastructure, services, and citizens. 
Indeed, smart mobility technologies are precisely about making cities data-driven: 
enabling city systems and services to be responsive to and act upon data, preferably 
real-time data. It is thus no coincidence that the drive to create smart mobility 
dovetails with the unfolding data revolution. This revolution consists of five main 
elements (Kitchin 2014a, 2014b, 2015):

1.  The wide scale production of big data: data that are continuously produced, 
exhaustive to a system, fine-scaled, relational, and flexible;

2.  The scaling of traditional small data into data infrastructures (digital repositories), 
enabling datasets to be shared, conjoined and analyzed in innovative ways;

3.  The creation of linked data that seeks to transform the internet into a ‘web of 
data’, enabling all documents to be rendered as data and to be harvested and 
linked together;

4.  The publishing of open data, making data publicly available and free to use 
that was previously locked inside institutions;

5.  The development of new data analytics that often rely on machine learning 
techniques which can cope with and draw insight from very large datasets (e.g., 
data mining and pattern recognition; data visualization and visual analytics; 
statistical analysis; and prediction, simulation, and optimization modelling).

Most technologies are producing urban big data of varying kinds. Four are 
explicitly open data infrastructures (CorkOpenData, Dublinked, Fingal Open Data, 
Dublin Dashboard). Many of them have accompanying apps (that further leverage 
the data, and which can themselves produce further data) and APIs (that enable the 
data to be accessed and repurposed).

In addition to the big data generated by the initiatives, a deluge of other big open 
data is being produced around the world by a range of public and private organizations:

• Transport providers (location/movement, traffic flow)
• Mobile phone operators (location/movement, app use, behavior)
• Travel and accommodation websites (reviews, location/movement, 

consumption)
• Social media sites (opinions, photos, personal info, location/movement)
• Crowdsourcing and citizen science (maps (e.g., OpenStreetMap), local 

knowledge (e.g., Wikipedia), weather (e.g., wunderground.com))
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• Government bodies and public administration (services, performance, 
surveys)

• Emergency services (security, crime, policing, response)

While much of these data are closed and considered a private asset, some of them 
are shared with third party vendors and some are open (through data infrastructures or 
APIs). The wealth of data and new analytics are also helping to create new analytical 
fields such as urban informatics (an informational and human-computer interaction 
approach to examining and communicating urban processes) and urban science (a 
computational modelling and simulation approach to understanding, explaining and 
predicting city processes).

DATA PRIVACY AND PROTECTION ISSUES

Privacy and Privacy Harms

Data privacy is an important field in every smart technology. When you look at 
transport it seems apparent to look at navigation or speed, but it’s not limited to what 
the car provides on its own – it’s also data transmitted via your smartphone, your 
online posts, your tweets, etc. There’s been an unresolved debate for a long time on 
ownership of data shared online, and regulation has a key role in defining how to 
deal with privacy in the first place. Even defining who owns the data (i.e. whose 
privacy needs to be protected) is not as straightforward as it may seem.

At the same time, getting access to sufficient amounts of data for the big data 
effect to kick in is important and restricting access, in some cases, does more harm 
than good. In that sense, the type of data benefiting the society can be looked upon 
as an enabler for a greater public good.

Privacy is a condition that many people value and it is considered a basic 
human right in most jurisdictions, enshrined in national and supra-national laws 
in many ways. How privacy is understood both as an everyday and legal concept, 
however, varies between cultures and contexts. In general terms, privacy debates 
concern acceptable practices with regards to accessing and disclosing personal and 
sensitive information about a person (Elwood & Leszczynski, 2011). Such sensitive 
information can relate to several personal facets and domains creating several inter-
related privacy forms including:

• Identity privacy (to protect personal and confidential data);
• Bodily privacy (to protect the integrity of the physical person);
• Territorial privacy (to protect personal space, objects and property);
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• Locational and movement privacy (to protect against the tracking of spatial 
behavior);

• Communications privacy (to protect against the surveillance of conversations 
and correspondence); and

• Transactions privacy (to protect against monitoring of queries/searches, 
purchases, and other exchanges).

Approach to Privacy Breaches

From a legal perspective, privacy breaches and harms are mostly covered under 
the rubric of privacy laws in the United States, whereas in the European Union it 
falls within the realm of data protection. In both cases, the legal frameworks draw 
on fair information practice principles (FIPPs) that are largely constructed around 
personal rights regarding the generation, use, and disclosure of personal data and 
the obligations of data controllers with respect to these rights. However, different 
emphasis is placed on these FIPPs. Moreover, while there is common ground on 
how to address privacy harms, such as advocating privacy by design, enhanced data 
security, and access rights to check and correct data, there are differences in approach 
and how to implement them (in terms of obtaining consent, notification of data 
breaches, cross-border data flows). Other jurisdictions have their own approaches.

The varying legal framings and policies across jurisdictions create a fractured 
regulatory and compliance landscape, with different obligations existing for smart 
mobility technologies deployed within different nations.

Nonetheless, across all jurisdictions smart mobility technologies are challenging 
existing legal and regulatory provisions, as well as societal norms and expectations, 
with respect to privacy.

Big Data Encryption

Cryptography can be defined as a study of communication over an “insecure” channel. 
The fundamental aims of cryptography are privacy and authenticity. Depending on 
the structure of the keys, encryption schemes could be of two types: symmetric (or 
private key) and asymmetric (or public key).

Symmetric encryption takes readable data, scramble it to make it unreadable, 
and then unscramble it again when it’s needed. Various symmetric encryption 
algorithms include Triple DES, Blowfish and Twofish (Bradford, 2014). Asymmetric 
encryption takes readable data, scrambles it, and unscrambles it again at the other 
end, but a different key is used for each end. This method is easier since only the 
party that needs to decrypt needs access to the private key (Behrens, 2014). RSA is 
considered an asymmetric algorithm (Bradford, 2014). Examples of other methods 
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are Hashing, Advanced Encryption Standard (AES), Honey Encryption and Quantum 
key distribution (Bradford, 2014).

Anonymization and Pseudo Anonymization

Data anonymization is a type of information sanitization whose intent is personal 
privacy protection. It is the process of either encrypting or removing personally 
identifiable information from data sets, so that the individuals whom the data describe 
remain anonymous. Data anonymization enables the transfer of information while 
reducing the risk of unintended disclosure (Raghunathan, 2013).

In general term anonymized data refers to data from which the individual cannot 
be identified by the recipient of the information. Attributes within the data set which 
immediately identify an individual (e.g. name, address, postal code, etc.) must be 
suppressed or pseudo-anonymized (i.e. substituted with random data). Other attributes 
which, in conjunction with other data held by or disclosed to the recipient, could 
identify the patient must be generalized (e.g. birthdate changed from yyyymmdd to 
yyyymm or yyyy). These attributes are called quasi-identifiers. De-anonymization 
is the reverse process in which anonymous data is cross-referenced with other data 
sources to re-identify the anonymous data source.

There are many ways to address this use case but two popular techniques, which 
are more relevant into two high-level methods of data anonymization: K-Anonymity 
and Differential Privacy (Weber, 2012).

K-Anonymity is the technique “to release person-specific data such that the ability 
to link to other information using the quasi-identifier is limited” (Sweeney, 2002). 
K-Anonymity realizes this through suppression of identifiers and output perturbation. 
A release of data is said to have the k-anonymity property if the information for each 
person contained in the release cannot be distinguished from at least k-1 individuals 
whose information also appear in the release. Precisely, the data set has k-anonymity 
if all records within the data have at least k-1 records with the same grouping of 
quasi-identifier values (an equivalence class) (Babu et al., 2013). A data holder can 
frequently recognize attributes in their data that also appear in outside sources, and 
these attributes are candidates for linking. They are called quasi-identifiers, and 
it is essentially the combinations of these quasi-identifiers that must be protected 
(Samarai & Sweeney, 1998).

Differential privacy promises to protect individuals from any additional harm 
that they might face due to their data being in the private database. The risk of harm 
is not significantly greater when compared to not being in the private database. 
Though individuals may certainly face harm once the results of a differentially private 
mechanism have been released, differential privacy promises that the probability 
of harm was not significantly increased by their choice to participate. To satisfy 
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the differential privacy constraint, a query-releasing mechanism needs to send a 
randomized query output to the analyst in a way such that the probability distribution 
of the query output does not differ too much, whether any individual record is in 
the database. In application, it attempts to do “two important things at once. First, 
it defines a measure of privacy, or rather, a measure of disclosure—the opposite 
of privacy. And second, it allows data producers to set the bounds of how much 
disclosure they will allow” in a given set of database queries (Sherer et al., 2015).

CHALLENGES TO CURRENT REGULATORY APPROACHES

Smart mobility technologies create many potential privacy harms for inter-related 
reasons, each of which also raises significant challenges to existing approaches to 
protecting privacy. As a few studies have highlighted, these issues are of significant 
concern to the public, civil liberties organizations, legislators and regulators, and 
have been the focus of public campaigns against smart mobility technologies in 
some cases.

Intensifies Datafication

Smart mobility technologies capture data relating to all forms of privacy and radically 
expand the volume, range and granularity of the data being generated about people 
and places. Notably, the capture and circulation of these data are:

1.  Indiscriminate and exhaustive (involve all individuals, objects, transactions, 
etc.);

2.  Distributed (occur across multiple devices, services and places);
3.  Platform independent (data flows easily across platforms, services, and devices);
4.  Continuous (data are generated on a routine and automated basis).

Such datafication has four effects with respect to privacy. First, people are now 
subject to much greater levels of intensified scrutiny and modes of surveillance 
and dataveillance than ever before, with smart mobility technologies providing 
deeply personal pictures of individual lives, especially when datasets are combined. 
Second, the pervasiveness of digitally-mediated transactions and surveillance, plus 
the increasing use of unique identifiers and PII to access services (e.g., names, 
usernames, passwords, account numbers, addresses, emails, phone details, credit card 
numbers, smart card ID, license plates, faces), means that it is all but impossible to 
live everyday lives without leaving digital footprints (traces we leave ourselves) and 
shadows (traces captured about us). Third, the mass recording, organizing, storing 
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and sharing of big data about a phenomenon changes the uses to which such data 
can be put, both for good and for ill. Fourth, such data enables a lot of inference 
beyond the data generated to reveal insights that have never been disclosed (Lyon, 
2014; Murphy, 2015).

Predictive Privacy Harms

Predictive modelling using urban big data can generate inferences about an individual 
that are not directly encoded in a database but constitute what many would consider 
to be PII and which produce ‘predictive privacy harms. For example, co-proximity 
and co- movement with others can be used to infer political, social, and/or religious 
affiliation, potentially revealing membership of groups. Likewise, the volunteered 
information of a few people on social media can unlock the same undisclosed 
information about the many through social network analysis and pattern recognition. 
It has been calculated that knowing the sexual orientation of just twenty percent of 
social media users will enable the orientation of all other users to be inferred with 
a high degree of accuracy (Crawford & Schultz, 2014).

Moreover, the inferences can generate inaccurate characterization that then stick 
to and precede an individual. This is an issue in predictive policing and anticipatory 
governance, where the profiling of both people and places can reinforce or create 
stigma and harm, particularly when the underlying data or models are poor.

Anonymization and Re-Identification

One of the key strategies for ensuring individual privacy is anonymization, either 
using pseudonyms, aggregation or other strategies. The generation of big data and 
new computational techniques, however, can make the re-identification of data 
relatively straightforward in many cases. Pseudonyms simply mean that a unique 
tag is used to identify a person in place of a name. As such, the tag is anonymous 
in so far that code is used to identify an individual. However, the code is persistent 
and distinguishable from others and recognizable on an on-going basis, meaning it 
can be tracked over time and space and used to create detailed individual profiles. 
As such, it is no different from other persistent pseudonym identifiers such as social 
security numbers and in effect constitutes PII. The term ‘anonymous identifier’, as 
used by some companies, is thus somewhat of an oxymoron, especially when the 
identifier is directly linked to an account with known personal details (e.g., name, 
address, credit card number). Even if the person is not immediately identifiable, the 
persistence of the pseudonym enables data controllers to act on that data and shape 
how they interact with individuals. As such, pseudonyms ‘enable holders of large 
datasets to act on individuals, under the cover of anonymity, in precisely the ways 
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anonymity has long promised to defend against’ and they place no inherent limits on 
an institution’s ability to track and trace the same person in subsequent encounters.

Further, inference and the linking of a pseudonym to other accounts and 
transactions means it can potentially be re-identified. Certainly, it is possible to 
reverse engineer anonymization strategies by combing and combining datasets unless 
the data are fully de-identified. De-identification requires both direct identifiers and 
quasi-identifiers (those highly correlated with unique identifiers) to be carefully 
removed. The extent to which this is happening before data are shared with third 
parties is highly doubtful. Moreover, there are some companies that specialize in 
re-identification of data across big data datasets.

The emerging big data landscape is complex and fragmented. Various smart 
mobility technologies are composed of multiple interacting systems run by several 
corporate and state actors. For example, the app ecosystem (including app developers, 
app owners, app stores, operating systems, mobile carriers, devices) is conjoined 
to the data source ecosystem (e.g., an API of real-time bus data), which similarly 
consists of a range of hardware, software and organizations. Data are thus passed 
between synergistic and interoperable ‘devices, platforms, services, applications, 
and analytics engines’ and shared with third parties. Moreover, across this maze-like 
assemblage they can be ‘leaked, intercepted, transmitted, disclosed, dis/assembled 
across data streams, and repurposed’ in ways that are difficult to track and untangle.

DATA SECURITY CONCERNS

There are two key security concerns with respect to smart mobility. The first is the 
security of smart mobility technologies and infrastructures and the extent to which 
they are vulnerable to being hacked via a cyberattack. The second is the security of 
the data generated, stored and shared across such technologies and infrastructures. 
The latter is directly related to the former as improper access to data is often achieved 
via security weaknesses in a system’s components, architecture and operation. In 
this sense, information security (data protection) has converged with operational 
security (making sure things work reliably and with integrity) (Brenner, 2014).

Operational Security and Cyberattack

Smart mobility solutions utilize complex, networked assemblages of digital 
technologies and ICT infrastructure to manage various city systems and services. Any 
device that relies on software to function is vulnerable to being hacked. If a device is 
networked, then the number of potential entry points multiples across the network, 
and the hack can be performed remotely. Once a single device is compromised, then 
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the whole assemblage becomes vulnerable to cyberattacks that seek to ‘alter, disrupt, 
deceive, degrade or destroy computer systems and networks or the information and/
or programs resident in or transiting these systems or networks. There are three 
forms of cyberattack: availability attacks that seek to close a system down or deny 
service use; confidentiality attacks that seek to extract information and monitor 
activity; and integrity attacks that seek to enter a system to alter information and 
settings (such as changing settings so that components exceed normal performance, 
erasing critical software, planting malware and viruses). The vulnerability of systems 
is exacerbated by many issues including weak security and encryption; the use of 
insecure legacy systems and poor maintenance; large and complex attack surfaces and 
interdependencies; cascade effects; and human error and disgruntled (ex) employees. 
The result is that the process of making city systems and infrastructures ‘smart’ has 
also made them vulnerable to a suite of cyber-threats (Peters, 2015).

Cyberattacks can be performed by hostile nations, terrorist groups, cyber-
criminals, hacker collectives, and individual hackers. Most of attacks are presently 
being repulsed using cybersecurity tools, or their effects have been disruptive or 
damaging but not critical for the long-term delivery of services. Indeed, it needs to 
be recognized that to date, successful cyberattacks on cities are still relatively rare 
and when they have occurred their effects generally last no more than a few hours 
or involve the theft of data rather than creating life threatening situations. There 
is a cybersecurity arms race underway between attackers and defenders, and that 
more severe disruption of critical infrastructure has been avoided through the threat 
of mutually assured destruction between nations. This is not to suggest that smart 
mobility initiatives should be avoided, but rather that the cybersecurity challenges 
of creating secure smart mobility are taken seriously.

Security of Data

Data-driven urban mobility produces, processes, stores, and shares vast quantities 
of data and derived data and information. Much of these data are sensitive in 
nature. While some data can be made open and shared freely, as with data released 
through urban dashboards, most is considered private and needs to be held securely 
and kept protected. Given the value of data to cybercriminals for identity theft and 
blackmail, to companies for gaining industrial secrets, and nation states for security 
and cyberwar, they are much sought after.

News concerning major data breaches or national surveillance programmes is, 
at present, an almost weekly occurrence, and data security has become a significant 
weak point of networked endeavors.
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Data breaches occur for several reasons and have become more common because 
the lines of attack have grown as more and more systems and infrastructures become 
networked. And yet, it is apparent that in too many cases, security is an afterthought, 
applied after a system has been developed and prototyped, and that companies are 
often more interested in convenience, minimization of downtime, and marginal 
efficiency than security and compliance.

TACKLING DATA PRIVACY AND SECURITY CONCERNS

It is clear from the discussion so far that there are many data privacy, protection 
and security concerns and challenges created through the rollout of smart mobility 
technologies.

Addressing these issues is no simple task, both politically and pragmatically. 
Indeed, there are two distinct levels to the debate. The first examines more general 
normative questions concerning the ethics and politics of mass surveillance enabled 
by smart mobility technologies and the use of urban big data in predictive profiling, 
social sorting, anticipatory governance and the management of city populations, 
infrastructures and services. The second level is more concerned with how to 
best implement data privacy, protection and security given present legislation and 
expected norms.

These two levels are strongly related given that a position held with respect to the 
first directly influences the position taken with respect to the second. For example, a 
position that accepts the need for mass surveillance and the erosion of privacy will 
advocate for different interventions than a position that is much more committed 
to individual privacy and personal autonomy. At present, the debate over the mass 
surveillance of society largely hinges on two inherent trade-offs: between privacy 
and national security; and between privacy and economic growth (Santucci, 2013).

Firstly, surveillance is cast as a choice between creating safer societies or defending 
personal autonomy. On the one side, trust is traded for control, and all citizens are 
treated as potential threats without warranted suspicion for the greater good of 
national security. Whereas, privacy is an indispensable structural feature of liberal 
political systems and is foundational to informed and reflective citizenship and to 
freedom of expression. The danger of mass surveillance for the latter is the loss of 
core societal values of freedom and liberty to be replaced by highly controlled and 
authoritarian societies.

Secondly, the mass generation of data about customers is cast as a choice 
between creating new products, markets, jobs and wealth or individual and collective 
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rights. On the other hand, it is said that data privacy and security should not hinder 
innovation and the extraction of economic value of individual data, or impede 
customer experience. On the other side, it is contended that it is possible to extract 
value from big data and create new products without infringing on privacy and 
aggressively micro-targeting and profiling individuals.

The privacy is often situated as mutually exclusive from national security and 
economic development. Privacy, the argument goes, is dead or dying, even if there 
are those who do not fully realize it yet; it has been sacrificed for the supposed greater 
good. Further, those in favor of the mass generation of data resort to arguments such 
as ‘if you have nothing to hide, you have nothing to fear’, or ‘if you do not like how 
we operate, do not use our service.’ As critics note, the first assertion conflates 
privacy with the concealment of suspicious behavior, as opposed to personal 
autonomy, freedom of expression, and the selective choice to reveal oneself. The 
second is entirely impractical and unreasonable given that email, online banking and 
shopping, credit cards, smartphones, social media, and so on, are the tools of modern 
life, necessary for a career and social life. Opting out is not a viable choice. Indeed, 
with respect to many smart mobility technologies, opting out is not even an option.

The following practical and pragmatic solutions to data privacy, protection and 
security concerns and harms related to smart mobility are framed within a position 
that does not see privacy and security/development as mutually exclusive. Rather a 
suite of solutions is needed, some of which are market driven, some more technical 
in nature, others more governance and management orientated, and some more 
policy, regulatory and legally focused. Together these will enact what has been 
termed ‘smart privacy’ – a broad arsenal of protections including: ‘privacy by 
design; law, regulation and independent oversight; accountability and transparency; 
market forces; education and awareness; audit and control; data security; and fair 
information practices. Importantly, the approaches advocated are not heavy handed 
in nature, seeking mutual consensus, collaboration and to be enabling rather than 
restrictive. Moreover, they should be relatively inexpensive to implement as they 
are principally about changing practices and redeploying existing resources and 
staff more effectively.

Market Solutions

Market solutions to privacy and security issues generally fall into two parts. The first 
is a contention that the market will adapt to self-regulate privacy and data security in 
line with societal demand for fear of losing customers and market share. The main 
problem with this argument is that it assumes that companies will actively self-
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regulate as opposed to resist and block change, that individuals have the freedom 
and choice to move their custom, and that any abuses of privacy will be enough to 
enact such behavior. Some companies are effectively quasi-monopolies in particular 
domains, with consumers having few other choices. Further, while some companies 
will be ethical and conscientious in seeking to ensure data privacy and security, 
market regulation does not solve the issue of vendors who willfully abuse privacy 
rights or are negligent in their data security practices. Moreover, individuals often 
do not understand the implications of terms and conditions associated with assorted 
products and systems, nor their privacy rights, and often do not act in their own 
self-interest.

The second market solution is for companies to see consumer privacy and data 
security as a competitive advantage, developing privacy and security protocols and 
tools that will attract consumers away from other vendors. For example, companies 
developing products that have limited tracking or profiling, or end-to-end encryption. 
While welcome, the concern is that privacy and security might become a two-tiered 
system, available for a fee rather than as a right. In addition, as data breaches and 
privacy scandals continue to tarnish the development of inter-networked products 
and services, the cybersecurity industry itself will continue to grow to provide 
enhanced privacy and security tools and technologies. Such technical solutions will 
be aimed at individuals so that they can more effectively manage their privacy, and 
companies and public authorities so that they can better protect their operational 
security, data resources, and the privacy of their customers and clients.

Technology Solutions

As noted, too many smart mobility technologies have large attack surfaces that have 
a number of vulnerabilities, especially in systems that contain legacy components 
using old software which has not been regularly patched. Technology solutions to 
data privacy and security seek to use technical fixes and products to effectively 
manage systems and tackle risks. At one level, this consists of implementing best 
practice solutions in building and maintaining secure smart mobility infrastructures 
and systems.

This includes:

• Strong, end-to-end encryption;
• Strong passwords and access controls;
• Firewalls;
• Up-to-date virus and malware checkers;
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• Security certificates;
• Audit trails;
• Isolating trusted resources from non-trusted;
• Disabling unnecessary functionality;
• Ensuring that there are no weak links between components;
• Isolating components where possible from a network;
• Implementing fail safe and manual overrides on all systems;
• Ensuring full backup of data and recovery mechanisms; and
• Automatically installing security patch updates on all components, including 

firmware, software, communications, and interfaces.

The aim is to reduce the attack surface as much as possible and to make the 
surface that is visible as robust and resilient as possible.

At balancing level, the approach has been to develop a suite of Privacy Enhancing 
Technologies (PETs) that seek to provide individuals with tools to protect their 
PII and dictate how PII should be handled by different services. PETs have been 
defined by the European Commission as ‘a coherent system of information and 
communication technology measures that protect privacy by eliminating or reducing 
personal data or by preventing redundant and/or undesired processing of personal 
data without losing the functionality of the information system. In effect, PETs seek 
to minimize data generation, rise individual control of PII, choose the degree of 
online anonymity and linkability of data, track the use of their data, gain meaningful 
consent, and facilitate legal rights of data inspection, correction and deletion. PETs 
include relatively simple tools such as ad blockers, cookie blockers and removers, 
malware detection and interception, site blocking, encryption tools, and services to 
opt-out of databases held by data brokers. In general, these kinds of PETs are aimed 
at protecting PII on websites and smartphones and managing how data are handled 
by data brokers and have limited application with respect to many smart mobility 
technologies which generate data about people in a sole way (through cameras, smart 
card readers, sensors, etc.). Other approaches such as statistical disclosure control 
(SDC), privacy information retrieval (PIR), and privacy-preserving data mining 
(PPDM) are aimed at protecting confidentiality in data analysis and the release of 
public datasets, database retrieval, and data mining.

Policy, Regulatory, and Legal Solutions

While market-driven and technological solutions will have many positive effects, how 
they are administered is framed by the wider policy, regulatory and legal landscape. 
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The present regulatory and legal tools with respect to privacy and security are not 
fit for purpose in the age of urban big data and algorithmic governance and need 
revision. It is not the intention of this report to prescribe new legal and regulatory 
provisions for smart mobility and privacy and security more broadly. Indeed, this 
is the focus of several initiatives already at the EU and national level. Instead, it 
advocates the use of four pragmatic policy approaches which seek to address privacy 
and security harms and concerns.

Fair Information Practice Principles (FIPPs)

FIPPs are the fundamental principles underlying the generation, use and disclosure 
of personal data and the obligations of data controllers. The fact that FIPPs are now 
difficult to apply in practice and are routinely being circumvented has highlighted 
the need to revisit and revise them.

• Individual Control: Consumers have a right to exercise control over what 
personal data companies collect from them and how they use it.

• Transparency: Consumers have a right to easily understandable and 
accessible information about privacy and security practices.

• Respect for Context: Consumers have a right to expect that companies will 
collect, use, and disclose personal data in ways that are consistent with the 
context in which consumers provide the data.

• Security: Consumers have a right to secure and responsible handling of 
personal data.

• Access and Accuracy: Consumers have a right to access and correct personal 
data in usable formats, in a manner that is appropriate to the sensitivity of 
the data and the risk of adverse consequences to consumers if the data is 
inaccurate.

• Focused Collection: Consumers have a right to reasonable limits on the 
personal data that companies collect and retain.

• Accountability: Consumers have a right to have personal data handled by 
companies with appropriate measures in place to assure they adhere to the 
Consumer Privacy Bill of Rights.

The updated FIPPs extend those officially advocated by the FTC, and widen the 
scope of shared principles, expanding consumer control over information at issue 
and how the data are used.
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Privacy by Design

One means by which FIPPs can become much more central to the development of 
smart mobility technologies is through the adoption of privacy by design. Privacy by 
Design is an approach that promotes technology design and engineering to incorporate 
privacy into the design process from the start. The concept includes seven guiding 
principles on privacy and security. While regulatory and legislative compliance seeks 
to ensure that vendors and cities fulfil their obligations with respect to privacy by 
correctly and fairly handling the data they generate and manage, privacy by design 
proposes that privacy is the default mode of operation. Rather than collecting data, 
assuming they are all available for use (unless the individual does not consent, which 
effectively means they are denied the service), all data remain private unless the 
consumer explicitly says otherwise. In other words, privacy is hardwired into the 
design specifications and usage of information technology, business practices, physical 
environments, and infrastructure of systems and apps through the adoption of seven 
foundational principles (see Table 1). Because these are principles and not a set of 
prescribed methods, they provide latitude for different modes of implementation. 
The approach is positioned as a ‘positive-sum’ (rather than zero-sum) solution that 
does not rely on trade-offs between privacy rights and other issues such as security 
or economic development, but rather seeks to maximize both. The use of privacy 
by design has been advocated by the EU, FTC and a few national information/data 
protection commissioners.

Table 1. The principles of privacy by design

Principle Description

Proactive not reactive; 
preventative not remedial

IT systems should seek to anticipate privacy concerns rather than seeking 
to resolve privacy infractions once they have incurred

Privacy as the default setting Privacy is automatically protected and does not require action on behalf of 
an individual

Privacy embedded into design Privacy protections are core features of the design and architecture of IT 
systems and is not a bolt-on feature

Full functionality - positive- 
sum, not zero-sum

All legitimate interests and objectives are accommodated, rather than there 
being trade-offs between privacy and other considerations such as security

End-to-end security - full 
lifecycle protection Privacy is embedded into the system from ingestion to disposal

Visibility and transparency - 
keep it open

Component parts and operations are visible and transparent to users and 
providers alike and are subject to independent verification

Respect for user privacy - 
keep it user-centric

A system should be built around, protect the interests, and empower 
individuals

Cavoukian 2009.
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Security by Design

Complementary to privacy by design is security by design. Likewise, a proactive and 
preventative rather than reactive and remedial approach is taken to security, seeking 
to build it into systems from the outset rather than layering it on afterwards. This 
requires security risk assessment to be a fundamental part of the design process and 
security measures to be rigorously tested before the product is launched, including 
a test pilot phase within a living lab environment that includes testing the security 
of a product when deployed as part of a wider network of technologies (to ensure 
end-to-end security). It also means having in place an on-going commitment to 
cybersecurity, including a mechanism to monitor products throughout their life cycle, 
a process of supporting and patching them over time, and a procedure for notifying 
customers when security risks are identified. A key commitment of security by 
design is for end-to-end encryption and strong access controls, including forcing 
adopters to change default passwords, and to only keep data essential for the task 
being performed and transferring data in aggregated form where possible.

Governance Solutions

An important constituent of efficient mobility systems and infrastructures is their 
governance and management structures and processes. Governance provides the 
framework through which strategic direction is deliberated and set, and regulation 
and oversight administered. Management consists of leading and driving forward 
initiatives and stewarding the day-to- day running of services. Together they frame 
the rollout and maintenance of city systems and infrastructures and ensure they 
work as intended, fulfil their ambitions and strategic intent, and stay within legal 
and regulatory parameters.

Putting in place robust principle-led governance and management is therefore 
a prerequisite for creating a smart mobility that seeks to maximize benefits while 
minimizing harms. And yet, to date, there are very few documented cases of such 
governance and management structures being constituted. Instead, smart mobility 
initiatives have been procured and developed with little coordinated consideration 
of privacy and security harms and slotted into existing city management in an ad 
hoc manner with nominal strategic oversight.

Given the potential harms and the associated costs that can arise, and the potential 
benefits at stake, this piecemeal approach needs to be discontinued to be replaced 
with a more strategic, coordinated approach that consists of interventions at three 
levels: vision and strategy (smart mobility advisory board); oversight of delivery and 
compliance (smart mobility governance, ethics and security oversight committee); 
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and routine delivery (core privacy/security team and computer emergency response 
team). This approach identifies that there is a need for collaboration between experts 
in different domains to ensure sharing of knowledge and shared learning.

CONCLUSION

Overlooking or deliberately avoiding smart mobility technologies is not a practicable 
approach; nor is developing smart mobility that create a range of harms and reinforce 
power imbalances. Rather we need to create a kind of smart mobility that has a 
set of ethical principles and values at its heart. Such a balanced approach is not 
straightforward to conceive or implement given the diverse set of stakeholders and 
vested interests at work in the smart mobility space.

This chapter provides one vision of a composed strategy to data privacy, 
data protection and data security in the context of smart mobility and suggests a 
multi-pronged approach that merges together market, technical, governance and 
management, and policy, and legal solutions. This will promote equality and protect 
citizens and cities from harms, and aid the benefits of smart mobility and urban big 
data to be realized.
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KEY TERMS AND DEFINITIONS

Big Data: Big data is nothing more than recognizing patterns in the billions and 
billions of data points created every day worldwide. Powerful computer algorithms 
analyze any data generated by the intelligent infrastructure of a smart city, or evaluate 
data from millions of navigation systems.

Data Protection: Making sure personal information gathered by public or private 
organizations in the delivery of a service is not used for other purposes or shared 
without the permission of the individual involved.

Data Security: It refers to the protection of data with a view to the respective 
security requirement. Sensitive data should be protected during processing against 
forgery, destruction and unauthorized disclosure.

Personal Data: Details that refer to a specific person. According to the Data 
Protection Act, the term includes information, such as name, address, e-mail 
address and account number, as well as previous convictions, customer, patient and 
personnel data.
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Smart Cities: Think of a city as a nervous system. Everything that moves within 
it – be it people or vehicles – generates data. In a smart city these bits of information 
are assessed by sensors via an intelligent, invisible infrastructure hidden behind 
traffic lights, street lamps and waste containers.

Smart Mobility: Smart mobility moves people and freight while enhancing 
economic, environmental, and human resources by emphasizing convenient and 
accessible multimodal travel (ensuring safety and operating at suitable speeds).
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ABSTRACT

Discovering trend reversals between two data cubes provides users with novel and 
interesting knowledge when the real-world context fluctuates: What is new? Which 
trends appear or emerge? With the concept of emerging cube, the authors capture 
such trend reversals by enforcing an emergence constraint. In a big data context, trend 
reversal predictions promote a just-in-time reaction to these strategic phenomena. 
In addition to prediction, a business intelligence approach aids to understand 
observed phenomena origins. In order to exhibit them, the proposal must be as 
fast as possible, without redundancy but with ideally an incremental computation. 
Moreover, the authors propose an algorithm called C-Idea to compute reduced and 
lossless representations of the emerging cube by using the concept of cube closure. 
This approach aims to improve efficiency and scalability while preserving integration 
capability. The C-Idea algorithm works à la Buc and takes the specific features of 
emerging cubes into account. The proposals are validated by various experiments 
for which we measure the size of representations.
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1. INTRODUCTION AND MOTIVATIONS

Decision makers are generally interested in discovering relevant trends by using a 
data warehouse to analyze data collected from a “population”. The data warehouse 
contains data concerning various measures which are observed with respect to 
different attributes called dimensions. More precisely, all the possible combinations 
of dimensions can be relevant and considered at all possible granularity levels. In 
order to meet this need, the concept of data cube was introduced (Gray et al., 1997). 
It groups the tuples according to all the dimension combinations along with their 
associated measures. The main interest of this structure is to support an interactive 
analysis of data because all the possible trends are yet computed. Of course, due to 
its very nature (the very great volume of original data and the exponential number 
of dimension combinations), a data cube is especially voluminous.

Let us assume that we have a data cube costly computed from a set of data 
accumulated until now in a data warehouse. Let us imagine that a refreshment 
operation has to be performed in order to insert new collected data. A particularly 
interesting knowledge can be exhibited from the comparison between the cubes 
of these two data sets: which novelties does the refreshment bring? which trends, 
unknown until now, appear? or in contrast, which existing trends disappear? Similar 
knowledge can be exhibited every time that two semantically comparable data cubes 
have to be compared. For instance, if two data sets are collected in two different 
geographical areas or for two population samples, it is possible to highlight the 
behavior modifications, the contrast between their characteristics or the deviations 
with respect to a witness sample.

In order to capture trend reversals in data warehouses, we have proposed the 
concept of Emerg- ing Cube (Nedjar et al., 2013). It results from coupling two 
interesting structures: the data cube (Gray et al., 1997) and the emerging patterns 
(Dong & Li, 2005, 1999). From the cube of two database relations, the Emerging 
Cube gathers all the tuples satisfying a twofold emergence constraint: the value 
of their measure is weak in a relation (C1 constraint) and significant in the other 
relation (C2 constraint). Computing an Emerging Cube is a difficult problem because 
two data cubes have to be computed and then compared. As above-mentioned, the 
computation of the cubes is costly and their comparison has likely a significant cost 
because their size is really tremen- dous. Then, to really take advantage of the new 
knowledge captured by the Emerging Cube, it is critical to avoid the computation 
of the two data cubes.

Although the Emerging Cube limits the results to the ones potentially relevant, 
its size remains enormous in part because it encompasses a lot of redundancies. In 
order to discard such superfluous information, we propose the Emerging Closed 
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Cube which is originated by the concept lattice and adapted to the data cube features. 
The Emerging Closed Cube is one of the smallest representations from which any 
Olap query can be answered.

Providing decision makers with the novelties emerging from vast amounts of 
data is particulary relevant but the underlying computation has to be especially 
efficient. In such a context of big data, providing a nearly incremental algorithm 
means for decision makers a thin monotoring of enormous volumes of data and 
result trace in real-time. With this approach, users can anticipate and detect trend 
reversals and quickly be informed of what changes. This feature brings an answer 
to certain big data issues.

Column-oriented database systems have attracted a lot of attention in the last 
years. Column-database, in a nutshell, store each database table column separately, 
with attribute values belonging to the same column stored contiguously, compressed, 
and densely packed, as opposed to traditional database systems that store entire 
records (rows) one after the other. Reading a subset of a table’s columns becomes 
faster, at the potential expense of excessive disk-head seeking from column to column 
for scattered reads or updates. In the datawarehousing domain, the more efficient 
algorithms use subsquently an approach which aggregate column by column. In 
this context, our contribution will be implemented with Apache HBase in order 
to take the maximal benefits of the column-oriented nature of the IDEA platform 
(Abouzeid et al., 2009). The IDEA platform is a data analytics tool able to carry 
out big data problems (Pavlo et al., 2009).

In this paper, we place emphasis on computing the Emerging Closed Cube. 
We propose an algorithm called C-Idea which uses the good properties of E-Idea 
(Nedjar et al., 2011). Its un- derlying objective is to preserve the nice capability 
of integration within Dbmss because it does not make use of sophisticated data 
structures not available in a relational database context. C-Idea browses the search 
space from the most aggregated tuple to the more detailed ones and takes ad- vantage 
of the emergence constraint combination to prune irrelevant tuples. Our algorithm 
differs from the classical closed cubing algorithms like Star-Cubing and CCubing 
because of its inte- grability. Furthermore, all the previous algorithms are dedicated 
to compute only Iceberg Closed Cubes (Beyer & Ramakrishnan, 1999; Xin et al., 
2007) whereas the C-Idea algorithm can yield several variants of data cubes such as 
Window Cube (Casali et al., 2007) or Emerging Cube (Ned- jar et al., 2013, 2011, 
2009, 2010). In order to validate our approach, we perform comparative experiments 
on various data sets used by classical cubing algorithms. The experimental results 
focus on the size of the Emerging Cube and the Emerging Closed Cube.

The remainder of the article is organized as follows. Section 2.1 describes the 
constrained cube lattice framework. In section 2.2, we summarize the structure of 
the Emerging Closed Cube.
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2. RELATED WORK

The approaches addressing the issue of Datacube computation and storage attempt 
to reduce at least one of the quoted drawbacks. The algorithms Buc (Beyer & 
Ramakrishnan, 1999) and Hcubing (Han et al., 2001) enforce anti-monotone 
constraints and partially compute Datacubes (iceberg cubes) to reduce both 
execution time and disk storage requirements. The underlying argument is that Olap 
users are only interested in general trends (and not in atypical behaviors). With a 
similar argumentation, other methods use the statistic structure of data to compute 
density distributions and give approximate answers to Olap queries (see for details 
(Morfonios et al., 2007)).

The above mentioned approaches are efficient and meet their twofold objective 
(reduction of execution time and space storage). However, they are not able to answer 
whatever query (although Olap queries are, by their very nature, ad hoc queries).

Another category of approaches is the so-called \information lossless”. They aim 
to find the best compromise between Olap query efficiency and storage requirements 
without discarding any possible query (even unfrequent). Their main idea is to pre-
compute and store frequently used aggregates while preserving all the data (possibly 
at various aggregation levels) needed to compute on line the result of a not foreseen 
query. They are mostly found in view materialization research.

The following five methods also _t in the information lossless trend:

• The Dwarf Cube (Sismanis et al., 2002),
• The Condensed Cube (Wei et al., 2002),
• The CURE for Cubes (Morfonios and Ioannidis, 2006),
• The Quotient Cube (Lakshmanan et al., 2002),
• The Closed Cube (Casali et al., 2009a, 2003b; Xin et al., 2007).

They favor the optimization of storage space while preserving the capability to 
answer whatever query. The two latter compute the two smallest representations of a 
Datacube and thus are the most efficient for both saving storage space and answering 
queries like \Is this behavior frequent or not?”. From these two representations, the 
exact data of a whole Datacube can be retrieved by performing a computation on 
line, because all the results of queries are not precomputed and preserved.

The two following sections are the core of our contribution. The former one 
presents the C-Idea algorithm and the latter details the experimental results. Finally, 
through a discussion, we compare our approach with related work.
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3. EMERGING CUBES

3.1. Constrained Cube Lattice Framework

When computing data cubes, the cuboid lattice is frequently considered. By 
organizing all the possible dimension combinations within a lattice, it can be used 
for choosing navigation and computation strategies. However, it is not the search 
space for cube computation.

In this section, we recall the concept of the cube lattice (Casali et al., 2003) 
proposed as a general and soundly founded framework to state and solve several 
Olap mining problems, including the Emerging Cube characterization.

Let us consider a database relation r with a set of attributes dimensions D 
(denoted by D1, . . ., Dn) and a set of measures (noted M). The Constrained Datacube 
characterization fits in the more general framework of the cube lattice of the relation 
r: CL(r) (Casali et al., 2003). The latter is a suitable search space which is to be 
considered when computing the data cube of r. It organizes the multidimensional 
tuples, possible solutions of the problem, according to a specializa- tion / generalization 
order, denoted by s (Lakshmanan et al., 2002). These tuples are structured according 
to the attributes dimensions of r which can be provided with the value ALL (Gray 
et al., 1997). Moreover, we append to these tuples a virtual tuple which only 
encompasses empty values in order to close the structure. Any tuple of the cube 
lattice generalizes the tuple of empty values.

For handling the tuples of CL(r), the operator + is defined. This operator is 
a specification of the meet operator (Greatest Lower Bound) applied to the cube 
lattice framework (Casali et al., 2003): provided with a couple of tuples, it yields 
the most specific tuple in CL(r) which generalizes the two operands. Dually, the 
Product operator, noted •, is a specification of the join operator (Lowest Upper 
Bound) in our framework. The Product of two tuples yields the most general tuple 
which specializes the two operands.

3.1.1. Mathematical Foundation: The Cube Lattice Framework

The multidimensional space of the categorical database relation r groups all the valid 
combina- tions built up by considering the value sets of attributes in D, which are 
enriched with the symbolic value ALL or ∗. The latter, introduced in (Gray et al., 
1997) when defining the operator Cube-By, is a generalization of all the possible 
values for any dimension.

 EBSCOhost - printed on 2/8/2023 7:31 PM via . All use subject to https://www.ebsco.com/terms-of-use



134

C-Idea

The multidimensional space of r is noted and defined as follows: space(r) = 
{×A∈D (r(A) ∪ ALL)} ∪ {(∅, . . ., ∅)} where × symbolizes the Cartesian product, 
r(A) is the projection of r on the attribute A and the tuple (∅, . . ., ∅) stands for the 
combination of empty values. Any combination belonging to the multidimensional 
space is a tuple and represents a multidimensional pattern.

The multidimensional space of r is structured by the generalization / specialization 
order be- tween tuples, denoted by <s

Definition 1 (Generalization / Specialization Order): Let u, v be two tuples of 
the multidi- mensional space of r:

u s v ⇔ ∀A ∈ D such that u[A] 6= ALL, u[A] = v[A] or v = (∅, . . ., ∅) 

The ordered set (space(r), <s) is a complete lattice called Cube Lattice denoted 
by CL(r) (Casali et al., 2003).

If u <s v, we say that u is less specific (more general) than v in CL(r). In other 
words, u captures a similar information than v but at a rougher granularity level.

Example 1: A website sells various products to customers and accumulates data 
about sales in a data warehouse. Table 1 exemplifies such data. The various 
dimensions are the following: the customer’s city, the sale month and day, the 
product category and the year.

Table 1. Relation example sales

City Month Category Year Quantity

Paris 11/06 Clothes 2016 100

Paris 11/06 Video Game 2016 100

London 11/09 Video Game 2016 100

Berlin 11/09 Video Game 2016 600

London 11/06 Video Game 2016 100

London 11/06 Clothes 2017 300

London 11/09 Video Game 2017 300

London 11/06 Video Game 2017 300

Paris 11/06 Clothes 2017 300

Berlin 11/09 Video Game 2017 200

Berlin 11/09 Clothes 2017 200

Berlin 11/06 Video Game 2017 100
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Let us consider the June’s sales in Paris, i.e. the multidimensional tuple (Paris, 
11/06, ALL, ALL). This tuple is specialized by the following two tuples of the 
relation: (Paris, 11/06, Clothes, 2016) and (Paris, 11/06, Video Game, 2016). 
Furthermore, (Paris, 11/06, ALL, ALL) s (Paris, 11/06, Clothes, 2016) exemplifies 
the specialization order between tuples.

The two basic operators provided for tuple construction are: Sum (denoted by +) 
and Product (noted •). The Sum of two tuples yields the most specific tuple which 
generalizes the two operands.

Definition 2 (Sum Operator): Let u and v be two tuples in CL(r),

t = u + v ⇔ ∀A ∈ D, t[A] = u[A] if u[A] = v[A] ALL otherwise. 

We say that t is the Sum of the tuples u and v.

Example 2: In our example, we have (Paris, 11/06, Clothes, 2016) + (Paris, 11/06, 
Clothes, 2017) = (Paris, 11/06, Clothes, ALL). This means that the tuple (Paris, 
11/06, Clothes, ALL) is built up from the tuples (Paris, 11/06, Clothes, 2016) 
and (Paris, 11/06, Clothes, 2017).

The Product of two tuples yields the most general tuple which specializes the two 
operands. If it exists, for these two tuples, a dimension A having distinct and real-
world values (i.e. existing in the original relation), then the only tuple specializing 
them is the tuple (∅, . . ., ∅) (apart from it, the tuple sets which can be used to 
retrieve them are disjoined).

Definition 3 (Product Operator): Let u and v be two tuples in CL(r), then:

t = (∅, . . ., ∅) if ∃A ∈ D such that u[A] 6= v[A] 6= ALL, 

t = u • v ⇔ 

otherwise ∀A ∈ D 

t[A] = u[A] if v[A] = ALL 

t[A] = v[A] if u[A] = ALL. 

We say that t is the Product of the tuples u and v.
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Example 3: In our example, we have (ALL, 11/06, ALL, ALL) • (Paris, ALL, 
Clothes, ALL) = (Paris, 11/06, Clothes, ALL). This means that (ALL, 11/06, 
ALL, ALL) and (Paris, ALL, Clothes, ALL) are less specific than (Paris, 
11/06, Clothes, ALL) and this latter tuple participates to the construction of 
(ALL, 11/06, ALL, ALL) and (Paris, ALL, Clothes, ALL) (directly or not). 
The tuples (London, ALL, ALL, ALL) and (Paris, ALL, ALL, ALL) have 
no common specific tuple apart from the tuple of empty values (∅, . . ., ∅).

By providing the multidimensional space of r with the Generalization / 
Specialization order between tuples and using the above-defined operators Sum 
and Product, we define an algebraic structure which is called cube lattice. Such a 
structure provides a sound foundation for several multidimensional data mining issues.

Theorem 1: Let r be a categorical database relation over D ∪ M. The ordered set 
CL(r) = (space(r), <s) is a complete, graded, atomic and co-atomic lattice, 
called cube lattice in which Meet (∧) and Join (∨) elements are given by:

∀ T ⊆ CL(r), ∧T = +t∈T t 

∀ T ⊆ CL(r), ∨T = •t∈T t 

3.1.2. Constrained Datacube

In the remainder of this section, we study the cube lattice structure faced with 
conjunctions of monotone and anti-monotone constraints according to the 
specialization / generalization order. We show that this structure is a convex space 
which is called Constrained Datacube. We propose condensed representations (with 
borders) of the Constrained Datacube with a twofold objective: defining the solution 
space in a compact way and deciding whether a tuple t belongs or not to this space.

We consider the monotone and anti-monotone constraints the most used in 
database mining (Pei et al., 2004). They are applied on:

• Measures of interest like pattern frequency, confidence, correlation. In these 
cases, only the dimensions of D are necessary;

• Aggregates computed from measures of M and using statistic additive 
functions (Sum, Count, ...) or algebraic ones (Avg, ...).

We recall the definitions of convex space, monotone and/or anti-monotone 
constraints according to the specialization / generalization order <s.
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Definition 4 (Convex Space): Let (P, ≤) be a partial ordered set, C ⊆ P is a convex 
space if and only if ∀x,y,z ∈ P, (x ≤ y ≤ z ∧ x,z ∈ C) ⇒ y ∈ C. Thus, C is 
bordered by two sets:

1.  An “Upper set”, noted U, defined by U = max≤(C), and
2.  A “Lower set”, noted L and defined by L = min≤(C).

Definition 5 (Monotone/anti-monotone constraints):

1.  A constraint Const is monotone according to the specialization order if and 
only if ∀t,u ∈

CL(r), (t <s u ∧ Const(t)) ⇒ Const(u). 

2.  A constraint Const is anti-monotone according to the specialization order if 
and only if

∀t,u ∈ CL(r), (t <s u ∧ Const(u)) ⇒ Const(t). 

Notations: We note cmc (camc respectively) a conjunction of monotone constraints 
(anti-monotone respectively) and chc a hybrid conjunction of constraints.

Theorem 2: The cube lattice with monotone and/or anti-monotone constraints 
const = cmc ∧ camc is a convex space which is called Constrained Datacube. 
It is defined:

CD(r) = {t ∈ CL(r) such that const(t)} 

Any tuple belonging to the Constrained Datacube is called a constrained tuple.
The characterization of the Constrained Datacube as a convex space makes it 

possible to know whether a tuple satisfies or not the constraint conjunction by only 
knowing the classical Lower and U pper borders [L; U ] (Casali et al., 2007) of the 
Constrained Datacube. Actually, if a conjunction of anti-monotone constraints holds 
for a tuple of CL(r), then any tuple generalizing it also respects the constraints. Dually 
if a tuple fulfills a monotone constraint conjunction, then all the tuples specializing 
it also satisfy the constraints.

Now we present another couple of borders for the Constrained Datacube: the 
borders ]U ♯; U ] (Ned- jar et al., 2013, 2009). This representation is based on the 
maximal tuples satisfying the anti- monotone constraint without verifying the 
monotone one.
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Definition 6 (Borders ]U♯;U]): The Constrained Datacube can be represented 
through two bor- ders: U and U ♯ encompassing all the maximal tuples not 
satisfying the monotone constraint but satisfying the anti-monotone constraint. 
Thus, we have:

U♯ = max≤s ({t ∈ CL(r) | ¬cmc(t) ∧ camc(t)}) 

U = max≤s ({t ∈ CL(r) | cmc(t) ∧ camc(t)}) 

Proposition 3: The borders ]U ♯; U ] are a condensed representation for the 
Constrained Datacube: ∀ t ∈ CL(r), t is a constrained tuple if and only if ∀ l 
∈ U ♯, l s t and ∃u ∈ U such that t s u. Thus t is a constrained tuple if and only 
if it belongs to the “range” ]U ♯; U ].

3.2. Structure of Datacubes

The idea behind our representation is to remove redundancies existing within 
Constrained Datacubes. In fact, certain multidimensional tuples are built up by 
aggregating the very same tuples of the original relation but at different granularity 
levels. Thus, a single tuple, the most specific of them, can stand for the whole set. 
The Cube Closure operator is intended for computing these representative tuples, 
called closed tuples.

In contrast with the frequent closed patterns as well as the Iceberg Closed Cube 
which provide reduced representations only encompassing closed elements, such a 
type of representation is not possible in the context of constrained Datacubes. We 
propose the information to be appended to the set of closed constrained tuples in 
order to achieve lossless representations.

3.2.1. Cube Closure

The cube connection (Casali et al., 2009) is a couple of functions rc = (λ,σ), such 
that λ is defined from the cube lattice of r to the power set lattice of Tid(r) (defined 
above) and σ is the dual function of λ. We show that rc is a special case of Galois 
connection between two lattices (Ganter & Wille, 1999). Hence, we obtain a closure 
operator over CL(r) under r.

Definition 7 (Cube Connection): Let Rowid: r → N* be a mapping which associates 
each tuple with a single positive integer and Tid(r) = {Rowid(t) | t ∈ r} (i.e. 
the set of the tuple identifiers of the relation r). Let λ and σ be two functions 
defined as follows:
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λ: CL(r) −→ P(Tid(r)), ⊆ 

t −→ ∪ {Rowid(t’) | t <s t’ ∧ t’ ∈ r} 

σ: P(Tid(r)), ⊆ −→ CL(r) 

P −→ +{t ∈ r | Rowid(t) ∈ P } 

P(Tid(r)) stands for the power set of the tuple identifiers of the relation r.

Proposition 4: The cube connection rc = (λ,σ) is a Galois connection between the 
cube lattice of r and the power set lattice of Tid(r).

Definition 8 (Cube Closure): Let T ⊆ CL(r) be a set of tuples, the Cube Closure 
operator C: CL(r) → CL(r) according to T can be defined as follows:

C(t,T) = σ ◦ λ(t) = (∅, . . ., ∅) + ∑ t’ 

t’∈T,t st’ 

Let us consider all the tuples t’ in T . Let us aggregate them together by using 
the operator ∑. We obtain a new tuple which generalizes all the tuples t’ and which 
is the most specific one. This new tuple is the closure of t.

Definition 9 (Measure function compatible with the cube closure): A measure 
function f from CL(r) → R is compatible with the closure operator C over T 
⊆ CL(r) if and only if ∀t, u ∈ T, it satisfies the three following properties:

1.  t ≤s u ⇒ f (t,T) ≥ f (u,T) ∨ f (t,T) ≤ f (u,T),
2.  C(t,T) = C(u,T) ⇒ f (t,T) = f (u,T),
3.  t ≤s u ∧ f (t,T) = f (u,T) ⇒ C(t,T) = C(u,T).

This function is an adaptation of the weight function introduced in (Stumme et al., 
2002) for any closure system of the power set. For example, the measure functions 
Count and Sum are compatible with the Cube Closure operator.

Definition 10 (Cover): Let t ∈ CL(r), the cover of t is the set of tuples of r that are 
generalized by t (i.e. cov(t,r) = {t’ ∈ CL(r) such that t ≤s t’}).

The cover relation is strongly related to the cube closure. Actually, two tuples t,t 
∈ CL(r) share the same closure on r, C(t,r) = C(t,r), if and only if cov(t,r) = cov(t,r).
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By using the closure operator, we can yield the closed constrained tuples which 
are representa- tive of the other ones. By this way, redundancies can be discarded.

Definition 11 (Constrained Closed Tuple): Let t ∈ CL(r) be a tuple, t is a constrained 
closed tuple if and only if:

1.  t is a constrained tuple;
2.  C(t, r) = t.

Of course, the closure of any constrained tuple is a constrained closed tuple 
because, by its very definition, it is the most specific among all the tuples which 
generalize it. Thus, it is necessarily equal to its own closure.

Unfortunately, the set of constrained closed tuples is not a lossless representation 
of the Con- strained Datacube because for certain tuples it is not possible to decide 
whether they are con- strained or not. They are all the tuples more general than the 
most general constrained closed tuples.

In order to achieve a lossless representation, we combine on the one hand the 
set of constrained closed tuples from which the measure values can be retrieved 
and on the other hand the borders which form the boundaries of the solution space. 
However, the border U is already included in the closed tuple set, because the 
elements of U are the most detailed (specific) constrained tuples. Thus, they are 
necessarily closed tuples.

3.2.2. Constrained Closed Datacubes

In this section, we introduce a new structure: the Constrained Closed Datacubes. It 
includes both the set of constrained closed tuples and the border U ♯. From definition 
9, we can provide another characterization of the tuples of the border U ♯: they are 
closed tuples satisfying the anti- monotone constraint, but not the monotone constraint.

Definition 12 (Constrained Closed Datacube): The Constrained Closed Datacube 
is defined as follows: CCD(r) = {t ∈ CL(r) such that t is a constrained closed 
tuple} ∪ U ♯

In order to prove that the Constrained Closed Datacube is a lossless representation 
for the Constrained Datacube we introduce two propositions. The first one shows 
that for any constrained tuple, we can compute its cube closure from either r or the 
Constrained Closed Datacube, and of course obtain the same result. The second one 
shows that two tuples having a same cube closure have a same measure.
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Proposition 5: For all constrained closed tuples t, C(t, CCD) = C(t, r)

Proof.
Let t be a constrained closed tuple

⇒C(t,r) = (∅, . . ., ∅) + ∑t’ = t such that t’ ∈ r and t s t’ 

⇒C(t,CCD(r)) = (∅, . . ., ∅) + ∑ t’ such that t’ = (∅, . . ., ∅) + ∑ v, t’ <s v and t 
<s t’ 

⇒C(t,CCD(r)) = (∅, . . ., ∅) + ∑∑ v such that v ∈ r and t <s v 

According to the properties of ∑, we have:

C(t,CCD(r)) = (∅, . . ., ∅) + ∑ v = C(t, r) with v ∈ r and t <s v 

Proposition 6: The Constrained Closed Datacube is a lossless representation for 
the Constrained Datacube: ∀ t ∈ CL(r), t is a constrained tuple if and only if: 
C(t, CCD(r)) ∈ CCD(r)\U ♯.

Proof. If t is constrained, we know that t’ = C(t,r) has a measure equal to the 
one of t. Since t is constrained, t’ is also constrained. Thus t’ is a constrained closed 
tuple, according to proposition 5:

C(t’,r) = C(t’, CCD(r)) = C(t, CCD(r)) 

Thus we have C(t, CCD(r)) ∈ CCD(r).
If t is not constrained then ∃u ∈ U ♯ such that t <s u and thus for all the constrained 

closed tuples t’, t s t’. Since the closure of a tuple is the sum of all the tuples specializing 
it and t is only specialized by tuples of U ♯ then C(t, CCD(r)\U ♯) ∈/ CCD(r)\U ♯.

3.2.3. Reduced Constrained Closed Datacubes

In the previous section, we have shown that the border U ♯ must be appended to the 
constrained closed tuples in order to achieve an information-lossless representation 
of the Constrained Datacube. By making use of the cube closure, we simplify the 
border U ♯ by discarding all the redundancies that it can encompass. By this way, 
we obtain a new lossless representation: the Reduced Constrained Closed Datacube.
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Definition 13 (Redundant Closed Tuple): For all tuple t ∈ U ♯, t is a redundant 
closed tuple if and only if:

C(t,CCD(r)\{t}) = t 

Let us notice that the above definition is proposed in the same spirit as the 
elimination of redundant attributes when computing minimal covers for functional 
dependencies.

Definition 14 (Reduced U ♯ Border): The Reduced U ♯Border is defined as follows:

U♯♯ = {t ∈ U♯ | t is not a redundant closed tuple} 

Let us recall that, like all the tuples of U ♯, all the tuples of U ♯♯ satisfy the 
anti-monotone constraint. If we consider the lattice L which encompasses all the 
constrained closed tuples satisfying the anti- monotone constraint, the tuples of U ♯♯ 
arek the meet-irreducible elements of L which do not verify the monotone constraint.

Table 2. Relation example sales 2016

City Month Category Quantity

Paris 11/06 Clothes 100

Paris 11/06 Video Game 100

London 11/09 Video Game 100

Berlin 11/09 Video Game 600

London 11/06 Video Game 100

Table 3. Relation example sales 2017

City Month Category Quantity

London 11/06 Clothes 300

London 11/09 Video Game 300

London 11/06 Video Game 300

Paris 11/06 Clothes 300

Berlin 11/09 Video Game 200

Berlin 11/09 Clothes 200

Berlin 11/06 Video Game 100
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2.3. Emerging Cubes Characterization

In this section, we resume and summarize the issue addressed when proposing the 
concept of Emerging Cube which is an instance of the Constrained Cube.

Definition 15 (Measure Function): Let f be an aggregate function, r a database 
relation and t a multidimensional tuple. We denote by fval(t,r) the value of the 
aggregate function f for the tuple t in the relation r.

Example 4: In the Sales2016 relation (cf. Table 2), the total sale in Paris for the month 
11/06 and any product category can be given by Sumval((Paris, 11/06, ALL), 
Sales2016) = 200.

In the remainder of the chapter, we only consider additive aggregate functions 
(Pei et al., 2004):

Count, Sum, Min, Max. 

Definition 16 (Emerging Tuple): Let r1 and r2 be two compatible relations (same 
set of di- mensions and measures). A tuple t ∈ CL(r1 ∪ r2) is said emerging 
from r1 to r2 if and only if it satisfies the following two constraints C1 and C2:

fval(t,r1) ≤ MinThreshold1 (C1) 

fval(t,r2) > MinThreshold2 (C2) 

Example 5: Let us consider the Sales2016 and Sales2017 (cf. Table 3) relations. We 
suppose that they correspond to the dataset of a website for two different 
years. Let MinThreshold1 = 200 be the threshold for the relation Sales2016 and 
MinThreshold2 = 200 the threshold for Sales2017. Then the tuple t1 = (London, 
11/06, ALL) is emerging from Sales2016 to Sales2017 because Sumval(t1, Sales2016) 
= 100 (≤ MinThreshold1) and Sumval(t1, Sales2017) = 600 (> Min- Threshold2). In 
contrast, the tuple t2 = (Berlin, 11/06, ALL) is not emerging because Sumval(t2, 
Sales2017) = 100 (< MinThreshold2).

Definition 17 (Emergence Rate): Let r1 and r2 be two compatible relations, t ∈ 
CL(r1 ∪ r2) a tuple and f an additive function. The emergence rate of t from r1 
to r2, denoted by ER(t), is defined by:

0 if fval(t,r1) = 0 and fval(t,r2) = 0 

ER(t) = ∞ if fval(t,r1) = 0 and fval(t,r2) 6= 0 
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fval(t,r2) 

fval(t,r1) 

otherwise.
We observe that when the emergence rate is greater than 1, it characterizes trends 

significant in r2 and not so clear-cut in r1. In contrast, when the rate is lower than 
1, it highlights disappearing trends, relevant in r1 and not in r2.

Example 6: From the two relations, Sales2016 and Sales2017, we compute ER((London, 
11/06, ALL)) = 600/100. Of course, the higher the emergence rate is, the more 
distinctive the trend is. Therefore, the quoted tuple means a jump of the sales 
in London for the month 11/06 between Sales2016 and Sales2017.

Definition 18 (Emerging Cube): Let C1(t) and C2(t) be given emerging constraints 
(cf. Defi- nition 16). The set of all the tuples of CL(r1 ∪ r2) emerging from r1 
to r2 is called the Emerging Cube and we denote it by Ec(r1, r2):

Ec(r1, r2) = {t ∈ CL(r1 ∪ r2) | C1(t) ∧ C2(t)} 

Example 7: Table 4 provides the Cube emerging from the relations Sales2016 to 
Sales2017 with the thresholds MinThreshold1 = 200 and MinThreshold2 = 200.

This Emerging Cube is also depicted in Figure 1 (the emerging tuples are the 
ones appearing in a rectangle). For the sake of readability, the dimension values 
are coded as follows:

City | Month | Category 

Paris = P | 11/06 = 1 | Video Game = V 

London = L | 11/09 = 2 | Clothes = C 

Berlin = B | 

Moreover, ∗’ stands for the ALL value.

2.4. Emerging Closed Cubes

In this section, we introduce a new structure: the Emerging Closed Cube. It includes 
both (i) the set of emerging closed tuples and (ii) the border U ♯. This new approach 
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is different from the one proposed in (Bonchi & Lucchese, 2004) in the context of 
transaction databases and which encompasses the constrained closed patterns and 
the Lower border (L).

For reason of simplicity we use, from now on, t instead of (t, fval(t)) to handle a 
complete tuple with its dimension values and its measure. In a similar way, we use 
U ♯ instead of (U ♯, -).

Definition 19 (Emerging Closed Tuple): Let t ∈ CL(r) be a tuple, t is an emerging 
closed tuple if and only if:

1.  t is an emerging tuple;
2.  C(t, r1 ∪ r2) = t.

Of course, the closure of any emerging tuple is an emerging closed tuple because, 
by its very definition, it is the most specific among all the tuples which generalize 
it. Thus, it is necessarily equal to its own closure.

Example 8: The tuple (Paris, 11/06, Clothes) is an emerging closed tuple because:

Figure 1. Representation of the emerging cube and its borders over the cube lattice 
of sales 2017
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1.  (Paris, 11/06, Clothes) is an emerging tuple (cf. Figure 1)
2.  C((Paris, 11/06, Clothes), Sale1∪ Sale2) = (Paris, 11/06, Clothes)

The set of emerging closed tuples is not a cover of the Emerging Cube because 
for certain tuples it is not possible to decide whether they are emerging or not.

Example 9: Let us consider the set of all emerging tuples (T) in Table 6. The tuple 
(London, ALL, Video Game) is not emerging whereas its closure on T (London, 
11/06, Video Game) is emerging.

Definition 20 (Emerging Closed Cube): The Emerging Closed Cube is defined as 
follows: Ecc(r1, r2) = {t ∈ CL(r2) such that t is an emerging closed tuple} ∪ U ♯.

Example 10: The Emerging Closed Cube is represented through table 6 giving the 
set of emerging closed tuples and table 5 which proposes the upper border U ♯.

In order to prove that the Emerging Closed Cube is a cover for the Emerging 
Cube we introduce two propositions. The former shows that for any emerging tuple, 
we can compute its cube closure from either r1 ∪ r2 or the Emerging Closed Cube, 
and of course obtain the same result. The latter shows that two tuples having a same 
cube closure have a same emergence rate.

Table 4. Cube emerging from Sales2016 to Sales2017

City Month Category ER

London 11/06 Clothes ∞

London 11/06 Video Game 3

London 11/06 ALL 6

London 11/09 Video Game 3

London 11/09 ALL 3

London ALL ALL 4

Paris 11/06 Clothes 3

Paris 11/06 ALL 1

Paris ALL ALL 1

London ALL Clothes ∞

Paris ALL Clothes 3

NULL ALL Clothes 8

London ALL Video Game 3

NULL 11/06 Clothes 6

NULL 11/06 Video Game 2
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Proposition 7: For all emerging closed tuples t, C(t,Ecc(r1, r2)) = C(t, r1 ∪ r2)
Proposition 8: Let t and u be two emerging tuples, if t and u have a same cube 

closure over r1 ∪r2, thus their emergence rate is the same. ∀t, u ∈ EC(r1, r2) 
such that C(t, r1 ∪ r2) = C(u, r1 ∪ r2), we have ER(t) = ER(u).

3. COMPUTING EMERGING CLOSED CUBES

Providing the Emerging datacube with representations reduced as much as possible is 
critical because of the tremendous volume of managed data. But such representations 
without computing tools have a poor interest. In this section, we propose an algorithm 
for computing Emerging Closed Cubes. It is devised as an operator offered to OLAP 
users and which can be fully integrated within DBMSS. We take benefit of the 
cube closure properties because by discarding data redundancies, we also discard 
superfluous computations. The strong reduction of our representation originates an 
especially efficient algorithm.

Due to the heterogeneous nature of our representation, we need to develop two 
algorithmic approaches; one devoted to the borders and the other dedicated to the 

Table 5. Border U♯

(ALL, 11/09, Video Game) -

(ALL, 11/06, ALL) -

Table 6. Set of emerging closed tuples

Emerging Closed Tuple ER

(London, 11/06, Clothes) ∞

(London, 11/06, Video Game) 3

(London, 11/06, ALL) 6

(London, ALL, ALL) 4

(Paris, 11/06, Clothes) 3

(Paris, 11/06, ALL) 1

(Paris, ALL, Clothes) 3

(ALL, ALL, Clothes) 8

(London, ALL, Video Game) 3

(ALL, 11/06, Clothes) 6

(ALL, 11/06, Video Game) 2
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closed emerging tuples. Even if the two parts of the representation are different, they 
are based on similar concepts associated to the Emerging Cube. We rely on the E-Idea 
(Nedjar et al., 2011, 2013) algorithm in order to develop a generic framework which 
can be instantiated for the efficient computation of, on the one hand, the borders 
and on the other hand the closed tuples. With the choice of E-Idea as a work basis, 
the instantiations of our framework inherit of its interesting properties: integrability 
within Dbmss, modularity, low memory consumption and execution efficiency.

3.1. The Idea Framework

In this section, we present our general algorithmic schema. It makes use of the 
enforced con- straints in order to explore the search space in an adaptive way. In order 
to provide the user with an operator which can be directly applied, the algorithm that 
we propose must be integrated within DBMSS. By devising an integrated relational 
approach, it is possible to take advantage of existing ROLAP analysis tools. Then, 
the Closed Emerging Cube will be a particular data cube and like for the original 
one it will be possible to express queries, explore and navigate within it.

A feature of the Idea algorithm is to efficiently take into account any conjunction 
of mono- tone/antimonotone constraints. This conjunction is divided in two parts: 
cmc which is monotone and camc which is antimonotone. The way used to explore 
the cube lattice favors the antimonotone constraint. Indeed, the more aggregate 
tuples are dealt before the less aggregate ones. The former will likely satisfy the 
camc constraint while the latter have a smaller probability to have a measure above 
the threshold. When the other constraint no longer holds, the algorithm stops.

At the beginning of the processing, the considered tuples do not satisfy the cmc 
constraint but verify camc: these tuples are not emerging, they must be ignored. Once 
these tuples are discarded, Idea deals with the emerging tuples which will be written 
on disk. Then, the algorithm leaves the solution space when camc no longer holds 
and the encountered tuples as well as all their successors are no longer emerging 
and the algorithm stops. Figure 2 illustrates within a cube lattice the different steps 
of the algorithm while navigating through the search space.

In order to consider all the possible cases, the algorithm encloses several steps 
and for each one it has a specific behavior. As shown in Figure 2, three steps are 
distinguished (P1, P2 and P3) and each one corresponds to the state (verified or 
not verified) of the constraints cmc and camc. The following schema gives the 
correspondence between the constraint state and the step of the algorithm.

| camc | ¬camc 

cmc | P2 |P3 
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¬cmc | P1 | 

As underlined above, cmc and camc have a particular nature. The depth first 
exploration of Idea means that the monotone constraint is likely not satisfied at the 
beginning of the algorithm and it will hold further. In contrast, the antimonotone 
constraint is verified at the beginning whereas it does not hold later. All the transitions 
between steps cannot happen. For instance, if the algorithm is in the P3 step (the 
camc constraint is no longer verified), it cannot enter any other step.

The automaton given in Figure 3 describes the various possible transitions.
Let us describe the behavior of the algorithm in each of these steps.

• Initial Step P1: This step corresponds to the starting up of the algorithm and 
the processing of the first tuples which are likely not relevant because the cmc 
constraint is not satisfied yet. The algorithm makes a partition of the relation 
without writing any result. A step transition is performed by Idea as soon as 
one of the two constraints is in a new state.

• Main Step P2: During this step, all the encountered tuples are emerging. Idea 
must write them on disk. These Input/output operations are very costly, this 

Figure 2. Illustration of the different steps encountered by idea

 *For a more accurate representation see the electronic version.
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step is the most time consuming. It ends when a tuple not satisfying the camc 
constraint is encountered. Then, the algorithm enters the third step.

• Final Step P3: When the algorithm reaches this step, the camc constraint does 
not hold for the current tuple t. Since the constraint is monotone, it cannot be 
verified for all the tuples more specific than t. It is no longer necessary to scan 
the search space and the algorithm ends.

3.1.1. Detailed Description of the Idea Algorithm

Idea is an adaptation of the Buc’s algorithmic schema to compute the Emerging Cube. 
The algorithm scans the search space from bottom to top. It begins with the cuboid 
according to ∅ and goes up through the cuboid lattice by using the lexicographic 
order. For the sake of simplicity, we assume that the order between attributes (≤D) 
is the alphabetical order. Hence, the lexicographical order for scanning the nodes 
is the very same as the dictionary order. The order relation ≤D does not affect the 
algorithm correctness but can have serious consequences on its efficiency. From a 
practical point of view, several heuristics to find the best order between attributes 
have been proposed in Beyer & Ramakrishnan (1999) and experimented by Nasr 
& Badr (2003).

Idea is a recursive algorithm based on the horizontal partitioning. In a rather 
rough way, Idea can be seen as a version of Partitioned-Cube which never calls 

Figure 3. Automaton of the idea algorithm
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Memory-Cube (Ross & Srivastava, 1997). Therefore, it takes advantage of the 
good I/O efficiency of Partitioned-Cube and the pruning `a la APRIORI (Agrawal 
et al., 1996).

Our algorithm is cut up in the following sub-algorithms:

• Idea (cf. Algorithm 4)
• WriteSuccessors (cf. Algorithm 3) which writes the results directly on disk 

when the aggregate value of the current partition is obvious to compute.
• Partition (cf. Algorithm 1) which efficiently cuts up the relation in fragments 

according to the values of the current attribute. The operation is performed 
by a counting sort with linear complexity.

• Aggregate (cf. Algorithm 2) which computes the measure value for the 
current partition.

For a sake of efficiency, we do not work on the two relations r1 and r2 but instead 
on a merged relation being provided with two measures attributes, the aggregate 
function must apply on each attribute. From these two aggregate values, the emergence 
rate can be achieved for the current multidimensional tuple.

The feature of the Idea algorithm (cf. Algorithm 4) is to adapt its behavior 
according to its current step. For the first call, the current cell given in parameter is 
(‘ALL’, . . ., ‘ALL’). The first aggregate operation performs a pass over r in order 
to compute the measure value (cf. Algorithm 2). Once this operation is achieved, 
the algorithm verifies if r contains a single tuple. In such a case, the aggregate 
tuple is already computed. WriteSuccessors is called (cf. Algorithm 3) and the 
algorithm ends. WriteSuccessors replaces, attribute after attribute, each ALL value 
of the current cell by the value of the single tuple of the partition. This operation 
is particularly important when data are very sparse. In this case, numerous and 
very reduced partitions are likely to be generated. Therefore, the algorithm saves 
both numerous recursive calls and much execution time. If the input relation is not 
reduced to a single tuple, the current cell is written. Let us explain now the core 
of the algorithm. For each dj dimension given in parameter, the current relation 
is partitioned according to its values. Two tuples t and t’ will belong to the same 
partition if and only if t[dj ] = t’[dj ]. This step requires a sorting operation hence 
it is costly. In order to reach an optimal efficiency, we choose to use a counting 
sort having a linear time complexity. Partition is described in algorithm 1. Once 
the operation is achieved, Idea is recursively called for each partition verifying the 
camc constraint. Once all the partitions have been dealt for the dj dimension, all the 
cuboids containing dj have also been dealt. The ALL value is then affected to the 
dj dimension for the current cell.

 EBSCOhost - printed on 2/8/2023 7:31 PM via . All use subject to https://www.ebsco.com/terms-of-use



152

C-Idea

Example 11: Figure 4 illustrates how the Idea algorithm navigates within the 
cuboid lattice to compute the Emerging Cube of Sales2016 and Sales2017. 
Each dimension is denoted by its initial. Figures 5 give the details of all the 
fragments computed by Idea when traversing the search space. Within each 
node, the tuples (ti stands for the tuple provided with the Id i) in the fragment 
of SalesF us (cf. Table 7) appear as well as the partition attributes. The dotted 
edges correspond to the nodes obtained without any aggregation operation. 
The dotted nodes correspond to the moment when Idea backtracks and reuses 
a similar input in order to pursue the computation.

Table 7. Fusionated relation example sales f us

RowId City Month Category Quantity1 Quantity2

1 Paris 11/06 Clothes 100 300

2 Paris 11/06 Video Game 100 0

3 London 11/06 Video Game 100 300

4 Berlin 11/09 Video Game 600 200

5 London 11/09 Video Game 100 300

6 London 11/06 Clothes 0 300

7 Berlin 11/09 Clothes 0 200

8 Berlin 11/06 Video Game 0 100

Figure 4. Tree followed by the Idea algorithm to navigate within cuboids for the 
sales f us relation
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3.2. Border Computation

In this section we present, the first instantiation of our framework for the computation 
of the U♯ border. The borders encompass particular tuples which are the boundaries 
of the solution space. They are encountered when step transitions are performed. 
Before giving the algorithm, we give some propositions which ensure the correctness 
of our approach.

The borders have been widely studied in the context of binary data mining. 
Efficient algorithms have been proposed for computing maximal borders (Burdick 
et al., 2005; Gouda & Zaki, 2005; Jr., 1998). However, solutions do not exist for 
yielding this kind of representation in a multidimensional context.

In figure 2, let us notice that the borders mark the boundaries of the algorithm 
steps. In other words, the border tuples correspond to ones for which the algorithm 
performs a step transition. We give several propositions for showing the link between 
the step transitions and the borders.

Definition 21 (Agreeing tuple set): Let P ⊆ r be a subset of the r relation tuples 
and D ⊆ D a set of dimensions, we say that P agrees on D if and only if ∀t, t’ 
∈ P we have t[D] = t’[D].

Definition 22 (Idea-Successor): Let D = {d1, . . ., dj} be an ordered subset of 
dimensions (D ⊆ D) and P ⊆ r a subset of the r relation tuples agreeing on D. 
A set of tuples P’ is called Idea- Successor of P with respect to D if and only 
if P’ ⊆ P and ∃dk ∈ D\D (with k > j) such that

∀t,t’ ∈ P’, t.dk = t’.dk . 

In other words, p’ is an Idea-Successor of P according to D if P’ is a subset of 
P which agrees on a direct superset of D having an additional dimension dk greater 
(according to ≥D) than the greatest dimension of D (dj in the above definition).

Example 12: By resuming our relation example SalesF us (cf. Table 7), let P = 
SalesF us = {t1, t2, t3, t4, t5, t6, t7, t8} be a set of tuples agreeing on D = ∅, the 
set of tuples P’ = {t1, t2, t3, t6, t8} agrees on D’ = {Mounth} a direct superset 
of D. Hence, P’ is an Idea-Successor of P according to D.

Definition 23 (Maximal Idea-Successor): Let D = {d1, . . ., dj} be an ordered subset 
of di- mensions (D ⊆ D) and P be a a subset of the r relation tuples such that ∀t, 
t’ ∈ P we have t[D] = t’[D]. A fragment P’ is said a maximal Idea-Successor 
of P according to D if and only if P ’ is an Idea-Successor of P according to 
D and ∄t ∈ P \P ’ such that t ∪ P ’ is an Idea-Successor of P according D.
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The notion of maximal Idea-Successor clearly formalizes the order according to 
which the Idea framework navigates through the partition of the input relation (cf. 
Figure 5). Hence, when a P ’ fragment is maximal Idea-Successor of P according 
to D then we are sure that if we call Idea with the parameters P and D then the one 
of the direct recursive calls will be provided with the arguments P’ and D ∪ dk. In 
the recursive call tree, an edge links the two calls with the parameters (P, D) and 
(P’, D ∪ dk).

Example 13: According the previous example, P’ = {t1, t2, t3, t4, t5} is an Idea-
Successor of P = {t1, t2, t3, t4, t5, t6, t7, t8, t9, t10} with respect to D = ∅. P’ is not 
a maximal Idea-Successor because t8 shares the same values as the tuples of P’ 
on D’. P’ ∪ t8 is a maximal Idea-Successor of P according to D because there is 
no tuple sharing the same values for the attributes of D’. The multidimensional 
tuple associated to P is (ALL, ALL, ALL, ALL). The one associated to P’ ∪ 
t8 is the tuple (ALL, Marseille, ALL, ALL).

When Idea is running, step transitions are performed just after a recursive call 
to the algorithm. If, for a call to Idea, with the parameters P and D, the step of the 
algorithm is Pi and if during the processing of one of the maximal Idea-successors 
P’, the algorithm step is Pj then P’ is originated by a transition Pi → Pj and P is the 
origin of the transition Pi → Pj.

Proposition 9: Let t ∈ L be a multidimensional tuple. The set of tuples P’ used for 
computing t comes from a transition P1 → P2.

Proof.

t ∈ L 

⇔t ∈ min≤s ({t ∈ CL(r1 ∪ r2) | cmc(t) ∧ camc(t)}) 

⇔∀t’ such that t’ <s t we have ¬cmc(t’) ∧ camc(t’) 

Figure 5. Tree used by the Idea algorithm to navigate within cuboids for the sales 
f us relation
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⇒∀t’ such that t’ <s t, Idea algorithm generates t’ during P1 step (1)

Similarly

t ∈ L 

⇔t ∈ min≤s ({t ∈ CL(r1 ∪ r2) | cmc(t) ∧ camc(t)}) 

⇒t is an emerging tuple 

⇒Idea algorithm generates t during P2 step (2)

According to (1) and (2) the transition passing from the tuple t’ to t is of type 
P1 → P2

Proposition 10: Let t ∈ U be a multidimensional tuple. The set of tuples P ’ used 
for computing t comes from a transition P2 → P3.

Proof.

t ∈ U 

⇔t ∈ max≤s ({t ∈ CL(r1 ∪ r2) | cmc(t) ∧ camc(t)}) 

⇒t is an emerging tuple 

⇒Once t is generated, the Idea algorithm is in the P2 step (3)

Let us assume that a transition exists which is not P2 → P3. In such a case, 
according to the state machine (cf. Figure 3), this transition is necessarily P2 → P2. 
This means that the tuple t’ generated during this transition is an emerging tuple 
more general than t. This contradicts t ∈ U.

Proposition 11: Let t ∈ U♯be a multidimensional tuple. The set of tuples P ’ used 
for computing t does not generate any transition P1 → P1.

Proof.

t ∈ U♯ 
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⇔t ∈ max≤s ({t ∈ CL(r1 ∪ r2) | ¬cmc(t) ∧ camc(t)}) 

⇔∀t’ such that t <s t’ we have cmc(t’) ∧ camc(t’) or ¬¬cmc(t) ∧ ¬camc(t) 

⇒∀t’ such that t <s t’, the Idea algorithm generates t’ during the P2 or P3 step 
(4)

Similarly

t ∈ U♯ 

⇔t ∈ max≤s ({t ∈ CL(r1 ∪ r2) | ¬cmc(t) ∧ camc(t)}) 

⇒Once t is generated, the Idea algorithm is in the P1 step (5)

According to (4) and (5) all the transitions passing from a tuple t to t’ is of type 
P1 → P2 or P1 → P3. If it exists one transition which is not of these types then t is 
not maximal.

These two propositions are the foundation for the additions to the Idea framework 
in order to instantiate it for the border computing.

The first modification is to avoid all the operations concerning the tuples generated 
during the P2 step. Because all the tuples of U♯ are achieved during the P1 step. The 
second addition concerns the management of Base Single Tuples. The partition of 
such tuples is made of a single element for which it is not necessary to examine all its 
successors but just the maximal one. The projection of the tuple on the dimensions 
which remain to be dealt is then appended to the border. The last modification to be 
performed is the verification of the condition given in proposition 11.

After each recursive call, we verify that the transition is not P1 → P1. If such 
a transition is not encountered, the current tuple is tested and appended to the U♯ 
border. The AppendToBorder procedure just verifies the maximal feature of the 
tuple and appends it to the result.

3.3. Constrained Closed Tuple Computation

The second instantiation of our framework is devoted to the constrained closed 
tuples. These tuples satisfy the constraints and thus they are encountered during 
the P2 step. In this section, we give the propositions which justify the elimination 
of non-closed tuples during the computation.

Providing the Emerging Cube with representations as much reduced as possible is 
critical, but having a reduced representation without means of efficiently computing 
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it has poor interest. In this section, our objective is to add to the Idea generic 
software platform the possibility to compute the different loss-less information 
representations. According to the propositions given above, all our representations 
of the Constrained Closed Cube Family make use of at least one of the borders and 
the set of emerging closed tuples. This is why we choose F-Idea as a basis to build 
a new algorithm devoted to the computation of our representations: C-Idea (for 
Closed Integrable DatabasE Algorithm). This algorithm uses certain properties 
of F-Idea in order to efficiently compute the emerging closed tuple set. Before the 
presentation of the algorithm C-Idea, we give some propositions which prove the 
robustness of our approach.

Proposition 12 (Not Closed Constrained Tuples): Let P be a set of tuples of r 
which agree for the dimension set D ⊆ D generated by a F-Idea partitioning 
and P ’ one of its maximal Idea- Successors according to D (P’ is an agree 
set on D ∪ dk). If |P | = |P’| then the tuple t associated to P is a not closed 
constrained tuple.

Proof. Let P be a set of constrained tuples which agree on dimension set D ⊆ D 
and P ’ one of its maximal Idea-Successors according to D. t and t’ are the tuples 
associated to P and P ’. Since P ’ is one of the maximal Idea-Successors of P, we 
know that t ≺s t’. Due to the definition of the cover relation, cov(t) = P and cov(t’) 
= P ’. t s t’ ⇒ cov(t’) ⊆ cov(t). If |P | = |P ’| then cov(t) = cov(t’) ⇔ t ≡cov t’ ⇔ t 
≡C t’. According to the extensivity property of the closure operator:

(t ≺s t’) ∧ (t’ <s C(t’,r)) ∧ (C(t’,r) = C(t,r)) ⇒ C(t,r) 6= t 

Hence the tuple t is not closed.
With this proposition, most of the not closed tuples are discarded. This is why 

it is critical to enforce it as soon as possible within F-Idea. The remaining tuples 
are called closed candidates. For avoiding generating erroneous solutions, we add 
a second test which proves that the considered tuple is really a closed tuple.

Proposition 13 (Idea fragment closure): Let P be one of the nonempty fragments 
generated by an F-Idea partitioning. The closure of the tuple t associated to P 
is defined as follows:

C(t, r1 ∪ r2) = + t’ 

t∈P 
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Algorithm 1. Partition Algorithm

Input: 
A relation r
The dimCur dimension according to which r has to be partitioned
Output: 
The r relation partitioned according to the values of the dimCur 
attribute in C fragments:
r1
, . . ., r

C

1: let C: an integer containing the number of distinct values in r 
for the dimCur attribute
2: let hist: an array of |Dom(dimCur)| integers initialized to 0
3:  let nbTuples: an integer initialized to the number of tuples 
in r
4:  for i = 1, . . ., nbTuples do
5:     hist[ti

.dimCur]:= hist[t
i
.dimCur] + 1; //The number of 

occurrences for each value of the 
dimCur attribute
6: end for 
7:  //We make use of the histogram 
8:  let indTab: an array of integers initialized to 0;
9:  let first: an integer initialized to 0; 10:  let last: an 
integer initialized to 0; 11: for i = 1, . . ., |Dom(dimCur)| do 
12:     if hist[i] 6= 0 then
13:     C:= C + 1;
14:     end if 
15:     last:= hist[i];
16:     indTab[i]:= first; 17:     first:= first + last; 18:  
end for 
19:  let indTab2: a local copy of indTab;
20:  for i = 1, . . ., nbTuples do
21:     let v: the value of the tuple ti

 for the dimension 
dimCur;
22:     rTmp[indTab2[v]]:= ti

;
23:     indTab2[v]:= indTab2[v] + 1;
24: end for 
25:  let j: an integer initialized to 1; 26: for i = 1, . . ., 
|Dom(dimCur)| do 27:     if hist[i] 6= 0 then
28:     rj

:= rTmp[indTab[i]..indTab[i] + hist[i]];
29:     j:= j + 1;
30:     end if 
31: end for 
32:  return r1

, . . ., r
C
 ;
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Proof. Let P be one of the nonempty fragments generated by an F-Idea partitioning. 
Hence P is the maximal Idea-Successor of a sequence of maximal Idea-Successors 
originated by r1 ∪ r2. This property proves that P = cov(t) with cov(t) = {t’ ∈ r | t 
<s t’}. According to the definition of the cubic closure operator:

C(t, r1 ∪ r2) = + t’ 

t’∈r|t <st’ = + t’ 

Algorithm 2. Aggregate Algorithm

Input: 

A merged relation r

The current cell CurrentCell

An aggregation and additive function f

1: let r1
 the projection of r on D ∪ M

1
 2: let r

2
 the projection 

of r on D ∪ M2
 3:  for all t ∈ r do

4: CurrentCell.M1
 = CurrentCell.M

1
 + f (t, r

1
); 5: CurrentCell.

M2
 = CurrentCell.M

2
 + f (t, r

2
); 6:  end for

Algorithm 3. Algorithm WriteSuccessors(t, D, CurrentCell)

Input: 

A tuple t

The set of dimensions which still need to be processed D = {di
, 

. . ., dn
}

The current cell CurrentCell

1: if D is empty then 

2:     return; 

3:  end if 

4: for all dj
 ∈ D do

5:     CurrentCell.dj
:= t.d

j
 ;

6:     Write(CurrentCell);

7: end for 

8: for all dj
 ∈ D do

9:     CurrentCell.dj
:= ALL;

10: end for 

11:   WriteSuccessors(t, {di+1
, . . ., d

n
}, CurrentCell)
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Algorithm 4. C-Idea algorithm

Input: 
A merged relation r
The set of dimensions D = {d

1
, . . ., d

n
} which remain to be 

processed The current cell CurrentCell
The current step of the algorithm P

Cur
 Output:

The Emerging Cube of r.
The output step of the algorithm 
1: DimCour:= d

1
;

2: Aggregate(r, CurrentCell, f); //Computes the values of the 
function and writes them in the current cell 
3: let P

Succ
:= FindNextStep(P

Cur
, CurrentCell); //cf. Figure 3

4:  if P
Succ

 = P
3
 then

5:     return P
Succ

;
6:  else if P

Succ
 = P

2
 then

7:     if |r| = 1 then
8:     Write(r[0]);
9:     return P

3
;

10:     end if 
11:  end if 
12: for all d

j
 ∈ D do

13:     C:= |r(d
j
 )|;

14:     Partition(r, d
j
); //r is partitioned, according to 

the values of the d
j
  attribute, into C

fragments:  r
1
, . . ., r

C

15:     for i = 1, . . ., C do
16:     if (P

Succ
 = P

2
) ∧ (|r

i
|≠|r|) then

17:     t:= Sum(r); //Closure computation
18:     if t = CurrentCell then
19:     Write(CurrentCell); //t satisfies the proposition 
14 
20:     end if 
21:     end if 
22:     CurrentCell.d

j
:= r

i
[0].d

j
 ; //The current cell is 

provided with the value of the d
j
 dimen- sion for r

i

23:     C-Idea (r
i
, {d

j+1
, . . .,  d

n
}, CurrentCell, P

Succ
);

24:     end for 
25:     CurrentCell.d

j
:= ALL; //The d

j
 dimension is entirely 

processed 
26: end for 
27:  return P

Succ
;
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t’∈cov(t) = + t’ 

t’∈P 

The proposition main interest is that the closure computation cost is minimized. 
This compu- tation is performed on a minimal fragment of the original relation, 
we avoid to uselessly scan the whole dataset. Moreover, due to proposition 13, the 
computation number is itself reduced.

Proposition 14 (Closure test): Let t be a closed candidate tuple and P the 
corresponding frag- ment of r. t is a closed tuple if and only if +t∈P t = t.

The C-Idea algorithm is a variant of F-Idea which, during the step P2, makes use 
of the above propositions in order to efficiently compute the constrained closed tuples 
and thus achieves the Constrained Cube reduced representations. Our approach takes 
benefit of the successive par- titioning performed by the algorithm for optimizing as 
much as possible the computation of the Constrained Closed Cube. Furthermore, the 
approach preserves the Idea property of integration within Dbmss. The algorithm 
4 gives the pseudo-code of C-Idea.

4. EXPERIMENTAL EVALUATIONS

In this section, we present the results of various evaluations. However, there is no 
comparable algorithm to compute Emerging Cubes. This is why we have developped 
an adaptation of the Buc algorithm. However, this adaptation performs poorly when 
compared to C-Idea, simply because it was not originally intended for this goal. 
This is the reason why we do not present the obtained results for execution times. 
Instead we focus on the size of the Emerging Cube and the Closed Emerging Cube.

In order to assess performances of Idea, the algorithm was implemented using the 
language C++. The executable file is generated with GNU g++ compiler version 
4.4.3. Experiments were performed on an Intel Core 2 Duo CPU E6550 with 2 GB 
of main memory, running on Linux 2.6.32.

To perform the presented evaluations, we use the same database relations as 
in (Xin et al., 2007). Experiments are conducted on data issued from a large and 
various scope of domains.

For synthetic data1, we use the following notations to describe the relations: D the 
number of dimensions, C the cardinality of each dimension, T the number of tuples 
in the relation, M1 (M2, respectively) the threshold corresponding to the C1 constraint 
(C2, respectively), and S the skewness of data according to the Zipf’s law2. When 
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S is equal to 0, data are uniform. As S increases, data become more synthetic, data 
sets are called J1, J2, J3, J4. For real data, we use the weather relations SEP82L.
DAT and SEP85L.DAT used by Xin et al. (2006), which have 1,002,752 tuples with 
8 selected dimensions. The attributes (with their cardinalities) are as follows: year 
month day hour (238), latitude (5260), longitude (6187), station number (6515), 
present weather (100), change code (110), solar altitude (1535) and relative lunar 
luminance (155). We also make use of the synthetic generator belonging to the 
Olap benchmark APB-13, which is a standard in data warehousing (Morfonios & 
Ioannidis, 2006). The generated fact table has two measures (Unit Sales and Dollar 
Sales) and the four following dimensions (with their cardinalities): Product (6,500), 
Customer (640), Time (17), and Channel (10). The size of the fact table is tuned by a 
density factor varying from 0.1% to 40%. The lowest density factor generates a fact 
table consisting of 1.2 × 106 tuples occupying approximately 30 MB. The similar 
features for the highest density are 400 times larger (4.9 × 109 tuples and 12 GB). 
The two datasets used for this experiment are generated with the density set to 1%. 
All the characteristics of the used datasets are reported in table 8, and summary of 
the experiments Table.

Table 8. Characteristics of datasets

Dataset Type T C S D M1 M2

J1 Synthetic [105; 106] 100 2 10 5 150

J2 Synthetic 106 [100; 1000] 2 10 5 150

J3 Synthetic 106 100 [0; 4] 10 5 150

Weather data Real 2,013,207 6,515 8 [50; 200] 200

Table 9. Summary of the experiments

Dataset |DC(r1 ∪ r2)| |EC(r1,r2)| TeBuc TIdea TSql

J1 [7.9 × 108; 6.2 × 
109] [2.0 × 106; 4.0 × 108] [2,274; 

18,265]
[25; 
427]

[3,610; 
33,022]

J2 [1.1 × 109; 1.2 × 
109] [3.5 × 106; 4.0 × 106] [3,114; 

3,213] [21; 29] [4,747; 
6,293]

J3 [1.9 × 108; 1.3 × 
109] [4.5 × 105; 7.4 × 106] [565; 

3,706] [27; 52] [1,045; 
6,685]

J4 [1.2 × 107; 2.5 × 
1010] [2.1 × 105; 3.2 × 107] [29; 

80,573] [2; 211] [43; 149,013]

Weather data 2.9 × 108 [1.3 × 105; 2.1 × 106] [931; 976] [8; 26] [1,446; 
1,857]

APB-1 benchmark 2.6 × 107 [1.0 × 106; 2.7 × 106] [79; 81] [18; 30] [113; 146]
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In Figures 6a and 6b, we give results obtained when comparing the size of the 
Emerging Cube with the Emerging Closed Cube for synthetic data. Whatever the 
size of the relation r2 (cf. Figure 6a) or the cardinality of its dimensions (cf. Figure 
6b), the size of the Emerging Closed Cube is comparable on slightly reduced when 
compared to the size of the Emerging Cube. The reason behind this weak reduction 
of space is the following: synthetic data are very weakly correlated and thus they 
encompass very few redundancies. Moreover, we set the data skew to 0 and thus we 
do not impact the original emergence rate. As expected by varying the data skew, 
we observe that, compared to the Emerging Cube, the Emerging Closed Cube has 
a size more and more reduced while the data skew increases. The reduction rate 
varies from 1 to 7. The phenomenon is illustrated in Figure 6c. Furthermore, we 
use real data, known as being strongly correlated, for comparing the Emerging 
Cube with the Emerging Closed Cube. The parameter which varies is the minimal 
threshold applied to the relation r2. We observe, in Figure 6d, that the more the 
threshold increases, the more the size of the Emerging Cube and the Emerging Cube 
Closed Cube decreases. Actually, when the minimal threshold is high, obviously 
the number of emerging tuples is weak. Nevertheless, the Emerging Closed Cube 

Figure 6.  
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is always more reduced than the Emerging Cube with a relevant reduction. This 
feature is highlighted by Figure 7a, Figure 7b, Figure 7c and Figure 7d which give 
the reduction ratios between the different representations.

5. DISCUSSION

The storage explosion is a well-known problem related to the tremendous volume 
of computed data cubes. In order to reduce this drawback, a first solution is to 
partially materialize data cubes by focusing on the most relevant tuples. The 
Iceberg Cube (Beyer & Ramakrishnan, 1999) exemplifies such a solution and it is 
generalized by the constrained cube which enforces any combination of monotone 
and/or antimonotone constraints. Despite discarding less interesting tuples, the 
resulting data cube remains voluminous. Hence, approaches attempt to reduce its 
size but without eliminating more knowledge. The idea under these approaches is 
the following: certain tuples share an equivalent semantics. They can be gathered 
in equivalence classes for which it is sufficient to keep only a representative tuple. 
Hence these approaches bring semantical reduced representations. Among them, let 

Figure 7.  
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us quote the Quotient Cube (Lakshmanan et al., 2002) and the Closed Cube (Xin et 
al., 2006). Let us underline that the Constrained Closed Cube is the most generic 
solution which results from the non-trivial combination of the Constrained Cube, 
the borders and the Closed Cube.

Based on Constrained Close Cube, the Emerging Cube highlights the trend 
reversals and gives the decision makers the relevant information as quickly as possible.

Along with these representations, cubing algorithms are devised. No one can be 
compared directly with our algorithmic solution because of its genericity, nevertheless 
links can be stated between them. We briefly review such links and place emphasis on 
the features and advantages of the different algorithms. Buc (Beyer & Ramakrishnan, 
1999) is the first algorithm intended for computing Iceberg Cubes. Its bottom-up 
and depth first computation order facilitates the enforce- ment of the antimonotone 
constraint `a la APRIORI. It is mainly based on sort and partitioning. Because it 
does not make use of complex data structure, it can be directly integrated within 
a BDMS. When designing C-Idea, one of our main objectives is the integrability. 
This is why we adopt the Buc strategy of sorting and partitioning.

The common points between P-Cube (Cicchetti et al., 2011) and Buc are to 
compute Iceberg Cubes by performing partitioning and to navigate through the 
search space in a bottom-up and depth first way. However, P-Cube does not use a sort 
method but instead enforces partition products. Another difference is that P-Cube 
enumerates the aggregates to be computed according to the lectic order. P-Cube 
also proposes a syntactic reduction. Instead of the classical relational representation, 
P-Cube takes advantage of partitions in order to propose a syntactic reduction and 
a more compact relational representation.

Cure-for-Cube (Morfonios & Ioannidis, 2006) also computes Iceberg Cubes. 
Like P-Cube, it proposes a syntactic reduction of cubes. Like Buc, its computation is 
based on sorting and partition- ing but it takes advantage of semantical redundancies 
to improve its efficiency. Cure-for-Cube and P-Cube share with C-Idea the same 
concern and they preserve the integrability property.

6. CONCLUSION

We have proposed the concept of Emerging Cube in order to capture trend reversals 
between the data cubes of two comparable relations. Emerging Cubes can be 
represented through the classical borders [L; U ]. Such a representation is especially 
reduced when compared to the size of the Emerging Cube, and useful to know whether 
an aggregated tuple captures a trend reversal or not. Thus, if the Emerging Cube is 
intended for the quoted use, its representation through borders is the best candidate 
because of the small amount of storage which is required. However, provided with 
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borders, the measure values cannot be retrieved and it is not possible to answer 
whatever Olap query. To meet this goal, we propose the Emerging Closed Cube which 
is the most reduced and lossless representation of Emerging Cubes. It is of course 
more voluminous than the borders but the counterpart is that it makes it possible to 
answer any query on the Emerging Cube while storing minimal information. Thus, 
if the use of the Emerging Cube is querying then the Emerging Closed Cube is the 
best representation for optimizing storage space.

We propose a computation approach devoted to Emerging Closed Cubes: the 
C-Idea algorithm.

It is provided with two interesting properties: its efficiency which is validated 
through various experiments and its integrability within Dbmss then existing Rolap 
tools remain relevant for Emerging Closed Cubes.

We perform experimental evaluations by using various data sets. In the most 
disadvantageous cases when data encompasses very few redundancies, the 
Emerging Closed Cube which discards redundancies in order to reduce the size 
of the representation is not favoured while the representation through borders 
is incomparably smaller than the Emerging Cube. Fortunately, the quoted cases 
concern synthetic data. In the most common situations, when real data is managed, 
the Emerg- ing Closed Cube is actually a reduced representation of the Emerging 
Cube with an appreciable reduction of space.
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3  Olap Council. APB-1 Olap Benchmark: http://www.olapcouncil.org.
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ABSTRACT

Research on the analysis of time series has gained momentum in recent years, as 
knowledge derived from time series analysis can improve the decision-making 
process for industrial and scientific fields. Furthermore, time series analysis is 
often an essential part of business intelligence systems. With the growing interest 
in this topic, a novel set of challenges emerges. Utilizing forecasting models that 
can handle a large number of predictors is a popular approach that can improve 
results compared to univariate models. However, issues arise for high dimensional 
data. Not all variables will have direct impact on the target variable and adding 
unrelated variables may make the forecasts less accurate. Thus, the authors explore 
methods that can effectively deal with time series with many predictors. The authors 
discuss state-of-the-art methods for optimizing the selection, dimension reduction, 
and shrinkage of predictors. While similar research exists, it exclusively targets 
small and medium datasets, and thus, the research aims to fill the knowledge gap 
in the context of big data applications.
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INTRODUCTION

Time series analysis and time series data mining aim to describe patterns and 
evolutions occurring in data over the time. Among the many useful applications of 
time series data mining and analysis, time series forecasting is especially salient as 
it contributes crucial information to corporate and/or institutional decision-making. 
Thus, to no surprise, is often an important part of business intelligence (BI) systems, 
which allow a company to gather, store, access, and analyze corporate data to aid 
in decision-making.

In today’s information-driven world, countless numbers of numerical time series 
are generated by industry and researchers on any given day. For many applications 
-- biology, medicine, finance, industry, among others -- high dimensional time series 
are required. Modern time series analysis systems are expected to process and store 
millions of such high dimensional data points per minute, twenty-four hours a day, 
seven days a week, generating terabytes of logs. Needless to say, dealing with such 
voluminous datasets raises various new and interesting challenges.

The first models developed for time series forecasting were univariate models 
based on auto-regression principle. In such models, historic observations are used 
to make future forecasts. The most popular of these univariate models include the 
Auto-Regressive (AR), Auto-Regressive Moving Average (ARMA), and the Auto-
Regressive Integrated Moving Average (ARIMA) models (Box, 2013). Let us detail 
the ARIMA model, which takes three integer parameters (p, d, q).

Where p is the lag parameter of the auto-regressive part, d is the non-stationarity 
order of the time series, and q is lag parameter of the moving average part.

The non-stationarity of time series is allowed with this model. Consider a time 
series that is non-stationary of order d.

The ARIMA (p, d, q) model consists in applying the ARMA (p, d) model after 
transforming the time series to stationary by differencing it d times, where d is the 
order of integration or non-stationarity. The ARMA (p, q) model expresses a stationary 
times series y(t) according to the q last error terms and the p past observations. It 
can be expressed as follows:

y t y t i t i t
i

p

i
i

q

i( ) = + −( )+ ∈ −( )+ ∈ ( )
= =
∑ ∑α α β

0
1 1

 

where ∈ ( )t  are the error terms, αi and βi are the parameters of the model.
Despite their advantages, univariate forecasting approaches have some drawbacks: 

for one, they do not take into account potentially exploitable data of other time 
series in the same dataset.
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Therefore, multivariate forecasting models, which incorporate such data into 
their analysis, were developed, including the extended version of the AR model; 
the Vector Auto-Regressive (VAR) and the co-integrated VAR model; the Vector 
Error Correction model (VECM) (Johansen, 1991). The principle underlying 
multivariate forecasting models is that the value of a given variable often depends 
on past values of itself and of other related variables. Such models are still popular 
today and are used independently or in combination with other new techniques, for 
instance, artificial neural network non-linear modeling (Thielbar & Dickey, 2011).

Despite significant developments in multivariate forecast modeling, two main 
issues still appear when dealing with highly dimensional data: (i) how to select 
predictors for a target variable; (ii) how to assess whether the quantity of variables 
used has affected the accuracy of predictions. Both problems have been examined by 
researchers in recent years, yielding original findings and novel approaches. Namely, 
recent literature (J. H. Stock & Watson, 2012), (Jiang, Athanasopoulos, Hyndman, 
Panagiotelis, & Vahid, 2017), suggests that for econometric data specifically, methods 
performance depends on the dataset and the target variable. Thus, it is advisable to 
evaluate wide variety of methods before making the final decision on used model.

An upper limit exists on the number of variables that can be used to improve the 
forecasting quality of existing multivariate models.

The organization of this paper proceeds as follows: In the next section, we provide 
preliminaries and formulate the problem. Next, we formulate the state of the art 
divided into three subsections, were we discuss existing approaches grouped by 
their underlying mathematical principle: we examine methods based on Dynamic 
Factor Models (DFMs), shrinkage, and regression methods, and two-step approaches 
based on feature selection and dimension reduction. In the second to last section, 
we discuss eligibility of state of art methods when facing massive datasets. Finally, 
we conclude.

PRELIMINARIES AND THE PROBLEM STATEMENT

In this section, we discuss basics of multivariate forecasting and state the problem 
at study. Let us start by discussing the notation used throughout this paper.

Notations

Let Y  be a numerical matrix, we adopt the classical notations, i.e., Y
i j,

 refers to 
the element of Y  where i  is the row number and j  is the column number. Consider 
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a k-dimensional time series Y Y Y
k

= ( )1
, , ,�  where each element of Y  is a 

univariate time series containing n  observations, i.e., a series of observations 
indexed in time order.

• Each univariate time series from Y  can be considered as variable.
• Y  can be considered also as numerical matrix, thus Y Y i

i j j,
.= ( )  In the 

following, we prefer the notation Y i
j ( )  instead of Y

i j,
 for time series, where 

i  indicates to time and j  indicates the index of variable.
• The set of target variables T Y⊂ , is the set variables to forecast.
• The set of predictors, is a subset P Y⊂  containing variables that can be used 

in a multivariate model in order to predict target variables. Note that 
P T∩ ≠ ∅ , which means that the target variables can be also considered as 
predictors for other target variables.

•  Time series differencing refers to computing the difference between 
consecutive points:

∆Y t Y t Y t t n
i i i( ) = ( )− −( )∀ ∈  

1 2, .  

Multivariate Time Series in the Context of Big Data

As with all neologisms, the term ‘Big Data’ is ambiguous and deserves some 
clarification (Ward & Barker, 2013). We arrange our discussion around the “Five 
V’s” of Big Data as it offers a manner for explaining the objectives of Big Data 
challenges, in a way that is widely adopted by researchers and industry professionals 
(Beyer & Laney, 2012), (Ward & Barker, 2013). The 5V’s of Big Data are: data 
volume, variety, velocity, variability, and veracity.

Although all five of these components are in some way relevant to analyzing 
multivariate time series data, the current study focuses on the volume of multivariate 
time series, for the reason that it poses a particular conundrum for scientists. On one 
hand, the modern information age has brought to hand an explosion in the volume of 
available data, which, for both the public and private sectors, represents a potential 
gold mine of information that can be exploited to maximize profits and increase 
competitiveness. On the other hand, scientists are required to keep the pace with 
industry needs, that is to say by providing the tools allowing this data to be readily 
transformed into accurate and actionable information.

Data’s volume may refer to either the number of observations over time, the number 
of observed variables, or both. Usually the number of observations over time will 
be the inferior problem as typically, time series are processed in ‘rolling windows’ 
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because otherwise they may be affected by large number of external factors over a 
long history. We assume that the data may be subject to trends, seasonality, mood 
swings, sentiments, or events that potentially change the dynamics, thus making 
it hard for one model to accommodate efficiently very long history. This is basic 
assumption when forecasting econometric indexes, prices, cash flows, marketing 
data or other time series desired in business analytics. Assuming usage of the ‘rolling 
windows’ with reasonable size we have a natural way of dividing the problem into 
independent sub problems that can be easily computed in distributed environment.

The more challenging problem is when the number of observed variables is large. 
Recall, that not all the predictors will impact the forecasted variable, and unrelated 
variables will add unnecessary noise to data. Thus, a proper subset of variables has 
to be used when building a model. Unfortunately, this leads to exponential growth 
of number of possible subsets of the predictor variables that should be taken into 
account, thus, making the problem more challenging. This fall into other common 
way of specifying Big Data in terms of complexity o the problem, see (Ward & 
Barker, 2013) and references therein. In this work, we mainly focus on business 
analytics cases, and more specifically on those with a large number of observed 
variables when the relationships between the variables are not necessarily known.

The two components of data’s volume-- the frequency of the observations and 
the number of observed variables-- are also related to the data’s velocity, which is 
a measure of how fast data is coming in. However, even in the presence of massive 
datasets, variety of solutions exists to support high data velocity. Many NoSQL 
databases support time series data natively, in other cases, specialized variants or 
extensions exist to provide such support (Wlodarczyk, 2012). While the scalable 
acquisition of large amounts of high frequency data is already being thoroughly 
investigated in ongoing research, there is a wide demand for more advanced data 
mining and machine learning techniques capable of high frequency modeling of 
time series. Scalability of the models are some of the ways to achieve this.

Time series are sequences of observed values associated with an observed time 
period. The type of values may include numbers, vectors, images or a variety of 
different value types. In general, it is perfectly feasible to discuss heterogeneous 
multivariate time series data that can fit the variety characteristic of Big Data. 
However, in this chapter we will concentrate only on multivariate numerical data.

The variability and veracity of data are also an issue. Often time series will 
suffer from missing values, outliers, varying frequency, among other problems to 
accuracy. Research that focuses on correcting the aforementioned problems is an 
ongoing effort, but is outside the limits of the current chapter. For more details, 
please refer to (García, Ramírez-Gallego, Luengo, Benítez, & Herrera, 2016) for 
an overview of scalable approaches to cleaning data.
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Practical Application of Time Series 
Prediction in the Context of Big Data

We show here how Big Data can influence the standard way of predicting time 
series. For instance, this work is a part of the eBob (e-Business Optimization with 
Big data) project, under Future Investments Development of the Digital Economy 
in France. It aims to revolutionize consumer goods business management by taking 
advantage from multiple sources of information, and then provide decision support 
for the users by guiding them in their choices.

Our work focuses on the study and the development of prediction models, and 
building a prototype for large time series forecasting (in terms of the number of 
attributes). The data consist of 11.000 international indexes and 350 articles, and 
in average, 350.000 values are extracted per month.

The goal is to predict the 350 articles based on their historical values and also 
using the 11.000 indexes. It is clear that using one prediction model that takes into 
account all these attributes is not the appropriate way to handle this problem. Instead 
of making a global and scalable model, the idea is to simplify the data as much as 
possible and to provide optimized models for each target attribute, and finally make 
the whole process scalable. Thus, time series prediction in Big Data context must 
be handled with a particular way depending on the current problematic.

In the next subsection, we review the basics of multivariate forecasting models.

The Vector Autoregressive Models

Let us consider a k-dimensional time series Y
t
. The VAR (p) process expresses each 

variable from Y
t
 as a linear function of the p  previous values of itself and the p  

previous values all of the other variables (Whittle, 1953):

Y t AY t i t
i

p

i( ) = + −( )+ ∈ ( )
=
∑µ

0
1

.  

The VAR(p) process may be non-stationary, i.e., non-stable, if the matrix 
Π = − − −( )I A A

k k1
�  is singular. In this case, non-stationary time series can be 

made stationary by, for example, computing the difference between two consecutive 
observations. To test the stationarity Augmented Dickey Fuller statistical test 
(Mushtaq, 2011) can be used.
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A time series has an order of integration d or I d( ) , if ∆ d Y t( ) ( ) is stationary 

while ∆ d Y t−( ) ( )1  is not. For instance, in the case when Y t( )  is non-stationary 

of order 1, then ∆Y t( )  is stationary and the model can be re-written as follows:

∆ ∆Y t A Y t i t
i

p

i( ) = + −( )+ ∈ ( )
=

−

∑µ
0

1

1

.  

The Vector Error Correction Model (VECM) introduced in (Johansen, 1991) 
transforms the VAR model by adding cointegration equations. To simplify its 
formulation, let us consider a multivariate time series Y t( )  integrated of order one, 

which means all the variables of Y
t
 are I 0( )  or I 1( ) . The VECM Model can be 

written as follows:

∆ Π Γ∆Y t Y t Y t i t
i

p

i
� ,( ) = −( )+ −( )+ ∈ ( )

=

−

∑1
1

1

 

where Π  is the matrix representing co-integration equations, that can be obtained 
by VAR model, and Γ

i
 are the parameters of the model. If Π  is not singular, then 

there are no cointegration equations and the VECM model is reduced to the VAR 
model on the transformed time series.

Proper fitting of Π  and Γ
i
 coefficients becomes more difficult with the increase 

of the dimension of a time series. Intuitively, not all predictors in the multivariate 
time series will have the same impact on the predicted variable and, in some cases, 
adding more noise will decrease the accuracy of the model, as the model has to 
accommodate some unnecessary noise.

Artificial Neural Networks Models

Using Artificial Neural networks (ANNs) for time series can be made using the 
following steps. First, normalize the data, then transform the time series data into 
supervised learning problem depending on the lag parameter p, which can be seen 
as the memory of the network, next, construct and train the neural network using 
a network function fnn:

Y t f Y t Y t p t
nn( ) = −( ) −( )( )+ ∈ ( )1 , , ,�  
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finally, denormalize the predictions.
Thus, this follows the traditional feedforward model with back-propagation 

through time using for example gradient or stochastic gradient descent algorithms 
in order to update the weights of network, while minimizing the error function after 
each training experiment. All classical models seen in the previous subsection can 
be extended to non-linear version via ANNs. For instance, in (G. P. Zhang, 2003), a 
comparison between ARIMA model and univariate ANNs model is performed. The 
authors propose a combination of these two models, since they outperform depending 
on the datasets. In (Kaastra & Boyd, 1996), the authors use a multilayer perceptron 
network to forecast financial time series. In (Wutsqa, 2008), a Vector Autoregressive 
Neural Network (VAR-NN) model is proposed as non-linear extension of the classical 
VAR model, based on a fully connected multilayer perceptron network.

Several research works highlighted also the use of deep learning models in 
time series forecasting. Deep learning has been developed to compensate for the 
shortcomings of shallow neural networks.

The method proposed in (Yanjie et al., 2016), explores the application of the 
Long Short-Term Memory (LSTM) deep learning model in travel time prediction. 
LSTM neural network can be defined as a specific Recurrent Neural Network and it 
has a complex structure named LSTM cell in its hidden layer. The proposed model 
considers the sequence relation in data. 66 series prediction were constructed for 
the 66 links in the data set provided by Highways England. Experiments show that 
deep learning models considering sequence relation are promising in traffic series 
data prediction.

In (Takashi and Kuniaki, 2016), the proposed approach predicts financial time 
series by regression from both textual and numerical information. The proposed 
approach is based on deep learning models like (LSTM). Experiments were conducted 
on market simulation and results showed that LSTM outperforms other models in 
capturing time series influence of input data.

The aim of the method described in (Mladen, 2015) is to explore the use of deep 
neural networks in wind time series forecasting. Experiments have shown that the 
use of an algorithm for input variable selection simplifies the training of the deep 
neural networks. Results demonstrate that deep networks outperform classic neural 
networks.

In (Shen et al., 2015), a Deep Belief Network (DBN) was used to predict exchange 
rate movements.

In the training process, continuous restricted Boltzmann machines (CRBM) and 
a conjugated gradient method were applied.

To evaluate the prediction performance, several criteria were taken into account 
namely; prediction error, direction accuracy, correlation between actual exchange 
rate series and predictive ones, and the prediction stability.
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The results showed that the proposed model outperforms a feed forward neural 
network-based model.

In (Ghaderi et al., 2017), the proposed approach is based on deep learning, 
particularly Recurrent Neural Network to forecast wind speed. Compared to a 
widely-used benchmarks model, experimental results showed that the proposed DL 
algorithm improves short term forecasts.

Another deep learning time series forecasting approach was proposed in 
(Takaomi et al., 2017) and compared to the conventional back-propagation method. 
The proposed method uses DBN with Restricted Boltzmann machines (RBMs) to 
capture the feature of input space of time series data. Evaluation was done on three 
time series based on natural phenomena.

According to the above cited works, using a deep neural network shows high 
predicting performance. However, it takes much longer to train than do shallow 
models.

Additionally, the higher the number of observed variables, the more complicated 
the problem will be. Thus, this raises the question of how to diminish the significance 
of non-related variables.

Building Forecasting Models in the 
Presence of Many Predictors

While this paper is devoted to automatic approaches, using the domain knowledge 
should always be the first step taken when pre-grouping variables. For example, 
given macroeconomic data in which time series are observations (indexes) of 
different aspects of the economy, one may group the variables cohesively using 
domain knowledge. Similarly, since the price of a product may heavily depend on 
the price of the subcomponents used to construct said product, it may be a good 
choice to limit the number of predictors in use to only those related to the prices 
of subcomponents.

While it is hard to overstate its importance, domain knowledge alone may be 
insufficient for pre-grouping variables, especially in cases of multivariate time 
series with many predictors. Data might be highly dimensional even after grouping, 
or pre-grouping is simply impossible given the complexity of observed stochastic 
processes. Hence, the need of automatic approaches.

For the purpose of clarity, we treat existing models as three-step processes, 
consisting of pre-forecasting, forecasting, and post-forecasting, where pre- and 
post- forecasting steps are optional.

The minimal setup of the process will entail only the forecasting step, which we 
refer to later in the paper as the ‘one-step approach’. The idea here is to minimize the 
impact of various unrelated variables and fit the forecasting model at once. Usually, 
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this will mean that the model will force the coefficients of unrelated variables close 
to 0 or set them explicitly to 0. Examples of such approaches include shrinkage 
approaches and neural networks.

In cases, when a pre-forecasting step is required, the number of predictors will 
be reduced either through features selection or dimension reduction. In the former 
case, a subset of predictors is selected and, in the latter case, new predictors are 
created. In both cases, the forecasting step will be processed on a space of predictors 
with a lower dimension than the original. Any multivariate forecasting model may 
be used in this step, which implies that the aforementioned one-step approaches 
are suitable as well.

The post-forecasting step is used to construct a forecast for a variable based 
on forecasts of other predictors. Consider an example where there are n different 
forecasting models possible for different variables: the target forecast may be 
constructed using the Bayesian averaging model. Some models will use both pre- 
and post- forecasting steps. The family of dynamic factor models serve as examples 
of this; in the pre-forecasting step, we search for common factors that drive all of 
the observed time series. We then forecast the common factors and use them in 
post-forecasting to reconstruct the target variables.

Problem Statement

Let us consider a multivariate time series with a large number of variables for which 
it is assumed that all predictors are sampled with the same frequency and no values 
are missing. Accordingly, in practice, the observed time series will have to be pre-
processed, cleaned and all data gaps filled. If necessary, domain knowledge may be 
used to pre-group the data, then each group can be processed separately.

The main goal of multivariate time series forecasting is to improve the predictive 
quality of forecasting models through proper utilization of the predictors available 
in the dataset. The complexity of this task rises with the number of predictors. The 
second goal is to extract knowledge that is both novel and interesting. In some 
cases, this can be achieved as a byproduct of the original model. For example, if 
we can obtain a subset of predictors that improve the forecast of the target variable, 
this may imply that there is some kind of relationship between this subset and the 
target variable.

While those are subjects of many ongoing studies, we are mostly interested in 
methods that are scalable. Those aspects are either treated too simplistically or not 
at all in current literature.

Thus, in this chapter we give a synopsis of state of the art methods and discuss 
their eligibility in scalable environments in a compact way. Our target audience is 
both researchers and professionals interested in this topic.
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STATE OF THE ART

In short, in multiview forecasting, a considerable number of factors (e.g., economic, 
political, environmental factors) are to be considered during the forecasting process. 
Data of this kind may be noisy, non-stationary, and subject to moods swings or 
various unfolding events, which suggests that its distribution may change over time. 
In order to minimize noise, extract the most relevant information, and improve 
the forecasting process, different techniques can be used, namely: dimensionality 
reduction techniques (e.g., independent component analysis, principal component 
analysis, kernel principal component analysis, and factor analysis), feature selection 
techniques, and shrinkage techniques.

The next section is devoted to discussion of the methods above. In the follow 
section, we outline several works and their contribution to multivariate time series 
analysis.

Dynamic Factor Models

Dynamic factor models (DFMs) have received considerable attention for the past 
two decades due to their ability to model time series in which the number of series 
is large or exceeds the number of observations (J. H. Stock & Watson, 2011).

Let us consider a n-dimensional multivariate stationary time series Y t( ) . The 

classical factor model expresses each variable of Y t( )  linearly using a small number 
of factors r < n, and error terms:

Y t A f A f U t
r r( ) = + + + ( )1 1

�
�

,  

where A A
r1

, ,�

  are the parameters of the model, f f

r1
, ,�


  is a vector of the 

r-factors, and U t( ) are idiosyncratic error terms.
The first DFM was introduced as an extension of the classical factor model 

(Geweke, 1977) with the aim of adapting the factor model for forecasting purposes, 
such that the n-dimensional time series Y t( )  can be represented dynamically based 
on the lagged factors, following for instance a VAR process. Formally, the DFM 
(p) can be expressed in a compact way as follows:

Y t Af t U t( ) = ( )+ ( ),  
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f t B f t B f t p t
p( ) = −( )+ + −( )+ ∈ ( )1

1 �
�

,  

where A A A
r t

= 

 ∈1

, , ,�  are independent error terms, and B B
p1

, ,�

  are the 

matrix parameters of the VAR model.
The DFM can be seen as a three-step forecasting process. First, the latent factors 

are determined using, for example, factor analysis or principal component analysis. 
A forecasting model, most commonly the VAR or Bayesian VAR process, is then 
applied on those factors. Finally, the target variable is reconstructed from latent 
factors. This approach is slightly different from methods that are based on dimension 
reduction techniques, for which, first we determine the reduced predictors variables 
and then put them in the multivariate model alongside the target variable. In (PEÑA, 
2009), a comparison study shows the similarities between those two approaches 
under certain conditions.

In (J. Stock & Watson, 2002), Principal Components Analysis (PCA) was used to 
forecast time series using a large number of predictor variables. A two-step forecasting 
model was adopted: PCA was first applied to reduce the number of predictors, a 
forecasting VAR model was then used to predict the discovered latent variables, 
and finally, the forecast for target variable was constructed using the forecasts of 
the latent predictors. Like the previous approach, this is also a three-step approach.

Later, in (J. H. Stock & Watson, 2012), an extended analysis was completed, 
forecasting US macroeconomic time series datasets with large numbers of predictors. 
Various shrinkage methods were compared to the Dynamic Factor Model (DFM). 
The results illustrate that those approaches outperform the DFM for considerable 
number of variables (See Shrinkage Methods subsection).

Approaches Based on Feature Selection and 
Dimension Reduction Techniques

This section is devoted to the feature selection and dimension reduction approaches to 
forecasting time series with a large number of variables. Handling high dimensionality 
time series makes traditional statistical forecasting models inappropriate (Fan, Han, 
& Liu, 2014). In the context of big time series prediction, the goal is to extract hidden 
relationships between time series, then construct a multivariate optimized model on 
the reduced subset of the predictors variables for each target variable. Thus, such 
approaches could be categorized as two step approaches with pre-forecasting and 
forecasting steps.

Feature selection methods extract the relevant features from a multidimensional 
data, whereas dimension reduction methods expose some hidden (or generate new, 
depending on point of view) variables, generally by finding the minimal number 
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of uncorrelated factors that represent as much as possible the original variables. 
Both techniques can be used in forecasting large time series, as they will reduce the 
number of predictors used to forecast each of the target variables.

The PCA based dimension reduction method was also used in (Zhong & Enke, 
2017), and was evaluated using financial data. The authors proposed a data mining 
forecasting process, in which, they tested three versions of PCA. Finally, they have 
used a fully connected layer of Artificial Neural Network (ANN) for forecasting.

In (Abraham, Nath, & Mahanti, 2001), the authors propose an hybrid process for 
stock market forecasting and trends analysis. A pre-forecasting step is performed 
using the PCA technique to reduce the dimension of the input variables. Similarly, 
a fully connected neural network layer is used for forecasting the stock outputs. 
Finally, a neuro-fuzzy system is used in order to analyze the forecasts trends.

A feature selection algorithm for time series based on PCA, recursive feature 
elimination and support vector machines was proposed in (Yoon & Shahabi, 2006). 
The experimentation was on human brain datasets with a number of features that 
was larger than the number of observations.

In (Koprinska, Rana, & Agelidis, 2015), a two-step forecasting approach was 
introduced to forecast two years of Australian electricity time series. First, correlation, 
mutual information and instance-based feature selection methods are applied in order 
to extract the relevant lagged variables. Then, a fully connected neural network layer 
combined with statistical models was used to forecast the variables.

The models utilising the Granger causality ((Granger, 1980)) have been also 
investigated in the context of prediction (Y. Sun et al., 2014). Variables were 
selected if they had a significant causality on the target. The authors reported good 
performance, compared to a selection dimension reduction methods, for regression 
and classification tasks.

A different approach based on Granger causality was proposed in (Hmamouche, 
Casali, & Lakhal, 2017).

First, a Granger causality graph was constructed based on causality between 
time series. Then, the graph was clustered, and, feature selection was performed 
based on the clustering. Finally, the Vector Error Correction Model (VECM) was 
used to forecast the target variable. The evaluation is done against a benchmark 
consisting of the ARIMA model on the target variable, the VECM model with 
all the predictors, a feature selection method (Y. Sun et al., 2014), and a selection 
of dimension reduction methods. Proposed model outperforms other methods on 
evaluated datasets.

The feature selection method presented in (Przymus, Hmamouche, Casali, & 
Lakhal, 2017) is also based on causality for multivariate time series. Authors present 
approach that is based on a variant of random walk with restarts on a directed 
causality graphs. Proposed approach yields competitive results compared to other 
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well established approaches. Under mild assumption that a single node is sufficient to 
compute the causality for two variables and fit a forecasting model for one variable, 
authors show that all the necessarily steps are scalable.

Shrinkage Methods

As was mentioned above, in a model containing a large number of predictors, many 
of them may have a minor or no effect on the model’s product. Such variables can 
distort the effect of more significant variables.

One approach is to minimize (shrink) the impact of irrelevant variables by 
setting the coefficients close to 0. Thus, a model is fitted using all p predictors and 
regularization on the coefficient estimates (e.g. some of the coefficients are pushed 
towards 0). Shrinking the coefficient estimates can significantly reduce their variance.

The Ridge regression is a shrinkage method proposed in (Hoerl & Kennard, 
1970). It aims to adapt a regularized logistic regression technique to supervised 
learning problems where the number of input features is very large. A common way 
to write the Ridge regression is:
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2  is a shrinkage penalty, and λ is a tuning parameter. 

Optimizing this term has the effect of shrinking the estimated beta coefficients 
towards 0.

Naturally, when λ = 0, the penalty term has no effect. The selection of an appropriate 
value for λ is important and can be done using, for example, cross validation. One 
significant problem of Ridge regression is that the penalty term will never force any 
of the coefficients exactly to 0. Thus, all p predictors will be included in the final 
model (but some with coefficients close to 0).

A more modern alternative is the Least Absolute Shrinkage and Selection Operator 
(LASSO) method (Tibshirani, 1994). The LASSO works in a similar way as Ridge 
regression, with one exception, it uses a different penalty term, which enforces some 
of the coefficients to be exactly equal to 0. Therefore, non-zero coefficients can be 
used for variable selection, as only those are considered important by the model.
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The Lasso coefficients minimize the quantity:
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The major difference between Lasso and Ridge regression is the penalty used, 
the former penalizes using ℓ1 norm and the later using ℓ2 norm. As a result, Lasso 
may force some coefficients exactly to 0 if the tuning parameter λ  is large enough.

When two predictors are highly correlated, the ℓ2 regularization will keep 
both predictors, and at the same time, it will shrink the corresponding coefficients 
jointly by a small amount. While ℓ1 regularization will choose only one of the two 
predictors. Thus, ℓ1 penalty allows reduction of the effect of overfitting.

Lasso and Ridge regression can be extended to work with Vector autoregressive 
model.

Consider a k -dimensional time series y y
k1

, ,�( )  containing n  observations, 

and suppose we are interested in forecasting the variable y
k
. The VAR model in 

this case can be expressed as follows:
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The classical estimation of the parameters A is generally performed using the 

least squares (LS) method which seeks to minimize the sum of squares of u(t). 
This method has some drawbacks in the presence of many variables. The objective 
functions of the vector autoregressive model via Lasso and Ridge regression are 
more flexible, and can be expressed respectively as follows:
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• λ is a tuning parameter.
• λ a

l j,
 and λ( )

,
a
l j

2  are the shrinkage penalties associated to Lasso and Ridge 
regression respectively.

A great deal of research has been dedicated to exploring shrinkage based methods 
in the context of time series forecasting. A Lasso based method was proposed in 
(Bai & Ng, 2008) to select a subset of predictors. The subset obtained was used in 
the construction of factors in dynamic factor models.

Other variants of Lasso were proposed in (J. Li & Chen, 2014), namely Lasso 
regression, Elastic Net regressions (ENET) and Group-Lasso regression (G-Lasso). 
Proposed approach succeeded in eliminating irrelevant predictors from the predictive 
model. The predictive accuracy of the resulting forecasts was higher than the accuracy 
of various dynamic factor models. According to the authors of this study, Lasso and 
Ridge regression can be employed when forecasting with a large number of predictors.

Least Angle Regression (LARS) is another shrinkage method, proposed in 
(Efron, Hastie, Johnstone, & Tibshirani, 200404). The selection process of the 
LARS algorithm produces a ranking of predictors. The total level of shrinkage 
is controlled by the number of selected variables. The variant of LARS method 
proposed in (Gelper & Croux, 2008) was used to construct a model for forecasting 
industrial production growth. The model was evaluated in two applications. The 
first task was to select predictors to forecast aggregate industrial production growth 
in the United States based on a total of 131 potential predictors. As a comparison 
authors followed the procedure described in (J. Stock & Watson, 2002) for forecasting 
US industrial production growth. The second application involved prediction of 
industrial production growth in Belgium based on 75 time series measuring European 
countries economic indicators. The TS-LARS (Time Series LARS) method was 
applied to identify the most important sentiment indicators for predicting growth 
of Belgian industrial production. The authors of this study illustrate that, unlike 
DFM, TS-LARS incorporates both the response variable and the forecast horizon 
in the forecast model setup. What is more, the model obtained by TS-LARS is 
easily understandable in terms of the original predictors while the factors extracted 
through DFM are hard to interpret.

Various other shrinkage methods were applied in order to improve forecasting 
precision. One of these approaches, the Adaptive Jump Selection (AJS) method, was 
proposed in (Ren, Xiao, & Zhang, 2013). The author of this research investigated 
both lag order selection and variable selection. The method was applied to a 
macroeconomic time series dataset containing 2 years of monthly observations. The 
proposed approach added to the VAR lag order selection literature a new two-step 
shrinkage method based on the adaptive forward selection idea.
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Similarly, in (Korobilis, 2013) a general shrinkage representation based on 
hierarchical prior distributions is proposed. In this case, forecasting was realized 
on the basis of 129 variables measuring quarterly macroeconomic conditions in the 
U.S. The target variable is treated as the dependent variable and the remaining 128 
variables enter the regression as the matrix of standardized exogenous predictors 
which are subject to shrinkage. The results obtained illustrate that, for particular 
data series, hierarchical shrinkage dominates factor model forecasts in terms of 
mean absolute error.

Another shrinkage approach, that allows a comparison of forecasting methods with 
DFM, was proposed in (J. H. Stock & Watson, 2012). The exploited dataset consisted 
of 143 variables, spanning 49 years and measuring quarterly U.S. macroeconomic 
performance. A shrinkage representation of the forecasting methods (Bagging, BMA, 
pretest...) was given. The estimation of the shrinkage parameters for those methods 
was handled by minimizing the mean square error. For most series, the shrinkage 
forecasts were inferior to the DFM forecasts.

Some findings from (J. H. Stock & Watson, 2012) were confirmed in (Jiang et 
al., 2017). For example, new results support the statement that there is little to no 
improvement in forecast accuracy when the number of predictors exceeds 20-40 
variables for Australian dataset (Jiang et al., 2017).

At the same time, authors of (Jiang et al., 2017) highlighted that methods that 
perform well in (J. H. Stock & Watson, 2012) on US dataset do not necessarily work 
well with the Australian dataset (containing 151 variables). Hence, in contrast to the 
US data, the dynamic factor model does not retain its good forecast performance 
for the Australian economy.

This supports the intuitive hypothesis that performance of existing models will 
highly depend on data, and that wide portfolio of methods should be evaluated first 
in order to find the best performing method for given target variable.

In (Carriero, Kapetanios, & Marcellino, 2011), bayesian shrinkage methods 
were used as an alternative to factor models for forecasting macroeconomic time 
series. The stochastic volatility was included for two types of forecasts: point and 
density forecast.

DISCUSSION

While in most cases the goal is the construction of a robust multivariate forecasting 
model (this was discussed in the previous subsections), there are some cases where 
information about relationship between the observed variables is also important 
(Shmueli, 2010).
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Approaches based on feature selection highlight the relationships in the most 
straightforward way, as they select only the most influential variables, and sometimes, 
with additional ranking of influence. Then, we have LASSO and LARS based 
approaches, where some insights about the relationships can be also extracted. As 
coefficients of unrelated variables will be set to 0, and other coefficients may be 
analyzed in order to gain more insights. Other approaches will make this task more 
and more complicated, leaving us with problem of interpreting the coefficients of 
forecasting or dimension reduction model, or interpreting weights and architecture 
of an artificial neural network.

SCALABILITY

For large datasets, accuracy is not the only criteria that should be considered, as 
means of effective computation of such methods are also important. Yet, this aspect 
did not receive enough attention in the literature. In this section, we will look at 
previously described methods and discuss them in terms of scalability. We will 
also briefly address popular trend of utilizing hardware accelerated computational 
nodes in scalable environments by pointing possible solutions. As some of presented 
state of the art approaches share some of the underling (e.g. DFM and two step 
approaches) we decided to discuss the scalability of common parts together. Thus, in 
first subsection we discuss common aspects of the first phase of DFMs, and methods 
based on feature selection and dimension reduction. Then in next subsection we 
discuss scalability of forecasting models.

Pre-Forecasting Step

The goal of this step is to reduce the number of used variables in the forecasting 
step, and this can be achieved by different means. Fortunately, large number of 
approaches found in the literature, will be based on widely known algorithms that 
are scalable or can be computed on a GPU. Thus, we will shortly describe them 
and point the reader to the source publications. In cases where no such works exist 
we will discuss the possible scalable solution.

We will start the discussion with algorithms that are common for both dynamic 
factor models and two steps approaches that use dimension reduction. As a reminder, 
the underlying goal is to find a transformation that projects the data into a lower 
dimensional space. Please note, that in case of multivariate time series forecasting 
the data will usually be dense, and this aspect has to be taken into account when 
searching for scalable algorithms.
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One of most popular approaches for dimension reduction are methods based on 
principal component analysis (PCA) and Canonical Correlation Analysis (CCA).

In (Chu et al., 2007), a parallel programing framework is proposed based on map-
reduce. The authors tackle the parallelization of some machine learning algorithms 
including PCA. The idea is that many statistical models can easily benefit from 
multi-cores programming utilizing a unified methodology, taking advantage of 
their summation form.

Efficient scalable map reduce implementation of PCA and CCA for sparse data 
were proposed in (Elgamal, Yabandeh, Aboulnaga, Mustafa, & Hefeeda, 2015) and 
(Lopez-Paz, Sra, Smola, Ghahramani, & Schölkopf, 2014).

In the case of dense data, it is better to use scalable versions of Probabilistic PCA 
(Tipping & Bishop, 1999) or Incremental PCA (Weng, Zhang, & Hwang, 2003), 
both variants are known to be scalable (Elgamal & Hefeeda, 2015).

Another viable option is to use algorithms that can be utilized in scalable 
heterogeneous computing environments with hardware accelerators like GPU cards. 
High-performance PCA algorithms for GPU that outperform CPU version for this 
problem can be used (Andrecut, 2009; Jošth et al., 2012).

Factor analysis (FA) is another practical dimension reduction technique that 
is often used in dynamic factor model. Several works discussed scalability of this 
algorithm. In (D. Chen, Hu, Wang, Zomaya, & Li, 2017), a parallel framework 
was proposed to scale factor analysis for multidimensional data. In another work 
(Hinrich et al., 2016), a probabilistic algorithm was proposed that, under some 
sparsity constraints is capable of finding components similar to those obtained with 
independent component analysis (ICA). A viable alternative is also the parallel 
factor analysis (PARAFAC) that works in scalable GPGPU supported computing 
environments (Chen et al., 2015).

Another group of methods that use pre-forecasting step will use feature selection 
algorithms. We will start by discussing causality based feature selection approaches 
(Y. Sun et al., 2014) and (Hmamouche et al., 2017).

Both approaches use the Granger causality test (Granger, 1980). To calculate the 
Granger causality test, two forecasting models have to be computed: an univariate 
model on target variable and a bivariate VAR model with a target variable and one 
additional predictor. Then, Granger causality is computed by comparing forecasting 
accuracy between univariate model and bivariate model (usually followed by 
significance test).

We will assume that fitting both models can be done on a single node. In cases, 
when the number of observations per time series is huge and fitting forecasting 
model exceeds capabilities of a single node, please refer to the scalable forecasting 
models described in the next section.
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The basic building block in the case of (Y. Sun et al., 2014) and (Hmamouche 
et al., 2017) is scalable computation of Granger causality for set of tuples 
G T P= ×( )∆ , where P is the set of predictors, T P⊂  the set of target variables, 

and∆ = ( )∈ × =t p T P t p, : . Thus, we have to compute univariate models for 
variables in P  and bivariate models for tuples in G . This is trivially scalable as 
all models can be computed independently. Finally, the results should be grouped 
by target variable and simple statistical tests of accuracy computed for univariate 
model on variable t T∈ , and bivariate model t p,( )  (simple task in map reduce 
approach).

The algorithm proposed in (Y. Sun et al., 2014) requires computation of set 
G P T T P= ×( )∪ ×( )( )∆using the previously described building block. The 

one additional step is to leave only such tuples t p,( )  where granger causality 

significantly differs from granger causality of tuple p t,( ) .
The algorithm presented in (Hmamouche et al., 2017), uses the granger causality 

graph, thus, it requires computation of set G P P= ×( )∆ . The results are 
gathered in a matrix, then, the Partitioning Around Medoids (PAM) method is 
applied. When the matrix is very large, scalable clustering algorithms could be used 
(like k-medoids and other methods investigated in (Babu, n.d.) and (Y. Wu et al., 
2015).

It is also worth to mention that some of the methods described in the shrinkage 
section could be also used as feature selection methods, for example see LARS-EN 
described in next section.

Forecasting Step

In general, we can remark that the VAR model is scalable, because its resolution is 
generally reduced to a multiple regression task. Scalability of multiple regression 
is feasible, some algorithms based on matrix decomposition were investigated 
and implemented for this problem (X. Wu, Zhu, Wu, & Ding, 2014), (Rehab & 
Boufares, 2015).

Forecasting models that are applying neural networks use layers typically found 
in modern deep learning frameworks. For example, neural network models discussed 
earlier, use mostly fully connected feed forward networks with back propagation. 
Some models include some additional transformations that also could be easily build 
around existing frameworks. Thanks to renaissance in deep learning, a variety of 
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high performance frameworks for heterogeneous distributed environments (multiple 
nodes with CPU and GPU) exists, like (D. Chen et al., 2015) and (Abadi et al., 
2016), thus, making it easier than ever to reimplement those models in a scalable 
and heterogeneous way.

Scalability of Shrinkage Methods

Scalability of shrinkage methods was studied in several works. In (Frandi, Ñanculef, 
Lodi, Sartori, & Suykens, 2016), authors studied the practical advantages of using 
Frank–Wolfe algorithm in solving the Lasso regression problem on high dimensional 
datasets. Authors supported their claims with experiments, they used a dataset 
containing large number of variables, between hundred thousand and few millions 
variables, and have shown very good performance suitable for a single node.

Several works studied the scalability of shrinkage methods and their feasibility 
for high dimensional time series. In the context of high-dimensional multivariate 
time series, new network estimation techniques were proposed in (Barigozzi, 
Lippi, & Luciani, 2016). The proposed approach was based on graph theory in 
order to handle with the correlation structure. The proposed algorithm “The NETS 
network estimation” was founded on a two-step LASSO procedure. The results 
were illustrated on a financial network showing large connected components and a 
number of companies that are not connected to any other node.

In (Hallac, Leskovec, & Boyd, 2015), it was argued that general convex optimization 
solvers do not scale well. On the other hand, scalable solvers are often specialized 
to deal with narrow class of problems. To solve optimization problems, scalable 
general algorithms are needed. In this work, a network LASSO was proposed. It is a 
generalization of the group LASSO to a network setting that allows the simultaneous 
clustering and optimization on graphs. To evaluate the proposed approach, several 
types of applications were studied such as; binary classification, predicting housing 
prices, and event detection in time series data.

The importance of variable pre-selection before factor estimation was studied 
in (Kuzin, Marcellino, & Schumacher, 2013). In fact, LARS-EN (Least-Angle 
Regression with Elastic Net) algorithm was used in order to preselect the variables. 
The LARS-EN is capable of removing irrelevant regressors and allowing for shrinkage 
simultaneously. Results have shown that richness of data can be a burden for factor 
forecasting, and only careful preselection of variables may help exploiting the extra 
information from the large and heterogeneous dataset. In their experimental study, 
authors used a large set of about 500 time series.
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CONCLUSION

Multivariate time series forecasting represents a special type of problem where both 
the past observations of the target variable and past observations of other variables 
have to be considered. In this paper, we discuss two main aspects of modeling 
“big data” multivariate time series, the number of observations, and the number of 
predictors involved.

When handling high-dimensional time series, the number of observations is 
the leaser problem, while, the number of variables is the greater problem. The 
argumentation behind is that time series are generally processed in ‘rolling windows’, 
which allows easy division of the problem to scalable sub problems. For cases, where 
rolling window is not a solution (or the size of the window is “big”) we point to 
scalable forecasting models designed for this problem.

The greater problem lies in the number of observed variables. This challenges 
the classical machine learning and multivariate forecasting approaches. Thus, the 
use of scalable approaches that allow to reduce the impact of high dimensionality 
of input is crucial.

In this chapter, we provide a survey of forecasting models specific to high-
dimensional time series, in terms of the number of features. We discuss the main 
prediction models used to forecast time series, starting from univariate models 
that forecast a variable based on its historic data, and multivariate models that use 
many variables.

We review the most relevant approaches that handle the problem of using 
multivariate models in the case of many predictors variables, e.g., DFMs models, 
basically designed to model multivariate time series, and two-step process, such 
as methods based on dimension reduction or feature selection. Then we discuss 
usage of shrinkage methods in multivariate forecasting. Finally, we discuss those 
approaches in terms of scalability.

From our literature review one observation is present in several works that 
models may struggle to fit good quality models if too many predictors are used 
(J. H. Stock & Watson, 2012), (Jiang et al., 2017), (Hallac, Leskovec, & Boyd, 
2015), (Kuzin, Marcellino, & Schumacher, 2013). Furthermore, for (J. H. Stock & 
Watson, 2012) and (Jiang et al., 2017) macroeconomy datasets we have empirical 
evidence that using more than 20-40 predictor variables (from around 150) will 
not improve (or even can degrade) the quality of forecasts. Of course, this is not 
a general rule, but it supports the general intuition that using too many predictors 
may be counterproductive. Thus, while most of described approaches are feasible 
(sometimes with some extra research work) for scalable environments, not all of 
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them will be able to give reasonable models when facing high dimension of the 
data. Thus, DFMs, dimension reduction models, and those shrinkage models that 
do not set coefficients exactly to 0 may struggle in such cases. Thus, we suggest, 
using a hierarchical approach, where some of the models are used to pre-group the 
data into hierarchy of variables.
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ABSTRACT

This chapter discusses concepts and tools for the exploration and visualization of 
computer-mediated communication (CMC), especially communication involving 
multiple users and taking place asynchronously. The work presented here is based 
on experimentally validated social networks (SN) extraction methods and consists 
of a diverse number of techniques for conveying the data to a business analyst. The 
chapter explores a large number of contexts ranging from direct social network graphs 
to more complex geographical, hierarchical, and conversation-centric approaches. 
User validation studies were conducted for the most representative techniques, 
centered both on extracting and on conveying of CMC data. The chapter examines 
methods for automatically extracting social networks, which is determining who is 
communicating with whom across different CMC channels. Beyond the network, the 
chapter focuses on the end-user discovery of topics and on integrating those with 
geographical, hierarchical, and user data. User-centric, interactive visualizations 
are presented from a functional perspective.
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INTRODUCTION

Ease of analysis and exploration of the big data generated through computer-mediated 
communication (CMC) is significant to practitioners like network analysts, business 
and marketing experts, researchers, intelligence analysts, first responders, as it 
determines their ability to exploit the vast amount of data available through the 
different modern CMC platforms like microblog (Twitter), social media (Facebook, 
internet relay chat), instant messaging,(Instagram) etc. In order to empower users 
to take advantage of the wealth of information transmitted and stored within the 
CMC platforms, research into concepts and tools for efficient analysis, exploration 
and visualization of digital communications is essential. A diverse number of 
techniques for analyzing and conveying the information to a business analyst 
(and other practitioners) via a large number of contexts ranging from direct social 
network graphs to more complex geographical, hierarchical, and conversation centric 
approaches along with the results of their experiments are presented in this chapter.

Modern internet access and the ubiquity of smart phones have greatly increased 
(and perhaps altered) the dynamics of human communication; the variety and the 
currency of subjects, diversity and population of participants, multiplicity and intensity 
of opinions are difficult to envision in the absence CMC. Furthermore, access to 
the simultaneous engagement of users in multiple interactions via different CMC 
systems and applications like microblog, chats, messaging applications, and online 
social networking offers practitioners a rich virtual environment to better understand 
the complex dynamics of human communications. Although, these CMC archives 
along with their metadata like time, geographic location, and device identifiers 
provide practitioners like social network analysts, business and marketing experts, 
researchers, intelligence analysts, first responders with a wealth of information 
for analyzing different aspects of human interactions; the volume and diversity of 
available data presents the challenge of efficient of exploration and analysis for 
the purpose of extracting and presenting information of interest from the data. The 
challenge of extracting actionable information from CMC systems is still an active 
research topic. Methods for extracting situational awareness for tweets (Verma et al., 
2011) as well as identification and categorization of disaster-related tweets Stowe 
et al. (2016) are some of the related works in this domain.

This chapter explores the above described challenge in the context of big data and 
under two broad objectives; namely, analysis and visualization. The nature of big data 
dictates that design choices for various techniques focus on simplicity of processing, 
where priority is given to analysis techniques that run fast and visualizations that 
present simple relationships and allow the user to navigate in the large expanse 
of relationships provided by big data. The CMC data analysis category includes 
methods for automatic analysis of actors, their social network structures as well as 
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discussion topics across CMC channels. Visualization methods for social network 
structures along with the results of a study to examine their task-based effectiveness 
are also presented. In addition, visualization techniques for contexts and keywords 
in a multi-speaker, multi-topic, quasi-synchronous CMC system are discussed and 
experimented.

The objectives of this chapter are:

• Present methods for extracting the social network from multi-user 
communication;

• Present a set of visualization tools ranging from simple, explicit node-link 
representations, to complex, continuous, interactive visualizations that show 
the network implicitly in the context of additional data;

• Explore the effectiveness of both the social network (SN) extraction methods 
and representative visualizations.

BACKGROUND

Sociologists have long been interested in the study of social networks in the 
understanding of the complex relationship patterns between and among individuals 
as well as groups (Freeman, 2004). The related work section is divided into two 
namely: interaction network extraction and interaction visualization. In the former, 
works related to the identification and analysis of communication patterns and 
social network are presented, while the later focuses on research about visualizing 
communication interactions.

Social Network Extraction From CMC Data

For years, researchers have been interested in CMC data for understanding the 
evolution of online communities (Krikorian & Ludwig, 2002), promoting pro-social 
behaviors (Burkhalter & Smith, 2004), increasing social consciousness/encouraging 
user participation (Kelly, Sung, & Farnham, 2002), improving user interaction/
increasing satisfaction (Viégas, 2005), and more recently for online abuse detection 
(Papegnies, Labatut, Dufour, & Linares, 2017).

Netscan (Smith M., 1999), a CMC analysis tool which reveals insights into the 
structure and characteristics of online communities, has been extensively studied 
and used for extracting different types of social network information. Burkhalter 
and Smith’s (2004) study of Netscan revealed the use of SN information for member 
“typification,” status, and group comparison. Smith, Farnham and Drucker (2000) 
studied the similarities between spatial and physical interactions using Netscan. 
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Also, Krikorian and Kiyomiya (2002) developed the newsgroup death model for 
determining the decline of online communities and detection of cliques based on 
asynchronous user interactions (Krikorian & Ludwig, 2003). Conversation Map (Sack, 
2000) analyzed CMC information for revealing member centrality, conversation 
groups, and citation patterns within Usenet newsgroups. Rosen, Woelfel, Krikorian 
and Barnett (2003) illustrated the use of semantic analysis to determine groups and 
organizational patterns within an online educational universe. Shin, et al. (Shin, 
Xu, & Kim, 2008) exploited online social relationships for the discovery of power 
users within virtual communities.

The inference problem (Choudhury, Hofman, Mason, & Watts, 2010) is that, for 
many social media platforms, “real” social ties are not directly observable and must 
be extracted or inferred by observing communication events in social networks. For 
instance, being a “friend” with someone on FaceBook does not necessarily imply 
true friendship, or a strong social network link. The level of challenge in inferring 
social networks from CMC depends on the properties of the medium used. In a 
medium such as email, inferring social networks may be easier since observed 
events (e.g., Tom emails Jerry) are clearly defined and likely to represent a social 
network link. However such links are not clearly defined in multiuser chatrooms. 
Tyler, Wilkinson and Huberman (2003) as well as Diesner, Frantz and Carley (2005) 
explored methods for analyzing social network within e-mails. Mobile phone logs 
were also used to analyze friendship. (Eagle, Pentland, & Lazer, 2009). Since social 
links do not already exist in multi-user chatroom data, these methods cannot be 
directly applied to inferring links in chatroom logs.

Mutton (2004) introduced several approaches for extracting/inferring SN links 
within internet chat, two of which are implemented in the present work: (1) temporal 
proximity of messages and (2) direct addressing of users. This chapter additionally 
implements message content via keyword-based similarity to infer whether two 
individuals are talking about the same topic (are in the same conversation). As 
discussed above, there are a variety of potential uses and applications for social 
network data in CMC, but this research focuses primarily on inferring/extracting links 
between interacting users and obtaining an overview of the conversation content.

Visualization of CMC Interaction

Information visualization is a mature field of study with thousands of solutions 
developed for a wide range of audiences and tasks. This section focuses on those 
techniques that are the closest to the end-user visualizations developed or adapted 
in this chapter for the purposes of showing CMC data. The most obvious type of 
technique will look at simple representation of networks and graphs. Then, this 
section focuses on visualizations that can augment the social network and topic data 
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with contextual perspectives: geographic information system (GIS) visualization 
and chatroom views.

Assuming one has access to a social network and knowledge of its members 
and their links, the question arises as to how to utilize this information. Often, the 
answer is to visualize it (make a picture of the data network). This can be difficult 
in practice, so previous researchers have tried to shed light on useful ways to portray 
network (node-link) graphs Ghoniem, Fekete, & Castagliola (2004) (2005) (Okoe, 
Jianu, & Kobourov, 2017). For instance, a series of experiments, Purchase et al. 
(2002), and Ware et al. (2002) suggested that node-link diagrams should minimize 
link crossings and avoid using bends, kinks, or turns in the links, in order to improve 
graph reading performance; otherwise, it makes little difference for graph readability 
how a node-link diagram is portrayed. They found little relation between graph 
aesthetics and performance (in terms of “understanding” a graph). They also found 
(as have many others) that node-link diagrams simply do not handle the problem 
of scaling very well: as the underlying networks get bigger (above 20 to 30 nodes), 
the graphs are more difficult (or sometimes impossible) to understand and/or use.

Ghoniem, Fekete, & Castagliola (2004) examined user performance on node-
link versus matrix-based network visualizations. They tested performance on seven 
generic graph-based tasks while manipulating the size and density (connectivity) 
of the networks. For networks larger than about 20 nodes, they found, matrix-based 
visualizations were better for most tasks (the one exception being a path-finding task, 
such as “find the shortest path between nodes A and B,” which was better when using 
node-link diagrams). Their results suggest that matrix-based visualizations should 
work well for large network datasets on a variety of network tasks, and their use 
should be encouraged despite observers’ relative unfamiliarity with this visualization 
method. Later in this chapter, similar work is replicated and extended in several 
key aspects of such as the use of heat maps (as opposed to binary displays) in the 
matrices and luminance/color-varying links in the network diagrams. Such non-
binary displays of network structure should, theoretically, allow more information 
to be portrayed to users about the underlying network data, at least regarding the 
“strength” of connections between nodes.

Geographical visualization has been used as a background for combining 
additional, textual information, to form a geovisualization mashup. Based on Google 
Earth, to mine latent spatio-temporal data (Wood, Dykes, Slingsby, & Clarke, 2007), 
the placement of words on the map is either through icons that are labelled and may 
require user interaction to open and read multiple pieces of information residing at a 
given coordinate, or through tag clouds or tag maps. The tag clouds being generated 
without regard of the tag’s geo-coordinate lacks a precise positioning on the map, 
and again requires interaction to zoom into the right area, which is different from 
the BuzzVizz, the approach presented in this chapter. Mashup@GIS (Feng, Gan, & 
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Yang, 2009) was developed as a prototype that combines data and system functions 
to create a more secure and diverse application, but their focus is on displaying 
additional symbols, such as charts, at a certain geolocation. A similar data integration 
tool (Batty, Hudson-Smith, Milton, & Crooks, 2010) incorporates user friendly map 
manipulation, MapTube, as a way of visualizing spatial data. These concepts are 
GIS-centric in that they lack the ability to engage a user in analysing his/her spatial 
environment against real-time data sources, especially unstructured text. The need to 
improve awareness for electrical grid operators is recognized by Moses (Moses, 2007) 
in his mashup that allows users to view data in a hierarchal structure. That approach 
does not focus on unstructured text. Tomaszewski’s research on disaster relief allows 
a user to visualize his/her surroundings by blending a Virtual Globe (implemented via 
Google Earth) with a context based application that relies on RSS feed content from 
web publications (Tomaszewski, 2010). TwitterStand (Sankaranarayanan, Samet, 
Teitler, Lieberman, & Sperling, 2009) attempts to address the low data quality of 
Twitter by creating a graphical news processing system that spots news based on 
a Twitter user’s geographic location, but the systems data source is limited to only 
those users deemed reliable (T.V. stations, reporters, and recognized bloggers).

In the chatroom visualization arena, Neumann and colleagues (Neumann, Tat, 
Zuk, & Carpendale, 2006; Neumann, Tat, Zuk, & Carpendale, 2007) used unique 
characteristics of individuals’ typing styles in a chatroom to provide an artistic 
rendering/visualization of the chat. The goal was to improve social consciousness 
and personalize interaction. PeopleGarden is a visualization that facilitates the 
analysis of virtual forums (Xiong & Donath, 1999). It uses flowers, petals, and 
pistil-like circles to represent users, their postings, and response quantification 
respectively. Conversation threading is the concept of somehow re-structuring 
disjointed and hard-to-follow conversations that occur on digital communications 
platforms, largely due to media type and interaction methods like asynchronicity 
of speakers (think of following a conversation over lengthy email exchanges, in a 
blog, or in a streaming chat format with multiple speakers). Conversation threading 
aids SN analysis by improving the usability, navigability, and understandability of 
conversations and topics under discussion. Smith et al. (Smith, Farnham, & Drucker, 
2000) studied automated conversational threading within chat in an attempt to 
restore the natural turn-taking structure of spoken communication which is often 
disjointed in chat syntax. Researchers (Rohall, Gruen, Moody, & Kellerman, 
2001) performed similar threading work using email CMC in order to counter the 
disjointedness that is sometimes present in lengthy email exchanges. Apart from 
the example of conversation threading, social network analysis of communication 
platforms has other important uses. For instance, Angluin, Aspnes and Reyzin (2010) 
used information about illness outbreaks from the Center for Disease Control to 
infer the underlying real-world social networks of patients to help identify, track, 
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and contain spreading illness outbreaks. Abbasi & Chen (2008) describe a CMC 
analysis and visualization system, and showed how it could be used to understand 
the social network dynamics during an unfolding business scandal (Enron use case). 
Similarly, intelligence analysts utilize social media records to reconstruct or infer 
social networks for law enforcement and terrorism investigations.

EXTRACTING SOCIAL NETWORKS FROM CMC DATA

A social network (SN) is a structure that describes a set of individuals/actors and 
their interdependencies or interactions. This information is popularly represented 
by a graph structure where the nodes and their links or edges represent actors and 
interdependencies, respectively. CMC data generated on platforms such like IRC, 
Twitter, Instagram, Google Handouts, and Slack are a challenging category of big-
data not only due to their variety, velocity and volume, but to the (semi-) unstructured 
nature of the content. The analysis or moderation of this data when done by human is 
expensive and often limited in scope. In order to operationalize and analyze this data 
researchers aim to characterize the nature of the interactions contained in this data 
in terms of relationship dynamics and material subjects. An approach to achieving 
this aim is to infer, detect, or otherwise extract the social network connections (links) 
between the actors (nodes). The extraction and visualization of this information is 
expected to contribute to the ease of distilling valuable information from large volumes 
of textual communication datasets (Albinsson & Morin, 2002). The effectiveness 
of this analysis has been researched for applications such as situational awareness 
(McIntire, Osesina, & Craft, 2011), online abuse detection (Papegnies, Labatut, 
Dufour, & Linares, 2017), behavior analysis (Tavassoli & Zweig, 2015) (Shin, Xu, 
& Kim, 2008).

The methods described in this section focus primarily on SN extraction methods 
for multi-user asynchronous data commonly found in chatrooms or user review 
sections of e-commerce websites. Other CMC applications that support direct 
messaging with explicit social network(s) revealing interactions among individual 
actors, e.g., e-mail, the use of the @ character in Twitter, or “reply to” comments on 
a social media post are not directly discussed. In an asynchronous multi-user chat 
environment like IRC channels or slack teams, the social networks of the actors and 
the different sub-communities (based on sub-topics of discussion) are not readily 
available or apparent, but might be analyzed or inferred based on communication 
patterns and content. Three independent methods for inferring and extracting social 
network within such a quasi-synchronous CMC environment are discussed. All the 
methods described herein have been developed by the authors.
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Response-Time Analysis (RTA)

Response-time analysis uses the temporal distance between messages to infer of 
a later message being a response to earlier message(s) with the assumption of a 
normative ideal of alternating turns between and among users.

The distribution of natural delay and the likelihood that messages by other users 
are responses to a specific preceding message are used to estimate a probability 
that two or more people are in communication. The distribution pattern of the time 
between related messages within the chatroom can be determined by analyzing 
sample of the messages or expert knowledge. Figure 1 shows the relative frequency 
of response for the first 1.5 million chat messages in the MusicBrainz chat log 
(McIntire, Osesina, & Craft, 2011). The likelihood of a message being a response 
to any of its preceding can be determined based on their relative time difference. 
To facilitate the calculation of response probability, a mathematical distribution 
similar to the manually obtained response-time distribution is used. For example, 
the log-logistic function can be substituted for the response time distribution in 
Figure 1. Hence, the probability of response for a message can be calculated using 
its probability density function:
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t: is the time interval between the messages under examination
α: is the median response time.
β: is the shape parameter indicating its skewness

Naïve calculation of the relationship (message and response) between all messages 
quickly results in a combinatorial explosion; a known problem with this broad 
approach. In order to limit the number of calculations performed to a manageable 
number, probabilities of response are calculated for only messages that fall within 
what is termed a conversation cycle. A conversation cycle contains a message and 
all of its possible responses, and it starts with a user’s message and contains all the 
message sequence (from other users) posted before the user’s own next message. 
For example, in an IRC channel, a conversation cycle for a user starts when they 
post a message and ends just prior to their next message (Figure 2).
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The total level of interaction (weight) among users is determined by the cumulative 
probabilities from multiple conversation cycles (Figure 3). Assuming that gA→B (i) = 
f(t; i) represents the probability of user B responding to user A in the i-th conversation 
cycle, the total level of interaction of user A towards user B (wA→B) can be calculated 
as the sum of gA→B for all conversation cycles of user A. The interactions of user B 
directed towards user A can also be calculated in the same manner by reversing the 
position of A and B. The average of these interactions (wA↔B) is a non-directional 
interaction level between the two users. By iteratively analyzing the interactions for 
each user (egocentric), this method constructs the entire social network.

Figure 1. Relative frequencies of message response times for the first 1.5 million 
messages in the MusicBrainz dataset compared with the log logistics function where 
α=12 seconds and β=2. Such a distribution can be obtained for any dataset via 
analysis of samples or expert-knowledge

Figure 2. An example of a conversation cycle for user “_rob” (between 00:23:21 
and 00:41:34)
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An advantage of this method is its use of system time, hence it is not directly 
prone to user generated noise and the conversation language or domain. However, 
the determination of the delay distribution within a dataset (in the absence of expert 
knowledge) involves manually perusing chat messages.s a result, it is subject to 
sampling and analyst bias as different samples may yield different distribution 
patterns, and analysts may disagree on any particular message being a response to 
a reference message. Also, to be effective, this method requires the resolution of 
the timestamp recorded for each message to be in a similar range as the median 
response time. For example, if the median time is in the order of seconds, the time 
stamp resolution must at least be in the order of seconds. It is important to note that 
the distribution in Figure 1 was obtained by analyzing a subset of the MusicBrainz 
dataset. As such it may not be applicable to different dataset; however the calculations 
of response probability and conversation cycles are generalizable.

Word Context Usage Analysis (WCUA)

Word context usage analysis infers SN links among users based on keywords 
contained in their messages. Keywords are operationally-defined as the highest 
frequency words in the entire user generated chat messages after stop-words removal, 
and are assumed to be most informative of the conversation content (Jones, 1972; 
Dalianis, et al., 2004). This analysis can be approached from a couple of independent 
but complementary perspectives namely: (i) identification topics/sub-topics under 

Figure 3. Example of a discontinuous interaction weight function. w = w(k) + 
w(k+1) + w(k+2)
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conversation (communities) by creating links among keywords in the same message, 
(ii) identification of actors engaged in the different topics/sub-topics by creating 
links among actors utilizing common keywords.

Given the unavailability or unreliability of explicit sub-topics indicators in 
asynchronous chat environment, the identification of the different sub-topics under 
engagement must be inferred via other methods such as the messages exchange among 
actors. An easy and straight forward way to achieve this is by creating links among 
keywords used in each message, where the edges among the keywords indicate the 
relative frequency of co-occurrence. Similar frequency of keyword usage between 
users is more indicative of a link compared to relative skewness in usage. Graph 
invariant measures such as betweenness and centrality can then be used to identify 
the sub-graphs and their corresponding keywords representing different sub-topics. 
Although more sophisticated techniques, such as topic modeling based on language, 
domain and semantic knowledge, can be substituted for the above described bag-of-
words approach, the keyword graph is a simple and efficient first approach.

Identification of the actors involved in these engagements is also an important 
for building an accurate SN because it provides a holistic view of the interaction 
dynamics. The bag-of-keywords used by individual users is compared to that of other 
users and links are created among user with intersecting keyword(s). The relative 
frequency of each keyword usage suggests the level of participation of users in the 
community. In addition, the use of weights to signify the level of importance of 
various keywords may also provide stronger indicators of users engaged in topics 
of interest.

The two components of WCUA, keywords and actors, are integrated together 
as shown in the representation of Figure 4. The nodes represent topics/sub-topics 
created by clustering keywords, and those include a sub-graph based on actors’ 
usage of each keyword. Edges represent the co-occurrence of words in messages. In 
addition to providing information for keyword disambiguation and helping to identify 
correlated or seemingly disjointed conversations, WCUA provides information about 
user interactions across various topics.

Direct Addressing Analysis (DAA)

DAA, is one of the simplest methods for extracting interaction links among internet 
chatroom users. It infers the intended message recipient by identifying the screen 
name (username/nickname) referenced in the message, a.k.a. direct addressing 
(Mutton, 2004). Because it is used by the message owner to enhance the clarity 
of the intended recipient, it provides strong evidence for extracting SN relations 
in asynchronous multi-user communication. On the other hand, because users do 
not always explicitly indicate intended message recipient this way, the number of 
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links extracted using this method can be expected to be relatively low. Furthermore, 
because it is directly dependent on user input, this method is prone to errors resulting 
from typographical mistakes and analysis of variations of the recipient’s screen 
name (user name). On many modern CMC applications, the common denotation of 
intended recipient is the use of ‘@’ followed by the recipient’s identifier, as shown 
in the example below:

<Rob> Is the download complete?
…
<John> @Rob, yes.

Hybrid SN Link Extraction

A hybrid approach may be best in providing the right combination of the strengths 
and unique features of individual methods. For example, the keyword usage analysis 
can be used to provide context for links extracted using RTA (Figure 5). Also, due 
to the independence of the methods from one another, that is their probability of 
correctly extracting a link is statistically independent of each other, connections 
that appear likely in more than one method, have a higher certainty of being correct 
than anything an individual method can provide alone. These SN graph of each of 
the three methods (RTA, WCUA, and DAA) can be combined either by assigning 

Figure 4. Word context graph showing links among keywords used in the same message
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weights to identified links depending on the method or by averaging the results 
of all the methods. The weights can be based on intuition, expert-knowledge, or 
statistical analysis.

The experiments described in later sections of this chapter employed the relative 
F-measure of each method to determine the weights assigned to links identified by 
the corresponding method. In other words, the empirically measured performance 
of all the methods using F-measure was obtained, and the weight of a method is 
that method’s F-measure divided by the sum of all the F-measures.

EXPERIMENTS IN SOCIAL NETWORK EXTRACTION

The SN extraction methods, response-time analysis, direct addressing analysis, word 
context usage analysis, and hybrid, are validated through experimental means. To 
provide realistic data, the study is using a freely available public chat dataset with 
over 14 million messages. This chatroom called “MusicBrainz” (http://chatlogs.

Figure 5. Example of a SN derived through the hybrid method
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musicbrainz.org/musicbrainz/) is primarily used to discuss music and computer related 
topics. The data contains messages exchanged by users over the course of several 
years. While reporting on this dataset, the screen names of users were anonymized 
to protect users’ identities. The data was collected via a web crawler which stored 
the entire information of each message including content such as user’s screen name, 
date and time it was sent, and message text. During the analysis, system-generated 
messages (e.g., “Tom has logged on”) were generally omitted.

This dataset is ideal for this experiment because it contains asynchronous 
interactions among several users engaging in both single and multiple concurrent 
conversations. Additionally, the chat message timestamps are at the same resolution 
as the median response time for the dataset (seconds as seen in Figure 1).

The performance of the SN extraction methods under experiment is judged in 
reference to the so called ground truth. In order to assess the performance of SN 
extraction methods, the links identified by each analysis is compared to a set of SN 
links known to be correct (ground truth). The curation of the ground truth can be 
done using an automatic method with known performance or it can be done manually. 
The ground truth in this experiment was curated through a manual process. A 
manageable subset of the dataset (3 continuous days: 1 – 3 June, 2006) was manually 
perused independently by different members of the group, the intended recipient(s) 
of each message was recorded, and the interaction weights between users were 
obtained from the count of sender and recipient. The manually identified links by 
the different group members were compared and found to have a reliability of 0.99 
(Cronbach’s alpha) and Pearson correlation of 0.90. The final set of ground truth 
data consists only of SN links extracted during both sets of manual scoring (any 
links with disagreement were discarded). Also, the interaction weights are taken as 
the average of the different manual curations.

Results

The correlation between SN links contained in the ground truth and those identified 
by the extraction methods was computed with the assumption that a strong correlation 
indicates a high performance (relative to the ground truth) and weak correlations 
indicates the opposite. Spearman’s rank (using the link weights) and Pearson’s 
standard correlations (using the number of links) were employed in this analysis.

From an information retrieval perspective, the ability of each method to identify 
links within the dataset (Singhal, 2001) was examined, but the weight of interaction 
was not considered. Three metrics, recall, precision and F-measure were computed. 
Recall measures the performance of the method in retrieving all possible links, and 
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precision measures the accuracy of the retrieved links (Cleverdon, 1967). F-measure 
(Kandefer & Shapiro, 2009) uses both the recall and precision to form a combined 
score of accuracy for each individual extraction method.

The data for the Hybrid SN method is obtained by weighting the F-measure of 
each of the three methods using their relative F-measures which yield weights of 
0.34, 0.40, and 0.26 for RTA, WCUA and DAA respectively.

As illustrated in Figure 6, RTA has the worst performance for link retrieval 
precision. This can be attributed to its more aggressive nature in identifying links, 
hence prone to more false positives. This may be mitigated using heuristics like 
introducing a minimum number of conversation cycles in which other users must 
appear in order to accept their message(s) as likely response(s). DAA on the other 
hand has perfect precision on the when it identifies a link, but fails to identify many 

Table 1. Social Network Link Retrieval Measurements

Measure RTA WCUA DAA

Precision 0.73 1.0 0.99

Recall 0.92 0.97 0.47

F-measure 0.82 0.98 0.63

Figure 6. Link retrieval performance for SN extraction methods
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links. Despite the simplicity of using keywords to identify possible interactions 
among actors, WCUA exhibited the best performance of the three in terms of its 
ability to identify a substantial number of correct links.

While identifying links among users is important, identifying the strength 
(weight) of the link can also be useful. Figure 7 shows the correlations between 
the link weights estimated by the discussed link extraction methods and the ground 
truth; where link weight is the measured as the number of communication between 
users. As shown in Figure 6, RTA method is the most effective in link strength 
(weight) estimation when compared with the ground truth. Due to the infrequent 
use of direct addressing, the DAA method is unable to extract many links, hence 
its worst correlation performance.

In both link weights correlation and information retrieval analysis, the hybrid 
method outperforms the individual methods as it is able to proportionally combine 
their individual strengths and mitigate their weaknesses. While the three extraction 
methods described above are generalizable, same cannot be said for the specific 
results reported on the MusicBrainz dataset for various reasons. In the RTA method, 
the time-response distribution used for calculating probabilities is derived directly 
from a sample of the dataset hence may not be applicable to other datasets. Also, 
given the importance of this distribution it is obvious that the RTA method can only 
be as effective as the accuracy of the modeling of its time-response distribution. The 
WCUA can be enhanced by the analysis of synonyms and aliases in order to identify 
and relate words that may otherwise have been missed. While this enhancement did 
not appear to cause degradation to the analysis of the MusicBrainz dataset, it may 
be critical for other datasets.

Figure 7. Link Weights Correlation performance for SN extraction methods
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VISUALIZATION OF COMPUTER-MEDIATED COMMUNICATION

The ability to interactively visualize CMC information has been identified as important 
for statistical benchmarks, increasing social consciousness and interaction, improving 
educational interactions, and improving usability, navigability, and understanding 
of conversations and topics under discussion (McIntire, Osesina, & Craft, 2011). 
This part of the chapter explores first representations that present the social network 
explicitly as a graph. Following an assessment of the explicit network visualization, 
the chapter moves onto visual representations that convey the SN in the context of 
other information, in particular GIS, hierarchical, and chat views.

Social Network Visualization Experiments

Two traditional network visualization techniques were compared in the context of 
presenting a social network to the end-user:

1.  Node-link diagram (Figure 8);
2.  Adjacency matrix with a heat-map (Figure 9).

In both visualizations, connection (link) strength is represented by color/intensity 
(redundantly coded), with corresponding legends shown below both visualizations. In 
designing this experiment, only factors that can be manipulated on both visualization 

Figure 8. Node-link network diagram visualization
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stimuli were considered. For example, on both stimuli, color denotes the strength of 
the link. It may be argued that the link/edge thickness better conveys strength on the 
node-link diagram, however translating this representation to the adjacency matrix 
with a heat-map is not trivial. Furthermore, some sophisticated arrangement of the 
nodes may afford better clarity, and interactivity such as highlighting of edges of 
selected nodes in the node-link stimuli, however for fair comparison, comparable 
ordering must be considered for the other visualization. In order to avoid the potential 
perpetuity of this balancing pursuit, the decision was made to use a representative 
layout (from multiple random spatial layouts) that minimized clutter/overlap layout 
algorithm was selected for the node-link diagram and the use lexicographical ordering 
for the nodes for the adjacency matrix.

Their effectiveness in performing following tasks was evaluated:

1.  Link Finding: The speed and accuracy of determining whether two given 
nodes have a direct link.

2.  Link Strength/Weight Estimation: Where a link has been identified between 
two nodes, the strength/weight of the link between two nodes is to be estimated.

3.  Node Connectivity Estimation: Identification of the five nodes that were the 
most densely interconnected with the other nodes (had the most links directly 
connected to them).

Figure 9. Adjacency matrix heat map visualization
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4.  Node Finding: The speed and accuracy of determining whether two given 
nodes have direct link to a common node.

Knowledge about the differential effectiveness of network data visualizations 
can be important for many areas of academia, applied sciences, the military, and 
the public. Participants were randomly assigned to complete the first three tasks 
using the matrix visualization or the node-link diagram stimulus; and the other 
visualization was chosen for the fourth task. This design resulted in a between-subjects 
experimental design where each participant was exposed to both visualizations, but 
performed different tasks with each. Task categories were performed in the order 
presented above from (i) to (iv).

Participants

A total number of 20 volunteers participated; 14 males and 6 females. The inclusion 
criteria were normal or corrected-to-normal visual acuity (self-reported as having 
had a professional eye examination within the last 12 months). Participants were 
volunteers recruited from active duty military and DoD civilians and contractors 
from the 711th Human Performance Wing at Wright-Patterson Air Force Base. 
Recruitment was conducted by word of mouth and/or email inquiries. Potential 
volunteers were asked if they would like to participate in a brief study on network 
visualizations; a short verbal description was provided and a copy of the Informed 
Consent Document was available for perusal. There was no restriction based on 
age or gender, nor any need to use these as limiting criteria. Total testing time for 
each participant lasted no more than 20 minutes, although there were no formal 
time limits for completion of the tasks. No compensation specific to this activity 
was provided to participants.

Equipment and Stimuli

Two possible visual stimuli were used: a node-link network diagram and a connectivity 
(or adjacency) matrix with a heat map (color/intensity is redundantly mapped to the 
link weights, with lighter colors indicating stronger links). The node-link network 
diagram consisted of 30 numbered nodes connected by weighted links/edges (again, 
with color/intensity being mapped to the link weights), as shown in Figure 8. Following 
Purchase et al.’s (2002) graph aesthetics findings (layout methods had little effect on 
performance as long as link bending and/or crossings were minimized); no specific 
graph layout algorithm was used for this visualization. After multiple randomized 
spatial iterations, a representative layout that minimized clutter/overlap of the links 
and nodes was selected. The adjacency matrix heat map displayed the same network 
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data as the node-link diagram, and used the same color-coding scheme (to represent 
link weights), albeit in a different visual form. Row and column numbers indicated 
corresponding nodes, and were arranged in numerical order along both axes, thus 
the matrix was symmetrical due to this arrangement as shown in Figure 9. Stimuli 
were presented via a laptop computer with a 15-inch LCD monitor. A stopwatch 
was used by the experimenter to record task completion times, and participants 
recorded their responses using paper forms and a pen/pencil.

Results and Analysis

All of significance tests were conducted using two-tailed Welch’s t-tests assuming 
unequal variances, with a significance level of alpha = 0.05.

1.  Link Finding: 15 test items were used for this task. The matrix visualization 
resulted in significantly faster task completion times (faster by 56%) than the 
node-link visualization (t=4.90, p=.001). It also resulted in less variable task 
completion times (standard deviation of 34 seconds versus 92 seconds). No 
difference on accuracy was detected across both visualizations (96% for the 
matrix, 94% for the node-link; t=0.37, p=.721), however the node-link exhibited 
greater variability in accuracy (standard deviation of 12% versus 4% for the 
matrix visualization). A summary of the findings is depicted in Figure 10.

2.  Link Strength/Weight Estimation: Using a range of 0 – 100, participants 
were asked to indicate the apparent strength of the connection between two 
nodes. Participants’ accuracy was comparable in across the visualization types 
(+6.74 for the matrix, +6.19 for the network; t=0.71, p=.494). Variability of 
judgment accuracy, as measured by standard deviation, was slightly larger for 
the node-link visualization at 1.84 versus 1.34 for the matrix visualization.

3.  Node Connectivity Estimation: This task was not timed. Participants were 
instructed to indicate the five nodes with the most densely connectivity i.e. 
most links directly connected to it. They were instructed to guess the most 
connected nodes by visual estimation instead of counting the links by hand. 
The difference between the two visualization types in terms of accuracy was 
non-significant (t=1.38, p=.197) but the trend appeared to favor the matrix 
visualization (93%) versus the network visualization (87%). Variability in 
accuracy was comparable across the visualizations (9.6 for the matrix versus 
9.4 for the node-link visualization, in units of standard deviation).

4.  Node Finding: For each participant, the visualization type was changed from 
the previous tasks. The matrix visualization resulted in significantly faster 
completion times (faster by 45%) than the node-link visualization (t=3.03, 
p=.013). Variability in task completion times was slightly higher when using 
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the matrix visualization compared to the node-link visualization (99 versus 92 
units of standard deviation, respectively). Accuracy appeared slightly better 
with the node-link visualization (95%) versus the matrix visualization (86%) 
but this difference was non-significant (t=1.00, p=.340). However, variability 
in accuracy was noticeably higher for the matrix visualization at 27 units of 
standard deviation versus the node-link’s 7 units.

Summary of Findings

Overall, the matrix visualization generally proved the more effective (see summary 
in Table 2). It resulted in 56% faster task completion times on the link-finding task, 
and 45% faster task completion times on the node-finding task, both of which were 

Figure 10. Left: Total task completion times (in seconds) on the link-finding task for 
the matrix visualization and the node-link visualization. Error bars represent +/- one 
standard deviation from the mean. Right: Task accuracy on the link-finding task.

Table 2. A comparative summary of performance measurements Note: the matrix 
visualization resulted in better performance for 4 of the 6 measurements, 2 of which 
were statistically significant at the alpha=.05 level

Task Measure Matrix w/ Heat Map Node-link Diagram

Link Strength Accuracy +6.74 units +6.19 units

Node Connectivity Accuracy 93% 87%

Node-finding
Time 158 s (alpha≤.05) 286 s

Accuracy 86% 95%

Link-finding
Time 133 s (alpha≤.05) 303 s

Accuracy 96% 94%
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statistically significant differences. Also, it resulted in slightly higher accuracy on 
the link-finding task, node interconnection judgment task, and the link strength 
judgment task, but these differences were statistically non-significant. Accuracy 
for the node-finding task was poorer for the matrix visualization, but again this 
difference was non-significant. In terms of consistency of measures, the matrix 
view resulted in lower standard deviations for the link-finding task completion 
times (34 versus 92), for the link-finding task accuracy (4 versus 12), and for the 
link strength judgments (1.34 versus 1.84). The opposite pattern was observed, in 
which the node-link visualization resulted in more consistent measures, for the node 
interconnection judgments (9.4 versus 9.6), for the node-finding task completion 
times (92 versus 99), and for the node-finding accuracy (7 versus 27).

This work confirms and extends the experimental research by Ghoniem et al. 
(2004; 2005). For those interested particularly in this topic, an up-to-date effort 
by Okoe et al. (2017) reviews recent work, and pits node-link versus matrix 
representations against each other on a suite of representative network analysis 
tasks. These researchers note that node-link diagrams can appear more compact and 
work well for sparse networks, and they again confirm that node-link diagrams are 
especially beneficial for path-tracing or path-following tasks. They also argue that 
node-link diagrams tend to work best for determining overall network connectivity, 
understanding topological distances and structure, and facilitating user interactivity. 
Matrix representations were beneficial for dense networks, by eliminating occlusion 
and connection ambiguity problems, and for conducting simple visual searches for 
particular links or nodes. Which visualization method should be recommended 
depends upon the network data under study and the tasks to be performed, as each 
has its own unique set of advantages and disadvantages.

Context-Enhanced Visualization of Computer-
Mediated Communication

In addition to presenting CMC information as interplay between of social networks 
dynamics and topics/sub-topics of engagement as discussed in the previous 
section, CMC can be integrated into other environments that allow the user to 
draw additional insights. These environments, or contexts, serve to increase and 
improve the utility of data and the information contained therein. Such tools may 
help to easily identify topics (and consequently actors) of interest within a dataset 
composed of heterogeneous types of information. This section presents both novel 
visualization designs and an experiment aiming to quantify the value added by one 
of these visualizations. Each of the designs included here operates within a different 
context with a different overall purpose, yet they all contain information extracted 
from CMC big data sources.
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BuzzVizz

BuzzVizz visualization tool exploits the logical linkage between the non-spatial 
textual data and Geographical Information System (GIS). It facilitates the integration 
of multiple, heterogeneous data sources in an easily navigable and comprehensible 
format. This proof of concept visualization system combines information from Twitter 
and World Wind (a GIS-based, Google Earth-like application developed by NASA), 
to provide near real-time geographical situational-awareness easily consumable by 
practitioners such as first responders, regional administrators, marketers, etc.

Like other unstructured textual information, messages broadcasted on Twitter 
(a.k.a., tweets) may contain explicit or implicit geographical references which 
indicate among other things the origin of the message, location of an event, or subject 
of the message. BuzzVizz uses this information for linking individual message to 
geographical location(s) and logically displays the keywords that are most prevalent 
as close as possible to the location in the context. A unique feature of BuzzVizz is 
its ability to allow users to sift through millions of messages in a short amount of 
time by simply performing the traditional maneuvers of zoom and pan on a digital 
map. In other words, as the user moves to locations of interest on the map, the system 
generates the appropriate queries to retrieve messages associated to geographical 
locations in focus on the map. It uses a simple word frequency analysis to identify 
keywords associated to different locations on the map. When a large area is displayed, 
tweets from many locations within that area are aggregated and displayed. When 
the user drills down, (zooms in on the map), fewer locations are included in the 
map view and consequently fewer tweets are part of the aggregation. Thus, tweets 
are assigned to locations, locations to areas on the map, and all tweets for an area 
are analyzed and displayed within that area’s boundaries. The GIS software breaks 
down each zoom level into a number of rectangular tiles, and BuzzVizz computes 
the word frequency analysis for each of these tiles (areas). The normal behavior of 
the GIS software, where overviews have large tiles and zoomed-in views have small 
tiles is taken advantage by BuzzVizz to achieve different levels of aggregation.

The display is layered and behaves in a manner similar to place names on a 
map giving the user a summary of the topics tweeted over an area Figure 11. A 
complementary layer presents the principal user ID of the accounts tweeting in the 
area in focus in a similar manner to how topics are presented. As the user zooms 
in, the higher level of words disappears, and a new, more detailed layer is rendered. 
The opposite is true for zooming out. Because keywords must be spread out to be 
visible (for example, not all Chicago keywords or users can be placed exactly on 
top of Chicago), the location of keywords/users at national or continental views of 
the map appears less precisely than at lower levels. However, drilling down towards 
an area renders the keywords or users closer to their computed origin and also 
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filters out topics from places not currently on the map. The layer dynamics can be 
configured through the same mechanisms as those of other GIS layers. This concept 
of information fusion and visualization is envisioned for multi-tiered situational 
awareness giving different level of user appropriate information granularity.

The visualization also allows users to pinpoint the exact location from which a 
specific keyword was tweeted. This is done interactively by “mousing-over” any 
keyword or username, which prompts the system to display a spread layer with cones 
placed at the exact locations that have tweets containing the hovered keyword/user 
(see the red keyword and cone in Figure 11). While the keyword and user layers, 
the words displayed on top of the map, provide a logical link from locations to 
topics, the spread layer, the cones place at various places, provide information in 
the opposite direction: from topics to locations.

We examined three techniques for arranging keywords associated to an area. The 
first technique relies on random placement; the second uses geometric patterns, such 
as concentric circles (see Figure 3) or grids; and the third uses weighted-average 
placement of keywords. The first two techniques are computationally inexpensive, 
with the second being able to also convey the relative importance of the terms by, 
for example, placing the most important term in the center and using a pre-defined 
ordered placement after that. The third technique requires the use of either forces 
or virtual “bungee cords” to pull a keyword in its final position. The anchor points 
for the forces or cords are the location of the queries associated with the keyword 
(e.g., the cities in which the keyword is tweeted). This approach is similar to 
MonkEllipse (Hsu, et al., 2004), and it will result in popular/widespread keywords 
appearing in the center of the area because they are “pulled” in multiple directions 
towards most places in that area. The averaged-position may also lead to overlap, 
and requires an extra overlap-reducing step in which keywords lying on top of each 
other are spread around

Three techniques for arranging keywords associated to an area were examined, 
but the simplest one was chosen given the requirements of big data. The first uses 
random placement; the second uses geometric patterns, such as concentric circles 
(as shown in Figure 11) or grids; and the third uses weighted-average placement of 
keywords. The first two techniques are computationally inexpensive, with the second 
being able to also convey the relative importance of the terms; for example, placing 
the most important term in the center and using a pre-defined ordered placement 
after that. The third technique requires the use of either forces or virtual “bungee 
cords” to pull a keyword in its final position. The anchor points for the forces or 
cords are the location of the queries associated with the keyword (e.g., the cities in 
which the keyword is tweeted). This approach is similar to MonkEllipse (Hsu, Inman, 
McColgin, & Stamper, 2004), and it will result in popular/widespread keywords 
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appearing in the center of the area because they are “pulled” in multiple directions 
towards most places in that area. The second method was chosen for its simplicity 
and relatively light computation requirements.

BuzzVizz also provides cues about the age of various Twitter topics in each 
geographic area. As the topics get older, that is no new tweets about that topic have 
been posted in a while, the size of the font decreases until it finally disappears. Even 
on a static view, such as the snapshot in Figure 11, this is useful to further identify 
topics that are separated in time. More importantly this allows the user to play an 
animation that shows how topics evolved over time (and over each geographical 
region in the view). New topics begin in a large font, and stay large as long as more 
tweets are posted. As they age, they become smaller and smaller until they are no 
longer in the animation. Standard, play and pause controls are provided next to 
map Figure 11.

Figure 11. BuzzVizz with temporal controls shown in the lower left corner. Twitter 
keywords of different sizes show how much time has elapsed since that word was last 
tweeted in a particular area. The mouse is hovering over the red “women” keyword, 
and the spread layer shows the origin (red cone) of the tweet .The concentric red 
circles illustrate the layout algorithm for the keywords in the lower-right tile only 
and do not appear in the visualization.
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TreeBuzz

The second proof of concept visualization is the implementation of a Twitter layer on 
top of a tree visualization (Figure 12). This visualization allows an analyst to easily 
examine the topics that correspond to various branches of a hierarchical structure, 
such as departments in a large organization, or national or international sporting 
leagues. The tree structure is external to the CMC data (for example the organization 
of a multinational department store), just as the GIS information was external in 
the case of BuzzVizz. It automatically categorizes the Twitter information using 
the hierarchical structure provided in the tree, thereby helping the user to easily 
determine what is being tweeted for different facets of the concept contained in the 
tree. TreeMaps (Shneiderman, 1992) are considered for representing the underlying 
hierarchical structure because they have clear separation of space dedicated to various 
nodes in the tree, that is they are space-filling. Keywords extracted from tweets are 
displayed, just as for BuzzVizz, on top of the existing TreeMap by changing the 
text orientation and placing them inside each tree node that is large enough to hold 
additional text. Clicking on a branch of the tree results in only that branch being 
shown, a typical TreeMap behavior. As such, the users can drill-down and see more 
detailed information relating to that branch only. Conversely, zooming out of a 
branch displays more comprehensive information, which includes multiple branches 
situated at the same level.

Figure 12. Twitter layer on a TreeMap
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The proper use of color contrast is important in this visualization as keywords 
may be difficult to distinguish against the background colors. Original TreeMaps 
often use different colors to encode an additional data attribute (external to the CMC 
data; for example the amount of sales at each store), and the solution for TreeBuzz 
is to vary the color of the keywords as they are drawn on top of the nodes in order 
to contrast with the TreeMap nodes’ background.

MagnetChat

This visualization prototype is designed to help users to interactively analyze topics 
or users of interest within a CMC environment, especially an asynchronous, multi-
user CMC environment. It consists of three main panels as shown in Figure 13. 
The left panel displays chatroom conversations, where conversation start time and 
length can be interactively and continuously modified via the zoom function, with 
the shorter lengths allowing the user to read individual posts, and the longer lengths 

Figure 13. MagnetChat visualization showing the actual conversation and user 
relationships. The rectangles are magnets, and the circles are dust representing 
usernames. Magnets can be moved and they attract dust/users differently based 
on the strength of the SN link. The size of the dust is proportional to the number of 
posts currently in the detailed chat
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aggregating data about many posts. The main panel displays the result of the SN link 
extraction analysis in the context of conversations within the specified time window. 
The links are not explicitly shown to avoid clutter and stay within the simplicity 
requirement for big data, but they can be inferred as the attraction force between a 
“magnet” and nodes (“dust”) in the SN. The SN link allows the exploration of basic 
relationships among keywords as well as among users. The right panel allows the 
selection of keywords and user names of interest for further analysis.

MagnetChat employs a Dust-and-Magnet (Soo Yi, Melton, Stasko, & Jacko, 
2005) metaphor to explore the link graph, and a zoomable interface (Bederson, 
Grosjean, & Meyer, 2004) to allow smooth continuous zooming. The visualization 
(Figure 13) allows the user to select a portion of the conversation to be considered 
(left panel). The right panel performs magnet management, which includes adding 
and removing keyword or user magnets from the center panel. Magnets are in effect 
performing queries and filtering on the SN link graph. Both the conversation and 
magnet panels can be continuously panned and zoomed. The novelty of MagnetChat 
approach consists in the new way of using dust-and-magnet for relational (SN graph) 
rather than multivariate data (Soo Yi, Melton, Stasko, & Jacko, 2005), in the use 
of two independent graphs, username and keyword, in the same view, and in using 
the chatroom conversation as a way to integrate and filter information.

The conversation (right) panel can be continuously panned and zoomed. Panning 
only takes places horizontally and is essentially scrolling through the conversation. 
Zooming out groups individual posts when they become too small to read (Figure 
14), with only the start time being displayed at higher zoom levels. The size of the 
dust is continuously adjusted as the conversation panel is being scrolled or zoomed. 
The size of the dust (circles in middle panel) is proportional to the number of times 
a username posts or a keyword occurs in the timeframe covered by the conversation 
panel.

The dust-and-magnet panel allows simultaneous display of both keywords dust 
and magnets and user dust and magnets (Figure 15). The attraction of the two types 
of network (keyword and user) works independent of each other when magnets are 
shaken; i.e., shaking a user magnet only attracts user dust and does not move keyword 
dust and vice-versa. The panel can be smoothly zoomed in and out, and the user 
can pan around the area. Dust that is too close together can be distinguished either 
by zooming in closer or by activating a random shake function for the dust via a 
single right-click. The shaking in this tool is just moving dust around randomly, and 
it is different than the shake function in (Soo Yi, Melton, Stasko, & Jacko, 2005).

The following tasks have been designed into the MagnetChat, although as with 
any user-centric endeavor, some may not be obvious to some users:
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• Read individual posts in the conversation panel;
• Focus on particular usernames or keywords by creating a magnet via the 

right-side panel;
• Determine the strength of relationships (from the overall SN link graph) 

between a selected username or keywords and other users or keywords, 
respectively, via magnet grabbing and shaking. The dust moves towards the 
magnet at varying speed that is proportional to the strength of the link in the 
SN graph. MagnetChat also includes an option to just click and hold a magnet 
instead of continuously shaking it;

• See a user’s or topic distribution over a chosen time period via brushing over 
dust, which will highlight the lines in the conversation (left) panel;

• See related usernames or keywords and their prevalence during a given period 
of time via scrolling and zooming of the conversation (left) panel. Dust will 
appear and disappear to show whether the topic or user occurs in any posts 
in the current period of time covered by the conversation panel. The dust will 
change size proportional to its frequency in the current time period;

Figure 14. The conversation panel has been zoomed out, thus covering a longer 
time period and making reading individual posts impossible. Some users have been 
posting a lot during this time, and thus the circles representing them are larger.
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• See relationships between keywords and users via brushing over lines in the 
conversation (left) panel which will highlight the dust related to that line 
period in the magnet (center) panel.

Experimental Validation

An empirical study of the effectiveness of BuzzVizz is described in this section. Studies 
of TreeBuzz and MagnetChat have not been conducted. The empirical study design 
was influenced by theoretical examination and demonstration feedback obtained 
from several hours of informal interaction with potential users of BuzzVizz. The 
goals of the study include a better evaluation of the capabilities of BuzzVizz and a 
better insight on improving its efficiency. Additionally, the study took into account 
whether the believability of one source of information influences the credibility of 
other sources of information within the same visualization and whether it creates 
a “blind spot” preventing the critical examination of other information source(s). 
More precisely, whether a map, which is considered credible by users, can influence 
the manner in which users perceive aggregated Twitter data.

Figure 15. MagnetChat shows both the username (blue) and keywords (green) 
graphs in the same panel. Zooming as well as a shake command can disambiguate 
dust that is close together.
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Given that absolute user metrics are not common in the measurement of the 
quality of visualizations, comparative analysis was used in the evaluation. To avoid 
bias towards BuzzVizz and have a strong point of comparison, a table platform was 
designed to specifically answer the questions presented to participants in the study. 
The simplest possible representation of the Twitter keywords was via a clear and 
concise table conveying the tweet-based buzz (Figure 16). Tweets relating to the 
United States were used in the study; hence the table was organized by US states 
and city. Sorting was employed in the table as an advanced means of organizing 
the information, but that was not applicable to BuzzVizz. The basic tasks chosen 
for the study involved information about entire states because the table could not 
easily allow access to portions of a state’s data. It is possible that BuzzVizz could 
perform better on tasks that span portions of a state due to the natural contiguous 
presentation of locations in the same region on the map, but this was not examined 
as the table is at an obvious disadvantage.

About the Dataset

Twitter data was collected for a set of 711 cities spanning the entire continental 
US. Two different sets of tweets were collected one week apart using a cluster of 

Figure 16. The table platform used in the study. Three columns show the city name, 
state abbreviation, and a set of Twitter keyword. A magnified inset is provided for 
the reader.
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computers which allows all cities to be queried within the same hour. The tweets 
were processed and a set of keywords ordered by frequency were generated for each 
city. Approximately 700,000 tweets per day are associated with the 711 cities. Based 
on the limited real estate available for displaying words on a map (Osesina, Bartley, 
& Tudoreanu, 2010), only the 20 most frequent words within the tweets associated 
to any particular location or region are displayed in the visualization. In order to 
ensure the comparability of the results of the two platforms, the same 20 keywords 
are also presented in the table.

Equipment and Stimuli

The study was computer based, and a custom testing environment was developed 
in Java to present instructions, randomize platforms (table or map) and data, and 
collect answers and time parameters. The study tasks and visualization applications 
were designed such that only a single section of the questions was displayed at any 
particular time and also the visualization required for the task was automatically 
started by the testing software. Users were allowed to revisit or skip questions using 
“Previous” and “Next” buttons respectively.

Participants

All the 22 volunteers who participated in the study were university students over 
18-years old; 80% were between 18 and 30 years old. The numbers of participants 
in undergraduate and graduate studies were evenly divided. 50% of the participants 
were in Information Technology related fields, 27% in the Arts, Humanities and 
Social Sciences, and the rest were in either Science and Mathematics or Business.

Procedure

Participants were given a brief tutorial on the study environment (BuzzVizz usage) 
along with guidelines on completing the study. Then the testing environment was 
started on a computer, and participants had unlimited time to perform the tasks.

The study was structured in a 5-part survey estimated to require approximately 
60 minutes. Part 1 of the survey contained 9 brief background questions, including 
where did the participants obtain their daily news. Parts 2, 3, and 4 asked participants 
to relate Twitter keywords to news headlines. In Part 2, summarize headlines, 
participants were asked to determine possible news headlines based on the Twitter 
keywords displayed in BuzzVizz or table. The questions referred to particular 
cities and regions, given as a list of states (using two letter abbreviations). After 
determining a possible headline, participants were also asked to indicate on a scale 
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of 1 to 5 (with 1 being low confidence) their confidence in the headline being an 
actually event that occurred in that region or city (to measure believability).

In Part 3, participants were asked to choose which regions and cities correspond 
to a given headline, i.e., the exact opposite of Part 2. Part 4 of the survey asked 
participants to list the keywords common to cities in a specified region. The dataset 
on Part 3 and 4 also contained a set of injected keywords meant to form a regional 
headline. The reason for this approach is the lack of regional headlines, affecting 
multiple cities, in the original, captured tweets. Two sets of injected keywords were 
added to 30% of the cities in one of the region. One of the headlines given to the 
participants was real while the other was one of the injected keyword sets.

The cities and regions were randomly chosen by the testing software. Two cities 
and two regions were included in each of the Parts 2 and 3, and a single region 
made the subject of Part 4. The testing software ran Parts 2, 3, and 4 twice, once 
for BuzzViz and once for the table. The order was chosen at random by the testing 
software. The software also ensured that participants would not encounter the same 
dataset and city or region more than once, thus no Twitter knowledge transfer was 
possible.

Part 5, similar to a post-questionnaire, requested participants to answer a series 
of feedback questions based on their experience during the survey. Questions asked 
included a subjective comparison of BuzzVizz and table on the ease of summarizing 
headlines, confidence in their performance, ease of navigation, ease of finding a 
city or region, and platform preference.

Results and Analysis

As previously stated all the participants are university students in both undergraduate 
and graduate categories. The study indicated a substantial proportion (82%) of the 
participants receive their news via Internet with 68% following news events on at 
least a weekly basis. This is a surprisingly large number of people who seem to get 
most or all of their news not from traditional media but through the internet; however, 
this is in line with very recent research which shows a similar shift, especially with 
the younger generation of news media consumers (Pew Research Center, 2016).

On the other hand, only a fraction (17%) of those who follow news via the internet 
use Twitter as a major source on at least weekly basis. Also, when asked about the 
reputation of both sources of information, 55% of respondents viewed Twitter as a 
reputable source of information compared to 95% for NASA World Wind.

Four geographically contiguous regions denoted by (lists of states) and four 
cities were used for Parts 2, 3 and 4 of the study. Given that real Twitter data 
whose news content is not known a priori, headlines in participants’ responses 
were independently verified by two members of the evaluation team as correct 
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if they appeared in a traditional news outlet and were recorded by LexisNexis. 
Furthermore, since determining all the news headlines available in each location 
covered on the map (continental US) is prohibitive, the analysis considered total 
number of correct and unique news headlines generated by all the participants (χ) as 
the total number of “real” news headlines contained within the data within each of 
the specified locations. Participants’ evaluation was thus based on an adjusted score. 
For example, if a participant summarized 2 correct headlines (where a maximum 
of 4 is allowed) for a specified location and the total number of correct headlines 
summarized by all the participants (for the same location), χ=3, then the adjusted 
score for the task is 2/3.

Adjusted Score
of correct solutions

imum of possible solutio
=

#

#max nns
 

For the tasks of listing keywords, Part 4, the number of artificially injected 
keywords is the maximum number of possible solutions.

Bi-dimensional examination of the results shows little difference between BuzzViz 
and the table, hence performing statistical analysis to determine which visualization 
platform has an overall better performance was forgone and only the absolute values 
for the results are presented.

In the regional versus city tasks, there was no significant difference (2%) in the 
overall accuracy of performing both tasks on either visualization. Contrary to the 
hypothesis that regional tasks can be solved more accurately on a map compared 
to a table (due to contiguity), and that city tasks are vice-versa, it was observed 
that the opposite happened. In terms of duration of performing both tasks, the table 
also appears generally more efficient than the map (27%) as shown in Figure 17.

Although more research will be required in order to fully explain the reason 
for this observation, this chapter surmises that there aren’t many tweets containing 
information of a regional nature in the dataset used for the experiment. For Part 4 
- List Keywords, where the keywords were artificially injected, the map performs 
significantly (50%) better than the table (Figure 18). In other tasks where real tweet 
data is used, similar accuracy is observed between the two platforms. In addition to 
the higher accuracy achieved on the map for the keywords listing task, there is also 
better time performance for the task on the same visualization tool (8%). A final 
explanation for poor performance may be participants’ geographical knowledge 
of the area considered in the study and proficiency in using the map visualization.

Overall, the table is 27% faster than the map. However as can be seen in Figure 19, 
in general there is significant reduction in the amount of time taken by participants 
from one task to the next, which may indicate increasing familiarity to the tasks 
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and visualization. The average amount of time taken for the initial tasks on the table 
was less than that on the map, possibly due to the simplicity and supposed relative 
familiarity of users to the table. Also, the time performance on the map was higher 
(albeit slightly) for the last two tasks which may indicate familiarity with visualization 

Figure 17. Adjusted Score and timing comparison on the two visualization tools

Figure 18. Performance by task category
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tool. In total, efficiency on table and map visualizations increased by 89% and 95% 
respectively. The reason spike in duration at Task 5 is not entirely clear. However, 
one can suppose it to be due to the phenomena of visualization novelty and/or task 
difficulty. Visualization novelty refers to the fact that tasks 1 and 5 are the first 
tasks in either platforms (map or table), hence the start of a new type of learning. 
Task difficulty refers to both task 1 and 5 involving the identification of headlines, 
which may be relatively more difficult.

The next analysis compared the reputation of Twitter information expressed by 
the participants in Part 1 of the study to their belief in the summarized headlines 
generated from the visualization. Although only 55% of the participants initially 
indicated trust in Twitter information, the average believability indicated for 
summarized headlines is 74% (3.7 out of 5). Table 1 indicates that participants’ 
skepticism of Twitter information is not transferred to the visualization tool despite 
that they were told that the keywords in the visualization originated from Twitter; 
86% of the visualization believability responses indicated 3 or higher out of 5. The 
believability responses for the map and table are almost identical (map = 3.75 and 
table = 3.72) suggesting that the blending of the information sources rather than 
the visualization is responsible for participants’ relatively high confidence in the 
final information product.

Tables 3 and 4 summarize broad comparison of the performance of the map and 
table presentations based on tasks categories (Part 2, 3, and 4) as well as region 
versus city.

Figure 19. Average participant learning curve
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Overall, the map and the table visualizations appear to have the equal efficiencies. 
The map leads on accuracy and believability while the table holds a substantial lead 
on the time performance. However, if the learning curve is taken in to consideration 
(Figure 19), the time performance advantage enjoyed by the table is expected to be 
diminished over time.

Subjective preference of the users is summarized in Table 5. Overall, BuzzVizz 
was the preferred platform. Participants were split down the middle on which 
platforms, BuzzVizz or the table, makes it easier to find headlines. The same fifty-
fifty split occurs for which platform inspires more confidence. Interestingly, more 
people find the table useful in locating cities and states than BuzzVizz (14 versus 
8), yet a majority of participants prefer navigation in BuzzVizz rather than in the 

Table 3. Subjective assessment of the information product and its component

Believability 
(Visualization)

High (2.6-5) 37% 49%

Low
(1-2.5) 2% 12%

Low (No) High (Yes)

Reputation (Twitter Information)

Table 4. Broad comparison between the Table and Map visualizations

Average of 
Adjusted Score Average of Time Average of Believability 

Scale

Region Table Table Table

City Map Table Map

Summarize Same Table Map

Find Place Map Table

List Keywords Map Map

Table 5. Counts of tasks categories of better performance

Visualization
Average of 
Adjusted 

Score

Average of 
Time

Average of 
Believability 

Scale
Σ Performance

Map 3.5 1 2 6.5

Table 1.5 4 1 6.5
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table (13 versus 9). This may be a good indication that some participants find it 
easier to look for a textual city name alphabetically in a table than to find it location 
by scanning a potentially unfamiliar map.

CONCLUSION

This chapter addressed how to exploit information contained in big data generated 
from computer-mediated communication systems such as chatrooms, instant 
messaging, social media, and micro-blogs. The topic was viewed from two main 
perspectives; (i) analysis of the users (participants) and social dynamics (ii) analysis of 
the subjects (contents) of conversation. Due to the nature of big data, the simplicity-
of-processing principle was employed in many design decisions of the techniques 
and tools presented in this chapter.

In the former perspective, methods for extracting social networks using 
temporal information and content of exchanged messages were introduced and their 
effectiveness measured using ground-truth data of IRC chat logs. The effectiveness 
measured were the user’s degree (number of other users interacted with) and the 
strength (number of messages exchanged with other users) as depicted in the link-
retrieval and link-weights correlation statistics respectively. It was observed that the 
different methods exhibit strengths that can be harmonized via a hybrid method in 
which the contribution of the different methods results in an overall best performance. 
In addition, a study of the best visualization techniques of social networks was 
performed between node-link diagram and adjacency matrix with a heat-map. The 
study was carefully designed such that neither of the visualization technique is 
given undue advantage; hence enhancements that cannot be applied to both methods 
were avoided. The study measured the speed and accuracy of determining degree 
and strength of nodes and links respectively. Tasks on the adjacency matrix with a 
heat-map showed statistically significant faster speed, however no differences were 
detected in terms of accuracy.

Table 6. Distribution of participants’ preference on visualization

Map View Table View

Ease of Summarizing Headlines 11 11

Confident in Responses 11 11

Ease of Navigation 13 9

Ease of Locating Cities/States 8 14

Task Platform Preference 14 8
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In the latter perspective, methods for integrating and jointly visualizing data 
from different environments are explored. The advantage of using already familiar 
visualization for exploring new data or to introduce new data that provide additional 
context are embodied in the geographical views of BuzzVizz, to heat map and more 
esoteric and complex in the form of TreeMap and the zoomable interface panels 
of MagnetChat. The description and prototyping of these visualizations was done 
using Twitter and internet relay chat (IRC) log data, however data from other forms 
of multi-user virtual environments such as WhastApp groups or Slack channels 
can also be employed. Results of a user study of the BuzzVizz was also presented, 
which revealed the transfer of user perspectives and experience with GIS data to 
the CMC information.
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KEY TERMS AND DEFINITIONS

BuzzVizz: A visualization tool that shows the social network and its topics 
implicitly in the context of a layered map, or more generally of geographical 
information system (GIS) layers. Its goal is to provide a view of the topics discussed 
and/or users posting messages over various geographical areas.

Chatroom: A multi-user communication platform in which each post from a 
user is seen by everyone in that room. This chapter takes a more general view of 
the chatroom to include not only IRC communication, but also online comments 
sections for products and news as well as review sections for websites of e-commerce.
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Computer-Mediated Communication (CMC): Tools based on computers and 
networking that allow people to send textual information to other people. Examples 
include IRC, Twitter, Facebook, text messaging, website-based comments and reviews.

Direct Addressing Analysis (DAA): A method of extracting the social network 
from computer-mediated communication that can be used when a user specifically 
mentioned another user ID in their posts.

Hybrid Link Extraction: A composite method of extracting the social network 
from computer-mediated communication that is based on a combination of multiple 
social networks extracted via other methods such as direct addressing analysis, 
response-time analysis, or word context usage analysis.

MagnetChat: A visualization tool that allows the user to determine the overall 
relationships between selected users or topics while providing the ability to move 
continuously through the conversation from individual posts to weeks at a time.

Response-Time Analysis (RTA): A method of extracting the social network from 
computer-mediated communication that is based on analyzing the time difference 
between user posts.

Social Network (SN): A graph whose nodes are user IDs and links represent 
binary relationships between these users. Often the links have different levels of 
strength corresponding to the level of interactions between pairs of users.

TreeBuzz: A visualization tool that provides an implicit view of the social 
network and topics combined with hierarchical data.

Word Context Usage Analysis (WCUA): A method of extracting the social 
network from computer-mediated communication that determines important words 
that appear in user’s posts and relies on those words to find relationships between 
users.
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ABSTRACT

Although its theoretical foundation is well understood by researchers, a blast furnace 
is like a black box in practice because its behavior is not always as expected. It is a 
complex reactor where multiple reactions and multiple phases are involved, and the 
operation heavily relies on the operators’ experience. In order to help the operators 
gain insights into the operation, the authors do not use traditional metallurgy models 
but instead use machine learning methods to analyze the data associated with the 
operation performance of a blast furnace. They analyze the variables that are 
connected to the economic and technical performance indices by combining domain 
knowledge and results obtained from two fundamental feature selection methods, 
and they propose a classification algorithm to train classifiers for the prediction of 
the operation performance. The findings could assist the operators in reviewing as 
well as improving the guideline for the operation.
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1. INTRODUCTION

Business intelligence is not a single technology but comprises multiple technologies, 
whose collaborative use is to efficiently and effectively utilize available data in 
decision-making for business or, more generally, all kinds of operations in all kinds 
of organizations. Likewise, big data is not a single technology but comprises multiple 
technologies. It comes with the same fundamental concept, which is utilization 
of data in decision-making, but big data is more concerned with various issues 
relevant to data. These issues are not only on the quantity of data but also on the 
characteristics and quality of data.

We generalize big data for business intelligence as the action that addresses 
data issues and performs data analysis to support decision-making and further to 
improve business. In this chapter, we present an application of machine learning 
to the operation of a blast furnace. From the big data perspective, we address the 
following V’s:

• Volume: The data that we use us is a collection of samples that are sampled 
in different rates and processed in a daily basis for five years; the processed 
data is small, but the raw data is not.

• Variety: The data is collected from multiple sources; it is in a traditional 
format, but its contents are of high variety so that non-traditional data 
processing is required.

• Veracity: The data is collected from different systems designed for different 
functions and with different capabilities; the quality varies from one part of 
the data to another part so that robust analysis is required.

• Value: The methods presented in this chapter can assist the operators in having 
insights into the operation data, and the insights would be potentially valuable 
from the business perspective; the methods could be core components in an 
operation decision support system for blast furnaces.

A blast furnace is a manufacturing facility to achieve economies of scale in metal 
production. It is a tall and big structure in which raw materials are heated to a very 
high temperature in order to smelt metal and reduce raw material to molten metal. 
Blast furnaces have been used and studied for centuries (Geerdes, Chaigneau, & 
Kurunov, 2015; Peacey & Davenport, 2016), and they play an important role in the 
modern metal production (Zhou, Cheng, Wang, & Jiang, 2017). Each blast furnace 
is a complex system. The theories that support the operation of a blast furnace are 
well developed and well understood; however, in practice, how the blast furnace 
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performs is not always as planned and how it reacts to the operation adjustment is 
not always as expected. The quality of raw materials has a significant impact on the 
operation of a blast furnace. Some small differences inside the blast furnace or in 
raw materials would possibly lead to differences not negligible in the quality and/or 
quantity of the produced metal. Raw materials with sufficient quality would assist 
the operators in obtaining the steady operation of a blast furnace and reaching the 
predetermined production target. The steady supply of raw materials with sufficient 
quality is one of the key factors that enable a blast furnace toward the steady production 
of hot metal. Competition in the industry has been the driving force behind the more 
efficient production. If the operators could know more about how the quality of raw 
materials influences the operation performance, they would have a better chance 
of achieving the better hot metal productivity with less cost, which corresponds to 
the better business performance. For example, if the quality of raw materials could 
be downgraded but still meet the requirement while at the same time, the quality of 
the product could be maintained, then the production cost would be reduced (and 
the competitive advantage would be obtained). The benefit of such cost reduction 
would be great especially when the blast furnace is not fully loaded. Therefore, it is 
of high value to have better understanding on the relationship between the quality 
of raw materials and the operation performance of a blast furnace. In addition, the 
operators would like to know more about how operation parameters would affect 
the operation performance. For example, it is valuable to know the impact of the 
operation of hot blast on the productivity.

The quality of raw materials and operation parameters are independent variables, 
and they are together viewed as the input; the economic and technical performance 
indices are dependent variables, and they are individually viewed as the output. 
The objective of our work is to investigate the relationship between the independent 
variables (input) and the dependent variables (output). To achieve the objective, a 
type of approaches that one can use is to use theory-based numerical analysis to 
develop mathematical models to simulate the operation of a blast furnace. This 
type of approaches starts with some theory, makes an assumption on the process 
that generates data, develops a model, and finally collects data to evaluate the 
model. Examples of the papers related to this type of approaches include Azadeh & 
Ghaderi (2006), Chu, Guo, Shen, Yagi, & Nogami, (2007), da Rocha, Guilherme, 
de Castro, Sazaki, & Yagi (2013), Danloy, Mignon, Munnix, Dauwels, & Bonte 
(2001), de Castro, de Mattos Araújo, da Mota, Sasaki, & Yagi (2013), de Castro, 
Nogami, & Yagi (2002), Harvey & Gheribi (2014), Jindal, Pujari, Sandilya, & 
Ganguly (2007), Nogami, Chu, & Yagi (2006), Shen, Guo, Chew, Austin, & Yu 
(2015), Ueda, Natsui, Nogami, Yagi, & Ariyama (2010), Yang, Zhou, & Yu (2015), 
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Zhang et al. (2014). Usually, the assumption made by these types of approaches are 
so strong that the developed model is hardly applicable to most of the situations 
with which the operators have to deal; it is a shortcoming of this type of approach 
(Zeng, Gao, & Su, 2010). Another type of approach that one can use to achieve the 
goal is to use statistical methods or techniques to analyze the relationship between 
the two types of variables mentioned above. Usually, this type of approach is has 
a relatively small number of variables, each of which represents a property of raw 
materials or an operation parameter; the number of variables considered by this 
type of approach is so small that the relationship obtained from the related analysis 
would be of little value to the operators. This type of approach cannot analyze data 
of high complexity. An example is a linear regression model. However, it is difficult 
to use simple statistical techniques to model the relationships between variables in 
a blast furnace (Dhond, Gupta, & Vadhavkar, 2000). Researchers have proposed 
advanced regression models, such as those presented in Faleiro, Velloso, de Castro, 
& Sampaio (2013) and Tang, Zhuang, & Jiang (2009). Even so, these approaches 
are still based on strong assumptions.

The approach used in our work and presented in this chapter is driven by data. 
The data that we use is neither generated by simulation nor collected from an 
experimental blast furnace in a lab. We use the actual data collected from an operating 
blast furnace. We analyze the data generated by the blast furnace from 2008 to 2012. 
The approach does not make a strong assumption on the underlying data generation 
process, which is looked-for but is not obtainable. For example, it does not assume 
that there exists a linear relationship between the quality of raw materials and the 
productivity. The approach requires opinions from domain experts, and thus could 
be viewed as a kind of knowledge-based approach.

The raw data is big. We consider statistics of raw values rather than raw values 
themselves, and this greatly reduces the technical difficulty of processing the raw 
data and that of analyzing the processed data. There are hundreds of variables in 
the raw data. With the help from domain experts, we consider 66 variables and 
three performance indices, which are the productivity, coke rate, and permeability 
resistance. The first is an economic index; the second and third are technical 
performance indices. In Table 1, we compare this chapter to the selected related 
work. Please note that the definition of productivity in Ghosh & Majumdar, (2011) 
is different from that in this chapter.

Data-driven approaches have been discussed by researchers, such as Chakraborti, 
& Saxén (2007), Pettersson, Zhou, Yuan, Wang, & Chai (2015), Saxén & Pettersson 
(2007), Saxén, Gao, & Gao (2013), Xu et al., (2016), Chen, Liu, Wang, Zhao, & 

 EBSCOhost - printed on 2/8/2023 7:31 PM via . All use subject to https://www.ebsco.com/terms-of-use



246

Analysis of Operation Performance of Blast Furnace With Machine Learning Methods

Wang (2017), and the value of using data mining in the modern manufacturing 
environment has also been discussed by researchers such as Choudhary, Harding, 
& Tiwari, (2009), Harding, Shahbaz, & Kusiak (2006). Nevertheless, our approach 
is original (since we could not find the same approach in the literature).

Our contributions are as follows: First, we propose a method that uses clustering 
to help determine class labels, which are necessary for classification. This method 
can be applied in situations where class labels are not clearly pre-defined. Second, 
we propose a method that combines domain knowledge and results given by two 
fundamental feature selection methods. This can be a reference method to whoever 
cannot obtain satisfactory results from a single feature selection method. Third, we 
propose a classification algorithm that can train a subspace ensemble of Bayesian 
classifiers, and this algorithm is suitable for cases in which stable classification 
performance is preferred. This chapter would be beneficial to practitioners as well 
as researchers, as it provides a real-world application and new methods.

The remainder of this chapter is organized as follows: In Section 2, we will discuss 
why and how we model the problem of analyzing the operation performance of a 
blast furnace as a series of machine learning problems, and we will formally define 

Table 1. A comparison between this chapter and the selected related work

Paper Target Task

(Zeng et al., 2010) silicon content time series analysis, 
regression

(Dhond et al., 2000) hot metal temperature, silicon content regression

(Tang et al., 2009) silicon content regression

(Faleiro et al., 2013) charcoal consumption regression

(Luo, Liu, & Zhao, 2005) silicon content regression

(Sun, Yin, Wu, & Tu, 2006) state of blast furnace classification

(Ghosh & Majumdar, 2011) productivity classification, regression

(Wang & Liu, 2011) silicon content feature selection, 
regression

(Jian, Shen, & Song, 2012) changing trend of silicon content feature selection, 
classification

(Xu, Hua, Tang, & Guan, 2016) silicon content regression

(Hua, Wu, Li, & Guan, 2017) silicon content regression

This chapter productivity, coke rate, permeability 
resistance

feature selection, 
classification
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each of them. In Sections 3, we will provide a detailed description of how we process 
the data according to the problem definitions. In Sections 4 and 5, we will discuss 
in detail our methods for the selection of influential variables and for the prediction 
of the operation performance, respectively. In Section 6, we will present the results 
of our analysis. Finally, in Section 7, we will conclude this chapter.

2. PRELIMINARIES

A blast furnace is a metallurgical furnace, and it smelts the iron ore as well as 
produces hot metal, which will be further processed into steel. One of the essential 
issues regarding the operation of a blast furnace is to have better understanding on the 
relationship between the quality of raw materials and its operation performance. The 
operators would like to know what the level of the influence on the production would 
be when there is a small change in the level of quality of raw materials. In addition, 
it is critical to understand more about the relationship between the set of operation 
parameters and the operation performance of a blast furnace. The operators would 
like to know in more detail about how using a different set of operation parameters 
and raw materials with a different level of quality would affect the production.

Machine learning is to algorithmically explore as well as learn the relationships 
between variables in the data, such as feature selection, and the relationships between 
data samples, such as classification. Feature selection is to select the independent 
variables that can facilitate the learning task. Knowledge about the independent 
variables that are necessary to describe the dependent variable is valuable for 
domain experts (Kommenda, Kronberger, Feilmayr, & Affenzeller, 2011). If there 
is a dependent numeric variable defined in the data, and the task is to train a model 
that can map the values of the independent variables to the value of the dependent 
variable, then it is classification. Machine learning is an important part of big data 
analysis.

The first step of our approach to analyzing the data is to perform data processing, 
whose goal is mainly to filter and transform the content of data. Subsequently, we 
perform feature selection and then build a model for classification. We define the 
original format of the data as follows.

Definition 1: In the given data set D containing N data samples, a data sample 
contains a date field, a vector, and a target field. The vector of the i-th data 
sample is xi = (v1(i), …, vM(i)), where 1 ≤ i ≤ N, 1 ≤ j ≤ M, and non-missing 
vj(i) ∈ R is the value that xi takes on the j-th independent variable or feature, 
while vj(i) could be null or missing; vj ={vj(i), 1 ≤ i ≤ N}. The target field is 
associated with a performance index.
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In data processing, we use the values of the date field to help us fill missing 
values and to remove data during shutdown. We consider the three performance 
indices separately. Each is an independent variable, which is originally numeric.

Before labeling, we have to transform an independent numeric variable into a 
categorical variable holding class labels. Each class label represents the level of 
a performance index. We use clustering to assist in the determination of the class 
labels. After data processing is done, we have a new data set, as defined below.

Definition 2: The data set D returned by data processing is of size N, in which a 
data sample contains a vector and a class label. In D, which will be used in 
feature selection, the vector of the i-th data sample is xi = (v1(i), …, vM(i)), 
where 1 ≤ i ≤ N (which is smaller than that in Definition 1), 1 ≤ j ≤ M, and vj 
={vj(i), 1 ≤ i ≤ N}=[0, 1] (meaning that each feature is normalized); the i-th 
data sample is also with the class label yi ∈ {cl, 1 ≤ l ≤ K}.

Data processing reduces the size of the original data set, while feature selection 
reduces the dimension of the original data set. After feature selection is done, we 
have another new data set, whose definition is as follows.

Definition 3: The data set D returned by feature selection is of size N, in which the 
i-th data sample contains xi = (v1(i), …, vM(i)), where 1 ≤ i ≤ N (which equal 
to that in Definition 2), 1 ≤ j ≤ M (which is smaller than that in Definition 2), 
and vj ={vj(i), 1 ≤ i ≤ N}=[0, 1]; the i-th data sample is also with the class 
label yi ∈ {cl, 1 ≤ l ≤ K} (where K is equal to that in Definition 2).

Given the data set defined in Definition 3, we can use a classification algorithm 
to build a model for classification of the levels of the productivity, coke rate, or 
permeability resistance. These are performance indices in which the operators of a 
blast furnace are interested. The following is the general definition for a classification 
algorithm.

Definition 4: Given a data set where there are an input space X = {xi, 1 ≤ i ≤ N} 
(where N is equal to that in Definition 3), which is a set of vectors associated 
with data samples, and given an output space Y = {cl, 1 ≤ l ≤ K} (where N is 
equal to those in Definitions 2 and 3), which is the set of the determined class 
labels, a classification algorithm is to learn from the data to build (or train) 
a function that maps X to Y, or f: X → Y, and the function is a classification 
model or classifier.
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3. DATA PROCESSING

3.1 Data Description

We analyze the data collected from the sensors installed in an operating blast 
furnace and from the manufacturing-related information systems. There are many 
sensors, and their sampling rates would be in minutes or seconds. The raw data 
collected from the sensors would be at the level of terabyte (TB). There are several 
manufacturing-related information systems, and they would generate data in a daily 
or hourly basis. The raw data collected from the manufacturing-related information 
systems would be at the level of gigabyte (GB). We consider variables and values 
in the daily reports about the operation of the blast furnace. More specifically, we 
use daily averages of variables.

There are hundreds of variables in the raw data. With the help from domain experts, 
we consider 66 variables, excluding the three performance indices, among hundreds 
of variables in the raw data. Among the 66 variables (input), 62 are directly acquired 
from the daily reports in which we (and the operators) are interested, and four are 
derived from some variables in the daily reports. Among the 66 variables, nine are 
with reference to operation parameters, and 57 are in relation to properties of raw 
materials. Properties of raw materials include physical and chemical properties of coke 
and sinter. Viewed as the target (output), the economic and technical performance 
indices are the productivity, coke rate, and permeability resistance. These three are 
the target or dependent variables that we consider and analyze separately. Those 66 
variables are independent variables (or features considered in feature selection and 
classification), as listed below:

• Operation Parameters: Blast volume (BV), blast temperature (BT), blast 
moisture (BM), pulverized coal injection (PCI), and five others

• Physical Properties of Coke: Eight regarding the sizes, coke strength after 
reaction (CSR), MS, M10, M40, and reactivity

• Physical Properties of Sinter: Seven regarding the sizes, MS, reduction 
disintegration index (RDI), and three others

• Chemical Properties of Coke: The percentages for FE, CAO, AL2O3, MGO, 
TIO2, SIO2, ash, and six others

• Chemical Properties of Sinter: The percentages for FEO, CAO, AL2O3, 
MGO, TIO2, SIO2, basicity ratio B2, and eight others

• Derived Features Regarding the Consumption of Raw Materials: Sinter, 
pellet, and lump ore ratios, and the sum of sinter and pellet ratios

Details are confidential. Some variables shall not be revealed.
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3.2 Workflow

For practitioners and researchers, in most of machine learning projects, the initial yet 
critical step is data processing. Figure 1 presents the workflow of data processing 
that we propose.

The first step is to fill missing values. If there is a missing value on a feature on 
some date, we simply find the closest date whose value is not missing and use the 
value. We first look for the closest date backward, and if it does not exist, then we 
perform the search from the date having the missing value forward.

The second step is to derive features. We derive four variables from the consumption 
of raw materials recorded in the data, and they are sinter ratio, pellet ratio, lump ore 
ratio, and the sum of the first two.

The third step is to remove data during shutdown. When a blast furnace shuts 
down for maintenance, the sensor readings may not be accurate and therefore the data 
is abandoned. We remove the data during shutdown, and additionally we remove the 
data for one day before and after shutdown in order to ensure the quality of the data.

The fourth step is to remove outliers. We define an outlier as a data sample 
in which there is at least a feature having a value either too high or too low. This 
definition is different from that used in Faleiro et al. (2013), where data samples 
collected during shutdown are viewed as outliers. We use domain knowledge to 
define a proper range of values that each feature could take. We would not attempt 
to modify outliers but simply remove them, and we make no attempt to understand 
what causes the outliers.

The fifth step, also the last step, is to normalize the data. The domain of a variable 
or feature is composed of all values that could possibly be taken by the feature. 
For some features, their domains are large, while for some others, their domains 
are small. The features of large domains may dominate the calculation in feature 
selection and training classifiers, and they may cover the features of small domains. 
The importance of a feature cannot be determined by the size of its domain. Features 
could have small domains and still be important, but they would be in the shadow 

Figure 1. Workflow of data processing
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of those features having large domains if we use together features having different 
sizes of domains in the calculation. As a result, we apply normalization to all 
features. Here, normalization means a linear transformation that maps the minimum 
and maximum values of the original domain of a feature to 0 and 1, respectively; 
it maps the original domain of a feature to the unit interval [0, 1], as in Tang et al. 
(2009) and Xu et al. (2016) but not Pettersson et al. (2007), where normalization 
is actually standardization.

Equation 1, shown below, is to normalize the value that the i-th data sample in 
a data set takes on the j-th feature or the j-th independent variable. In the equation, 
vj is the domain of the j-th feature, superscripts are used to distinguish between the 
original value and the normalized value, and min and max are respectively to find 
the minimum and maximum values in the domain of a feature.

v i
v i v

v vj
normalized j

original
j

j j

( ) = ( )− ( )
( )− ( )

min

minmax
 (1)

3.3 Label Determination

We need labeled data samples in order to do feature selection and classification. 
Nevertheless, how to assign labels depends on the goal and the target of the analysis, 
such as the blast furnace that provides the data. Every blast furnace is unique in its 
design and construction, and it is distinct from others in some way. Furthermore, the 
setting of the main problem studied in this chapter is new, and the determination of 
the class labels could be somewhat subjective, so we need a method that can help 
us determine the class labels in a less subjective and more objective manner. The 
determination of the class labels would and perhaps should not be totally objective, 
because it requires more or less domain knowledge to tackle the main problem 
studied in this chapter.

We propose to determine the class labels with the help of clustering. It is original. 
We first use the expectation-maximization algorithm (EM) to partition the data set 
into groups or clusters such that the distance between two data samples in the same 
group is smaller than that between two in different groups. When doing clustering, we 
use all features but not a target, which holds the values that will be transformed into 
the class labels. Subsequently, we consider the dependent variable, and we average 
its values for each group. Then, we sort these average values, and we calculate the 
middle value for each such pair of adjacent average values. These middle values 
are points of separation, or they are boundaries used to differentiate data samples 
of classes, that is, to distinguish the data samples belonging to one class from those 
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belonging to another class. Figure 2 illustrates the idea of using the clustering result 
to suggest class boundaries. In the figure, the left and right sides correspond to 
low and high values of the dependent variable in consideration, respectively. For a 
dependent variable representing a performance index, the class boundaries are used 
with domain knowledge to segment its domain to generate levels for its values. The 
segmentation is different from discretization in their objectives.

The following presents the pseudocode for using clustering to determine class 
labels. It shows the aforementioned steps in an algorithmic way, and it corresponds 
to Definition 2.

Input: A data set D consisting of N data samples (with N numeric target values) 
and M features, as described in Definition 1; the number of classes, K

Output: A list of K-1 points of separation
Procedure:

1.          Set the number of clusters to K and apply the EM 

algorithm to the data set 

2.          Initialize A, a list of K elements 

3.          For i = 1 to K 

4.                    Get the target values corresponding to the 

data records that belong to the i-th cluster returned by the EM 

algorithm 

5.                    A[i] = average value of the target values 

gotten previously 

6.          End for 

7.          Initialize B, a list of K-1 elements 

8.          For i = 1 to K-1 

9.                    B[i] = (A[i]+A[i+1])/2 

10.          End for 

11.          Return B

Figure 2. Illustration of using the clustering result to suggest class boundaries
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A dependent variable is a class, and a level is a label. Labeling means label 
assignment. After having the labels for a class, we assign a label to every data sample. 
Then, we can do feature selection and classification on the data.

In (Ghosh & Majumdar, 2011), the authors consider a binary classification task 
for modeling blast furnace productivity, and they use the median value of productivity 
as a threshold to assign a class label, high or low productivity, to every data sample.

4. FEATURE SELECTION

4.1 Fundamental Methods

Feature selection is to automatically or semi-automatically assess all the features 
in a given data set and select some of them such that the classification model built 
upon the selected features performs better than does that built upon all the features. 
Some features might have a negative impact on classification. Two fundamental 
methods to feature selection include the one based on information gain and the one 
based on correlation between features: The former assesses and sorts the capability 
of separating classes for each feature, while the latter aims to find a group of features 
such that the ratio of the feature-class correlation to the feature-feature correlation 
is as large as possible. Overall, feature selection is not a trivial task (Kommenda 
et al., 2011).

Feature selection based on information gain assesses features individually. It 
uses the distribution of the class labels to calculate the expected information. For 
each feature, it calculates the entropy first and then subtracts the entropy from the 
expected information to obtain the information gain; the larger is the information 
gain value of a feature, the better is the capability of a feature to separate one class 
from the others. Finally, all the features are sorted according to their information 
gain values. This method implicitly selects features. Features having low information 
gain values are disregarded. This is usually done by comparing the information 
gain value of each feature with a threshold, while how to set the threshold requires 
domain knowledge and how to use the threshold is not the concern of this method.

Correlation-based feature selection assesses features collectively, and it explicitly 
selects features by returning a group of features, which is a subset of the given feature 
set. The features in such a group are considered as a whole and their order has no 
meaning. In the beginning, this method calculates the feature-class correlation by 
first calculating correlation between each feature in a group and the class and then 
aggregating the correlation values. This correlation indicates how well the group 
of features classifies the given data samples; the larger it is, the better is the group 
of features. Furthermore, this method calculates the feature-feature correlation by 
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first calculating correlation for each feature pair in a group and then aggregating 
the correlation values. This correlation indicates how dependent the features in a 
group are on each other or how independent a feature is of any other; the lower it 
is, the better is the group of features. A set of dependent features is of little value 
and could be a problem for some algorithms used to build classification models. 
In the end, this method searches for a group corresponding to a large ratio of the 
feature-class correlation to the feature-feature correlation. The search is usually 
performed in a greedy manner.

These two feature selection methods are not new, but we propose a new way to 
use them together with domain knowledge.

4.2 The Proposed Method

We consider operation parameters and properties of raw materials separately. There 
are two main reasons for doing this. First, they are different types of features in nature. 
Second, considering them separately could avoid that some unobvious yet important 
features are covered by those dominant yet obvious features. Furthermore, we utilize 
the aforementioned methods as procedural units. The first method, feature selection 
based on information gain, is used to calculate the helpfulness of each operation 
parameter and the usefulness of each property of raw materials. Furthermore, the 
second method, correlation-based feature selection, is used to find proper subset 
of operation parameters and separately to find a proper subset of properties of raw 
materials.

We propose a method to combine the results to complete feature selection for our 
analysis, as presented below. It corresponds to Definition 3. Initially, the data set 
is randomly partitioned into 10 equal-sized subsets. Next, we iteratively leave one 
subset and apply correlation-based feature selection to the combination the other 
subsets. A combination of subsets is used just once. Finally, we take the union of the 
groups of features returned by correlation-based feature selection. As a result, we 
select operation parameters according to the result given by correlation-based feature 
selection. Considering the features for the sizes of coke and sinter, we select those 
having the largest information gain values. Considering other features for physical 
and chemical properties of coke and sinter, we select those having information values 
larger than 0.1, or we select those having information values smaller than 0.1 but in 
the result given by correlation-based feature selection. For the derived features, we 
select sinter ratio, pellet ratio, and lump ore ratio, since the fourth derived feature 
is the sum of the first two and is less useful than either one.

Input: A data set D consisting of N data samples (with N class labels) and M 
features, as described in Definition 2
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Output: A list of features
Procedure:

1.          Initialize a set R 

2.          Initialize G, a list of M elements 

3.          For each feature 

4.                    Calculate its information gain for the 

class, and put the result in G 

5.          End for 

6.          Initialize a set H 

7.          Apply correlation-based feature selection to D, and 

put the result in H 

8.          For each feature corresponding to an operation 

parameter 

9.                    If it is in H then put it in R 

10.          End for 

11.          Consider the features for the sizes of coke and 

sinter, check G and put the one with the largest information 

gain in R 

12.          For each of other features corresponding to 

physical and chemical Properties of coke and sinter 

13.                    If its information gain > 0.1 then put it 

in R 

14.                    Else if it is in H then put it in R 

15.          End for 

16.          Return R

5. CLASSIFICATION

The glass-box classification algorithms are used to train classifiers for the discovery 
of hidden patterns that later would be examined by domain experts and accordingly 
transformed into knowledge. Examples include those able to build Bayesian classifiers.

We propose a classification algorithm to predict the levels of the three performance 
indices. The following presents its pseudocode. It corresponds to Definition 4. The 
proposed classification algorithm uses a subspace method to train an ensemble 
composed of Bayesian classifiers. Here, the term space means a feature space, and 
a subspace is a space composed of a subset of the whole feature set. An ensemble 
is a group of classifiers, and itself is a classifier. To train an ensemble is to train 
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these classifiers by using a base classification algorithm with training data. We use 
an ensemble method to enhance the stability of the classification model trained by 
using the base classification algorithm of the ensemble. When it is given a data 
sample that needs to be classified, an ensemble passes the data sample as inputs to 
the classifiers that it contains, and then it collects as well as aggregates the individual 
outputs or labels from them to produce the final output or label. The classifiers 
contained in an ensemble need to be different, and we achieve this by manipulating 
the feature space.

The core of the proposed classification algorithm is Bayesian classification 
algorithm, one of the top 10 data mining algorithms (Wu et al., 2008), and the 
shell of the proposed method is a procedure similar to Random Subspace Method 
(Ho, 1998). Bayesian classifiers represent a probabilistic approach to classification 
problems, while they are simple but often effective (Domingos & Pazzani, 1996; 
Yager, 2006). For example, it has been applied to the data for tax audit selection (Hsu, 
Pathak, Srivastava, Tschida, & Bjorklund, 2015). Bayesian classifiers are based on 
the assumption that features are independent of each other. Dependent features could 
have negative effect on the performance of Bayesian classifiers. However, Bayesian 
classification algorithm is still widely used in various applications (Wu et al., 2008), 
and this is partly because the negative effect brought by dependent features may be 
canceled out (Zhang, 2004). Moreover, we use the procedure similar to that used 
in Random Subspace Method (Ho, 1998) to introduce differences to the classifiers 
contained in an ensemble, while we remove the random component to make the 
resulting ensemble not probabilistic but deterministic, as requested by the users.

As presented in the following, for a given data set consisting of N data samples 
and M features, we generate M data sets each of which consists of N data samples and 
M-1 features. Such a data set is a training data set. We leave out a feature to create 
a subspace when generating a training data set, and we create M distinct subspaces 
each of which is used to vertically partition the given data set. These subspaces are 
distinct from each other, because no two are exactly the same. Since the partition is 
not done horizontally, the number of data samples in a training data set is N, which is 
the number of data samples in the given data set. Then, we train a Bayesian classifier 
upon a training data set, so we will have M Bayesian classifiers in the end, and no 
two are trained by using the same training data set. As presented below, for a given 
data sample that we want to classify, we use the M Bayesian classifiers to have M 
labels, each of which is given by a Bayesian classifier, and we use majority voting 
to aggregate these M labels to produce the final label for the given data sample.

Input: A data set D consisting of N data samples (with N class labels) and M 
features, as described in Definition 2

Output: An ensemble composed of M Bayesian classifiers
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Procedure:

1.          Initialize a set R 

2.          For i= 1 to M 

3.                    Discard the i-th feature and create a 

training data set consisting of the N                     data 

samples and M-1 features 

4.                    Train a Bayesian classifier with the 

training data set created previously 

5.                    Add the  Bayesian classifier trained 

previously to R 

6.          End for 

7.          Return R

The above is about how the proposed classification algorithm trains an ensemble, 
while the following is about how the trained ensemble is used to classify a data sample.

Input: A data sample consisting of M features
Output: A class label
Procedure:

1.          Initialize P to be an array whose number of elements 

is the number of classes,           K (which is stored in the 

ensemble) 

2.          For i = 1 to M 

3.                    Discard the i-th feature and create a data 

record having M-1 features 

4.                    Pass the data sample created previously to 

the i-th Bayesian classifier 

5.                    Get the class probabilities from the 

classifier and put them in an array T 

6.                    For j = 1 to K 

7.                              Accumulate P by doing P[j] = P[j] + 

T[j] 

8.                    End for 

9.          End for 

10.          Find the largest element in P and return the class 

label corresponding to its index
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Because the characteristics of the data usually change from time to time, the users 
often have to replace the employed classifier with one retrained by using a different 
set of parameters or by using a different classification algorithm. Even so, the users 
sometimes observe variances in the quality of the predictions. Such variances would 
be a source of the uncertainty. As time passes, the uncertainty would hinder the users 
from the employment of the classifier. Therefore, in practice, it is more important to 
have a classification algorithm that can train classifiers having stable classification 
performance than to have one that gives classifiers sometimes showing high precision 
but sometimes not; moreover, the users would be less satisfied with a classification 
algorithm that gives classifiers showing high precision for some performance index 
but not others. Furthermore, in practice, a classification algorithm having fewer 
parameters that need to be tuned is preferable to one having more parameters and 
demanding the use of an additional procedure to obtain the optimal set of parameters. 
However, the optimality usually holds only for the training data or, more generally, 
for some combinations of the data samples. For example, an artificial neural network 
trained to predict the states of a blast furnace would perform well for normal states 
but not for abnormal states (Lin, Yue, Zhao, & Li, 2009).

6. RESULTS

We implement the aforementioned methods and algorithm with the help of WEKA 
(Hall et al., 2009).

6.1 Data Processing

We consider three levels or class labels for each of the productivity, coke rate, and 
permeability resistance. They are low (L), medium (M), and high (H). The class 
boundaries suggested by the clustering result are reported in Table 2. The actual 
class boundaries used as points of separation to distinguish classes and determine 
class labels are different from those reported in Table 2. The actual values are 
confidential, but they are close to those suggested by the clustering result.

Table 2. The class boundaries suggested by the clustering result

Performance Index Suggested Class Boundaries

Productivity 7755, 8219

Coke rate 326, 334

Permeability resistance 0.28, 0.29
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We generate three data sets from the original data set after processing it, and 
each data set is for a performance index, which is the productivity, coke rate, or 
permeability resistance. Because the change in the demand and supply during 2010 
and 2012, the blast furnace that provides the data was sometimes operated in a way 
somewhat different from how it is generally operated. So, we pay extra attention to 
the data collected from 2010 to 2012.

For productivity, the percentage of the data samples being labeled as H in 2008-
2012 is lower than 50%, while that in 2010-2012 is slightly higher than 50%; for 
coke rate, the percentage of data samples being labeled as H in 2008-2012 is much 
higher than that in 2010-2012, while the percentage of data samples being labeled as 
L in 2008-2012 is much lower than that in 2010-2012; for permeability resistance, 
the majority of the data samples in 2008-2012 are those labeled as L, while that 
in 2010-2012 are data samples labeled as M. These observations tell us that there 
exist certain changes in the distributions of the class labels in different time frames.

6.2 Feature Selection

The result for feature selection reported in Table 3, where a selected variable is 
marked with an asterisk.

In the end, we discover 43, 35, and 44 variables important for the prediction of 
the levels of the productivity, coke rate, and permeability resistance, respectively. 
Most of these variables are important for all the three performance indices, while 
some of these variables are exclusively important for some performance index. 
Combined with the observations that we have in the previous subsection, we can 
see that the prediction tasks for the three performance indices are different and that 
having a classification algorithm working stably for them is difficult.

For operation parameters, BV plays an important role in the prediction of 
the levels of the productivity and permeability resistance, and BT is essential in 
predicting the levels of the permeability resistance. PCI is related to fuel injection, 
so it is associated with the coke rate. All the things in a blast furnace have to be 
permeable so that heated gas could pass through and be diffused, and thus BV and 
BT are relevant to the permeability resistance.

For physical properties of coke, M40, M10, and reactivity are essential for all, 
while MS and CSR are essential for all but the coke rate; large, medium, and small 
sizes have significant impacts on the prediction tasks for the productivity, coke rate, 
and permeability resistance, respectively. Coke has to be in the form of large particle, 
and it has to be solid so that it would not be totally crushed by the raw materials above 
it. Our result suggests that the effect of medium-sized and small-sized coke in the 
raw materials should not be neglected. Moreover, for physical properties of sinter, 
MS is essential for all, and RDI is essential for all but the productivity; small size 
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Table 3. The result given by the proposed feature selection method

Group Variable Productivity Coke Rate Permeability Resistance

Operation 
parameters

BV * *

BT *

BM

PCI *

5 others 2 1 4

Physical 
properties of 
coke

8 regarding the sizes large medium small

MS * *

M40 * * *

M10 * * *

reactivity * * *

CSR * *

Physical 
properties of 
sinter

7 regarding the sizes medium small medium

MS * * *

RDI * *

3 others 3 1 2

Chemical 
properties of 
coke

FE%

CAO% * * *

AL2O3% * * *

MGO% * * *

TIO2% * *

SIO2% * *

ASH% * * *

6 others 5 4 5

Chemical 
properties of 
sinter

FEO% * * *

CAO% * * *

AL2O3% * * *

MGO% * * *

TIO2% *

SIO2% * * *

B2 * * *

8 others 8 6 8

Derived 
variables

sinter ratio * * *

pellet ratio * * *

lump ore ratio * * *

sinter ratio plus pellet ratio
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is essential for the coke rate, and medium size is essential for the productivity and 
permeability resistance. Levels of sizes for sinter are different from those for coke.

For chemical properties of coke, most variables are important in predicting 
the levels of all; the percentage of TIO2 is essential for the prediction tasks for the 
productivity and permeability resistance, but not the coke rate; the percentage for 
SIO2 is essential for the prediction task for the coke rate, but not the productivity and 
permeability resistance. Moreover, for chemical properties of sinter, most variables 
play an important role in the prediction of all the three performance indices; the 
percentage of TIO2 is essential only for the coke rate.

6.3 Classification

We evaluate the trained classifiers by using precision, a widely-used measure. 
Precision is defined as the proportion of correct outputs (for data samples whose 
class labels are correctly classified) to total outputs given by a classifier. It indicates 
that when a classifier classifies a data sample as some class, how likely the data 
sample actually belongs to that class.

Equation 2, shown below, is to calculate the weighted average of precision values 
achieved by a classifier. It is used because we take into account the distribution 
of the class labels. In theequation, k is the number of classes, ni is the number of 
data samples that belong to the i-th class, N is the number of data samples, pi is the 
precision that the classifier achieves for the i-th class, and P is the weighted average 
of precision values.

P
N

n p
i

k

i i
= ×( )

=
∑

1

1

 (2)

We compare the proposed classification algorithm to the decision tree construction 
algorithm C4.5 (Quinlan, 1993) and sequential minimal optimization (SMO) (Hastie 
& Tibshirani, 1998; Keerthi, Shevade, Bhattacharyya, & Murthy, 2001; Platt, 1999), a 
type of support vector machine (SVM). We use polynomial and radial basis function 
(RBF) kernels. C4.5 and SVM are also among top 10 data mining algorithms (Wu et 
al., 2008). We additionally consider multilayer perceptron (MLP), a type of artificial 
neural network (ANN). For these algorithms, we use the parameters recommended 
by the toolkit.

Bayesian classifiers, decision trees, support vector machines, and artificial 
neural networks, are used in the applications related to this chapter, as reviewed in 
(Köksal, Batmaz, & Testik, 2011). An example for Bayesian classifiers is (Perzyk, 
Biernacki, & Kochański, 2005); examples for SVM (and its variants) include (An, 
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Yang, Zhou, Wang, & Pan, 2015; Ghosh & Majumdar, 2011; Jian et al., 2012; Liu, 
Wang, Mo, & Zhao, 2011; Tian & Wang, 2010; Wang & Liu, 2011; Wang, Zhang, 
Gao, & Lu, 2006; Xu et al., 2016); examples (and its variants) for ANN include 
(Chen, 2001; Dhond et al., 2000; Lin et al., 2009; Perzyk et al., 2005; Pettersson et 
al., 2007; Radhakrishnan & Mohamed, 2000; Sun et al., 2006; Yuan et al., 2015).

CART (classification and regression tree) (Breiman, Friedman, Stone, & Olshen, 
1984) is another decision tree construction algorithm on the list of top 10 data mining 
algorithms (Wu et al., 2008). However, CART is not very different from C4.5, as 
the difference in the provided classifications between SVMs with different kernels 
would sometimes be larger than that between C4.5 and CART (Hsu & Srivastava, 
2012). So, we consider C4.5 only.

The proposed classification algorithm uses the normalized data, while the others 
use the preprocessed but not normalized data. This is because, for example, SMO 
and MLP normalize data by themselves.

We use 10-fold cross-validation to evaluate as well as compare the classification 
algorithms. The classification performance given by the proposed classification 
algorithm is reported in Table 4.

Compared to the classification performance achieved by using a single Bayesian 
classifier, the ensemble of Bayesian classifiers trained by the proposed classification 
algorithm achieves better classification performance on all the data sets except on 
for the productivity for 2010-2012. Using a single Bayesian classifier is unstable and 
thus would probably suffer more from overfitting, because the range of the values 
for its classification performance is between 0.61 and 0.8. Using an ensemble indeed 
stabilizes the use of Bayesian classification. The proposed classification algorithm is 
specifically effective in predicting the levels of the permeability resistance, because 
it outperforms others on the two corresponding data sets. C4.5 ranks the first for 
the prediction of the levels of the coke rate, and it is followed by MLP for 2008-

Table 4. The classification performance in the weighted average of precision values 
achieved by the considered classification algorithms

Productivity Coke Rate Permeability Resistance

2008-2012 2010-2012 2008-2012 2010-2012 2008-2012 2010-2012

The proposed method 0.78 0.77 0.77 0.78 0.71 0.7

Single Bayesian 0.75 0.8 0.67 0.75 0.61 0.61

C4.5 0.79 0.78 0.87 0.88 0.68 0.63

SMO (polynomial) 0.8 0.82 0.81 0.86 0.7 0.68

SMO (RBF) 0.69 0.55 0.65 0.55 0.55 0.52

MLP 0.8 0.74 0.84 0.84 0.66 0.66
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2012 and by SMO with polynomial kernel for 2010-2012. SMO with RBF kernel 
does not perform well on all the data sets. The classifiers trained by the proposed 
classification algorithm provide values ranging from 0.7 to 0.78, which is relatively 
stable compared to those provided by C4.5, SMO with polynomial kernel, SMO 
with RBF kernel, and MLP. If the goal is to make prediction on the data collected 
in a specific time frame for a specific performance index, one can run evaluation 
and use the classification algorithm that trains the best classifier. However, this 
limits the usefulness of the system, and the problem caused by overfitting would 
gradually diminish its usefulness. If the system is required to be applicable to the 
data sets for different targets with different distributions and still achieve the same 
level of classification performance, the proposed classification algorithm would 
be an ideal option.

7. CONCLUSION

A blast furnace is a reactor in which complex physical and chemical processes are 
involved. The operators of a blast furnace view it as a black box because how it 
would react to the operation adjustment is not completely predictable. The operators 
usually operate blast furnaces according to their experience. For that reason, the more 
the operators know about the practical reactions of a blast furnace to the operation 
adjustment, the better they could operate it. Some metallurgy models are proposed 
for such a purpose. However, the actual data is hardly fit for most of the models, 
especially those built upon simulation.

We adopt a data-driven approach, and we use machine learning methods to analyze 
the actual data collected from an operating blast furnace during a period of five years. 
The approach can also be categorized as a knowledge-based approach. Unlike most 
of the related papers where the data contains a small number of variables connected 
to an economic or technical performance index, the data that we use contains 66 
variables connected to three performance indices, including the productivity, coke 
rate, and permeability resistance. Therefore, the complexity of our analysis is higher 
than that of those that we could find in the literature.

In data processing, we propose to use clustering to help determine class labels. 
For analyzing the variables that are connected to the economic and technical 
performance indices, we incorporate domain knowledge with results obtained from 
two fundamental feature selection methods. In the end, we discover 43, 35, and 44 
variables important for the prediction of the levels of the productivity, coke rate, and 
permeability resistance, respectively. For predicting the operation performance of the 
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blast furnace, or more precisely, for predicting the levels of the three performance 
indices, we propose a classification algorithm that is able to train classifiers having 
stable classification performance.

Our findings could help the operators of a blast furnace review as well as improve 
the guideline for the operation. Furthermore, our work could assist in the operation 
and resource planning for blast furnaces.
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