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Introduction

The locus of linguistic variation

Constantine Lignos, Laurel MacKenzie & Meredith Tamminga
Raytheon BBN Technologies / New York University / University of Pennsylvania

Early accounts of generative grammar (e.g., Chomsky 1965) postulated a firm 
separation between the variability present in language production and the gram-
mar itself. Performance was regarded as extraneous to the key object of study, 
competence. Around the same time, early researchers in sociolinguistics moved to 
explicitly integrate variation into the grammar, developing such concepts as inher-
ent variability (Weinreich, Labov, and Herzog 1968) and variable rules (Cedergren 
and Sankoff 1974). Decades of study and three major “waves” of sociolinguistic 
scholarship later (Eckert 2012), the study of variation has grown from a marginal-
ized topic to a substantial linguistic discipline. This volume revisits the two early 
perspectives sketched here, asks what we have learned in the intervening decades, 
and puts forward for consideration new views on the relationship between varia-
tion and the grammar.

The papers in this volume address both intra- and inter-dialectal variation. 
They draw on several sources of data, including corpora of naturally-occurring 
speech and judgment studies, and in many cases they base their conclusions on 
lesser-studied varieties of familiar languages, such as Northwest British Englishes 
and varieties of Canadian French. The consistent thread running through these 
papers is that they all address how the patterning of surface variation can shed 
light on the grammatical representation of variable phenomena.

The papers by Biggs and Comeau take up this theme through cross-dialectal 
comparison. Each of these authors compares the behavior of multiple regional 
varieties with regard to a particular variable, and each argues that observed dif-
ferences between those regional varieties have an abstract syntactic source. Biggs 
investigates theme passives of ditransitive verbs (e.g. It was given her) in varieties of 
Northwest British English. She shows that, although theme passives are present in 
a number of different regional varieties (Liverpool, Manchester, Ormskirk), these 
varieties differ in several related phenomena, including whether they can allow 
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theme passives with a definite DP subject, the extent to which they allow preposi-
tion drop, and the types of verbs and goal arguments that may occur with their 
theme passives. Biggs argues that these differences can be explained if theme pas-
sives have a different abstract representation in Liverpool than in other Northwest 
Englishes. Comeau examines variation in the structure of yes-no questions and 
the realization of future temporal reference in Acadian and Laurentian French. 
He finds that a single constraint, sentential polarity, operates in dramatically dif-
ferent ways between the two varieties. Specifically, in Laurentian French, polarity 
is a strongly conditioning factor on each of these two variables, to the extent that 
negative contexts effectively allow only one variant of each variable. By contrast, in 
Acadian French, polarity does not play a role: all variants of each linguistic variable 
under study are allowed in both positive and negative contexts. Comeau argues 
that this difference between the two varieties has a structural source, namely, a 
negative head present in Laurentian French but absent in Acadian French, which 
blocks the occurrence of particular variants in the former variety. The take-home 
message from both of these papers is that patterns of surface variation can provide 
evidence for abstract structure.

Two other papers investigate the construct of the sociolinguistic variable and 
the relationship of its variants to one another. Dinkin provides a case study of the 
variant like across several distinct variables: as a discourse marker, as a sentence-
medial discourse particle, as an approximative, and as part of the verb of quotation 
be like. Surveying the literature, he demonstrates that like in all of these variables 
bears similar social evaluation and is increasing in apparent time. He argues that 
speakers have targeted like, irrespective of the variable it belongs to, for a situation 
of variant-centered change. In light of this, Dinkin advocates for the traditional 
variable-centric sociolinguistic analysis to be complemented by renewed focus 
on the social evaluation and behavior of individual variants.  Haddican, Johnson, 
and Hilton similarly find evidence for the independent behavior of variants, in 
this case through a series of judgment tasks in English and Norwegian. They find 
that speaker acceptability judgments do not necessarily show inverse patterning 
for the two variants of a variable: for instance, in the case of the English particle 
verb alternation, the acceptability of verb–object–particle order has increased in 
apparent time, while the acceptability of verb–particle–object order has remained 
stable, rather than decreasing in a complementary manner. However, they argue 
that there is nevertheless support for a single abstract operation uniting the 
variants of this and other variables; this can account for what they describe as 
a synchronic Constant Rate Effect (Kroch 1989), whereby speakers show con-
stant constraints on the alternation between the two variants even when they 
differ in their baseline rate of application. Both papers, then,  demonstrate that the 
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 relationship of variants to their variables is more complex than has traditionally 
been recognized, and thus open up new questions concerning the representation 
of items in competition.

The final two papers in the volume relate variable to categorical patterns in 
language and use them to draw conclusions about how alternations of either type 
may be abstractly represented. Burnett starts from the observation that those 
factors which determine grammaticality contrasts in some languages often deter-
mine probabilistic patterns in others. She then provides novel data showing that 
this holds true for negative concord patterns: an existing model of categorical 
negative concord in languages like Spanish (couched in an Optimality Theoretic 
framework) can be extended to capture patterns of variable negative concord in 
Montreal French, when constraints are made stochastic. An important point of 
her paper is that, because constraints on categorical behavior are part of grammar, 
when we see those same constraints affecting variable behavior too, this must be 
because variation, and the conditions that govern it, are part of grammar. The 
issue of overlap between constraints on categorical alternations and constraints 
on variable ones is raised in the paper by Tamminga, MacKenzie, and Embick 
as well. Tamminga et al., calling for a new focus in sociolinguistic research on 
the dynamics of variation in individuals, outline a theory in which language pro-
duction is shaped by three types of factors: internal linguistic, sociostylistic, and 
psychophysiological. They demonstrate that zeroing in on the individual as the 
source of surface variability can uncover new types of quantitative patterns, and 
that internal linguistic and psychophysiological factors must be architecturally 
distinct. This last point takes the line of reasoning from Burnett’s paper cited 
above – that where conditions on variable and categorical alternations overlap, 
variation is in the grammar – and articulates its converse: in the many docu-
mented cases where variable alternations are conditioned by factors which are not 
found to condition categorical ones, a grammar-external system must be at play. 
A model of language production that separates domain-general psychophysi-
ological processes from grammatical computations can account for the operation 
of certain factors on variable but not categorical alternations. Both papers thus 
provide insights into how variable surface patterns may be generated by the many 
systems involved in language production.

In sum, the papers in this volume go beyond simply documenting patterns of 
surface variation to seeking explanations for their existence in the nature of mental 
representation and abstract processes. They underscore the fact that, though the 
question of how variation could be incorporated into grammar was first raised 
decades ago, there is still much to be learned on this front. We hope that this vol-
ume can help bring renewed attention to this important line of inquiry.
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Locating variation in the dative alternation

Alison Biggs
University of Pennsylvania and University of Oxford

This paper investigates the structure of the dative alternation in dialects of 
Northwest British English. This includes theme passivization of apparent 
Double Object Constructions (It was given her). Detailed investigation shows 
that different dialects use distinct licensing strategies to derive the Theme 
passive structure. The main variety discussed is Liverpool English, where 
Theme passivisation is shown to derive from a prepositional dative with a 
null preposition. In contrast, Manchester English, a neighbouring variety, 
derives Theme passives of the Double Object Construction, via an Applicative 
configuration (Haddican 2010, Haddican and Holmberg 2012). The study shows 
that a range of syntactic properties and restrictions on a structure can be traced 
back to variation in the functional lexicon.

Keywords: ditransitives, dialectal variation, syntactic variation, null preposition, 
parameters

1.   Introduction

This paper takes as its starting point the availability of Theme passives of ditransitive 
verbs in ‘Northwest British dialects’, linguistic varieties spoken in Northwest England.

 (1) a. It was sent him.
  b. It was given her.

Previous studies on the Northwest have noted the availability of pronominal 
Theme passives across the region, including in varieties in Southwest Lancashire 
 (Siewierska & Hollman 2007), Manchester (Haddican 2010, Haddican and 
 Holmberg 2012), and Ormskirk (Myler 2011, 2013). Corpus-based study has also 
identified the structure as a feature of the region (Gerwin 2013, 2014).

In addition to pronominal Theme passives, new data shows that speakers of 
Liverpool English permit Theme passivisation of definite NPs:1

1.  Crucially (2) involves definite NPs in surface subject position. It is well known that British 
English generally allows Theme passivisation of indefinite NPs (Woolford 1993, Ura 2000; 
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 (2) a. The book was given the teacher.
  b. The package was sent her nan’s.

(2) does not appear to be accepted in other varieties of English, including other 
Northwest varieties.2

This paper shows that the Theme passives in (1) have different underlying 
syntactic structures in the closely related Northwest varieties. I argue that Theme 
passivisation derives from a prepositional dative with a null preposition in the Liv-
erpool variety. In contrast, following previous work, in Manchester English theme 
passives derive from a Double Object Construction, in an Applicative configura-
tion (Haddican 2010, Haddican and Holmberg 2012).

The data seem to constitute an example of parametric variation, where 
‘parameter’ refers to a single morphosyntactic shift that results in a systematic 
and predictable array of phenomena through the rest of the grammar. The case 
study also supports the hypothesis that apparent syntactic variation reflects varia-
tion in the distribution of morphosyntactic features on functional heads, rather 
than variation in the types of syntactic operation available in the derivation, or 
(for this particular set of data) variation in the post-syntactic component. The 
distinct licensing strategies result in systematic differences between the varieties 
for a range of diagnostics, notably in Theme passivization, as well as restrictions 
on (a) the status of the type of Theme that occurs in these datives (pronoun vs. 
noun), (b) the class of ditransitive verb, and (c) the compatibility of different Goal 
arguments.

Section 2 lays out the scope and methodology of the paper. Section 3 shows 
that in Liverpool English, Theme passives derive from an underlying preposi-
tional dative structure with a null preposition. Section 4 presents an analysis of 
the syntax of the null preposition. Section 5 contrasts Liverpool judgements with 

McGinnis 1998, 2001; Anagnostopoulou 2003; Jeong 2007):

 (i) A reward was offered the man. (Jespersen 1927: 279, cited in Woolford 1993: fn.8)

 (ii) A watch was given him.

Speakers outside of the Northwest typically do not accept pronominal or definite Theme 
passives. The widespread availability of indefinite Theme passivisation suggests it is a distinct 
phenomenon from the Theme passivisation found in the Northwest. I leave this to future 
research. 

.  Speakers from Chester seem to accept the full NP in limited environments; for example 
with the verb give, (2a) is judged possible, but (2b) is not. This may reflect influence from the 
Liverpool variety. Chester is located around 20 miles south of Liverpool, and 40 miles south-
west of Manchester. Thanks to Rebecca Woods for judgements and discussion. 
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 Locating variation in the dative alternation 3

 ‘Manchester English’ (as reported in Haddican 2010), and shows that the analysis 
of the dative alternation in Haddican and Holmberg (2012) correctly establishes 
a set of restrictions on the dative alternations in ‘Manchester English’ that are sys-
tematically distinct from those found in ‘Liverpool English’. Section 6 discusses the 
locus of this variation in the grammar.

.   Scope and methodology

This paper investigates the variable availability of a set of constructions in variet-
ies of Northwest British English. It reports on the results of a survey of groups of 
speakers of different regional backgrounds, but of closely related linguistic variet-
ies (details given below), based on the premise that comparison of closely related 
linguistic varieties controls the set of possible grammatical variables, allowing for 
systematic and precise identification of varying features between groups of speak-
ers (Kayne 2005).

Data were collected from a grammaticality judgement questionnaire. For the 
survey, speakers were told at the outset that dialectal judgements were of interest, 
rather than their knowledge of prescriptive grammatical forms. Examples of forms 
from other dialects of English (I’m going t’ pub) that were known not to be part of 
the Northwest speakers’ grammars were included in the survey to illustrate to con-
sultants what might be considered a dialectal item, and to provide a control from 
which speakers could assess whether they would or would not accept a particular 
form in their own variety.

The survey comprised constructed sentences. Questions were delivered simul-
taneously in verbal and written form. Consultants judged sentences as ‘acceptable’, 
‘marginally acceptable’, ‘marginally unacceptable’, ‘unacceptable’, or ‘don’t know’. 
Examples judged marginal will be indicated through use of a question mark, or 
discussion of the example in the main text. Consultants were also given the option 
to rank minimal pair examples relative to one another, and of providing their own 
comments on their intuitions. Each consultant was presented with roughly a third 
of the data reported in this paper; there was concern that the full set would induce 
judgement fatigue.

The ‘Liverpool English’ results reflect the judgements of five male and four 
female speakers aged between 20–30. These consultants lived in the city of Liv-
erpool (specifically, in one or more of the wards Toxteth, Allerton, Childwall, 
Wavertree, or Kensington) until at least the age of 18. Three of the informants 
have completed a Bachelor’s degree in a University outside of Liverpool, three have 
obtained a Bachelor’s degree from a university in Liverpool, and three left for-
mal education at 16. None have studied linguistics or have any linguistic-related 
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training. Seven of the informants (from across the educational demographic) have 
lived outside Liverpool for at least three years. Education, sex, and place of resi-
dence since the age of 18 did not appear to be relevant factors in whether a par-
ticular linguistic form was deemed acceptable or not, although it is possible these 
factors might affect the tendency to use or produce particular forms.3

The same questionnaire was also delivered to a speaker from Southport4 (age 
27) and to two Manchester English speakers (ages 25 and 29). These speakers gave 
systematically distinct judgements from the Liverpool speakers, but which cor-
respond to the judgements reported in Haddican (2010) for ‘Northwest’ speakers. 
Haddican (2010) does not control for precise regional background of partici-
pants (Haddican p.c.).5 I label the judgements reported in Haddican (2010) and 
 Haddican and Holmberg (2012) as ‘Manchester English’.

Next, as will be discussed in Section 3, the same survey was delivered to 
speakers from Liverpool over the age of 60. These speakers again gave distinct 
judgements from the younger group of Liverpool speakers, patterning with the 
Manchester speakers.

Finally, the questionnaire was delivered to two ‘Southern’ (Oxfordshire and 
Bedfordshire) speakers as a control. These speakers gave different judgements 
from all of the Northwest English speakers, but consistent with the dative alter-
nation judgements reported in the syntactic literature. This variety is labelled 
‘ Standard (British) English’.

3.  Use is not examined here, as the small size of the survey does not lend itself to mean-
ingful exploration of this question, and data sets of sufficient size are not readily available. A 
key problem is the rarity of the ditransitive structures in natural contexts. Bresnan and Ford 
(2010), Siewierska and Hollman (2007), and Gerwin (2014) a.o. give full discussion of the 
frequency of different types of ditransitive verb, and the forms those verbs typically take in 
corpora. Gerwin (2014) presents a detailed study of the dative alternation in these varieties 
based on FRED and the BNC; however, these corpora were compiled in the 1970s and 1990s, 
and are not expected to include the Liverpool English data, which appears to be a more recent 
innovation (see Section 4.1).

.  Southport is around 20 miles north of Liverpool and 40 miles northwest of Manchester. 

5.  Haddican (2010: 2427) actually reports acceptability of full NP Theme-Goal Ditransitives 
(the pattern I label ‘Liverpool English’) amongst a small group of speakers I label ‘Manchester 
English’. Similarly, Gerwin (2014: 152) identifies seven attestations of full noun Theme-Goal 
ditransitives form across England in a corpus-based study. It is possible that these individual 
speakers have the grammar I label ‘Liverpool English’. The claim of this paper is not that 
certain linguistic forms will only occur in precise geographical regions. Rather, the claim is 
that the availability of such a construction will correspond to systematic and productive varia-
tion in other aspects of that individual’s grammar.
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 Locating variation in the dative alternation 5

The labels applied post-hoc to different groups are adopted to highlight the 
systematic nature of the variation between the grammars of groups of speakers.

3.   Variation in the dative alternation

3.1   Background: The dative alternation in Northwest varieties

The dative alternation is known to have variant forms in Northwest varieties, and 
it seems likely that the theme passives in (1)–(2) derive from these local variants.

In most varieties of English, ditransitive verbs are associated with two possible 
structures. The first is a Prepositional Dative, where NPTheme precedes NPGoal (or 
recipient, or source, etc.), with NPGoal marked by a preposition (3a). The second 
is the double object construction (DOC), where NPTheme follows NPGoal (3b), and 
NPGoal is not marked by a preposition. This pair of constructions is known as the 
dative alternation.

 (3) a. John gave the book to Mary. theme > PP goal Prepositional Dative
  b. John gave Mary the book. goal > theme DOC

At least superficially, Northwest British English varieties appear to permit local 
object movement, giving rise to a Theme>Goal order in ditransitives (Hughes 
and Trudgill 1979; Gerwin 2013). I refer to the Theme>Goal ordering as a 
Theme-Goal ditransitive, abbreviated to TGD, following Haddican (2010) and 
Haddican and Holmberg (2012). In a TGD the Theme precedes the Goal (as 
in a Prepositional Dative), but the Goal is not marked by a preposition (as in 
a DOC).

 (4) a. John gave it to her. Theme > PPGoal Prepositional Dative
  b. John gave her it. Goal > Theme DOC
  c. John gave it her. Theme > Goal Theme-Goal ditransitive

TGDs, like Theme passives, are known to be associated with Northwestern and 
Western varieties of England (Hughes & Trudgill 1979); TGDs are also associated 
with the Midlands (Gerwin 2013), the region immediately south of Liverpool and 
Manchester. The structure is also reportedly accepted by some speakers in Wales 
and from certain southern varieties, including London and Cornwall (Hughes and 
Trudgill 1979; Siewierska and Hollmann 2007;  Haddican 2010: 2425; Haddican 
and Holmberg 2012; Gerwin 2013, 2014). There do not appear to be any reports of 
TGDs in Northeastern English or Scottish varieties.
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This geographic pattern has led to the suggestion that the availability of the 
Theme passive (5a) correlates with, and may be the result of, the availability of 
TGDs (5b) (Haddican 2010, Haddican and Holmberg 2012; see also Anagnosto-
poulou 2003).

 (5) a. Mary gave it him. Theme>Goal
  b It was given him (by Mary). Theme passive

A second reason for believing there may be a correlation between the availability 
of TGDs and the availability of a Theme passive relates to a correlation in the type 
of noun phrases permitted in the two structures. The following examples show 
that Manchester speakers only permit pronominals in TGDs, and only permit pro-
nominals as the derived subject of Theme passives. They do not permit full NP 
Themes in either TGDs, or in Theme passives.

 (6) a. Mary gave it the teacher. (OKLiverpool, OKManchester)
  b. It was given the teacher. (OKLiverpool, OKManchester)

Liverpool speakers accept the pronominal structures in (6), but also accept NP 
Themes in both TGDs and in Theme passives.

 (7) a. Mary gave the book the teacher. (OKLiverpool, *Manchester)
  b. The book was given the teacher. (OKLiverpool, *Manchester)

 (8) a. Mary sent the package her nan’s. (OKLiverpool, *Manchester)
  b. The package was sent her nan’s. (OKLiverpool, *Manchester)

The correlation between the two constructions and pronominal sensitivity further 
suggest that the Theme passive construction may depend on the availability of 
TGDs.

Haddican (2010) and Haddican and Holmberg (2012) discuss this correlation 
as a possible one-way implication, where the availability of Theme passives is reli-
ant on the possibility of TGDs in the same dialect:

 (9)  The availability of Theme passivisation correlates with the availability of 
TGDs. (Haddican 2010, Haddican and Holmberg 2012: 199)

Following McGinnis (1998, 2001), short direct object movement, giving rise to the 
TGD, might be taken to feed derivation of the Theme passive. We return to this 
possibility in more detail in Section 5.
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 Locating variation in the dative alternation 7

3.   Theme passives and TGDs in Liverpool English

This Section presents evidence that Liverpool English TGDs do not derive via 
local direct object (NPTheme) movement in a DOC, but instead derive from the 
Prepositional Dative.

Building on Haddican (2010) we can establish the underlying structure of 
the TGD using the well-known observation that use of the different forms of the 
dative alternation in English is constrained by a host of factors such as the seman-
tics of the ditransitive verb (Green 1974, Oehrle 1976, Pesetsky 1995, Harley 2002; 
cf. also Haddican 2010). The traditional distinction between the two constructions 
is that the DOC implicates transfer of possession, while the Prepositional Dative 
encodes transfer of location, but not necessarily possession. The generalisation can 
be illustrated through negation (Oehrle 1976):

 (10) a. James taught the students Japanese, ??but they didn’t learn anything.
  b. James taught Japanese to the students, ✓but they didn’t learn anything.

The argument goes that it is not felicitous to negate possession in (10a), as DOCs 
necessarily imply transfer of possession (here, knowledge of Japanese). In contrast, 
a Prepositional Dative does not necessarily imply transfer of possession, so it is 
possible to negate a possession relation (10b). Leaving aside the adequacy and 
analysis of this generalisation, the intuition captures the observation that speak-
ers systematically use and interpret the Prepositional Dative ditransitive structure 
with allative semantics, and the DOC with possessive semantics. The distinction 
holds across a range of verb classes, and therefore provides a diagnostic to deter-
mine the underlying structure of TGDs (as in Haddican (2010)), and consequently 
the structure underlying the availability of theme passivisation.6

First, ‘verbs of continuous imparting of force’ (carry, pull, push, lift, lower, haul) 
are fully acceptable as Prepositional Datives, but are degraded in DOCs (Pinker 
1989, Levin 1993; Bresnan and Nikitina 2009). This contrast is consistent with Liv-
erpool speakers’ judgments. Liverpool speakers accept TGDs with verbs of con-
tinuous imparting of force, suggesting they treat TGDs as Prepositional Datives. 
Crucially, these speakers reject verbs of continuous imparting of force as DOCs.

.  Further diagnostics distinguishing prepositional datives from the DOC include animacy 
and idiom-based tests. As the results of these grammaticality judgement tests (although con-
sistent with the conclusions drawn here) were less clear than for those diagnostics reported 
in the main text, I do not discuss them. I could not find any evidence of a PCC effect amongst 
the Liverpool English speakers. This result is again consistent with the prepositional dative 
analysis, but as this is a subtle judgement I leave discussion to one side. 
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 (11) a. She hauled her shopping to the front door. PD
  b. *She hauled the front door her shopping.7 DOC
  c. She hauled her shopping the front door. TGD

 (12) a. She pushed/hauled/lifted it to me. PD
  b. *She pushed/hauled/lifted me it. DOC
  c. She pushed/hauled/lifted it me. TGD 
   (Liverpool)

‘Manner of communication’ verbs (whisper, yell, bark, grumble, mutter) also 
typically occur as Prepositional Datives, and are reported as degraded in DOCs 
(Bresnan & Nikitina 2009: 165). Again, this verb class is compatible with TGDs in 
Liverpool British English, but not in DOCs.

 (13) a. She muttered the answer to my friend. PD
  b. *She muttered my friend the answer. DOC
  c. She muttered the answer my friend. TGD

 (14) a. She whispered/shouted it to me. PD
  b. *She whispered/shouted me it. DOC
  c. She whispered/shouted it me. TGD 
 (Liverpool)
Finally, ‘latinate’8 verbs (contribute, distribute, exhibit, reveal, conceal, clarify, com-
pose, release) are also typically judged better in Prepositional Dative structures 

7.  Some speakers (of both Liverpool and non-Liverpool British English) report the DOC 
examples in (11b) and (12b) as acceptable, in contrast to the judgments described in the main 
text. However, acceptability seems to be linked to a benefactive interpretation, ‘on behalf of ’. 
Crucially this is not the reading associated with the TGD, and for this reason I exclude this 
judgement. The status of such ‘benefactives’ could provide rich ground for future investiga-
tion. For example, Liverpool speakers permit passivisation of certain benefactive classes: ‘The 
toy was bought the child’ was accepted by all consultants; in contrast Haddican (2010) reports 
this structure is not accepted by Manchester English speakers. An anonymous reviewer also 
points out that some Northwestern dialect speakers permit Theme-beneficiary orders such 
as ‘She baked/bought it me’. This structure is also available in Liverpool English, as is the full 
NP Theme-beneficiary version: ‘I bought the toy the child’ (cp. 11b, 12b). Other examples such 
as??‘I made the cake (for) Bill’, were possible for some speakers, but only where the Goal (Bill) 
was interpreted as possessing the cake. True benefactives of intransitives (*‘I danced Mary’) 
were ungrammatical.

These structures were not tested systematically in the present study, and from this limited 
data it is not clear that the analysis adopted here for prepositional datives (see Section 4) 
should be extended to this class. I leave full investigation to future research.

8.  ‘Latinate’ is an insufficient etymological characterization of the class, as many verbs (such 
as refuse: refutare or deny: *de+negare) are of latinate origin (Adam Ledgeway, p.c.), but, 
as discussed in the text, exhibit a distinct behaviour. I adopt ‘latinate’ for consistency with 
previous literature.
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than in DOCs. Once again, TGDs pattern with Prepositional Datives among Liv-
erpool speakers.

 (15) a. She donated her loose change to the Alder Hey fund. PD
  b. *She donated the Alder Hey fund her loose change. DOC
  c. She donated her loose change the Alder Hey fund. TGD

 (16) a. She donated it to him. PD
  b. *She donated it him. DOC
  c. She donated it her. TGD
  d. She donated it it. TGD 
 (Liverpool)

Next, and crucially, speakers of Liverpool English reject TGDs with verbs that are 
generally rejected as Prepositional Datives. For example, ‘prevention of possession 
verbs’ (refuse, cost, deny) as well as verbs including issue, ask, and envy, are canoni-
cally accepted in DOCs but degraded in Prepositional Dative structures (Levin 
1993; Bresnan and Nikitina 2009: 167). As predicted, Liverpool speakers do not 
accept these verb classes in TGDs. The data strongly suggest that Liverpool speak-
ers treat TGDs as Prepositional Datives.

 (17) a. *The car cost five grand to Beth. PD
  b. The car cost Beth five grand. DOC
  c. *The car cost five grand Beth. TGD

 (18) a. *She denied the ice cream to the child. PD
  b. She denied the child the ice cream. DOC
  c. *She denied the ice cream the child. TGD

 (19) a. *She envied the ice cream to the child. PD
  b. She envied the child the ice cream. DOC
  c. *She envied the ice cream the child. TGD

 (20) a. *She refused it to me. PD
  b. She refused me it. DOC
  c. *She refused it me. TGD 
 (Liverpool)

These data are unexpected if the Liverpool TGD derive from a DOC. If TGDs are 
Prepositional datives with a null preposition, it is plausible to conclude that the 
Theme passive derives from a Prepositional Dative that lacks an overt preposition.

 (21) a. It was given [toNULL] her. Theme passive
  b. I gave it [toNULL] her. TGD/ Prepositional Dative 
 (Liverpool)

If Theme passives derive from TGDs, and TGDs themselves are Preposi-
tional Datives, Theme passives should only be available with those verb classes 
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 canonically associated with Prepositional Datives. This prediction appears to be 
true: in the Liverpool variety, Theme passivisation is possible with manner of com-
munication verbs, verbs of continuous imparting force, and latinate verbs, but not 
with verbs of prevention of possession.

 (22) a. Her shopping was hauled the front door by a kindly neighbour.
  b. The code was whispered Mary before Sally knew what was happening.
  c. The answer was muttered my friend, who passed it on to me.
  d. The winnings from last week’s draw were donated Alder Hey Hospital.

 (23) a. It was whispered her before she knew what was happening.
  b. It was donated the hospital last week.

 (24) a. *Five grand was cost the car.
  b. *The ice cream was denied the child.
  c. *The ice cream was envied the child.
  d. *It was refused her. 
 (Liverpool)

In short, the Liverpool variety exhibits the same patterns in the dative alternation 
observed in more familiar varieties of English, including in the availability of pas-
sives of ditransitives; this variety simply has a null preposition that is not available 
in ‘standard’ varieties.

.   Preposition-drop

.1   The syntax of preposition-drop

This Section determines the syntax of [toNULL], focusing on its capacity to license 
the Goal in both active and passive contexts.

The availability of [toNULL] in Liverpool appears to derive from the availability 
of preposition-drop found across the region, of the following kind:

 (25) a. I want to go (to) Chessington.
  b. John came (to) the pub with me. 
 (Haddican and Holmberg 2012: 74; Myler 2013: 189)

This phenomenon has been reported in a number of varieties of Northwest Brit-
ish English, including Manchester (Haddican 2010), and South-West Lancashire 
and Merseyside (Myler 2011, 2013). In each variety, it is the preposition to that is 
variably null. As Myler (2013) observes, the optional use or non-use of the overt 
preposition triggers no difference in thematic or truth-conditional meaning, and 
speakers appear to be unconscious of the use or non-use of the overt form in dis-
course. Nonetheless its availability is highly systematic. For example, Myler (2011, 
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2013) observes that Ormskirk p-drop is restricted to a narrow class of verbs: verbs 
of motion (whose Goals can only be interpreted as directional) such as go, run, 
drive, jog, pop, and nip (‘to go somewhere with the intention of returning quickly’); 
and the ditransitives take and send (Myler 2013: 190).

The Liverpool variety permits far more extensive preposition-drop than these 
neighbouring varieties.9 First, Liverpool speakers accept preposition-drop in a 
range of allative to contexts, such as non-allative and manner-of-motion contexts:

 (26) a. Swim the end and back. = ‘Swim to the end and back.’
  b. She ambled the shop. = ‘She ambled to the shop.’
  c. He’s flying Germany tomorrow. =  ‘He’s flying to Germany 

tomorrow.’
  d. The USSR was the first to fly the moon. = ‘…to fly to the moon.’
  e. He meandered his way the office. =  ‘He meandered his way to the 

office.’
  f. Joe plodded the pub. = ‘Joe plodded to the pub.’

In addition, and again in contrast to the Ormskirk variety (Myler p.c.), Liverpool 
speakers can leave stative at phonetically unrealised. This is possible with (at least) 
stative predicates, the copula, and unaccusative predicates.

 (27) a. She’s staying John’s tonight. = ‘She’s staying at John’s tonight.’
  b. I’m working the library today. = ‘I’m working at the library.’
  c. He’s his dad’s this weekend. = ‘He’s at his dad’s house this weekend.’
  d. She’ll be the office late tonight. = ‘She’ll be at the office late tonight.’
  e. He just arrived the gym. = ‘He just arrived at the gym.’

I re-label [toNULL] as ‘κ’ as a neutral label to cover the distribution of the null form 
as interpretable as both directional to and stative at.

The availability of at-drop is the first clue that Liverpool null prepositions are 
significantly different from preposition-drop in the rest of the Northwest: (26) 
and (27) are ungrammatical in the Ormskirk variety (Myler p.c.), and preliminary 
investigation suggests preposition-drop in the rest of the Northwest region cor-
responds to the system Myler (2013) identifies for Ormskirk.

The distribution of κ is not completely free in Liverpool English, however: 
only to and at may be null; the source preposition from, containment in, and 
apparently all other prepositions must be overt.

 (28) a. He started *(from) the station. (source)
  b. This cheese comes *(from) Lanarkshire. (provenance, origin)
  c. He put the beers *(in) the fridge. (containment)

9.  Ormskirk is around 13 miles north of Liverpool. 
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  d. The plane will shortly be */?(in) the air. (surrounding)
  e. Can you finish *(in) three hours? (duration)
  f. She’s *(in) a coma. (state)
  g. She went *(with) her friends. (alongside)
  h. The bread was cut *(with) a knife. (by means of)
  i. She’d lived ??/*(on) that street her whole life.10

  j. I haven’t got any money *(on) me.
  k. He left everything *(on) the table for you. 
 (Liverpool)

The prepositions that may be dropped in Liverpool English – to and at – thus fit 
the typology proposed in Caponigro and Pearl (2008: fn.383), who suggest, ‘across 
languages, only the unmarked stative and directional Ps at and to, not the marked 
source directional preposition from, can fail to be pronounced.’11

This restricted distribution offers a first diagnostic to relate the availability of κ 
to the availability of Theme passivisation in Liverpool English. If Liverpool English 
TGDs and Theme passives are Prepositional Datives with null κ, they should not 
be available with prepositions other than to and at. This prediction is borne out:

 (29) a. Beth put the beers *(in) the cooler.
  b. The beers were put *(in) the cooler.

 (30) a. Beth exchanged notes *(with) Pete.
  b. Notes were exchanged *(with) Pete. 
 (Liverpool)

Evidence from language change also supports a connection between κ and the 
availability of Theme passivisation in the dialect. The judgements reported so 
far are taken from a survey of nine native speakers of Liverpool English aged 
between 20–30 (cf. Section 2.2). The same survey was extended to six native 
speakers of Liverpool English over the age of 60. In contrast to the younger 
speakers, the older speakers restrict TGDs to pronominal themes, the pattern 
in the rest of the Northwest. Crucially, the older speakers also reject generalised 

1.  This example is more acceptable relative to the rest, but appears to be also available in 
varieties outside of the Northwest. For example, in the British English Bedfordshire variety, 
‘How long have you lived Bedford?’ Michelle Sheehan (p.c.) is fully acceptable. An anonymous 
reviewer points out that Wolfram and Schilling-Estes (2006: 69) similarly observe that missing 
in is possible in some varieties of American English, as in ‘She lives Ø Coal City’.

11.  In fact many of the languages with preposition-drop have a morphologically syncretic 
form for to and at (such as Greek se ‘to, at’). The restriction is, however, observable in Standard 
English home, which requires an overt source preposition, as in He came *(from) home, but the 
null stative and directional, as in He stayed/went home (see Collins 2007). 
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preposition-drop (or rather, κ), and report the system of preposition-drop 
that seems to be available in the rest of the Northwest (the system described 
in Myler 2013). This suggests a correlative (and plausibly causative) relation 
between speakers’ innovation of κ, and the availability of full noun phrase 
theme passivisation.

.   The syntax of κ: κ Case licenses Goals

The next step is to determine the role of κ in the grammar. κ appears to be a lexical 
item, present in the syntax. Initial evidence is the availability of straight-modifi-
cation, a classic diagnostic of prepositions (Emonds 1985).12 Liverpool speakers 
accept straight-modification without the overt preposition, suggesting that, despite 
the absence of overt material, the syntax treats the Goal as if it is marked by a 
preposition:

 (31) a. I’m going straight the pub after this. =  ‘I’m going straight to the pub 
after this.’

  b. He’s heading straight the office. =  ‘He’s heading straight to the 
office.’13

Past accounts of p-drop vary, but most take as their starting point den Dikken’s 
(1995, 2010) suggestion that an inherently null functional head must incorporate 
(to the verb) to be licensed as null, and thus that ‘PF-variability’ is sensitive to syn-
tactic environment.14 This Section shows that Liverpool p-drop does not involve 
incorporation through comparison with Myler’s (2013) account of Ormskirk 
 English p-drop, which does involve incorporation.

1.  P-drop examples with right-modification, the other classic modification diagnostic of P, 
were not generally accepted by speakers. This may reflect a register issue, as it was also difficult 
to get speakers to accept right-modification examples with the overt preposition.

13.  An anonymous reviewer suggests that the availability of straight-modification is prob-
lematic if (anticipating Section 4.3) κ bears only u[F], as apparently similar athematic case 
markers assumed to bear only u[F], such as of (*The destruction straight of the city) or by 
(*The book was written straight by John), do not permit straight-modification. I assume that 
straight-modification is category sensitive, restricted to modification of spatial p/P. It can 
therefore modify κ (category p) but not of (D) or by (Voice) (cf. Collins 2005) or for (Comp). 
Similarly, use of κ does not extend to substitute for by or of or for elsewhere because it is not 
of an appropriate category.

1.  P-incorporation seems to be the most widespread strategy licensing p-drop cross-lin-
guistically, as has been discussed for Greek dialects (Ioannidou and den Dikken 2009; Terzi 
2010; Gehrke and Lekakou 2013), Veneto dialects (Longobardi 2001: 289), Gungbe (Aboh 
2010: 229), and English home (Collins 2007).
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Myler (2013) shows that in Ormskirk English, preposition-drop is syntacti-
cally restricted. Myler proposes that in Ormskirk English, in a structure like John 
came the pub, the Goal argument (which exhibits properties of both direct objects 
and PP objects) is the complement of a directional preposition (silent) TO, and 
that, following (den Dikken 1995, 2010), this inherently null functional head 
must incorporate (to the verb) to be licensed as null. Myler (2013) argues that in 
Ormskirk English, a null directional TO must incorporate to license its inherent 
null-ness. Myler argues that this incorporation is available in the context of unac-
cusative Voice. On standard assumptions, transitive v inherits φ from the phase 
head Voice (Chomsky 2008), licenses DPTheme, and attracts DPTheme to its specifier. 
In contrast, unaccusative Voice does not bear φ to ‘pass down’ to v, and unaccusa-
tive v does not license DPTheme. Where null P incorporates, it raises to v, 15 so that 
TO ends up in the same complex head as v. Following Svenonius (2007) (a.o.), 
adpositions bear φ-features, which license the Goal argument; through movement 
of p, v inherits the φ-features of p, and the otherwise unaccusative v can φ-license 
a Goal. As v φ-licenses the Goal, the Goal raises to spec-vP. This gives rise to a 
range of syntactic effects, some of which we describe below. ‘Preposition-drop’ is 
thus only possible if an inherently null lexical item is licensed in a strictly defined 
of syntactic environment.

Myler’s account (many details of which are omitted here) yields a rich array of 
empirical facts of preposition-drop in Ormskirk English. Crucially, though, these 
properties are not found for Liverpool English preposition-drop. Two points are 
sufficient to make the distinction clear.

First, Myler (2011, 2013) observes that Ormskirk p-drop is sensitive to a 
restricted class of verbs; it is this limited class of verbs that permits p-incorporation. 
The last Section showed that Liverpool p-drop does not exhibit such sensitivity.

A second consequence of the incorporation account is that in Ormskirk 
 English, p-drop is licit only where the Goal is adjacent to the verb.16 In contrast, 
the Liverpool variety permits preposition-drop in contexts in which the verb and 
Goal are non-adjacent.

First, in Liverpool English the unmarked Goal can be embedded in a nominal 
domain, non-adjacent to the verb:

15.  Myler’s (2013) null preposition includes a lexical head P responsible for selecting a com-
plement, which is contained by a functional layer p that is responsible for φ-licensing the 
complement of P (cf. Svenonius 2007). 

1.  Crucially for Myler (2013), ‘adjacency’ means that the Goal has moved to a position ca-
nonically associated with the direct object, rather than linear adjacency. For ease of exposition 
I simply refer to adjacency here; Liverpool English permits p-drop where a nominal is non-
adjacent (either linearly or syntactically) to the verb.
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 (32) a. An errand the shops is called for.
  b. He was on his way the library when…
  c. A trip the pub is called for!   (Based on Myler 2013: 198)

Next, in Liverpool English, an additional prepositional phrase may intervene 
between the verb and the Goal, such that the Goal is non-adjacent to the verb 
(33). (34) gives examples of ditransitives, where NPTheme intervenes between the 
verb and the Goal.

 (33) a. Come with me (to) the pub.
  b. He took them both (to) the zoo.

 (34) a. I took Joey the hospital.
  b. He sent the package (back) his nan.

The Goal is possible not only in positions non-adjacent to the verb, but can 
undergo discourse-shift independently of the verb. (35) shows Liverpool speak-
ers can topicalise the unmarked Goal, and (36) shows that the Goal is compatible 
with it-clefts.

 (35) She said we’d go the pub, and the pub we went.

 (36) a. It’s the shops we’re going, not the pub!
  b. She said it’s Chester they’re moving.
  c. It’s the office he’ll be working today.

The availability of clefting, has consequences elsewhere. In (37a), non-Liverpool 
English speakers report an ambiguity between a directional and a locational read-
ing, but once clefted (37b), only the locational reading is available.

 (37) a. Suarez ran on the pitch.
  b. It was on the pitch that Suarez ran. 
 (Based on Stringer 2006: 64, cited in Cinque 2010: fn.12)

Although noting a preference for a non-directional reading in the cleft, Liverpool 
speakers volunteer that ambiguity also holds in the non-adjacent  environment 
in (37b).17

17.  Implementing this ambiguity is complex. One possibility is that might follow from the 
semantic and structural complexity of the adposition in question, here, on. The internal struc-
ture of PPs is usually argued to directly reflect its conceptual complexity, whether or not that 
structure is overtly realised (Jackendoff 1983, Svenonius 2010 i.a.). For example, a directional 
functional projection PathP (sometimes realised by e.g. to) is taken to always embed a stative 
functional projection PlaceP (sometimes realised by e.g. at) (Jackendoff 1983, Koopman 2000 
i.a.), whether or not the stative is overt.

In (37), on may correspond only to PlaceP, or it may additionally include PathP; the 
two structural possibilities would give rise to ambiguity. We could then argue, in the spirit of 
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Together, these facts point to the independence of the morphologically 
unmarked Goal from the verb in Liverpool English.

In addition, the data show that the syntax of Liverpool preposition-drop 
is very different to that of preposition-drop in the rest of the Northwest, where 
p-drop is precisely restricted to those contexts in which the Goal is adjacent to the 
verb, consistent with an account where the Goal is licensed via p- incorporation 
(Myler 2013). All examples in this Section are ungrammatical in  Ormskirk En glish 
(Myler 2013, Myler p.c.), as well as all the other Northwest dialects tested.18

Kayne (2004), that the directional functional projection is headed by the non-pronounced 
preposition TO, whose non-pronunciation is licensed by movement of overt material to a 
specifier (Kayne 2004; cf. Koopman and Szabolcsi 2000, Collins 2007). The overt material is, in 
turn, licensed through (syntactic) adjacency with the verb, making available the interpretation 
Suarez ran TO on the pitch in (37a). Where that overt material is not licensed, it cannot move 
to the specifier, and a directional reading requires the overt preposition (It was onto(*TO) the 
pitch that Suarez ran).

18.  It has been suggested that, alternatively, Liverpool p-drop could be the kind of p-drop 
found with nouns such as home in (presumably all varieties of) English, as described in Collins 
(2007). It is well known that English exhibits obligatory and optional p-drop (depending on 
the syntactic environment) of to and at with a closed set of nouns: r-pronouns such as there, 
light nouns such as place or someplace, and (directional) home. Following Kishimoto (2000), 
Collins (2007) argues that these ‘light’ nominals obligatorily raise to the specifier of their em-
bedding XP, locative TO/AT. Collins proposes that the raising of the light noun  licenses the 
non-pronunciation of TO/AT, if something like Koopman and Szabolcsi’s (2000:4)  Generalised 
Doubly Filled Comp Filter holds, which states that no projection has both an overt specifier 
and an overt head at the end of a derivation.

As the examples throughout Section 4 show, p-drop in Liverpool English does not show 
a comparable sensitivity to nominal type. We could nonetheless extend Collins’ analysis by 
stating that null TO/AT in Liverpool English triggers generalised movement of any nominal 
complement to SpecP. Leaving aside the question of what would trigger this generalised 
movement, a raising-to-spec analysis makes incorrect predictions with respect to word order. 
For example, following Collins, raising to Spec-P should mean that the nominal always precedes 
an adjective where a preposition is not overt. This analysis correctly predicts that both (1a) and 
(1c) should be fine, and (1b) excluded, in Standard English. However, (1b) is fine in Liverpool 
English. This suggests that raising-to-Spec is not the condition on non-pronunciation of the 
prepositions to and at in Liverpool English.

 (1) a. They went someplace beautiful/mysterious.
  b.  They went some beautiful/mysterious place. 

 (*Standard English/OKL’pool English)
  c. They went to some beautiful/mysterious place. 
 (Collins 2007: 11 (36), plus Liverpool judgement for (b))

The availability of the Liverpool type of null prepositions does not exclude Collins’ analysis of 
r-pronouns in Northwest varieties. Rather we can distinguish at least three types of ‘p-drop’ 
that could co-exist in English: non-pronunciation as a product of raising-to-spec (Kayne 

 EBSCOhost - printed on 2/10/2023 10:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



 Locating variation in the dative alternation 17

Sections 4.3 and 4.4 show that it is variation in the adpositional functional lexicon 
that results in variation in the availability of Theme passivisation across Northwest 
varieties.

.3   The structure of κ

The data in the previous Section pointed to the independence of the morphologi-
cally unmarked Goal from the verb in Liverpool English. If the unmarked Goal can 
occur in contexts non-adjacent to the predicate, the licensing of the Goal must be 
independent of the verb. I propose that the null element κ itself licenses the Goal.

If κ licenses Case, we need to establish by what mechanism. I propose that 
Liverpool κ corresponds to the functional head p, and that κ (p) licenses Case on 
NPGround. (I continue to label this item κ as the role of p is more usually identi-
fied as the introducer of the external argument of the adposition (Svenonius 2007, 
2010), an issue that is not of direct concern here).

κ is equivalent to a functional category p that bears only u[F], but lacks a ‘lexi-
cal’ head P (reminiscent of Collins’ (2005) ‘dummy prepositions’, where a dummy 
preposition is a functional head that bears only u[F]; Collins’ (2005) dummy prep-
osition is the passive by ‘ByP’, where by is the head of VoiceP).
 (38) κ in Liverpool English

  

VoiceP

ExtArg Voice′

Voice VP

V′

κ(=pP)V

κ(=p′)

DPGoalκ(=p)

Following much previous work on adpositions, notably Rezac (2008), I assume 
that the u[F] borne by adpositions are φ-features, and that Case is valued 

2004, Collins 2007) for home; p-drop as p-incorporation (den Dikken 2010, Myler 2013); and 
the availability of null, purely functional adpositional elements, such as κ.)
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through Match and valuation of these features, as in standard Probe-Goal Agree 
(Chomsky 2000, 2001).

An alternative, that I will reject, is that κ corresponds to a lexical head that 
both introduces an argument (NPGround) as its complement, and is responsible for 
Case licensing. As noted in the previous Section, much research on adpositions 
has shown that there must be multiple lexical projections internal to the extended 
projection of P, which include PathP and PlaceP (Jackendoff 1990, Koopman 2010, 
Svenonius 2010, a.o). If κ corresponds to a lexical head, we expect there to be two 
null κ heads in English, one relating to directionality (‘dropped’ to), and one to 
stativity (‘dropped’ at).

 (39) κ as the lexical projections PathP/PlaceP
  a. κ as TONull    b. κ as ATNull

  

PathP

Path′

PlacePκ

Place′

DPGoal

…

Place

 

PlaceP

Place′

DP

…

κ

Close examination of the distribution of κ suggests that Case licensing is the core 
function of κ (consistent with (38)), but that κ does not make a semantic contri-
bution; this is suggested to correspond to a lack of any semantic-related internal 
projections at all (compare (38)–(39)).

Pseudo-passives contribute initial evidence that Case licensing, rather that a 
semantic contribution, is the core role of κ: Liverpool speakers do not permit κ in 
pseudo-passives, instead requiring the overt preposition.

 (40) a. John was talked *(to).
  b. The music was listened *(to) carefully.
  c. After hours of discussion the contract was finally agreed *(to).19

19.  As an anonymous reviewer points out, Liverpool English does not otherwise allow agree 
as a transitive verb without a PP, as in ‘They agreed it’, an option that is apparently available in 
many American dialects.
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The syntactic structure of pseudo-passives, and especially their relation to their 
active counterparts, is controversial (see Hornstein and Weinberg (1981) and 
 Baltin and Postal (1996) for discussion). The only point that is crucial here is that, 
as the object of the pseudo-passive is probed and Case licensed by T, the prep-
osition of the pseudo-passive must not be a Case-licenser; the preposition still 
presumably supplies semantic information to the otherwise intransitive verb, how-
ever.20 I propose that it is this semantic contribution that means κ is incompatible 
with the pseudo-passive.21

The contrast between the overt P and κ in terms of semantic contribution also 
gets us the distinction between the availability of κ in prepositional datives and 
pseudo-passives: prepositional dative verbs subcategorise for – but do not Case 
license – the Goal argument; in the pseudo-passive construction, T is responsible 
for Case licensing NPTheme, but does not subcategorise for it, and nor does the 
intransitive pseudo-passive verb.

.  Much previous work has shown that complex spatial concepts must be directly encoded 
in the internal structure of spatial adpositions (Jackendoff 1990, Koopman 2000, Svenonius 
2010), that may or may not be realised. For example, in Italian the complex relation under 
might be taken to have the structure ‘AT under (the sea)’, as AT (in Italian, and, I think, mar-
ginally in English) can be realised in the environment of measure of phrases: Si trova (a) due 
metri sotto il livello del mare ‘It is found (at) two meters under sea level’ (Cinque 2010: 6). I 
take the preposition in pseudo-passives such as (40) to be required to contribute a complex 
conceptual semantics; in the spirit of UNDER, I take the preposition in (40a) to have the 
structure, John was talked WITH to. Assume that κ corresponds to p without a lexical comple-
ment; without a lexical P complement, κ cannot denote WITH; the semantic bleached-ness of 
κ then excludes it from the pseudo-passive. In contrast, an overt preposition has a lexical layer, 
and this layer may realise (potentially multiple) lexical layer(s) P. The restricted semantics of 
κ/p means it is not freely interchangeable with any preposition, null or otherwise (cf. examples 
in (28); for discussion of the narrow semantic contribution of κ, see (ahead) fn. 23). 

1.  A reviewer likens the pseudo-passive facts to Collins (2007) observation that r-pronouns 
(such as somewhere and nowhere) are ungrammatical in pseudo-passives:

 (1) a. We drove (*to) somewhere interesting.
  b. Nowhere interesting can be driven (*to) in under 5 minutes. 
 (Collins 2007: (15))

A null preposition cannot be stranded, if, as Collins argues, non-pronunciation is sensitive to 
a Doubly Filled Comp Filter (fn. 18): fronting the nominal in the pseudo-passive obviates the 
filter. In Liverpool English p-drop is available without raising-to-spec (fn. 18), so we take this 
to be a separate phenomenon.

On a related topic: it is difficult to assess whether a total ban on null p-stranding 
holds in the Liverpool grammar. For example, Liverpool English allows A-bar extraction 
from prepositional complements with a null preposition (〈Who〉 did she give it? is fully 
acceptable), but in this environment is not clear whether the null preposition has simply 
undergone pied-piping. 
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 (41) a. I talked *(to) John.
  b. I muttered the answer (to) John.

There is further evidence for the semantic bleachedness of κ, and its non-equiv-
alence to the overt preposition. For example, where at has a manner reading, κ is 
ungrammatical:

 (42) a. She was singing *(at) the top of her lungs.
  b. She’s moving *(at) a snail’s pace.

κ is impossible wherever the complement of at has a more semantically complex 
reading than location.

 (43) a. What are you getting *(at)?
  b. He hit *(at) the wasp with a newspaper, but that only made it more angry.
  c. Keep *(at) your job and some good luck might turn up…
  d. I don’t know when I’m going to get *(to) that paper.

If κ were semantically equivalent to overt at, it should be available in this environ-
ment.22 Again, this suggest that κ represents a subset of the semantic functions 
associated with its overt counterparts.

Finally, we have already seen that κ is available in contexts where the verb has 
an allative semantics. κ is impossible where the complement is an idiom, or where 
P has a more complex reading than allativity:

 (44) a. You’ve got to pick a plan and stick *(to) it.
  b. He looks up *(to) her.

If the distribution of κ were to follow from itself supplying an allative-type θ-role 
or selecting a strictly allative complement, its compatibility with ditransitive verbs 
such as donate, or manner of communication verbs such as whisper, yell, bark, 
grumble, mutter is unexpected. If, however, the ditransitive verb supplies the sub-
categorisation or selectional frame, highly plausible for ditransitive verbs, their 
compatibility with κ is unsurprising.

Together the distributional data show that the syntactic object κ can be for-
mally distinguished from overt prepositions by the absence of thematic-related 
functional structure, such that it does not have a direct overt counterpart. This 
suggests we are not dealing with PF-variability.

.  A reviewer questions how the interpretation of κ can be constrained. One point to em-
phasize is that as κ is realised in the functional layer p, it is expected to only denote spatial 
relations.

This would be comparable to the necessarily eventive interpretation of light verbs, or other 
functional projections in the vP shell, including German examples like, Ich muss nach hause 
(which, following van Riemsdijk (2002), contains a null featurally light motion verb [e]GO). 
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Finally, this conclusion predicts an argument/ adjunct asymmetry with 
respect to κ. Adjuncts are not (usually) selected by the verb, and should therefore 
not be compatible with κ. In contrast, arguments of the verb are (usually) selected 
by the verb, and should therefore be compatible with κ. The following adjuncts are 
incompatible with κ, requiring an overt preposition:

 (45) a. Let’s meet *(at) six.
  b. I’ll find you *(at) last orders.
  c. Sell it *(at) 180.
  d. I’m offering it (to) them *(at) cost.

Further argument/ adjunct asymmetries can be seen with the noun home. Home 
is one of the few English nouns with which (all varieties of) English permit (and 
sometimes require) a null preposition (cf. Collins 2007).

 (46) a. I’ll stay/go (*at/*to) home.
  b. I’ll be (at) home tonight.

The preposition is even obligatorily null with ditransitives (again for all speakers). 
This is true regardless of whether NPTheme is inanimate or animate.

 (47) a. I’m sending this letter (*to) home.
  b. I’m sending him (*to) home.

The only context in which a preposition is obligatorily overt with home nouns is 
in adjuncts.

 (48) a. I’m cooking *(at) home tonight.
  b. I’ll work *(from) home tomorrow. 
 (Liverpool and Standard English)

Prepositions must likewise be overt in adjuncts in Liverpool English, indicating κ 
is not compatible with adjuncts.23 This sensitivity holds both with the noun home 
(i.e. Liverpool judgements are the same as the judgements given in (47) and (48)), 
as well as with non-home nouns such as gym:

 (49) a. She’ll stay/go (at/to) the gym.
  b. She’ll be (at) the gym.
  c. She’s working out *(at) the gym tonight.
 (Liverpool)

In short the restrictions on the distribution of κ suggest that κ can license argu-
ments, but it otherwise lacks the functional projections that introduce complex 
semantic content in adpositions.

3.  With some exceptions: examples such as Working (AT) the library (27b) are judged licit, 
for reasons that are not clear. 
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.   Consequences of the analysis

The availability of Theme passivisation follows from the availability of κ to Case 
license the Goal, in limited semantic contexts. 

First, we have seen that the Liverpool dialect only drops the prepositions to 
and at. If TGDs (Theme-Goal ditransitives) and Theme passivisation are really 
Prepositional Datives with null κ, then TGDs and Prepositional Datives should 
not be possible with prepositions such as from (Source) or in (Containment), 
regardless of the lexical frame of the verb. As predicted, TGDs and Theme pas-
sivisation are unavailable with these preposition classes:

 (50) a. Beth put the beers *(in) the cooler.
  b. The beers were put *(in) the cooler.

 (51) a. Beth exchanged notes *(with) Pete.
  b. Notes were exchanged *(with) Pete.
 (Liverpool)

In addition, as Liverpool English κ is free wherever the verb provides an allative 
semantics (or stative semantics), TGDs and Theme passivisation should be avail-
able in any allative context.24 Evidence that this is the case comes from verbs-of-
motion with inanimate or non-recipient Goals. In both ‘standard’ and Liverpool 
English, verbs-of-motion are incompatible with the DOC; the combination is pos-
sible only if the inanimate or non-recipient Goal is marked by the preposition to:

 (52) a. I sent the letter to France.
  b. *I sent France the letter.

If Liverpool TGDs are available in any context where to has a default allative inter-
pretation, Liverpool TGDs should be possible with the inanimate Goal, regardless 
of the thematic properties of the Goal. The judgements from Liverpool speakers 
show that this prediction is correct:

 (53) a. He sent the letter to France.
  b. *He sent France the letter.
  c. He sent the letter France.

.  An anonymous reviewer points out that Liverpool English should therefore be unlike 
Ormskirk English (as described in Myler 2013: 195) in allowing for p-drop with non-location 
goals with motion verbs. This prediction is partially borne out. In the following example, 
Ormskirk English does not permit p-drop. Liverpool English permits p-drop with the full DP 
but only allows the pronominal if the pronominal receives focal stress.

 (1) He came (to) me / the man for help. *Ormskirk; ??/OKLiverpool (Myler 2013: 195)

I have not explored the interplay between stress and p-drop or TGDs, but such an 
investigation could be very revealing (especially given a second anonymous reviewer’s 
judgments; see fn. 25).
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 (54) a. Betty sent Joe to the pub.
  b. *Betty sent the pub Joe.
  c. Betty sent Joe the pub.
 (Liverpool)

Finally, Theme passivisation is also available with inanimate Goals of verbs-of-
motion and with non-recipient Goals (55a, 56a). (55b, 56b) demonstrate that as 
in ‘standard’ varieties of English, Goal passivisation is not possible in this context:

 (55) a. The letter was sent France.
  b. *France was sent the letter.

 (56) a. John was sent the pub.
  b. *The pub was sent John.

In contrast to Liverpool English, Manchester English does not accept inanimate 
Goals with verbs of motion, either in TGDs or in Theme passives.

 (57) a. I sent the letter to France.
  b. *I sent France the letter.
  c. *I sent the letter France.
  (Manchester, Haddican 2010: 2430; Ormskirk, Myler p.c.)

 (58) It was sent France. (*Manchester, *Ormskirk)

These latter contrasts follow if the Manchester TGD and Theme passive derive 
from a distinct underlying syntactic structure, namely the DOC, rather than the 
Prepositional Dative.

5.   The systematic nature of regional variation: Evidence from Manchester 
English

Haddican (2010) and Haddican and Holmberg (2012) present convincing evi-
dence that TGDs derive from a DOC in the Northwest, with the direct object 
(NPTheme) undergoing local object movement to form the TGD.

 (59) a. It was given her. Theme passive (OKManchester, OKOrmskirk)
  b. I gave it her (it). TGD/ DOC (OKManchester, OKOrmskirk)

First, Manchester English speakers (and speakers of the other Northwest varieties) 
reject TGDs with verbs of continuous imparting force, manner of communication 
verbs, and latinate verbs:

 (60) a. She pushed/hauled/lifted it to me. PD
  b. *She pushed/hauled/lifted me it. DOC
  c. *She pushed/hauled/lifted it me. TGD

 EBSCOhost - printed on 2/10/2023 10:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



 Alison Biggs

 (61) a. She whispered/shouted it to me. PD
  b. *She whispered/shouted me it. DOC
  c. *She whispered/shouted it me. TGD

 (62) a. She donated/contributed it to me. PD
  b. *She donated/contributed me it. DOC
  c. *She donated/contributed it me. TGD
   (Manchester, Haddican 2010: 2428; Ormskirk, Myler p.c.;  
 Southport, own investigation)

Second, Manchester English speakers (and speakers of the other Northwest vari-
eties) accept TGDs with verbs of prevention of possession (such as refuse, deny):

 (63) a. *She refused it to me. PD
  b. She refused me it. DOC
  c. %She refused it me. TGD
   (Manchester, Haddican 2010: 2428; own fieldwork)

This suggests that in the Northwest speakers treat TGDs as if they were DOCs. If 
there is a correlation between the availability of Theme passivisation and TGDs, 
only those verb classes compatible with TGDs should be compatible with Theme 
passivisation. Again this prediction is borne out: verbs of prevention of  possession 
are compatible with Theme passivisation in Manchester English, but verbs of con-
tinuous imparting force, manner of communication verbs, or latinate verbs are not 
(a–c). I found that the former class is only marginally acceptable (d), but the trend 
is nonetheless clear.

 (64) a. *It was pushed me.
  b. *It was shouted me.
  c. *It was donated me.
  d. ?It was denied her. (‘Northwest’ varieties)

The theme passive might then taken to be a product of the availability of short 
direct object movement, if, say, speakers of Northwest varieties permit the Theme 
pronominal to undergo local object movement in a DOC as a reflex of an EPP 
feature on an Applicative projection introducing the indirect object (McGinnis 
(1998, 2001), Anagnostopoulou (2003) (a.o.)).

This ‘pure locality’ approach predicts that the availability of short object move-
ment and Theme passivisation should be a bi-conditional, such that wherever 
TGDs are available, Theme passivisation should also be possible. However, there 
are many British dialects that permit TGDs that do not exhibit Theme passivisa-
tion (Haddican and Holmberg 2012; Gerwin (2013) on the Midlands). Haddican 
and Holmberg (2012) argue that it is also necessary to invoke Case and agreement 
features, and that these features have distinct distributions across the functional 
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structure of different dialects. This allows for a more fine-grained account of the 
possibility of local object movement.

Haddican & Holmberg (2012) propose that speakers of dialects that permit 
TGDs and theme passivisation derived from DOCs have innovated a LinkerP 
(in the sense of Baker and Collins 2006) that can merge between Voice and v2 
in DOCs, where v2 is the applicative-like head proposed in Adger and Harbour 
(2007). LkP merges bearing uninterpretable [φ], such that a relation with it results 
in (structural) Case valuation. Crucially, still following Haddican & Holmberg 
(2012), [φ] may be merged with either LkP or v2.

 (65) Manchester Double Object Constructions/ Theme-Goal Ditransitives

  

VoiceP

Voice′ExtArg

LkPVoice u[φ]

Lk′

v2PLk u[φ]

v2′NPGoal i[φ], uCase

VPv2

V′

NP�eme i[φ]. uCaseV

LkP Probes for its most local Goal, which, here, is the Goal argument in Appl. 
Under Agree, LkP values the u[Case] on the Goal. This ‘deactivation’ of the Goal 
means it is no longer a possible intervener for Agree (Chomsky 2001 i.a.). Where 
LkP values the features of the Goal, the Theme is the most local argument to 
Voice. u[φ] on Voice thus probes the Theme, with which it Agrees under Match. 
It is the Agree relation between v and the pronominal Theme that results in the 
Theme>Goal word order.

Next we have to account for the restricted relationship between little v and the 
Theme. TGDs in Manchester English are mostly restricted to pronominal themes:
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 (66) a. She gave it him. pro > pro
  b. She gave it the boy pro > DP
  c. (?) She gave the ball him. DP > pro25

  d. (??/*) She gave the ball the boy. DP > DP
    (Haddican 2010: 2426)

Agree in the derivation in (65) therefore entails that NPTheme is licensed, but 
not that it ‘moves’. Haddican & Holmberg (2012) propose that pronominal 
Theme ‘movement’ in TGDs is actually incorporation, in the sense of Roberts 
(2010a).

Roberts’ system takes as its starting point the familiar Agree relation, where 
features are copied onto the categories that Agree. Roberts (2010a) proposes that 
where an element α contains a proper subset of the features of a second element β, 
and α enters an Agree relation with β, the element α is a ‘defective’ goal. Roberts 
(2010a: 66) proposes that when a defective goal enters an Agree relation, copying 
the features of the goal exhausts the contents of the goal. Just as in Chain Reduction 
where all identical copies of a chain are deleted leaving only the highest (Nunes 
2004), a defective goal will be realised in the structural position of its probe, and 
the goal itself ‘deletes’. It is the realisation of the goal in the Probe’s structural posi-
tion that yields the appearance of incorporation.

For Roberts (2010b) and Haddican & Holmberg (2012), pronouns are φPs. 
In Roberts’ (2010a) terms, then, pronouns (φPs) are proper subsets of the u[F] on 
little v, as little v also contains features such as the category and the thematic infor-
mation of the external argument. In the context of a pronoun (a φP) undergoing 
valuation by Voice, all feature values of the φP are represented on the Probe Voice; 
as such, the φP is essentially a copy of the Probe, and thus, for Roberts (2010a), 
may ‘incorporate’ to Voice. Chain Reduction, as above, yields the overt ordering of 
the Theme preceding the Goal (a TGD).

Incorporation results in the nominal/ pronominal asymmetry in both TGDs 
and Theme passives. Under ‘incorporation’, only an XP bearing a subset of the fea-
tures of the Probe is a potential Goal. It is for this reason that pronominal Themes 
(φPs), but not definite Themes (DPs), occur as TGDs in this dialect: Voice may 
probe a DP Theme, but as DP does not constitute a subset of the features on Voice, 
the DOC order is realized. It then follows that only incorporated φPs (pronomi-
nals) are sufficiently local to T to occur in the Theme passive.

5.  A reviewer with DOC-type TGDs finds example (c) acceptable with focal stress on the 
pronominal. It is possible that this type of stress is also required of Manchester speakers, but 
this was not tested in the survey carried out here. Interestingly, the same reviewer finds (d) ac-
ceptable. As this grammar is not captured by Haddican and Holmberg’s (2012) incorporation 
analysis, variation is even more extensive than that reported here. 
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There are still further dialects (noted in Haddican and Holmberg 2012, and 
which an anonymous reviewer speaks) that permit DP TGDs, but not DP Theme 
passives. There may be an additional locus of variation that restricts the availability 
of Theme passives; I leave this to future investigation. For now the availability of 
short object movement in TGDs in the Manchester variety can be taken to follow 
from the distribution of φ-features across Voice, LkP, and v2, in an Applicative 
configuration.

.   The locus of variation

The usual view in comparative syntax is that syntactic variation follows from vari-
ation in the inventory of syntactic features and their distribution across functional 
heads (in the spirit of Borer 1984); as such all variation is ultimately variation in 
the functional lexicon.

Alternatively, it has been suggested that all variation is PF-variation  (Berwick & 
Chomsky 2008); PF-variation might include the pronunciation or not of a given 
syntactic object. Preposition-drop in Liverpool English might seem a highly plau-
sible example of PF-variability, where, for example, κ might actually be the elided 
or non-phonetically realised versions of to or at. However, in the Liverpool case at 
least, preposition-drop also seems to be best represented at the level of the func-
tional lexicon.

In particular, Section 3 proposed that in the Liverpool dialect, apparent Theme 
passives derive from Prepositional Datives with a null preposition. Section 4 showed 
that this null preposition has the same Case licensing capacity associated with overt 
prepositions, but lacks the semantically contentful projections of its overt coun-
terparts. This suggests that κ is not (morpho-)syntactically equivalent to the overt 
prepositions to and at. The non-equivalency of κ to the overt prepositions to and at 
suggests preposition-drop is not an example of PF-variability. The distribution of 
the null form was taken to indicate that it has a distinct functional structure, so is a 
morpho-syntactically distinct functional item, whose realisation is inherently null.

In Section 5, following Haddican (2010) and Haddican and Holmberg (2012), 
Manchester English was shown to contrast with the neighboring Liverpool English 
dialect in deriving the active Theme-Goal order (and consequent Theme passive) 
via short object movement. This possibility was a product of Applicative(-like) 
functional projections.

Locating variation at the level of functional heads may have broader implica-
tions for work on the underlying structure of the dative alternation in English. 
There has been much debate over whether either the prepositional dative or the 
Double Object Construction is transformationally related to the other, so that both 
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have the same underlying structure (cf. Oehrle 1976, Larson 1988 i.a.). In particu-
lar, the restriction of the null preposition to the prepositional dative indirectly sup-
ports an analysis where the Prepositional Dative and Double Object Construction 
have distinct underlying structures. The present study suggests that at the very 
least speakers are able to finely distinguish the contribution of different licensing 
heads – identified here as prepositional licensers from Applicative-related licens-
ers – even in the context of ambiguous strings.

Variation as variation in the distribution of a set of features on functional 
heads was shown here to be powerful, capturing the systematic  syntactic restric-
tions on theme passivisation that differ across the Northwest region, including (a) 
the class of the ditransitive verb that can participate in theme passives (preposi-
tional dative vs. double object construction dative) (b) restrictions on the compat-
ibility of certain goal arguments with theme passivisation (goals marked by in; 
inanimate goals), and (c) the type of theme argument that may undergo passivisa-
tion (pronominal vs. nominal). This variation therefore seems a good candidate 
for a parameter, in the sense that it yields a range of syntactic properties traceable 
to a single point of variation. It is these ‘microparameters’, variation in the mental 
grammar, that give rise to micro-variation in the forms available in closely related 
linguistic varieties in Northwest varieties.

7.   Summary

This paper has examined the availability of Theme passivisation in Manchester 
and Liverpool English. Investigation showed that the different Northwest varieties 
employ distinct strategies to license variants of the dative alternation. Liverpool 
English has a null preposition, so that Theme passives derive from Prepositional 
Datives with a null preposition. Manchester English uses an Applicative configu-
ration that allows short object movement, which can feed Theme passives in a 
Double Object Construction (Haddican 2010). This corresponds to the regional 
differences in Table 1.

Table 1. Types of Theme Passive and Theme-Goal Ditransitive in Northwest varieties

Full DP Theme Prepositional Dative Inanimate Goal

Liverpool ✓ ✓ ✓
Manchester ✗ ✗ ✗

I suggested the availability of κ in ditransitives extends from the increasing avail-
ability of p-drop in Liverpool English, where p-drop is available in a much wider 
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range of contexts than elsewhere in the Northwest, and specifically  Ormskirk 
English (as described in Myler 2013). Table 2 summarises some of the differences 
found across the region.

Table 2. Environments in which preposition-drop is possible

Directed motion Location Nominal non-adjacent to V

Liverpool ✓ ✓ ✓
Ormskirk ✓ ✗ ✗

Section 4 argued that the null preposition in the Liverpool dialect is an innovated 
null element κ. It was argued that κ is licenses Case on NPGoal, but that κ (=p) 
lacks the semantic projections that are usually assumed to introduce conceptual 
content in spatial adpositions (Jackendoff 1983, Koopman 2000, Svenonius 2010). 
This accounted for the restrictions on its distribution. Variation in P reflects varia-
tion in the functional lexicon.

Comparison of these closely related varieties demonstrates that variation in 
the licensing properties of two functional heads can result in significant and sys-
tematically different constraints. This was described as parametric variation, in the 
sense that it yielded a range of syntactic properties traceable to a single alternation 
in the functional grammar.
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Comparing a single linguistic constraint across 
multiple sociolinguistic variables
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This paper integrates aspects of both generative theory and variationist 
sociolinguistics. To compare the structure of two varieties of French (Acadian 
French and Laurentian French), I adapt the comparative sociolinguistics 
approach to compare the syntactic structure of these varieties. Specifically, I 
focus on the effects of a single linguistic constraint across multiple sociolinguistic 
variables. I argue that such a comparison provides insights into the underlying 
grammatical structures of the varieties under comparison, differences that may 
have remained hidden otherwise. To illustrate the approach, I focus on a single 
constraint, sentential polarity, and I analyze its effects on two sociolinguistic 
variables, yes/no questions and future temporal reference. Results show that 
the polarity constraint is operative in Laurentian French for both variables, 
but inoperative in Acadian French. To account for this difference, I argue that 
Laurentian French negative structures involve a negative head above the tense 
phrase while Acadian French does not.

Keywords: sociosyntax, French, variation, comparative sociolinguistics, 
future temporal reference, yes/no question, negation, polarity, Acadian French, 
Laurentian French

1.   Introduction

This paper presents a methodological approach which integrates aspects of both 
comparative sociolinguistics and generative theory in order to compare the struc-
tural differences between two varieties of French spoken in Canada, Acadian 
French and Laurentian French. Laurentian French, spoken in the province of Que-
bec with related varieties spoken in Ontario and in western Canada, is  distinct in 
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many ways from Acadian French, primarily spoken in Canada’s Atlantic  Provinces 
(i.e. New Brunswick, Newfoundland and Labrador, Nova Scotia, and Prince 
Edward Island) and in parts of eastern Quebec. While there are some similarities 
between the two, there are nevertheless notable linguistic differences (Martineau 
2005; King 2013a).

The methodology adopted here involves an extension of the comparative 
sociolinguistics approach (Tagliamonte 2002; King 2013a) in that the focus of 
the comparison is not the sociolinguistic variable per se, but rather the effects 
of a single linguistic constraint on multiple sociolinguistic variables. I argue that 
such a comparative framework can provide insight into structural differences 
between varieties and thus contributes to work which seeks to integrate both 
variationist and formal theoretical approaches to the study of grammatical vari-
ation. To illustrate this approach, I compare the effect of the sentential polar-
ity linguistic constraint (i.e. whether an utterance is affirmative or negative) 
on two sociolinguistic variables: yes/no questions and the expression of future 
temporal reference. The results show that both variables are conditioned by the 
polarity constraint in Laurentian French, but that this constraint is inoperative 
in Acadian French for these two variables. To account for this difference, I pro-
pose a formal theoretical analysis which argues that the basis for the different 
effects of this constraint can be explained by a structural difference between the 
varieties.

The paper is organized as follows. Following an overview of the theoretical 
frameworks, I provide an outline of the methodology adopted in this paper. I then 
discuss the varieties of French under comparison before presenting the analyses 
of the two sociolinguistic variables, yes/no questions and the expression of future 
temporal reference. Quantitative and formal analyses are provided for both vari-
ables. Finally, I summarize the methodological contributions of this paper as well 
as suggest potential avenues for future research.

.   Theoretical frameworks

The theoretical approach taken in this paper integrates aspects of both variation 
theory (Labov 1963, 1969, 1972) and generative theories of grammar (Chomsky 
1995, 2000a, 2001), which is in line with other work which seeks to account for 
grammatical variation within a formal theoretical framework (e.g. Cornips & 
 Corrigan 2005; Adger 2006; King 2013a, 2013b). In addition, I adopt the meth-
odological tools made available by comparative sociolinguistics, but I propose an 
extension of the approach for the purpose of uncovering structural differences 
between varieties, outlined in Section 2.2.
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.1   Formal theories and comparative sociolinguistics

Labov’s earliest research (1963, 1969, 1972) sought to model grammatical compe-
tence in a way which accounted for grammatical variability (e.g. his 1969 work on 
copula deletion), although this was not widely accepted by generativists (Chomsky 
1965). Labov’s foundational works presented the central component of variation 
theory, the linguistic variable, which is often defined as “two ways of saying the 
same thing” (cf. Bayley 2013). In their 1968 paper, Weinreich, Labov and Herzog 
(1968:100) argue that we should regard “language […] as an object possessing 
orderly heterogeneity.” They argue that an understanding of this structured het-
erogeneity is necessary not only to fully understand language, but it is also cru-
cial for understanding the mechanisms of language change. Despite their efforts, 
 language-internal variation has remained largely excluded from generative theo-
ries. In fact, Chomsky (2000b:120) states that “[t]here is reason to believe that the 
computational system is invariant, virtually.” Thus, from its inception, variation 
theory was at odds with generative theories on the relevance of structured hetero-
geneity in the study of language. Despite this longstanding difference, there have 
been some attempts to reconcile the two theories.

In an overview of formal accounts of morphosyntactic variation, King (2013b) 
identifies two main approaches which have been proposed in the literature to build 
variation within a formal theoretical framework. The first, based on Kroch’s (1989, 
1994) work, proposes that linguistic variation is the result of multiple grammars 
which are in competition. In this model, grammar-internal optionality is ruled 
out and linguistic variation is explained by the competition between grammars. 
While this model has been used to account for a number of morphosyntactic vari-
ables, including the loss of verb second in English (Kroch, Taylor & Ringe 2000), 
it has also been criticized on a number of points. For example, King states that 
some criticisms deal with the lack of sociohistorical documentation to support the 
model, although she (2013b:451) comments that such gaps in the data “apply to 
diachronic studies in general, not just to the Competing Grammars model.”

The second main approach to building variation within a formal framework 
involves mechanisms made available by generative theories of grammar (King 
2013b). These approaches differ from the grammar competition model in that 
they consider various points within the grammar where variability could occur. In 
some studies (e.g. Adger & Smith 2005), variability arises due to choice between 
lexical items (bundles of morphosyntactic features) prior to their entering the syn-
tax. The differing featural composition of these lexical items will engender vari-
ability rather than there being two entirely separate grammars in competition. In 
a later paper, Adger and Smith (2010) also advance a similar analysis in that the 
locus of variation is the lexicon of functional categories. In a similar vein, some 
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studies (e.g. King 2005; Parrott 2007) make use of the mechanisms made avail-
able by the theory of Distributed Morphology (Halle & Marantz 1993; Embick & 
Noyer 2007) to account for grammatical variation in a formal theory. However, 
aside from the precise locus of variation, other studies focus on different aspects 
of variation within a formal framework, such as whether we can model the rates 
of variants as observed in sociolinguistic corpora. Adger’s (2006) Combinatorial 
Variability approach proposes an algorithm which fairly accurately predicts the 
observed rates of the variants as reported for sociolinguistic corpora. Despite the 
number of studies over the past decade, a number of topics remain the subject of 
debate, ranging from the precise locus of variation to how we should integrate psy-
cholinguistic factors within a formal framework to whether we can model the rates 
of variants as observed in corpora. In contributing to this second main approach, I 
present an analysis which integrates aspects of formal theories of grammar (which 
is in line with work on syntactic microvariation, cf. Kayne 2000) and comparative 
sociolinguistics to shed light on differences of syntactic structures across varieties 
and which accounts for variable linguistic phenomena.

Poplack and Tagliamonte (2001) propose a variationist methodology for com-
parative sociolinguistics in order to determine whether there is a genetic  relationship 
between varieties of African American English and English-based creoles. Their 
analysis contributes to a longstanding debate on the origins of African American 
English as to whether it has predominantly British or Caribbean Creole origins. The 
methodology focuses on a comparison of the linguistic conditioning factors at play 
for different varieties. The comparison relies on three lines of evidence garnered from 
separate main effects regression analyses of the same variable in different varieties: 
(1) the statistical significance of a particular constraint, (2) the relative strength of a 
factor group, and (3) the constraint hierarchies of factors within a factor group. The 
first line of evidence, statistical significance, involves whether a potential constraint 
is statistically significant in terms of conditioning variant choice. The mere pres-
ence of a statistically significant factor group is not enough to determine whether 
two varieties are related. Poplack and Tagliamonte (2001) argue that additional evi-
dence (i.e. the other two lines of evidence) is necessary to determine whether the 
varieties are (closely) related. The second line of evidence is the strength of a factor 
group as measured by the range between the highest and lowest factor weight within 
each factor group. Finally, the constraint hierarchy involves the particular order of 
the factors within a factor group. Comparisons among constraint hierarchies across 
varieties are taken to be indicative of a link (or lack thereof) among varieties. Taken 
together, these three lines of evidence can be used to determine whether two variet-
ies of a language share a common ancestor. However, Tagliamonte (2002) points out 
that care must be taken to ensure that historical developments of the varieties under 
comparison are also taken into consideration, especially in the case of a synchronic 
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analysis. For instance, a consideration of the history of the language can help deter-
mine whether a change in progress in some varieties is the result of a separate inno-
vation or if they result from a single change. The methodology adopted in this paper 
integrates aspects of both formal theory and comparative sociolinguistics in order to 
compare the structure of different varieties of the same language.

.   The comparative-constraint approach to grammatical variation

While the comparative sociolinguistics approach detailed in Section 2.1 focuses 
on the three lines of evidence (i.e. statistical significance, relative strength, and 
constraint hierarchies) when comparing results of a sociolinguistic variable, I 
propose a different focus: comparing a single linguistic constraint (or factor group) 
across multiple variables. The focus on a single linguistic constraint across multiple 
variables will enable us to discern its patterning across varieties, thereby uncover-
ing aspects of the structure of the varieties in question. I will illustrate the utility 
of such an approach in the comparison of the effect of the linguistic constraint of 
sentential polarity (i.e. affirmative vs. negative contexts) on two linguistic variables: 
the expression of future temporal reference, shown in (1), and yes/no questions, 
shown in (2).

 (1) a. Moi, je travaillerai sur l’autre bord. (Dianne, GC-21)1

   ‘I will work on the other side.’
  b. Denise, ièlle, va point travailler pour les next cinq ans.2 (Carole, GC-6)
   ‘Denise is not going to work for the next five years.’

The future temporal reference variable involves variation between the inflected 
future (1a) and the periphrastic future (1b).

 (2) a. Tu aimerais mieux d’aller à la Tavern ? (Carole, GC-6)
   ‘You would rather go to the Tavern?’
  b. As-tu été aux moules ? (Carole, GC-18)
   ‘Did you go picking mussels?’
  c. La bus arrête-ti point à la Casse-croûte itou ? (Zabeth, GC-12)
   ‘Doesn’t the bus also stop at the Casse-croûte?’ [a local restaurant]

The yes/no questions variable involves alternation between the rising intonation 
variant (2a), pronominal inversion (2b), and the -ti or -tu particle (2c).

1.  Codes in parentheses refer to the consultant’s pseudonym, the corpus (Grosses Coques), 
and the interview number.

.  Point ‘not’ is the general marker of negation in some varieties of Acadian French, such as 
the Baie Sainte-Marie variety (cf. Comeau, 2007; Flikeid, 1994).
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By comparing the effect of a single constraint (sentential polarity) on these 
two sociolinguistic variables across Acadian and Laurentian French, I argue that 
we can uncover structural differences between the varieties. To account for these 
structural differences, I adopt a formal generative approach.

3.   French in Canada: Acadian and Laurentian varieties

The linguistic differences between Acadian and Laurentian varieties have often 
been attributed to the different point of origin of the settlers in France: Lau-
rentian settlers came from a greater area of France, mainly north of the Loire 
Valley and the settlers were of a range of social classes while Acadians origi-
nated mainly in the centre-ouest of France and were predominantly lower-class 
(King 2013a). In addition, the relative isolation in which the Acadian com-
munities found themselves may have also contributed to the preservation of 
features lost in other spoken varieties of French, including Laurentian variet-
ies. For instance, the simple past tense (Gesner 1979; Comeau et al. 2012), the 
imperfect subjunctive (Gesner 1979; Comeau 2011), and the je … -ons first 
person plural conjugation (King et al. 2004) are all features argued to have 
long been absent from spoken, informal French in most North American and 
European varieties, but they are still found in some varieties of Acadian French 
today. None of these features have been found in Laurentian French since the 
19th century, if not earlier. Thus conservative varieties of Acadian French are 
distinguished from Laurentian varieties in terms of their greater linguistic 
conservatism.3 In the analyses which follow, I shed light on another type of 
distinguishing feature between the two varieties, the structure of negation and 
its effects on two grammatical variables, yes/no questions and the expression of 
future temporal reference.

3.1   The Baie Sainte-Marie community

The data for the present study come from one of the most conservative varieties of 
Acadian French, that spoken in Baie Sainte-Marie located in the southwest region 
of the Canadian province of Nova Scotia, shown in Map 1.

3.  However, not all varieties of Acadian French display the level of linguistic conservatism 
observed for the Baie Sainte-Marie variety. For instance, the je … -ons first person plural 
marker is all but lost in spoken New Brunswick Acadian French (cf. Beaulieu & Cichocki 
2008) as are other traditional features (e.g. the simple past, the imperfect subjunctive, etc.).
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Baie Sainte-Marie, or the Municipality of Clare, is a predominantly French- 
speaking Acadian region according to the 1991 Canada Census where 67% of 
the Baie Sainte-Marie residents report French or French and English as a mother 
tongue (Statistics Canada 1991).4 The data are drawn from the Butler Sociolin-
guistic Corpus collected in 1989–1990 by community residents in the village of 
Grosses Coques. Interviews were conducted with 31 consultants of both sexes and 
for a wide age range (15–84). The interviews, which follow no strict sociolinguistic 
questionnaire, were focused on the elicitation of narratives (including narratives 
of personal experience along with community narratives) and conversational data. 
The data from the Grosses Coques corpus were analyzed for the two variables 
under investigation, yes/no questions and the expression of future temporal refer-
ence, presented in Sections 4 and 5 respectively. In each section, the variationist 
analysis precedes the formal analysis. Comparisons are also made with the litera-
ture on Laurentian varieties of French for both variables.

.  I use the results from the 1991 Canada Census since this best reflects the community at 
the time of data collection.
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.   Yes/No questions

Yes/no questions present a rich area of variability across varieties of French, as 
evidenced by the numerous studies on this variable (Foulet 1921; Pohl 1965; Terry 
1970; Kayne 1972; Ashby 1977; Söll 1983; Fox 1989; Dewaele 1999; Coveney 2002; 
Elsig & Poplack 2006; Elsig 2009; Thomas 2010; Martineau 2011). These stud-
ies reveal that spoken French makes use of a number of variants to express yes/
no questions, although the same variants are not used in all of the varieties. For 
instance, Coveney (2002:96) reports that the particle -ti is not productive in Picard 
French (though it does occur in Picard) while Elsig (2009) reports that the related 
variant -tu is one of the main variants in Laurentian French.5 In addition to dif-
ferent distribution of the variants across varieties, some variants have taken on 
stylistic values in particular varieties. For instance, est-ce que is considered formal 
in Laurentian French (Elsig 2009: 100), but in European varieties it is considered 
neutral (Coveney 2002: 98). Since the focus of the present paper is a comparison 
of the Acadian French system (specifically the Baie Sainte-Marie variety) with the 
Laurentian French system, I draw on Elsig’s (2009) results from his study of inter-
rogation in the Hull data from the Ottawa-Hull Corpus (20th century sociolin-
guistic interviews) and in the Récits du français québécois d’autrefois data (audio 
recordings representative of 19th century Laurentian French).6

.1   The envelope of variation for French yes/no questions

In contrast to the range of yes/no questions variants that exists across spoken vari-
eties of French, only three variants are found in the Baie Sainte-Marie data: rising 
intonation as in (3), pronominal inversion as in (4), and use of the particle -ti in (5).

 (3) Tu aimerais mieux d’aller à la Tavern ? (Carole, GC-6)
  ‘You would rather go to the Tavern?’

 (4) As-tu été aux moules ? (Carole, GC-18)
  ‘Did you go picking mussels?’

 (5) C’est-ti lui qu’était au restaurant ? (Richard, GC-29)
  ‘Is it him who was at the restaurant?’

Based on the descriptions provided by Auger (1996) and Elsig (2009), the Lau-
rentian French system differs slightly from that of Acadian French. Two variants, 

5.  See Foulet (1921) on the history of the French interrogative particle -ti and Morin (1985) 
for the development of -tu, a Laurentian French innovation from -ti.

.  See Poplack (1989) for a description of the Ottawa-Hull corpus and Poplack and 
 St-Amand (2007) for a description of the Récits du français québécois d’autrefois data.
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rising intonation and pronominal inversion, are the same in both Laurentian 
and Acadian French and both varieties make use of an interrogative particle, 
however these are not identical. While Acadian French makes use of the inter-
rogative particle -ti, Laurentian French uses the particle -tu as well, as shown in 
(6). While Elsig did find tokens of -ti, he found a greater number of -tu and so 
he combines the two.

 (6) Il dit faut-tu (TU) je garde ma-, ma vieille il dit ?
  ‘He says, is it necessary that I keep my old one?
   (RFQ.021.2064, Elsig 2009: 43, my emphasis)

Elsig also found tokens of the est-ce que variant, as shown in (7), a variant which 
does not occur in the Baie Sainte-Marie corpus.

 (7) Est-ce que tu travaillerais toi dans un sewer de…
  ‘Would you work in a sewer of…’ 
 (OH.114.2081, Elsig 2009: 42, my emphasis)

Interestingly, Elsig reports that the est-ce que variant is extremely rare in the 19th 
century Récits data (0.5%) and is a minor variant in the contemporary Ottawa-
Hull corpus (7.9%). While the variants used in both Acadian and Laurentian vari-
eties of French are not identical, there is considerable overlap between the two, 
which allows for a comparison of the two systems.

To circumscribe the variable context in the Baie Sainte-Marie corpus, all yes/
no questions tokens were extracted if they unambiguously expressed a question 
that could be answered by ‘yes’ or ‘no’. Following standard sociolinguistic practice, 
tokens which fell outside the variable context were excluded from further analyses, 
as outlined below:

   - echo questions, since the token repeats another speaker’s preceding declar-
ative statement;

 (8) Carole: J’aime du riz !
   ‘I like rice!’
  Marie: Tu aimes du riz ?    (GC-11) 
   ‘You like rice?’

  - tag questions, since these are invariant;

 (9) Puis là faudrait je retourne […] tu sais ?  (Hector, GC-13)
  ‘And then I’ll have to come back […] you know?’

  - reported speech of others;

 (10) Elle dit : « Viens-tu au bingo ? »   (Denise, GC-21)
  ‘She said, “Are you you coming to bingo?’”
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  - invariant fixed expressions;

 (11) On dirait-ti ?     (Evelyn, GC-12)
  ‘You don’t say?’

  - hesitations, truncated utterances, and other incomplete utterances.

 (12) La connai-, tu la connaissais though ?  (Nicole, GC-19)
  ‘Did you kn-, you knew her though?’

Once these tokens were excluded from the Baie Sainte-Marie data set, 641 tokens 
were retained for analysis.

.   Negation and yes/no questions in French

Studies of yes/no questions in French have revealed a number of potential condi-
tioning factors, which were operationalized in the present study based on hypoth-
eses from the extant literature on French yes/no questions.

Elsig’s (2009) study serves as the main source of comparison with the results for 
Baie Sainte-Marie Acadian French. In his analysis of the Ottawa-Hull corpus (but 
only the data for Hull, Quebec) and in the Récits du français québécois d’autrefois 
data, Elsig considered a number of potential influencing linguistic and social fac-
tors.7 He found a striking pattern in that negative contexts highly constrain variant 
choice for both corpora with negative contexts highly favouring the rising intona-
tion variant. For the Ottawa-Hull corpus, Elsig (2009:43) found that out of the 88 
negated tokens, the intonation variant was used at a rate of 91%. For the Récits 
corpus, he found an even higher rate of intonation in negative contexts: 98% of the 
170 negated tokens occur with rising intonation (Elsig 2009: 46). Due to the near- 
categoricality of the rising intonation variant in these contexts, he excluded negative 
interrogatives from further analysis (i.e. he analyzed only the affirmative tokens). 
In addition to the Hull and Récits data, Elsig examined European data predating 
North American settlement. These data, involving a number of literary genres (e.g. 
plays, prose, farce, etc.) ranging from the 15th to the 17th century, add a further 
diachronic dimension to his study. His findings (Elsig 2009: 127) with regard to 
polarity in these older data contrast with what he found in his more contemporary 
Laurentian data: polarity does not influence variant choice in this early data set. The 
differences between the European and Laurentian data with regard to the polarity 
constraint lead Elsig (2009:127) to suggest that this constraint is an innovation of 
Quebec French. However, in a study of ne-absence in negative  interrogatives in 

7.  Elsig (2009: 40–41) considers only the Hull data from the Ottawa-Hull corpus for better 
comparability with the Récits data, since both are from the province of Quebec.
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plays, mazarinades (pamphlets), parodic texts, and personal letters for Continental 
and North American varieties of French, Martineau (2011:194) shows that use of 
the rising intonation variant rose dramatically in negative interrogatives from the 
17th century to the 19th century from 26% to 63% (total N=794). Thus, Martineau’s 
study points to a fairly recent change with regard to the status of the rising intona-
tion variant in negative contexts. Furthermore, her study suggests that the polarity 
constraint observed by Elsig in Laurentian French is likely not a Laurentian innova-
tion since it is also attested in varieties of French spoken in France.

LeBlanc (2013) analyzes yes/no questions in the variety of French spoken in 
the Magdalen Islands, an archipelago of islands in the Gulf of Saint Lawrence. 
Although part of the province of Quebec, the islands were largely settled by Aca-
dians during a period beginning at end of the 18th century until the middle of the 
19th century. LeBlanc’s results show that polarity is the only significant linguistic 
factor group, with negative contexts favouring rising intonation, the same pat-
tern reported for Laurentian French. Historically, the settlement of the Magda-
len Islands was prolonged and marked with contact with both external varieties 
of French as well as other varieties of Acadian French, much unlike the situa-
tion described for Baie Sainte-Marie which was settled by a fairly homogeneous 
Acadian population and did not have prolonged contact with other varieties. This 
extensive contact may have resulted in the Magdalen Islands variety of French 
to lose certain traditional linguistic features, such as the je … -ons feature or the 
simple past tense (Comeau et al. 2014). In addition, it may be that this contact 
resulted in the adoption of the polarity constraint. While the polarity constraint 
in the Magdalen Islands variety may be due to contact with Laurentian French or 
perhaps an independent innovation, I will take the Baie Sainte-Marie variety as the 
baseline in terms of conservative Acadian varieties since it retains many features 
lost in other varieties of Acadian French, including the Magdalen Islands variety.

.3   Potential conditioning factors

To determine whether polarity constrains variant choice with regard to yes/no 
questions in Baie Sainte-Marie Acadian French, a number of hypotheses from the 
literature were operationalized into testable factor groups.

.3.1   Grammatical person
The effect of the grammatical person of the subject is widely reported in studies of 
yes/no questions in French, especially in relation to the inversion variant. In Lau-
rentian French, both Auger (1996) and Elsig (2009) show that inversion can only 
occur in the second person in Laurentian French. The Baie Sainte-Marie data were 
coded for grammatical person, which involves three factors: 1st person, as in (13), 
2nd person, as in (14), and 3rd person, as in (15).
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 (13) Ça fait que j’en boivons encore ?   (Hector, GC-13)
  ‘So, we still drink?’ [i.e. alcohol]

 (14) As-tu des chats ?     (Carole, GC-6)
  ‘Do you have cats?’

 (15) Ils avont-ti toujours été tight de même ?  (Nicole, GC-19)
  ‘Have they always been so tight?’ [i.e. with their money]

If the Baie Sainte-Marie variety patterns like other varieties of French, we would 
expect second person subjects to favour the inversion variant.

.3.   Syllable length
Another potential conditioning factor is that of the length of the syllable. Coveney 
(2002:296) reports that the length of the verb, measured in terms of syllables, 
conditions variant choice. Specifically, he found that multisyllabic verbs (i.e. two 
syllables or more) disfavour inversion. In contrast, Elsig (2009) found that in Lau-
rentian French, monosyllabic verbs favour the particle -tu while multisyllabic 
verbs favour both inversion and est-ce que. The Baie Sainte-Marie data were coded 
for syllable length, specifically, whether the verb is monosyllabic, as in (16), or 
multisyllabic, as in (17).

 (16) Crois-tu ça ?     (Aimée, GC-11)
  ‘Do you believe that?’

 (17) Elle grouillait-ti ?     (Carole, GC-35)
  ‘Was she moving?’

Given the conflicting results obtained independently in the previous studies, it 
is unclear how syllable length might condition variant choice in the Baie Sainte-
Marie data.

.3.3   Sentential polarity
Due to the fact that the focus of this paper is a comparison of polarity across Cana-
dian varieties of French, each token was coded for polarity, that is, whether the 
token is found in an affirmative context, as in (18), or a negative context, as in (19).

 (18) Elle attrape toute ?    (Zabeth, GC-12)
  ‘She catches everything?’

 (19) La bus arrête-ti point à la Casse-croûte itou ?  (Zabeth, GC-12)
  ‘Doesn’t the bus also stop at the Casse-croûte?’ [a local restaurant]

Negative contexts are widely reported in the literature as having an effect on 
French yes/no questions. For example, for European French, Terry (1970:92) 
reports that negative interrogatives disfavour inversion in a study of contempo-
rary French plays while Coveney’s (2002) study of Picardy French found the same 
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polarity  constraint. In Laurentian French, Elsig (2009) reports that negative con-
texts almost categorically favour the rising intonation variant.

.   Results

Once the data were coded for the linguistic factors presented in Section 4.3, the 
data were submitted to main effects multivariate analysis using the software Gold-
varb X (Sankoff et al. 2005). A first step in the quantitative analysis involved estab-
lishing the overall distribution of the variants followed by a crosstabulation for 
each linguistic factor group. The particular pattern that emerged when grammati-
cal person was considered resulted in a further refining of the variable context, as 
we shall see in Section 4.4.1.

..1   Overall distribution
Table 1 shows the distribution of the variants of the yes/no questions variable for 
the Baie Sainte-Marie data.

Table 1. Distribution of the yes/no questions  
variants in Baie Sainte-Marie Acadian French

N= Rate

Rising intonation 265 41%
–ti 212 33%
Pronominal inversion 164 26%
Total 641

While Table 1 presents the overall distribution of the variants in Baie Sainte-Marie 
Acadian French, this display masks an important distinction in the linguistic sys-
tem at play. Once the data were coded for the effect of potential linguistic factors, 
a pattern emerged with regard to the grammatical person factor group. Table 2 
shows the variants organized by grammatical person.

Table 2. Distribution of the yes/no questions variants based on  
grammatical person

Rising Intonation Pronominal Inversion –ti

Grammatical Person N= N= N=

1 6 0 8
2 109 163 0

3 150 1 204

Total 265 164 212
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As Table 2 shows, the three variants pattern differently depending on the gram-
matical person. In the Baie Sainte-Marie Acadian French system, pronominal 
inversion occurs nearly categorically with a second person subject (singular or 
plural). There is one token of inversion with a third person subject, possibly a 
data fluctuation. Recall that this finding for grammatical person had previously 
been noted for Laurentian French (Auger 1996; Elsig 2009). With regard to 
the particle -ti, this variant only occurs with non-second person subjects (i.e. 
with first and third person subjects). This pattern contrasts with what has been 
reported for Laurentian French, that is, in those varieties, the interrogative -tu 
can be found with first and third person subjects, but also with second person 
subjects, as shown in (20).8

 (20) Il dit, tu es-tu après tomber sur la tête?
  ‘He says, are you just talking nonsense?’ (OH.088.426, Elsig 2009: 74)

In contrast, in Baie Sainte-Marie Acadian French the use of the particle -ti with a 
second person subject results in an ungrammatical utterance.9 Due to the distri-
bution of the variants based on grammatical person shown in Table 2, I refined 
the analysis by replacing the yes/no questions variable as a single ternary vari-
able with two binary variables, each analyzed independently. The first variable, 
presented in the left of Figure 1, involves tokens with a second person subject: 
there are two variants in this context, rising intonation and pronominal inver-
sion. The second variable, presented in the right of Figure 1, involves first and 
third person subjects with two variants: rising intonation and the particle -ti. 
The redistribution from a single ternary variable into two binary variables is 
shown in Figure 1.

2nd person

Intonation Intonation

1st and 3rd
person

-tiInversion

Figure 1. Yes/no questions in Baie Sainte-Marie Acadian French as two binary variables

8.  It also contrasts with -ti use in a number of other Acadian varieties, where -ti or variation 
between -ti and -tu appear throughout the paradigm (King 2013a: 68).

9.  Grammaticality judgments with native speakers of the Baie Sainte-Marie variety (other 
than myself) confirm this.
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Once the variable context was refined to two binary variables, both were each sub-
jected to separate multivariate analysis. The results for the second person data are 
first presented followed by the results for first and third person data.

..  Second person data: Quantitative results
The second person data were submitted to statistical analyses to determine which 
linguistic factors condition variant choice. Table 3 shows the results of the multi-
variate analysis on the factors influencing the choice of rising intonation.

Table 3. Linguistic factors conditioning rising intonation in second person subject contexts

Corrected mean: .268
Log. likelihood: −125.208
Significance: .000

Syllable length Factor Weight % Intonation N=

multisyllabic .70 46% 69

monosyllabic .41 20% 155
Range 29
n.s.: Polarity

As Table 3 shows, the only significant factor group which influences variant choice 
with a second person subject is syllable length. Multisyllabic verbs favour the ris-
ing intonation variant with a factor weight of.70 while monosyllabic verbs favour 
pronominal inversion with a factor weight of.59.10 This finding is in line with 
Coveney’s (2002) results for Picardy French, but contrasts with Elsig’s (2009) find-
ings for Laurentian French.

However, for the broader comparative analysis presented in this paper, the 
relevant finding is that polarity does not constrain variant choice in Baie Sainte-
Marie Acadian French. That is, negative contexts admit both rising intonation and 
pronominal inversion in this variety, a finding that contrasts with what has been 
reported for Laurentian French (Elsig 2009).

..3   First and third person data: Quantitative results
The multivariate analysis of the remaining data (i.e. for first and third person sub-
jects) reveals a similar pattern, as shown in Table 4.

1.  To calculate the factor weights for pronominal inversion, subtract the factor weight of 
the rising intonation from 1.0.
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Table 4. Linguistic factors conditioning rising intonation in first and third person subject 
contexts

Corrected mean: .350
Log. likelihood: −210.02
Significance: .016

Syllable length Factor Weights % Intonation N=

multisyllabic .60 44% 108

Monosyllabic .45 31% 221
Range 15
n.s.: Polarity, Grammatical Person.

The results for first and third person subjects, presented in Table 4, pattern simi-
larly to the results for second person subjects, presented in Table 3. Taken together, 
Tables 3 and 4 show that regardless of the grammatical person of the subject, sylla-
ble length is the only significant factor group that constrains variant choice. How-
ever, the most important finding in both analyses is that the polarity constraint, 
which was the greatest predictor of variant choice in Laurentian French, does not 
influence variant choice in Baie Sainte-Marie Acadian French. Unlike in Lauren-
tian French, all variants can occur in negative contexts in Baie Sainte-Marie Aca-
dian French. To explain the absence of the polarity constraint in Acadian French, I 
argue that the difference results from a structural difference between the varieties. 
Section 4.5 provides a formal account of this difference.

.5   Formal analysis of polarity and yes/no questions in Canadian varieties 
of French

The quantitative results presented in Section  4.4 showed that polarity does not 
constrain variant choice in the Baie Sainte-Marie variety of Acadian French, in 
contrast with what has been reported for Laurentian French (cf. Elsig 2009). I 
argue that the different quantitative results can be accounted for if we consider the 
syntactic structure of negation of each variety.

There have been a number of generative studies of particular forms of yes/no 
questions in Laurentian French. For instance, Auger (1996) provides a morpho-
logical analysis to explain the fact that subject pronominal inversion is restricted 
to the second person in Laurentian French. In her analysis, she accounts for the 
fact that second person subjects can occur in inversion constructions since the 
second person pronouns bear an [interrogative] feature, which is not the case with 
first and third person subjects. Vinet (2000a, 2000b) analyses the  incompatibility 
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of the -tu particle and pas in Laurentian French negative interrogatives. She 
(2000a: 407–08) proposes that “–tu represents a mophophonological spell-out of 
stress at PF and it is identified as an in situ wh Force operator checked at LF in an 
unselected C.” According to Vinet, the only context that allows for both -tu and pas 
are those in which pas is checked in a higher position than it would be in negative 
contexts and that this gives us an exclamative/evaluative reading, as shown in (21).

 (21) Le voilà-tu pas qui arrive
  ‘Well, here he is just coming’  (28c in Vinet 2000a: 398)

She accounts for this interpretation by arguing that when pas scopes over -tu, a 
Force operator, it provides us with a non-negative reading.

As in Laurentian French, Baie Sainte-Marie Acadian French also uses the inter-
rogative particle in negative contexts with non-interrogative readings, as in (22).11

 (22) Mais, ils sont-ti point simples cette année ! (Evelyn, GC-12)
  ‘Well, they are silly this year!’

However, what distinguishes the Baie Sainte-Marie variety with Laurentian French 
is that the use of the particle or pronominal inversion variants in negative contexts 
does not result in an ungrammatical utterance in Acadian French, shown in (23), 
as it does in Laurentian French, shown in (24).12

 (23) Il a-ti point fishdraggué avec Elzé icitte là ? (Evelyn, GC-13)
  ‘Didn’t he drag fish with Elzé here?’

 (24) *Ta mère est-tu pas là?  (6 taken from Vinet 2000b: 138)
  ‘Isn’t your mother there?’

As these two examples show, the two varieties are distinct in terms of whether or 
not they allow negative interrogatives with particular variants.

Martineau and Vinet (2005) consider the relationship between inversion and 
whether a variety has a single negative marker (i.e. pas ‘not’) or if the ne preverbal 
marker is present as well. They provide a diachronic account of why cases of sub-
ject pronominal inversion in contemporary French varieties require the presence 
of ne while its absence renders the utterance ungrammatical in the case of a yes/no 
question, shown in (25a-b).13

11.  Tokens such as 22 were excluded from the data set since it has a non-interrogative reading.

1.  Utterances such as (24) are grammatical in Baie Sainte-Marie Acadian French as con-
firmed by native speakers’ grammaticality judgments.

13.  According to Martineau and Vinet, negative sentences with inversion like (25b) are 
grammatical if they are rhetorical questions (i.e. they are not real interrogatives).
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 (25) a. N’est-elle pas belle ?
   ‘Isn’t she pretty?’
  b. *Est-elle pas belle ?
   ‘Isn’t she pretty?’ (13 in Martineau and Vinet 2005: 202)

In contrast with (25a-b), negative interrogatives without inversion (such as with 
rising intonation) allow both presence and absence of ne. Martineau and Vinet 
(2005:202) link the fact that contemporary French requires ne in cases of negated 
inversion to some parameter change involving “verb movement and rise of SV 
word order in interrogatives.” While many spoken varieties of French lack a pro-
ductive ne marker, the period in which it was lost has been the subject of much 
debate. In an empirical study of the loss of ne in Canadian and European varieties 
of French, Martineau and Mougeon (2003) date the rapid decline of ne to the 19th 
century on both sides of the Atlantic. However, the presence of ne cannot be used 
to distinguish the structure of negation in either Acadian or Laurentian French 
since both lack a productive ne marker. Comparative analysis of the structure of 
negation in each variety must be based on other cues, such as those from quantita-
tive analyses of yes/no questions, presented in Section 4.4.

The polarity effect on yes/no questions extends beyond French, as shown by 
Zanuttini’s (1997) work on Paduan, a variety of Veneto. The Paduan facts closely 
mirror those of Laurentian French. In Paduan, yes/no questions can be expressed 
using pronominal inversion, as shown in (26).

 (26) Vien-lo?
  ‘Is he coming?’ (17a in Zanuttini 1997: 221)

However, the polarity constraint appears to be operative in Paduan as well since 
negative contexts do not allow for pronominal inversion, as shown in (27).

 (27) *No vien-lo?
  ‘Isn’t he coming?’ (17b in Zanuttini 1997: 221)

Zanuttini argues that negative interrogatives in Paduan must be expressed with 
rising intonation, as shown in (28), a variant that clearly does not involve a 
movement.

 (28) No (e)l vien?
  ‘He isn’t coming?’ (19a in Zanuttini 1997: 221)

The finding that Paduan patterns closely with Laurentian French suggests a poten-
tial similarity in their negation systems. In both varieties, a negated interrogative 
is expressed by rising intonation, a variant that does not affect the syntactic struc-
ture. Zanuttini’s account of the polarity effect is based on the structural property of 
negation in Paduan that relates to the left periphery (the Complementizer Phrase 
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or CP). She argues that either verb movement (in the case of inversion) or the 
preverbal negative marker no can satisfy a requirement of C to be filled in cases 
of interrogatives. In the case of affirmative interrogatives, the verb moves to C 
while in negated interrogatives, the presence of the negative marker no already 
fills this property of C and so verb movement is not required. In fact, she argues 
that due to reasons of economy, verb movement in negated interrogatives yield an 
ungrammatical utterance.14 What is relevant for the present paper is that nega-
tion interferes with variants involving movement in Laurentian French, but not in 
Acadian French, despite the fact that both varieties of French share similar surface 
facts (i.e. little to no ne usage and postverbal negative markers). I argue that the 
pattern for Paduan mirrors the polarity constraint in Laurentian French, that is, 
negated interrogatives require a non-movement expression of interrogation such 
as rising intonation. We must still, however, account for the apparent differences 
in surface realizations of negation in Laurentian French and in Paduan. Negation 
in Laurentian French is largely expressed by a single postverbal pas while Paduan 
has the single preverbal negative marker no. Despite the apparent different surface 
realizations between Laurentian French and Paduan in terms of the expression of 
negation, I argue that they are structurally similar in that they both have a prever-
bal negative head (Neg) higher than the Tense Phrase (TP) domain. The difference 
is that Neg in Paduan is spelled out as no while in Laurentian French it is almost 
never phonologically realized (represented with [Ø] in Figure 2).

CP

C NegP

Neg
[Ø]

TP

Vi+T AdvP

pas VP

<Vi>

Figure 2. The structural representation of negation in Laurentian French

1.  Other work has sought to account for this seeming ‘blocking phenomena.’ For instance, 
Travis’ (1984) Head Movement Constraint or Rizzi’s (1990) relativized minimality put forth 
principles to account for this observed phenomenon.
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This structure is similar to the Paduan structure argued for by Zanuttini with the 
exception of the spelling out of the negative head in Paduan and the addition of 
pas as a postverbal negative marker in Laurentian French. In fact, the argument 
that there is a negative head above the TP in Laurentian French is not novel, as 
others have argued for this structure: Di Sciullo and Tremblay (1993) argue that 
there is a negative head higher than the TP (which can spell out as ne) and that this 
head is distinct from the negative marker pas, which they analyse as an adverbial 
situated below the TP.15 Their arguments rely on a number of facts, such as nega-
tive imperatives. Unlike Standard French, which permits ne presence in a negative 
imperative as in (29), Laurentian French does not allow ne presence in a negative 
imperative, as shown in (30).

 (29) (ne) le mange pas !
  ‘Don’t eat it!’ (29a in Di Sciullo and Tremblay 1993: 82)

 (30) (*ne) mange-le pas !
  ‘Don’t eat it!’ (29b in Di Sciullo and Tremblay 1993: 82)

The fact that ne is disallowed in Laurentian French negative imperatives is taken as 
evidence that the Neg head blocks the verb movement to the left periphery (CP) 
and so the Neg head does not occur in negative imperatives in Laurentian French. 
However, the fact that it does not block the movement of the verb to TP in declara-
tive sentences suggests that it is generated above the TP rather than below it. Thus, 
the fact that Laurentian French has a negative head above TP accounts for the 
observed polarity effect in yes/no questions in the same way Zanuttini accounted 
for the Paduan data: the presence of this head prevents the movement of the verb 
in the case of inversion.

The ‘blocking’ analysis accounts for the infrequency of the pronominal inver-
sion variant in negative contexts, but what about the case of the particle -tu? With 
regard to this variant, I maintain that -tu likewise requires a movement to the left 
periphery (cf. Morin 2008). Thus, both pronominal inversion and the -tu particle 
involve movement to the CP and, as such, rarely occur in negative contexts due 
to the presence of the Neg head above the TP. Alternatively, the rising intonation 
variant, which does not require syntactic movement, is the majority variant in 
negative contexts in Laurentian French.

With regard to Acadian French, I argue that the quantitative results presented 
in Section 4.4 suggest that the structure of negation in Acadian French is  different. 

15.  Clearly, there are instances where ne is not spelled out (cf. Sankoff & Vincent 1977 which 
shows the infrequency of ne in Montreal French). An analysis of why this Neg head is rarely 
spelled out is beyond the scope of the present paper.
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If presence of a negative head higher than the TP prevents movement of the verb 
(and T) to the CP domain in Laurentian French, then I argue that there is no nega-
tive head above TP in Acadian French and that this difference accounts for the dif-
ferent patterns observed in relation to polarity and yes/no questions. The structure 
of negation in Acadian French is shown in Figure 3.

CP

C TP

Vi+T AdvP

point VP

<V>i

Figure 3. The structural representation of negation in Acadian French

I suggest that negation is expressed in Acadian French by the negative adverb, point 
‘not’, independently of a negative head. The proposal that negation is expressed 
lexically via an adverb without a negative head is not novel, as a number of other 
languages have been argued to have such a structure (Zeijlstra 2004).

Despite the relative strength of the polarity constraint in Laurentian French 
yes/no questions, we still need to account for the few tokens where we have a non-
intonation negative yes/no questions variant in Laurentian French (i.e. variabil-
ity). Recall that Elsig (2009:43) reported that out of the 88 negated tokens in the 
Ottawa-Hull corpus, the intonation variant was used at a rate of 91%. Likewise, he 
reported that in the Récits data, 98% of the 170 negated tokens are with the intona-
tion variant. This means that the Laurentian speakers are allowing the other vari-
ants (variants which involve movement across the Neg head) at rates of 9% and 2% 
in each corpus. Despite the fact that formal accounts present non-intonation nega-
tive yes/no questions as ungrammatical (cf. Vinet 2000a, 2000b), we still should 
account for the few cases where we find pronominal inversion and the -tu particle 
in negative contexts. In Section 2.1, I outlined some theoretical possibilities to 
account for grammatical variation. To account for these few tokens of negative 
yes/no questions with pronominal inversion or the -tu particle, we could posit 
that Laurentian French speakers are alternating between two grammars (i.e. one 
grammar which has a Neg head above TP and one grammar without) or it could 
be related to the featural properties of the lexical items involved. For instance, it 
may be that there are two competing pas lexical items which differ in terms of 
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their selectional properties. In this line of thought, we could argue that one pas 
is similar to Acadian point in that it requires no overt Neg head (this pas would 
occur infrequently) while the other pas requires the presence of a Neg head. Thus, 
variation would fall out from the initial selection of lexical items rather than being 
situated in the grammar proper.

The difference in patterns observed for yes/no questions in terms of polarity 
results from the fact that the syntactic structure of negation in Acadian French 
is not the same as it is in Laurentian French. In both varieties, a negative adverb 
is generated in a vP adjunct position. However, the presence of a negative head 
above the TP in Laurentian French accounts for the verb movement blocking 
phenomena while its absence in Acadian French accounts for the possibility of 
negated interrogatives with the inversion or particle variants. However, the pat-
terns observed with yes/no questions are but one effect of this different structure 
of negation. Section 5 provides further evidence of a structural difference between 
Acadian and Laurentian varieties of French with regard to negation.

5.   The expression of future temporal reference in French

The results presented in Section 4 show that Acadian and Laurentian French pat-
tern differently in terms of yes/no questions and I argue that they are the result of 
different syntactic structures of negation. Section 5 provides further evidence in 
support of this analysis by showing that this difference is involved in another part 
of the grammar, the expression of future temporal reference.

5.1   Previous studies of the future in French

In most spoken varieties of French, there are two main ways of expressing future 
temporal reference, the inflected future, shown in (29), which involves a suffix on 
the verb, or the periphrastic future, shown in (30), which involves use of semi-
auxiliary aller ‘to go’ followed by the lexical verb in its infinitival form.16

 (29) Il y aura rien là.   (Hector, GC-12)
  ‘There will be nothing there.’

 (30) Je vas avoir soixante-et-deux. (Hilaire, GC-35)
  ‘I’m going to be sixty-two.’

1.  A third variant, the futurate present, was infrequent in the data and, in keeping with most 
variationist studies of future temporal reference in French, I limit the analysis to the two main 
variants.
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Historically, grammarians attempted to account for variation between the forms of 
the future based on the particular functions of the variants. Poplack and Dion (2009) 
provide an overview of the range of purported grammatical functions attributed to 
the variants in grammarian commentary ranging from 1530 to the present.17 They 
report that grammarians assign a wide range of functions to the variants that are 
sometimes contradictory. However, the most agreed-upon function (59% of gram-
marians consulted) is the use of the periphrastic future to denote proximate events 
thus giving rise to its label as the futur proche ‘near future.’ Despite a longstand-
ing history of attributing the proximate reading to the periphrastic future, recent 
studies of spoken varieties of French have shown a discrepancy between gram-
marian commentary and actual usage. Studies of the future variable in Laurentian 
French have proliferated since the 1980s (Deshaies & Laforge 1981; Emirkanian & 
D. Sankoff 1985; Zimmer 1994; Poplack & Turpin 1999; Blondeau 2006; Poplack & 
Dion 2009; G. Sankoff, Wagner & Jensen 2012).18 These studies consistently report 
that a single constraint, sentential polarity, conditions variant choice in all Lau-
rentian varieties studied to date and that it is the strongest factor group uncovered 
in quantitative analyses. In all of these varieties, negative contexts favour almost 
categorically the inflected future while affirmative contexts favour the periphrastic 
future, but also allow for the presence of the inflected future. In contrast to the over-
whelming polarity effect in Laurentian French, studies of Acadian French (King 
& Nadasdi 2003; Comeau 2015) report different results. For example, King and 
Nadasdi analyze the expression of future temporal reference in the Acadian spoken 
in the two Canadian provinces of Newfoundland and Labrador and Prince Edward 
Island. Their study shows that the polarity effect is not operative in these varieties 
of Acadian French.19 Rather, the strongest factor group in conservative varieties of 
Acadian French is that of temporal distance, the constraint most agreed-upon by 
grammarians and commentators, according to Poplack and Dion’s (2009) survey of 
grammarian commentary. With regard to temporal distance, events anticipated to 

17.  It should be noted, however, that most of the sources they consider are from the 19th 
century and later.

18.  Seutin (1975) notes the polarity constraint in effect in the French spoken in L’Isle-aux-
Coudres, an island in the Saint Lawrence River northeast of Quebec City. While he reports 
that the inflected future occurs in affirmative clauses, he found only one token of a negated 
periphrastic future (N=569). I thank Rick Grimm (p.c.) for pointing this out.

19.  An exception to trend is found in New Brunswick varieties of Acadian French (e.g. Che-
valier 1996; Chiasson-Léger 2014) where polarity is shown to constrain variant choice. This 
suggests that some New Brunswick Acadian varieties pattern more like Laurentian French 
than the more conservative Acadian French (i.e. spoken in other Atlantic Provinces) for 
certain linguistic features.
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occur in proximity to the moment of speech favour the periphrastic future while 
more distant events favour the inflected future. Thus, once again polarity appears to 
constrain a variable in Laurentian French, but not in conservative Acadian French.

5.   The variable context

To circumscribe the envelope of variation, all tokens of the future variants that 
unambiguously express a future eventuality were extracted from the Butler Grosses 
Coques Sociolinguistic Corpus. However, future forms that have other functions 
were subsequently excluded from further analysis. These excluded tokens are as 
follows:

  - tokens which express habitual aspect;

 (31) Des temps là, j’allons dîner là.   (Marie, GC-6)
  ‘Sometimes, we go eat there.’

  - use of aller as a verb of movement;

 (32) Je vas aller le fermer.    (Michelle, GC-29)
  ‘I’m going to go close it.’

  - reported speech of others;

 (33) Elle a dit: « Oh, je vas me larguer su le couch. » (Marie, GC-6)
  ‘She said, “Oh, I’m going to let myself unwind on the couch.”’

  - fixed expressions (such as leavetakings);

 (34) Bien, tu reviendras, Patrick !   (Evelyn, GC-18)
  ‘Well, come again, Patrick!’

  - hesitations, false starts, and other incomplete utterances.

 (35) Parce que […] ils allont patiner de, de quoi/  (Evelyn, GC-13)
  ‘Because […] they are going skating some, some thing/’

Once such tokens were removed, the remaining 559 tokens formed the data set 
that was then submitted to statistical analyses.

5.3   Potential conditioning factors

A number of potential linguistic conditioning factors were operationalized based 
on the literature on the expression of future temporal reference in French.

5.3.1   Temporal distance
Since the most widely attributed function by grammarians to the future forms is 
that of temporal distance, each token was coded based on whether the anticipated 
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event would occur in less than an hour, as shown in (36), more than an hour, as 
shown in (37), more than a day, as shown in (38), more than a week, as shown in 
(39), and more than a year, as shown in (40).

 (36) Well, je vas changer la tape de bord.   (Carole, GC-6)
  ‘Well, I’m going to change the cassette to the other side.’

 (37) Je vas jouer ça de soir, voir quoi ce-que c’est.  (Carole, GC-6)
  ‘I’m going to play that tonight, to see what it is.’

 (38) À la fin de la semaine, je pourrai mettre mes pipes là. (Éric, GC-23)
  ‘At the end of the week, I’ll be able to put my pipes there.’

 (39) J’aurai peut-être un autre job après Noël.  (Carole, GC-21)
  ‘I’ll maybe have another job after Christmas.’

 (40) J’allons rester là quatre, cinq ans, puis là j’allons venir back par icitte.
   ‘We’re going to stay there four, five years, and then we’re going to come back 

here.’      (Carole, GC-23)

While Poplack and Turpin’s (1999) study of Ottawa-Hull reports a weak effect for 
temporal distance, other studies of Laurentian varieties have found that tempo-
ral distance does not condition variant choice (e.g. Blondeau 2006; Grimm 2010; 
Grimm & Nadasdi 2011). As noted above, King and Nadasdi’s study of Newfound-
land and Prince Edward Island varieties of Acadian French found temporal dis-
tance to be the strongest factor group. More precisely, they found that proximate 
events (events within an hour from the moment of speech) favour the periphrastic 
future. They also found a linear correlation between temporal distance and use of 
the variants in that the further removed the anticipated event is from the speech 
time, the more the inflected future is favoured.

5.3.   Certainty/imminence
Studies have also considered whether a future event’s certainty or its imminence 
has an effect on variant choice. Poplack and Turpin (1999:152), drawing on the 
work of Vet (1993), operationalized this constraint that entails “a state at which the 
eventuality is impending.” Departing somewhat from Poplack and Turpin, King 
and Nadasdi (2003:330) focus more on the certainty aspect of the constraint since, 
they argue, “temporal distinctions are already taken into account by the indepen-
dent variable referred to as temporal distance.” They coded each token based on 
whether the token seemed certain or not to occur based on the speaker’s evalua-
tion. To code for this factor group, I relied on contextual cues as much as possible 
(such as adverbials) to determine whether the speaker is certain, as in (41), or not, 
as in (42), that the future event will occur.
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 (41) Il va avoir deux ans dans mars.   (Hilaire, GC-35)
  ‘It’s going to be two years in March.’ [since the speaker’s wife’s death]

 (42) Puis bientôt, elle larguera, peut-être.   (Denise, GC-21)
  ‘And later, she will let go, maybe.’

In the absence of overt contextual cues (e.g. pour sûr ‘for sure’ or peut-être ‘maybe’), 
I adopted King and Nadasdi’s approach whereby if the addition of sans aucun doute 
‘without a doubt’ renders the token more certain, then it was coded as uncertain. 
Conversely, if the addition of sans aucun doute did not increase the certainty of the 
token, then it was coded as certain.

5.3.3   Adverbial specification
The factor group adverbial specification, that is, the presence or absence of spe-
cific or nonspecific temporal adverbials, has also been shown to influence variant 
choice, albeit with mixed results. For instance, Poplack and Turpin (1999) report 
that nonspecific adverbials favour use of the inflected future while the futurate 
present is favoured with specific time adverbials. Other studies found no effect of 
this factor group (King & Nadasdi 2003; Blondeau 2006; Grimm & Nadasdi 2011; 
Wagner & Sankoff 2011). The Baie Sainte-Marie data were coded based on the 
presence of specific adverbials, as in (43), the presence of nonspecific adverbials, 
as in (44), or the absence of adverbial specification, as in (45).

 (43) Je vas point te voir demain.   (Aimée, GC-11)
  ‘I’m not going to see you tomorrow.’

 (44) Bien, je vous verrons à la Club bientôt. (Nicole, GC-19)
  ‘Well, we will see you at the Club soon.’

 (45) Si ça vient pesant, tu verras des lumps sur son plancher. (Hector, GC-13)
  ‘If it gets heavy, you will see lumps on his ceiling.’

5.3.   Sentential polarity
Since the focus of this paper is the comparison between Laurentian and Acadian 
French on the basis of sentential polarity, I considered the effect of sentential 
polarity on variant choice, that is, whether the token was in an affirmative context, 
as in (46), or a negative context, as in (47).

 (46) Moi, je travaillerai sur l’autre bord.  (Dianne, GC-21)
  ‘I will work on the other side.’

 (47) Denise, ièlle, va point travailler pour les next cinq ans.  (Carole, GC-6)
  ‘Denise is not going to work for the next five years.’

As noted in Section 5.1, studies of Laurentian French overwhelmingly report a strong 
effect of sentential polarity on variant choice in the expression of future  temporal 
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reference. In Laurentian French, negative contexts highly favour the inflected future. 
By contrast, King and Nadasdi’s (2003) study of Acadian French showed that sen-
tential polarity plays no effect on variant choice. Despite the overwhelming effect of 
the polarity constraint in the expression of future temporal reference in Laurentian 
varieties, there is no adequate explanation in the literature to account for its mecha-
nism, although some suggestions have been put forward. For instance, some stud-
ies (Deshaies & Laforge 1981; Jeanjean 1988) have proposed that the association of 
negative contexts with the inflected future is a result of the inflected future’s seman-
tics, specifically its use is due to the hypothetical nature of the event.  Laurendeau 
(2000) argues that the association is due to the  nonassertion of the future eventual-
ity, that is, both negative contexts and the inflected future entail a nonassertion of 
the realization of the future event. However, Poplack and Dion (2009) reject this 
explanation due to the fact that it does not account for the absence of the inflected 
future in other contexts of nonassertion nor does it explain why the periphrastic 
future is largely absent from negative contexts. While Wagner and Sankoff (2011) 
do not agree with Laurendeau’s claim that the inflected future expresses a particular, 
inherent meaning, they argue that there is a link between negative contexts and 
contingency, perhaps due to the irrealis modality expressed by both.

Other possible explanations have been put forward in the literature. To account 
for the near-absence of the periphrastic future in negative contexts, Poplack and 
Dion (2009) cite an earlier study by Jarmasz (2007) who sought a possible struc-
tural explanation. This is based on the premise that the semi-auxiliary aller and the 
lexical verb cannot have any intervening material, including the negative marker 
pas. In the case of the inflected future, the negative marker follows the inflected 
verb and so there is no intervening matter. Jarmasz considers the possible effect of 
other intervening material, such as object clitics, both direct and indirect, adverbs, 
and the negative marker pas. However, she found that the periphrastic future is 
favoured with all types of intervening material with the exception of negative 
markers. Thus, Poplack and Dion conclude that the association of negative con-
texts with the inflected future cannot have a structural explanation. However, I 
argue in the present study that the association between the inflected future and 
negation is, in fact, due to the particular structure of negation in Laurentian 
French. The comparison with Acadian French allows us to see how a structural 
property of the negation system of Laurentian French can account for the polarity 
effect, a constraint for which a sufficient explanation has eluded us thus far.

5.   Quantitative results

The overall distribution of the variants in the Baie Sainte-Marie Acadian French 
data is presented in Table 5. As the results show, the periphrastic future is used at 
higher rates than the inflected variant.
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Table 5. Overall distribution of the future temporal  
reference variants in Baie Sainte-Marie Acadian French

N= Rate

Periphrastic Future 337 60%
Inflected Future 222 40%
Total 559 100%

Beyond the overall rates of occurrence, a detailed statistical analysis of the poten-
tial conditioning factors provides a better understanding of the linguistic system. 
The 559 tokens were analyzed in various combinations using Goldvarb X (Sankoff, 
Tagliamonte & Smith 2005) to determine the best model of the variation, shown 
in Table 6.

Table 6. Linguistic factors constraining choice of the periphrastic future  
in Acadian French

Input: .615
Log-likelihood: −361.955
Significance: 0.036

Temporal Distance Factor Weight % Periphrastic Future N=

Within the hour .67 77.9% 77
Longer than a year .53 63.2% 38
Longer than a week .46 55.4% 56
Within the day .42    50% 44
Within the week .32 38.8% 49
Range 35
Adverbial Specification
Absent .52 64.7% 419
Present .41 47.1% 140
Range 11
Not selected as significant: Certainty, Polarity.

As Table 6 shows, two factor groups are statistically significant for Baie Sainte-
Marie Acadian French, temporal distance and adverbial specification.20 However, 

.  For a detailed discussion of the effects of temporal distance and adverbial specification 
in Baie Sainte-Marie Acadian French, see Comeau 2015.
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what is relevant for the present paper is that sentential polarity does not condition 
variant choice in this variety of French. This result is in line with King and Nadas-
di’s (2003) findings for the Newfoundland and Prince Edward Island varieties and 
it further confirms a difference between conservative varieties of Acadian French 
and Laurentian French in terms of the polarity constraint. Section 5.5 provides a 
formal account of this difference.

5.5   Formal analysis of polarity and the future temporal reference variable in 
Canadian varieties of French

The quantitative results for Baie Sainte-Marie Acadian French show that, along 
with the yes/no questions variable, the polarity constraint does not influence vari-
ant choice for the future variable either, despite its overwhelming effect in Lau-
rentian French. Although there have been numerous attempts to account for the 
polarity constraint, there remains to be a satisfactory explanation of its effect on 
the future temporal reference variable. The methodological approach proposed 
in this paper is that the comparison of a single constraint across multiple soci-
olinguistic variables allows us to uncover structural differences between related 
varieties. Again, I argue that the particular pattern of polarity (i.e. operative in 
Laurentian French for two variables, but not operative in Acadian French) results 
from a single structural difference between the two varieties.

In Laurentian French, the periphrastic future is almost non-existent in nega-
tive contexts while the inflected future varies with the periphrastic future in affir-
mative contexts. This unequal distribution of the variants has led some researchers, 
such as Wagner and Sankoff (2011) and Sankoff, Wagner and Jensen (2012) to 
exclude negative tokens entirely from their analysis, instead choosing to focus on 
the affirmative contexts. Thus, what needs to be accounted for is the disfavouring 
of the periphrastic future in negative contexts in Laurentian French, but not in 
Baie Sainte-Marie Acadian French.

Some generative work on the French periphrastic future (e.g. Rowlett 2007) 
has argued for a biclausal analysis of the periphrastic future with aller as a sub-
ject-raising verb, as shown in Figure 4. According to this analysis, aller is in the 
higher clause (higher TP) and the lexical verb is in the lower clause (lower TP). In 
subject-to-subject raising constructions, we assume the subject of the embedded 
clause raises to the matrix clause in order to occupy the structural subject position 
despite the fact that it received its thematic role from the embedded clause verb. 
This analysis is reflected in the structure in Figure 4 in which Jean raises from the 
lower TP (Spec, vP) to occupy the subject position in the higher TP (Spec, TP).

As Figure  4 shows, the biclausal analysis of the French periphrastic future 
entails two separate TPs; the higher one hosts aller while the lower one is an infini-
tive clause with the lexical verb, in this case manger ‘to eat’.
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TP

Jeanj T

vai T <ti> TP

<tj> T

T vP

<tj> v

v VP

manger la pomme.

T VP

Figure 4. A biclausal structural representation of the French periphrastic future

Evidence for the biclausal structure of the periphrastic future can be found in 
the distribution of object clitics. The position of object clitics with a periphrastic 
future construction provides evidence that they are located in a lower position 
than aller, which suggests that they are attached to the lower clause T, as shown in 
(48) and represented in Figure 5.

 (48) Je vais le manger.
  ‘I am going to eat it.’

Examples like (48) show that the object clitic attaches to something lower than the 
matrix clause T since a sentence with the object clitic attached to the matrix clause 
T results in an ungrammatical sentence, as shown in (49).

 (49) *Je le vais manger.

Since object clitics point to the presence of an embedded clause T, this suggests 
that the French periphrastic future is biclausal rather than monoclausal.

If we consider the other future variant, the inflected future, I argue that the 
structure is monoclausal, as evidenced by the example in (50).

 (50) Je le mangerai.

With the inflected future, there is one T and object clitics surface in a position to 
the left of the lexical verb, which suggest that they cliticize onto the T that also 
hosts the lexical verb inflected for the future tense.
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Now that I have established that the periphrastic future construction involves a 
biclausal structure while the inflected future involves a monoclausal structure, we 
can examine how this affects the interaction of negation with the expression of 
future temporal reference. The differences between the Acadian and Laurentian 
negative structures have different consequences in terms of what can attach to the 
matrix clause verb aller. I argue that the matrix clause aller, in both Laurentian 
French and Acadian French, selects a TP as a complement and that this results 
in a biclausal structure. In terms of checking theory, we could posit that aller 
bears an uninterpretable feature specified for T which must be satisfied (i.e. the 
featural specification of aller would look like [V, uT, …]). In order to satisfy this 
[uT] feature on aller, it must merge with a TP clause. However, recall that Lauren-
tian French negative structures have a negative head above the TP, a head that is 
often not spelled out (shown in Figure 2). I argue that the presence of this head 
interferes with the checking relation between the T head of the embedded clause 
and the matrix clause aller. Thus, the presence of the negative head above TP in 
Laurentian French results in an ungrammatical structure. In contrast, there is no 
negative head above the TP of the embedded clause in Acadian French (as shown 
in Figure 3) so aller can successfully merge with the embedded clause.

As was the case with the yes/no questions variable, we should also be able to 
account for the presence of the periphrastic future in negative contexts. As was 

TP

Jej T

vaisi T <ti> TP

<tj> T

lek + T vP

<tj> v

v VP

manger <tk>.

T VP

Figure 5. A biclausal structural representation of the French periphrastic future with an  
object clitic
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the case with the yes/no questions variable, there are relatively few periphrastic 
future tokens in negative contexts: Poplack and Dion (2009:573) report a rate of 
3.2% of periphrastic futures in negative contexts in the Ottawa-Hull corpus and 
1.3% in the Récits data.21 Again, I maintain that we could account for the variabil-
ity by positing that negative structures in Laurentian French involve alternation 
between a pas lexical item which requires a negative head above the TP and one 
which does not (with the former being selected at least 90% of the time in most 
Laurentian varieties). The fact that negation in Laurentian French is overwhelm-
ingly expressed with a negative head is thus reflected by the strength of the polarity 
constraint operating on the two grammatical variables, yes/no questions and the 
expression of future temporal reference.

If the presence of the negative head interferes with the checking operation 
between aller and the embedded clause TP in Laurentian French, why is it that 
other intervening material does not? As noted in Section 5.3, Poplack and Dion cite 
Jarmasz’s work as to whether it is the fact that negation intervenes between aller and 
the lexical verb causes a problem. However, they consider the presence of object clit-
ics and adverbs. With regard to those two types of intervening material, I argue that 
they do not cause a problem with regards to the selection of the embedded clause 
TP since, in the case of object clitics, these are attached to the embedded clause TP 
and so are not considered an intervening head for checking. With regard to the 
presence of adverbials, again, I argue that these are non-argumental materials that 
do not interfere with the selection of the embedded clause TP. As such, it is not the 
fact that there is intervening material, but precisely because there is an intervening 
negative head that the negative periphrastic future structure in Laurentian French 
crashes. This analysis captures the fact that it is specifically the negative head that 
causes a problem in terms of the structure of the periphrastic future in Laurentian 
French, but that other intervening material do not. With regard to Acadian French, 
the lack of a polarity effect results from the fact that negation is structurally dif-
ferent from the Laurentian French negative structure. This structural difference, I 
argue, is at the root of the multiple polarity effects observed across variables.

.   Conclusion

The analysis presented in this paper integrates aspects of both formal generative 
theory and comparative sociolinguistics. Specifically, I argue that the comparison 

1.  Studies of other varieties of Laurentian French (Blondeau 2006; Wagner and Sankoff 
2011) report similar rates, with the exception of Grimm (2010:88) who reports 26% of nega-
tive tokens to be of the periphrastic future, which he interprets as a recent change.
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of a single constraint, rather than a single variable, can shed light on structural dif-
ferences between varieties. While this paper contributes to the comparative socio-
linguistics approach, it also contributes to the field of sociosyntax, that is, efforts 
to integrate formal theories of grammar with variationist sociolinguistics. While 
numerous studies point to various mechanisms that might account for variabil-
ity, the analysis presented in this paper shows that by extending the comparative 
sociolinguistics approach, we can uncover aspects of the syntactic structure of the 
varieties under investigation. Thus, the present paper’s methodology provides an 
empirical basis for understanding structural differences between varieties of the 
same language or of potentially different languages as well.

Furthermore, this paper contributes to work on French sociolinguistics more 
generally in that it seeks to provide a description of the syntax of negation for two 
varieties of French. While both yes/no questions and the expression of future tem-
poral reference are widely studied variables in French, there has been a lacuna in 
terms of adequately explaining the effect of polarity for these two sociolinguistic 
variables. The analysis presented in this paper argues that the polarity effects result 
from differences in the syntax of negation.

With regard to potential future avenues for this approach, we might consider 
what other grammatical variables might show the effect of the structural differ-
ence between varieties. In addition, studies of other varieties of French would 
provide an important testing ground for the approach presented in this paper. If 
the analysis proves correct, we would expect other varieties of French to pattern 
similarly for both yes/no questions and future variables (i.e. either the polarity 
effect is operative for both variables or it is not). Another potential avenue for 
further research is the diachronic study of both variables in French to see whether 
the polarity constraint becomes ‘online’ for the two variables at the same point in 
time. While the comparative-constraint approach proposed in this paper warrants 
further testing, I argue for the importance of data-driven formal accounts in the 
analysis of grammatical variation.
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Variant-centered variation and  
the like conspiracy

Aaron J. Dinkin
University of Toronto

The conventional methodology of variationist linguistics foregrounds the variable 
as the object of study: each variant is situated in the envelope of variation against 
the other variants it competes with. This paper argues that it is necessary to look 
beyond the context of the alternations a variant participates in in order to get a 
full picture of the factors affecting variation. The multi-functional variant like is 
used as a case study to illustrate the value of a variant-centered analysis: the fact 
that several distinct variables are all simultaneously changing toward the variant 
like suggests that a variant can be targeted for change across multiple variables, 
parallelling Campbell-Kibler (2011)’s model of the variant as the carrier of 
sociolinguistic meaning. It is conjectured that the set of changes toward like can 
be explained as a top-down discursive change targeting like as an indicator of 
vague literality, a function it retains in multiple distinct variable contexts.

Keywords: like, locus of linguistic variation, conspiracy, variationist theory, 
sociolinguistic change, discursive practice, envelope of variation

1.   Variables and variants in variationist theory

The central object of study in variationist linguistics is traditionally the linguistic 
variable – a fact that is less tautological than it sounds. The concept of the vari-
able was formalized by Labov (1966:13) as “a class of variants which are ordered 
along a continuous dimension and whose position is determined by an indepen-
dent linguistic or extra-linguistic variable”, but articulated much more loosely 
in its most general formulation by Chambers & Trudgill (1980: 50) as “socially 
different but linguistically equivalent ways of doing or saying the same thing”. 
Implicit in both of these definitions is a model of how linguistic variation is pro-
duced: the speaker begins with some “thing” that they wish to linguistically do 
or say; and various social, stylistic, and internal factors probabilistically influence 
their choice between the several possible variants that constitute the “equivalent 
ways” of doing so. The fundamental methodological principle that defines the 
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study of the variable is the principle of accountability (Labov 1972): in order to 
study the factors that condition variation, we must enumerate not only all tokens 
of the variant of interest, but also all tokens of the other variants with which 
it competes, in order to accountably calculate how frequently speakers use one 
variant when they could have used a different one, and thus what factors influ-
ence the choice between variants. As Campbell-Kibler (2011) notes, this principle 
“places the paradigmatic relationship of the variable at the heart of the variation-
ist enterprise.” Language change, in the variationist tradition, is conceptualized as 
a change in the frequency of one variant or another as a percentage of instances 
of a given variable – i.e., as a change among which of the “equivalent ways” are to 
be used for “saying the same thing”.

It is widely noted (e.g., Lavandera 1978, Dines 1980, Buchstaller 2009, Pichler 
2010) that the principle of accountability is more challenging to apply to varia-
tion in discourse-pragmatic elements than to low-level phonological or morpho-
logical variation, chiefly because it is more difficult to delimit the set of alternative 
variants that the variant of interest competes with. While alternate phonological 
realizations of a single morpheme, or phonetic realizations of a single phoneme, 
can be regarded fairly concretely as multiple ways of saying the same thing, a dis-
course element may have a wide spectrum of semantic, pragmatic, and grammati-
cal functions; two discourse elements may overlap in some of those functions but 
not in others, making it difficult to determine to what extent or in what contexts 
they instatiate ways of “doing or saying the same thing”. However, accountability 
of some sort is still necessary for a variationist analysis of discourse-pragmatic 
elements, quantitatively reckoning the frequency of use of some variant in com-
parison to the set of instances in which it could have been used but wasn’t. Pichler 
(2010) outlines various ways this has been undertaken in different studies: for 
example, two elements or constructions may be identified as representing the 
same variable if they just share the same semantic or pragmatic function, or they 
may also be required to conform to a common structural template. When it is not 
feasible to “close the set” of variants in this way, researchers may simply calculate 
the frequency of a variant of interest per, for example, thousand words of speech; 
but this is recognized as a substitute for variable-based accountability.

A recurring theme in variationist linguistics is the exploration of what the 
nature of the choice between variants is – where in the grammar (or outside of it) 
such choices are situated, and how they relate to each other. Wallenberg (2013) 
spells out the object of study in this research program very concisely: “at some 
point in the derivation, the speaker reaches a decision-point”; research on this 
topic focuses on establishing when in the derivation this takes place, and exactly 
what the nature is of the options that the speaker is choosing between. For exam-
ple, Rickford et al. (1991) explored the empirical and methodological bases for 
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the hypotheses that deletion, contraction, and retention of the copula in African-
American Vernacular English are three variants of a single variable – i.e., a single 
choice made between three variants at a single point in the grammatical deriva-
tion – or two variable processes that feed or bleed each other in one order or 
another; Guy (1991) conceptualized (TD)-deletion as a phonological process that 
operates at specific points in the phonological derivation. More recently, Tam-
minga (2014a) has explored whether (TD) or (ing) variation in monomorphemic 
words is structurally the same variable as it is when (TD) or (ing) constitutes an 
affix; MacKenzie (2013) argues that auxiliary contraction is a conflation of two 
distinct variable processes; and Wallenberg (2013) contends that different types 
of morphosyntactic variation are instantiated by the same type of grammatical 
mechanism. What all of these studies have in common is a focus on examining 
variables that have sociolinguistic meaning of some kind and establishing what 
processes in the grammar create the variability they exhibit.

Wolfram (1991:29), however, argued “that the formal display of linguistic pro-
cesses and the display of social and linguistic covariation are not inherently tied 
together in the most revealing sociolinguistic description” – i.e., that explaining 
the grammatical processes that produce sociolinguistically-conditioned variation, 
theoretically enlightening though it might be, is not necessarily relevant to the 
social meaning the variable exhibits or the social conditioning on its variation.1 
The linguistic variable as a sociolinguistic entity, Wolfram argued, is better con-
ceptualized as “a convenient, largely heuristic construct” for describing how vari-
ants are correlated with social factors, and the social meanings associated with 
variants may be independent of the structure of the grammatical processes that 
produce them: “this revealing sociolinguistic profile is free to cross different… 
phonological processes”. Thus from this perspective, the variable per se cannot 
simultaneously be defined as a “decision-point”, in Wallenberg (2013)’s terms, and 
be characterized as an entity that is potentially subject to sociolinguistic evalua-
tion; there is no guarantee that those two descriptions apply to the same things.

Labov (1993) makes a related point with his “Interface Principle”: “Members 
of the speech community evaluate the surface forms of language but not more 
abstract structural features”2 such as “phonemic contrasts, rule ordering, or the 

1.   Wolfram was discussing specifically the theoretical paradigm of variable generative-style 
rules, which is now out of fashion; but his basic argument extends beyond that paradigm to 
accounts of the grammatical structure of variation in general.

.   Meyerhoff (2001) and Buchstaller & Levon (2014) interpret this as meaning that mor-
phosyntactic variables such as subject-verb agreement cannot be subject to sociolinguistic 
evaluation; under this interpretation the Interface Principle is clearly false. However, the more 
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direction or order of variable constraints.” In other words, although dialects, speak-
ers, or utterances may differ from one another in terms of what abstract structures 
and grammatical rules are employed, those structures and rules themselves are not 
subject to sociolinguistic evaluation – only the surface-level visible features of the 
utterances they produce are evaluated.3 For example, although the phonetic imple-
mentation of the vowel phoneme in the word caught may be subject to evaluation 
and have social meaning attached to it, the fact of whether or not the phonemic 
inventory contrasts the phoneme in words like caught with that in words like cot 
is not itself directly sociolinguistically evaluated. This echoes Wolfram’s concern 
that the formal production-based model of the sociolinguistic variable does not 
capture the entity that undergoes sociolinguistic evaluation: though a speaker 
might employ a phonological process to replace -ing with -in’ in some words, and 
a morphological process in other words, what is subject to sociolinguistic evalua-
tion (according to this argument) is whether -in’ is actually produced, not whether 
the morphological process is employed or whether the phonological process is 
employed. Thus the actual variable grammar itself plays the role of the “more 
abstract structural features” alluded to by Labov (1993).

Campbell-Kibler (2011) goes a step farther than this with her finding that 
the social meanings associated with competing variants such as -in’ and -ing need 
not even be complementary to each other. She compares listeners’ sociolinguistic 
judgment responses to three matched guises: one using -ing, one using -in’, and a 
null guise in which it was impossible for the listener to tell whether -in’ or -ing was 
used. She finds that the difference between listeners’ judgments of the -in’ guise 
and the null guise is not simply the inverse of that between the -ing guise and the 
null guise; for example, the use of -ing made a speaker sound more intelligent and 
articulate than the null guise, but the use of -in’ did not make the speaker sound 
less intelligent. In other words, the social meaning a listener extracts from hearing 
-ing is not simply the opposite of the social meaning extracted from hearing -in’. 
The two variants are found to have social meanings that are formally independent 
of each other, even though the speaker produces them strictly as alternatives to 
one another.

What this means, essentially, is that sociolinguistic perception does not respect 
the principle of accountability in the way that sociolinguistic research does. In order 

generous interpretation I use here, where the division is between surface-visible features on 
the one hand (which may be phonological, syntactic, lexical, etc.) and on the other hand the 
underlying abstract rules, contrasts, and constraints which produce them, I believe has value.

3.   A similar principle probably applies to determine what features can be the subject of 
dialect diffusion; cf. Labov (2007).
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to conduct an accountable variationist analysis, we must situate each variant in com-
parison to the other variants with which it competes, and it is in the context of such a 
comparison that we as researchers generally try to evaluate the social meaning of one 
variant versus another. But apparently the listener does not do that – i.e., it seems 
that the listener does not determine the social meaning of -in’ on the basis of its 
status as an alternative to -ing, but rather as a form on its own terms that has its own 
social meaning. Thus, in Campbell-Kibler’s analysis, the variant, not the variable, is 
the entity to which social meaning is attached. This conclusion is in a sense just a 
more developed form of Labov’s Interface Principle: if the object of sociolinguistic 
evaluation is “the surface forms of language but not more abstract structural fea-
tures,” as Labov puts it, we can construe the very fact that -in’ exists in covariation 
with -ing to be one of those abstract structural features. The surface form is simply 
-in’, not the choice of -in’ over -ing, and it is the surface form that carries social 
meaning. This also echoes an observation by Dines (1980) that discourse variants 
can sociolinguistically index characteristics like class and style, even though (as dis-
cussed above) it is not always possible to establish exactly what other variants a given 
variant is competing with. If a variant can have clear social meaning even when its 
role as an exponent of a specific variable is obscure, this supports the hypothesis that 
the variant, not the variable, is where sociolinguistic meaning is situated.

The discussion above invites the following question: what happens when a sin-
gle apparent surface form acts as a variant of multiple distinct variables?4 If it is in 
the variant itself that sociolinguistic meaning is situated, rather than the variable’s 
contrast with covariants, that would seem to predict that a single surface variant 
should have the same social meaning regardless of what variable it instantiates. This 
prediction does not hold, as Labov (1993) notes, at least in the case of phonetic and 
allophonic variation. Labov observes that the social meaning of a sound depends 
on what phoneme it instantiates: for example, although the diphthong [iə] in the 
word mad may be negatively evaluated in New York City, the same sound in the 
word idea is not. Thus the “surface form” subject to evaluation in such cases is “the 
realization of a particular sound in a given position in a general class of words: in 
other words, allophones.” In other words, at least in a case where the same sur-
face variant is an exponent of two phonological variables with different underlying 

.   This question itself has two different interpretations, depending on whether the variable 
is construed in terms of Wallenberg (2013)’s “decision-point” or Wolfram (1991)’s “heuristic 
construct”. If Tamminga (2014a) is correct that -in’ in walkin’ and -in’ in mornin’ represent two 
different variable processes in the grammar, we could ask whether it’s possible for those two 
-in’s to have different social meanings even though they represent examples of a single vari-
able from the heuristic-construct point of view. For the sake of simplicity, we shall focus on 
variables in the Wolfram sense for this discussion. 
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representations,5 we expect the social meaning of the variant to be contingent on 
the fact that the variant is instantiating a particular variable. So what is subject to 
social evaluation in this case is the surface variant considered in relation to the 
underlying structure it represents (even if, according to  Campbell-Kibler 2011, not 
the comparison between that variant and its covariants).

For discourse variation, however, the question seems thornier. It may be the 
case that a variant’s social meaning can depend upon its status as an exponent of a 
specific variable; but discourse variants may be highly multi-functional, so that it 
is not always possible to compactly define what variable they instantiate. In these 
cases, does the social meaning the listener extracts derive from the variant’s status 
as an exponent of a specific, if nebulous, linguistic variable? Or does the social 
meaning attach merely to the variant itself – and, if so, does that extend into con-
texts in which variable exponence is more well-defined? These questions, inspired 
by Campbell-Kibler (2011)’s result, illustrate the kind of questions that are raised 
by treating variants, rather than variables, as the object of sociolinguistic analysis.

Thus the goal of this paper is to synthesize several strands of thought on the 
relationship between sociolinguistic variables and their variants, in order to argue 
that analysis centered on variants rather than variables may have a greater role to 
play in sociolinguistics. As a case study to explore what variant-centered analysis 
may be able to contribute, we will focus on a particular surface variant that can 
instantiate several different variables, including discourse variables: the word like.

.   The many functions of like

The word like has a wide variety of lexical, grammatical, and discourse functions 
in contemporary English, many of which are involved in variation and/or change. 
Although there is an enormous amount of variationist research on some of like’s 
functions, the relationships between these functions have implications for the gen-
eral theory of linguistic variation and the nature of the variable in ways that have 
not necessarily been fully explored.

D’Arcy (2007) catalogues the various functions of like, with the aim of rebutting 
what she describes as a popular “language myth” that “like is just like; that is, there 

5.   Mad vs. idea is not an example of this, since the [iə] in idea does not itself represent a 
variable. However, an example of this type of situation can be found in Boston, where the long 
monophthong [a:] is a variant of both the broad-a variable (in which it covaries with [æ] in 
words of the bath class) and the rhoticity variable (in which it covaries with [aɹ] in words of 
the start class). 
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is one like that is recycled repeatedly” (p.388). She divides like into five “grammati-
cal” (i.e., standard and “largely unremarkable”) functions, listed in (1a–e) below, 
and four “vernacular” functions that “are largely restricted to informal discourse”, 
shown in (1f–i).

 (1) a. verb: I don’t really like her that much.
  b. noun: the likes of all great fighters
  c. adverb:6 It looks like a snail.
  d. conjunction: It felt like everything had dropped away.
  e. suffix: something stroke-like
  f. quotative complementizer: He was like, “That’s an upside.”
  g. approximative adverb: to go like thirty miles
  h. discourse marker: Like she’s a space cadet.
  i.  discourse particle: They had like scraped her. (D’Arcy 2007)

D’Arcy categorizes the functions of like chiefly in terms of the syntactic roles they 
play; for example, the difference between discourse markers (1h) and discourse 
particles (1i) is diagnosed by whether the like in question appears clause-initially 
or clause-medially.7 Blondeau & Nagy (2008) decompose the “conjunction” (1d) 
category into two distinct syntactic classes, as shown in (2): they classify the func-
tion in (2a), in which like covaries with as, as syntactically a conjunction, but the 
function in (2b), in which like covaries with as if and as though, as a complemen-
tizer. Brook (2014) uses the term “comparative complementizer” for function (2b).

 (2) a. conjunction: Winston tastes good, like a cigarette should.
  b.  complementizer: She feels like her friend deserves the job more.
   (Blondeau & Nagy 2008)

López-Couso & Méndez-Naya (2012) draw a further distinction, between like’s 
function of introducing adverbial clauses of Similarity, as in (2a), and a distinct 
function introducing clauses of Comparison demonstrated in (3). Although (3) 
might belong to the same syntactic category as (2a), it has not only a different 
semantic function but a distinct set of covariants: in (2a), like competes with as, 
whereas in (3) it competes with as if and as though (as it does in 2b).

 (3) conjunction: They look at me like I’m dirt.
   (López-Couso & Méndez-Naya 2012)

.   Although D’Arcy labels this function of like as an “adverb”, it looks like a preposition to me.

7.   There is also a somewhat older clause-final discourse like of British origin, as in You’d hit 
the mud on the bottom, like (D’Arcy 2005: 4, 66, and passim; Romaine & Lange 1991). D’Arcy 
describes this use of like as obsolescent, though it apparently remains robust in at least Irish 
English (Kallen 2013: 191).
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In any event, it is clear that the word like has a broad range of standard and 
 vernacular functions. In those functions that are variable, it possesses different 
sets of covariants: for example, the approximative like (1g) covaries with about; 
the quotative be like (1f) covaries with other quotatives such as say; the discourse 
marker (1h) arguably covaries with other discourse markers such as I mean and 
you know;8 and so on.

With the exception of the verb (1a), all of these functions of like have a com-
mon etymological source and continue to share a “semantic core” (Jucker & Smith 
1998: 184), as will be discussed in more detail below. The presence of a synchronic 
semantic relationship is a frequent criterion for judging two senses of the same 
surface word-form to represent a single polysemous lexical item, rather than two 
lexically distinct words that are only coincidentally homophonous (Panman 1982, 
Blank 2003). This seems to justify regarding all but (1a) as diverse functions of 
a single versatile function word like (contra Drager 2011 and Tamminga 2014b, 
who seemingly presuppose them to be coincidental homophones). Labov (1993) 
identifies the lexical item, as a class, as one of the types of variant to which social 
meaning can be attached. This lexical item like therefore appears to be a prime 
example of a single variant that instantiates multiple distinct linguistic variables, 
whether “variable” is defined from the top-down perspective of Wolfram (1991) 
or the bottom-up perspective of Wallenberg (2013); and thus the myth that “like 
is just like” is rebutted.

The fact that the different functions of like participate in different variable 
systems means that standard variationist methodology requires treating them 
separately. For instance, Ferrara & Bell (1995) state, in discussing the quota-
tive like, that the discourse particle like belongs to “an altogether different vari-
able” and therefore “is not the subject of this study” (emphasis theirs); D’Arcy 
(2005:29), in discussing the discourse particle, states that “quotative be like forms 
no part of this investigation”. A typical variationist study of like is thus careful to 
circumscribe the variable context at issue, establish if possible which other vari-
ants compete with like in this particular variable context, and dismiss the other 
potential functions of like as not directly relevant to the constraints on variation 
affecting the like under discussion.

8.   According to D’Arcy (2007:394), these alternate discourse markers “can often be felici-
tously substituted for like without affecting the epistemic stance of the utterance”. However, in 
her own analysis, D’Arcy (2005) applies the principle of accountability merely by comparing 
the presence of the discourse marker and particle like against its absence (in various syntactic 
frames), rather than against specific competing variants.
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Although the different incarnations of like are functionally different and par-
ticipate in distinct systems of variation, it is well known that many of them are 
connected both synchronically and diachronically. D’Arcy (2005:ch.3) argues 
that the discourse marker like originated from grammaticalization of the prep-
osition and conjunction functions of like;9 and she shows (2005:ch.8, 2008) via 
an apparent-time analysis how the sentence-medial discourse particle originated 
as a syntactic generalization of the discourse marker, and has penetrated further 
and further into the structure of the sentence over the course of the past several 
decades. Romaine & Lange (1991) argue that quotative like originated as a special-
ized function of the discourse particle, and that “the meanings of ‘approximative’ 
and ‘similarity’” associated with standard functions of like such as (1c) “have con-
tributed to both the discourse uses of like” (p.245). Buchstaller (2013:17ff) shows 
that be like serves as a template for creating additional novel quotatives based 
on different discourse particles, such as be kinda, indicating that like’s status as a 
discourse particle remains synchronically relevant to its use as a quotative. And 
although D’Arcy (2006) argues convincingly (contra Andersen 2001: 260 and oth-
ers) that the approximative function of like is synchronically syntactically distinct 
from the discourse particle, it is nevertheless possible for an individual token of 
like to be ambiguous between the two readings, since both the approximative and 
the discourse particle can appear in NP-initial position; these two functions can 
thus fade into each other.

However, what D’Arcy (2007) refers to as the “like is just like” myth is not these 
synchronic and diachronic linguistic connections between the different functions 
of like, but rather what she perceives in the media as “a tendency to talk of like as 
a single, monolithic entity.” Examples of this tendency are not hard to find on the 
Internet. Shepherd (2011), in a blog post entitled “You, Like, Need to Stop Using 
the Word ‘Like’”, conflates quotative like with “randomly inserting the word ‘like’ 
where it doesn’t belong” and describes it as untranslatable (instead of correctly 
perceiving it as roughly synonymous with say). Tracy (2013), writing for The New 
Republic, in critiquing Metcalf (2013)’s defense of quotative like, segues from the 

9.   Jespersen (1942:417–18) argues that the old-fashioned clause-final discourse like (see 
Note 7 above) originates from the suffix -like exemplified in (1e). D’Arcy (2005:64) disputes 
this analysis, in part on the grounds that it “contradicts the hypothesis of unidirectionality” in 
grammaticalization. However, I note in passing that the origin Jespersen ascribes to clause-
final like is exactly equivalent to the undisputed origin of the clause-final discourse element 
ish, as in Tomorrow’s an easy day, ish (cf. Diertani 2011§5.2.5, who uses ish as part of an argu-
ment against the unidirectionality hypothesis). The case of ish suggests that the hypothesis 
of an adjectival suffix becoming a sentence-final adverbial discourse marker is not quite as 
implausible as D’Arcy suggests.
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quotative to the discourse functions of like in order to condemn the former by 
association with the latter. Wasko (2011) cites a taxonomy of like functions by 
Balistreri (2003) in which discourse, quotative, and approximative functions of 
like are jumbled together under some of the same headings. And of course Frank 
and Moon Zappa’s 1982 song “Valley Girl”, which often appears in discussions of 
like and stereotypes associated with it, uses like in both its discourse and quota-
tive functions. D’Arcy (2007) demonstrates that, although quotative like may have 
originated as a “Valley Girl” innovation, the other vernacular functions of like have 
a much longer history – and thus stereotyping them all as originating with the 
Valley Girls is itself another example of conflating multiple functions of like and 
associating them with a single social evaluation.

Thus, although the vernacular functions of like belong to different variable 
contexts and have different covariants, general commentary on like by non- 
linguists indicates that, in overt evaluation, the different vernacular likes are not 
distinguished from each other, and share sociolinguistic evaluation. In other 
words, the very existence of the “like is just like” myth that D’Arcy (2007) attacks 
is evidence for the hypothesis suggested above on the basis of Campbell-Kibler 
(2011) and Labov (1993) – that it is the variant, not its relationship to other vari-
ants of the same variable, that attracts sociolinguistic evaluation, and if a discourse 
variant participates in multiple alternations in multiple different variable contexts, 
it can still be treated as a single sociolinguistic object. Thus to dismiss “like is just 
like” as a myth, although correct from the variable-centered perspective, arguably 
overlooks an important sociolinguistic fact.

There is another significant generalization that is missed by a variable- centered, 
rather than variant-centered, approach: that each vernacular function of like is 
increasing in apparent time at the apparent expense of its respective  covariants. 
D’Arcy (2007; see also D’Arcy 2005, 2006, 2008; Tagliamonte & D’Arcy 2007) 
demonstrates this using data from Toronto10 for each of the functions (1f–i) – the 
quotative, the approximative, the discourse marker, and the discourse particle – 
but does not really comment on or analyze this seeming coincidence.  Moreover, 
although D’Arcy classifies the comparative complementizer (2b) as one of the stan-
dard functions of like that are “largely unremarkable” and “have long been features 

1.   Apparent- and real-time change toward quotative like in speech communities and 
regions other than Toronto has been documented in a great many studies, including Ma-
caulay (2001) in Glasgow, Dailey-O’Cain (2000) in southeastern Michigan, Ferrara & Bell 
(1995) in Texas, D’Arcy (2012) in New Zealand, and many others. Dailey-O’Cain (2000) also 
demonstrates apparent-time change toward like as a discourse particle and/or marker, as do 
Kastronic (2011) among Québec English speakers and Cheshire et al. (2005) in northeastern 
England. I am not aware of other variationist studies on approximator like.
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of both written and spoken English”, unlike the vernacular functions she discusses 
in detail, López-Couso & Méndez-Naya (2012, 2015) and Brook (2014) find that 
this function of like is in fact also a relatively recent innovation both compared to 
most of the other “standard” functions of like and compared to its covariants such 
as as if and that, and that it is increasing in apparent time at the expense of those 
covariants. Thus at least four or five distinct linguistic variables are all undergoing 
a change toward the very same variant.11

Variable-centered variationist analysis apparently has no explanation for this 
apparent coincidence. If the variable is the basic unit of linguistic variation and 
change, there is no particular reason to expect different variables’ direction of 
change to be correlated with each other – the fact that like is gaining an advantage 
over say and go in the variable context of quotatives has no reason to have any 
relationship with whether like is defeating as if for the role of comparative comple-
mentizer or about for the role of approximative adverb. D’Arcy (2006) even goes 
to some lengths to argue that the different changes affecting like may not even be 
the same kind of linguistic change – like is increasing its frequency as an approx-
imative adverb through simple lexical replacement of about, but as a  discourse 
 particle as a result of an ongoing process of grammaticalization. Why then should 
five seemingly independent variable contexts – fulfilling different grammatical 
 functions, with different sets of covariants, undergoing structurally different types 
of changes – all be changing toward the same variant at roughly the same time? 
In order to truly explain what’s going on with like, it is necessary to link up the 
various functions of like as all playing a role in the same larger change, rather than 
looking at each individual variable context in isolation.

3.   Change beyond the envelope of variation

Aaron (2010) provides a model for looking beyond the envelope of variation to 
explain the change taking place within it. In particular, she discusses a change 
in the marking of future temporal reference in Spanish from the synthetic future 
tense to a periphrastic construction using forms of the verb ir ‘go’. Aaron explains 

11.   Regarding function (2a) of like, the conjunction of similarity covarying with as, to the 
best of my knowledge there are no studies demonstrating a parallel change in this variable. 
However, D’Arcy (2007) and Romaine & Lange (2001) note that this like was regarded as 
nonstandard in the mid–20th century, and a high-profile use of like in the advertising slogan 
Winston tastes good like a cigarette should attracted widespread prescriptivist condemnation. 
Romaine & Lange observe, however, that unlike most of the “vernacular” functions, this use 
of like has been in existence for centuries, and “colloquial speech possibly always favored like.”
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the motivation for this change by examining the functions of one of the two com-
peting variants outside the variable context in which the change is taking place. 
As she puts it (p.14f), following “the standard variationist practice of excluding 
tokens which do not form part of the variable context” (a quotation from Poplack 
& Turpin 1999: 160) would “discard a tremendous amount of explanatory power 
[because] the elsewhere is deeply connected to the here.” In particular, in Aaron’s 
analysis, the change of future temporal reference from synthetic to periphrastic 
marking is intimately connected to a rise in the use of synthetic future morphol-
ogy to indicate epistemic modality. Essentially, as the synthetic future morpheme 
adopts this new non-future function, its old function – future temporal reference – 
begins to be taken over by an alternative variant; the change in future temporal 
marking is connected to the fact that the old synthetic future variant is in the pro-
cess of changing its meaning. Epistemic modality is outside the variable context in 
which the synthetic and periphrastic future variants compete, but the reason for 
the change within the variable context, in Aaron’s analysis, can only be understood 
by looking at the function of the synthetic variant outside that variable context.12

In this analysis, the set of changes involving the synthetic future morpheme 
has the structure of what we would call a chain shift, if it were a phonetic rather 
than a morphosyntactic change.13 In a phonetic chain shift, we find one phoneme 
undergoing some phonetic change and another phoneme moving to occupy the 
region of phonetic space the previous phoneme is vacating. For example, in the 
Northern Cities Shift of the Inland North region of the United States, the trap 
vowel is raised, and the lot vowel fronts toward the previous phonetic value of 
trap.14 The relationship between future temporal reference and epistemic modal-
ity in Spanish is structurally the same as that between trap and lot: as the syn-
thetic future morpheme changes from denoting future temporal reference to 
denoting epistemic modality, another morpheme, the periphrastic future in ir, 
moves in to take over the function that the synthetic future is abandoning.

This analysis is obviously not directly analogous to the question of like. In the 
Spanish future chain shift, the key variant (the synthetic future) is decreasing its 

1.   Lavandera (1978:179) makes the similar observation that a variant’s functions outside 
the envelope of variation can be relevant for explaining its social meaning within the envelope 
of variation: the fact that wiped out ‘exhausted’ is a “more colloquial form” than exhausted may 
be related to the fact that wiped out also means ‘demolished’, and its use to mean ‘exhausted’ is 
more metaphorical.

13.   See Gordon (2011) for a review of the theory of phonetic chain shifting.

1.   For the purposes of this discussion, I am agnostic as to whether this is a push chain (the 
movement in lot causing the movement in trap) or a pull chain (vice versa). Aaron (2010:14) 
seems similarly agnostic as to the order of causation of the changes at issue in her study.
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rate of use for one function (future temporal reference) while increasing its rate 
of use in another (epistemic modality). The case of like, in which multiple differ-
ent variables are changing toward the same variant, is clearly not a chain shift. 
However, what Aaron (2010) provides us is a demonstration that the functions a 
variant performs outside a given variable context can be relevant for explaining a 
change taking place inside that variable context. This is our goal for like – relating 
the changes affecting like in multiple variable contexts to each other.

In the study of phonetic change, it is commonplace for changes affecting two 
or more distinct variables, such as the vowels in trap and lot, to in fact be reflec-
tions of a single broader phenomenon with a single underlying cause; chain shifts 
are merely one of several such types of phenomena. Thus it is perhaps not that sur-
prising that Aaron’s analysis, based on looking outside the envelope of variation to 
explain a morphosyntactic change, prompts a simple analogy with a well-known 
type of phonetic change. It may therefore be desirable to look for a phonetic ana-
logue to the family of changes involving like; the way an analogous family of pho-
netic changes is analyzed and explained could shed light on the best way to analyze 
and explain like.

The most obvious candidate for a phonetic analogue to a change in which mul-
tiple distinct variables change to the same variant is phonemic merger. However, 
while a merger is a change in the relationship between two phonemes (becoming 
one phoneme), it does not necessarily involve two phonemes both undergoing 
change themselves – mergers can and often do take place as a result of one pho-
neme remaining phonetically stable while another changes to converge with it. 
Thus merger is more a result of phonetic change than a type of phonetic change;15 
and phonemic merger in general is unlikely to give insight into the motivation for 
changes taking place in multiple variables simultaneously given that merger itself 
need not involve more than one variable actually undergoing change.

Another possible phonetic analogue for a multiplicity of variables all under-
going the same change at the same time is the phenomenon of parallel shifting: 
multiple phonemes all changing in the same phonetic direction at the same time, 
such as when the front short vowels of trap, dress, and kit all undergo simul-
taneous backing in Montréal English (Boberg 2005) or when the back upgliding 
diphthongs of goose, goat, and mouth all undergo simultaneous fronting in 
Philadelphia and other communities of the Midland and Southern United States 
(Labov et al. 2006). However, Fruehwald (2013:154) argues that the motivation 
for the parallelism of these phonetic changes is that the phonemes that undergo 

15.   Herold (1990) discusses the variety of different types of phonetic and phonological 
change that can all lead to merger; cf. also Maguire et al. (2013) for a review. 
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them share a phonological feature, and it is that feature that is actually undergo-
ing the change – for instance, trap, dress, and kit all share the feature of being 
short front vowels, and the entity that’s changing is the phonetic implementation 
of the feature [–back]. It seems hard to analogize this to the case of like – it seems 
unlikely that there is some abstract grammatical feature that the discourse func-
tions of quotation, approximation, discourse marking, etc. all share in such a way 
that changing that feature in a parallel way for all of these discourse functions 
would converge on the single lexical item like even though they were instantiated 
by different lexical items in the initial condition.

Instead, I suggest that the best phonetic analogue for the set of changes toward 
like is the phonological “conspiracy” – defined by Hock (1991:159) as “modifica-
tions of the phonological pattern… implemented not by a single change, but by a 
number of phonologically quite different processes.” In other words, a conspiracy 
is a situation in which a set of disjoint phonetic and phonological changes take 
place that seem to have no direct phonetic causal connection to each other, united 
only by the fact that they all serve to bring about some phonologically-defined tar-
get state of the language. A well-known example discussed by Hock (1991:161) is 
the so-called Slavic Open Syllable Conspiracy: a number of distinct sound changes 
that are reconstructed between Proto–Balto-Slavic and Proto-Slavic, few of which 
seem directly causally connected to each other, all of which contributed in vari-
ous ways to creating a Proto-Slavic language with no syllable codas. Crist (2001) 
discusses the Slavic Open Syllable Conspiracy in detail, as well as two other con-
spiracies: the elimination of Proto-Germanic *z from Proto–West Germanic, and 
the elimination of the Proto–Indo-European semivowel *j from syllable onsets in 
Greek. A few of the sound changes listed by Crist (2001:34ff) as contributing to the 
Greek conspiracy are shown in (4).

 (4) a. metathesis: *anj > ain
  b. fortition: *j > *dz > zd / #__
  c. fortition: *pj > pt
  d. deletion: *j > Ø / V__V
  e. affrication: *tj > *ts > s / #__

These changes, affecting different environments in which *j could appear, have 
little in common phonetically, except that they all lead to a state of affairs in which 
the semivowel /j/ is absent from syllable onsets. The type of phonetic pressures 
that would lead /j/ to be strengthened to /t/ when preceded by /p/ seem to be 
quite different from those that would lead /j/ to be deleted intervocalically, or to 
metathesize with a preceding /n/. Thus there seems to be no a priori reason to 
expect all of these phonetic pressures to operate in the same language; there is 
certainly no chain-shift pressure or parallel-shift generalization by which they can 
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be jointly explained. In a simple model of a notional form of pre-Greek in which 
these changes were ongoing, we might suppose there existed a variable in one 
variable context in which /j/ covaried with /t/,16 a distinct variable in a different 
context in which /j/ covaried with zero, and so on, and all of these variables hap-
pened to be involved in change in progress in the direction of the non-/j/ variant.

This model seems quite parallel to the situation that obtains with like in mod-
ern English: several distinct variables, which occur in different contexts and in 
which like alternates with different covariants, all happen to be undergoing change 
in such a way as to bring about a common target condition of the language. In 
this case, instead of all changing away from the single variant shared by all these 
variables, the language is changing toward it. So the apparent teleological end state 
toward which multiple variables appear to be conspiring, rather than eliminating 
a phoneme like /j/ from the language, in this case seems to be merely a high fre-
quency of use of the word like.

Crist accounts for phonological conspiracies through the lens of Optimality 
Theory: the reason multiple distinct sound changes all conspire to eliminate /j/, 
for example, is that the real nature of the change occurring in the language was 
an increase in the strength of an OT constraint forbidding the segment /j/ from 
syllable onsets. As the constraint rose in the ranking, the different phonological 
environments in which /j/ existed compensated by eliminating /j/ in whatever way 
happened to be most compatible with whichever other highly-ranked constraints 
were relevant in that environment. It is unlikely that there is any Optimality  Theory 
constraint specifically favoring the use of the word like whose rank in the constraint 
hierarchy is in the process of being promoted in English. However, the general point 
underlying the OT analysis is that linguistic change can be driven by a top-down 
change in what surface-level outputs are preferred, and such a change can reach 
across multiple variable contexts and affect them all as a single causal process; inde-
pendently examining each of the variables undergoing change can miss the broader 
generalization. In the case of phonological conspiracies, the top-down change is a 
change in the phonological grammar. It appears likely that the variant like is being 
targeted by a top-down change, but not one affecting grammatical constraints; in 
the following section, I will suggest that the change  promoting like may be situated 
in the realm of discursive practice. This is a  different character of change than a 

1.   Obviously it is more likely that these changes took place through gradual phonetic move-
ment rather than discrete alternation between the starting and ending states of the change. 
Indeed, the starting and ending states – e.g., /j/ and /t/ – might not have been both within the 
range of variation that existed at a single point in time. This oversimplified discrete model is 
similar enough to the probable gradient reality to get the point across here, though.
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conspiracy sensu stricto; but the analogy with phonological conspiracy serves to 
remind us that what may look like multiple changes affecting multiple variables 
can be reflections of a single phenomenon, and thus that it can be valuable to look 
beyond the envelope of variation of a single variable.

The inference that a particular variant can be targeted for linguistic change, 
irrespective of the variable alternation it participates in, seems like a natural exten-
sion of Campbell-Kibler (2011)’s thesis that the locus of sociolinguistic evaluation 
is the variant, rather than the choice between competing variants within a particu-
lar envelope of variation. If the variant can be the entity that bears social meaning 
(as the persistence of the folk perception that “like is just like” suggests is the case 
for this variant), then we might expect that the variant could also be the entity 
targeted for linguistic or sociolinguistic change.

.   Like as a change in discursive practice

Coupland (2014) propounds a distinction between linguistic change proper and 
sociolinguistic change – the former simply including “changes over time in the 
distribution of formal features of speech”, while the latter encompasses changes in 
the relationship between linguistic behavior and social structure and indexicality. 
For example, if a vernacular variant increases its overall frequency of use from 
one point in time to another, that may be a linguistic change whereby the vari-
ant spreads from vernacular to standard registers and appears more frequently 
in the vernacular register than it used to, without a change in the roles these 
registers play in community speech practices as a whole; or it may be the result 
of a sociolinguistic change whereby vernacular speech styles come to be used 
in more situations than before (while the internal makeup of standard and ver-
nacular speech styles remains the same); or both. As Coupland notes, traditional 
variationist methodology is ill-equipped for distinguishing between the two situ-
ations. Although the current discussion is firmly situated within the domain of 
linguistic change, this distinction between sociolinguistic change and linguis-
tic change parallels the distinction that was the focus of the previous section, 
inasmuch as it distinguishes changes targeting linguistic variables directly from 
changes in the broader structural matrix (whether linguistic or social) in which 
those linguistic variables are embedded. Of the five dimensions of sociolinguistic 
change Coupland identifies, the most relevant to this discussion is that of change 
in discursive practice, the dimension most tightly linked to the “formal makeup 
and distribution of speech styles”.

D’Arcy (2012) has already profitably analyzed some of the prehistory of 
the quotative function of like through the lens of broader changes in discursive 
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 practices. She investigates the diachronic development of quotation over a series 
of corpora of New Zealand English covering 125 years of apparent time, and finds 
that not only has the set of variants used to indicate quotation changed over that 
time (from nearly exclusively say in the oldest corpus to robust variation between 
say, go, be like, etc. in the most recent data), but the discourse functions with which 
quotation is associated have changed a great deal as well. In the earliest corpus, 
quotation is used virtually exclusively to directly report actual speech. Over the 
course of the 20th century, however, the range of pragmatic functions for which 
quotation is employed diversifies markedly, to include quotation of thoughts and 
emotional states, hypothetical speech, non-speech sounds, and others; and it is 
with this diversification in functions that there arises the diversity of forms which 
is so characteristic of modern variationist research on quotation. Thus the well-
known changes in variant choice for quotation are in part explained by broader 
changes in the discursive function of quotation.17 Tagliamonte & D’Arcy (2007) 
report a similar pattern in Toronto English, whereby the percentage of quotations 
that represent internal monologue rises from 8% to almost 30% over the course of 
the 20th century in apparent time, and be like rises to fill that niche.

Can we explain the like conspiracy through a notion of discourse function 
shared across the many different roles of like in the multiple variable contexts it 
appears in? Let’s begin with the function of like as a discourse particle. There appear 
to be two main schools of thought on its discourse function: that it serves as a 
marker of non-contrastive focus (e.g., Underhill 1988, Miller & Weinert 1995); and 
that it functions as a hedge, or indicator of inexact or non-literal speech (Sharifian 
& Malcolm 2003, James 1983, Schourup 1985: 141, Jucker & Smith 1998, Ander-
sen 2001). Although Miller & Weinert portray these two hypotheses as mutually 
incompatible, Fuller (2003) convincingly argues that both hedging and focus are 
within the range of functions the discourse particle like can be used for, and that 
those functions overlap in some utterances; she suggests that the hedge, broadly 
construed, is likely to have been like’s original discourse-particle function. As will 
be seen below, it is the hedging function that bears the closest connection to the 
other uses of like, so it is on this function that I will focus here.

Andersen (2001:256) characterizes this role of like in particularly clear terms 
as marking “non-identical relationship between utterance and thought”, with 

17.  As a very simple example, the rate of use of the variant think increases substantially from 
1% of verbs of quotation to 6% between the first and second corpora. But clearly this change 
in variant distribution is an epiphenomenon of the change in discursive practice toward more 
frequent use of quotation to report thought, rather than direct competition between the verbs 
say and think as “ways of saying the same thing”. 
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glosses such as “‘this is a term which may not be the most appropriate for me to 
use or which is unusual for me to utter’” and “‘I have something on my mind, but 
I don’t know (exactly) how to put it.’” Note the very hesitancy of these glosses; 
they do not license the listener to infer that the speaker is deliberately speaking 
non-literally, but only that the choice of words may be inexact. Thus it seems that 
discourse particle like performs, as at least one of its functions, the job of render-
ing the phrase it is attached to epistemically vague – it is detached slightly from 
commitment to a literal reading without specifically implying that a non-literal 
reading is to be preferred.18 We can refer to this function as “vague literality”. Nor 
has this fact about the discourse function of like escaped folk metalinguistic com-
mentary: an article on Jezebel (Ryan 2011) characterizes like as serving to “make 
us [sound] a little less sure of ourselves”; and poet Taylor Mali (2002) includes like 
(along with such features as uptalk and other discourse markers such as you know) 
in a poem-rant about discourse techniques that express “uncertainty” and lack of 
“conviction”.

Much of the discourse-pragmatic literature on like lumps together under 
the label of “discourse marker” several of the vernacular functions that D’Arcy 
(2006, 2007) makes a point of distinguishing between on variationist and syntactic 
grounds, because they share aspects of this pragmatic force of epistemic vagueness 
or semi-detachment from literal interpretation. Jucker & Smith (1998:191), for 
example, say that the approximative is one example of how the various functions of 
like “can be subsumed under its core function of flagging linguistic expressions… 
as less than literal”; Andersen (2001:260) makes a similar point. This is true of all 
approximatives, of course: i.e., to indicate that a stated quantity is approximate is 
the same as to indicate that the quantity is not to be taken entirely literally. How-
ever, there is some evidence that like embodies vague literality in a more specific 
way than do traditional approximators such as about and approximately. Siegel 
(2002) contends that (5b) is infelicitous as a contradiction to (5a), while this is not 
the case for (6), although, again, D’Arcy (2006) disputes that judgment:

 (5) a. He has like six sisters.
  b. #No, he has exactly six.

18.   Although D’Arcy (2005, 2007) in general does not attempt to gloss the contemporary 
discourse-particle function of like, she does give a gloss for the clause-final discourse like (see 
Note 7 above), which she considers essential to the diachronic development of the present-
day discourse like. She describes clause-final like as “signaling to the listener that the proposi-
tion only resembles or approximates reported events; it is not meant to be taken literally or 
verbatim” (2005:68), which is very similar to Andersen’s gloss of the contemporary discourse 
particle. 
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 (6) a. He has about six sisters.
  b. No, he has exactly six.  (Siegel 2002)

If the judgments presented by Siegel are correct – i.e., if it is more felicitous to 
regard exactly as contradicting about than contradicting like – then the approxima-
tive function of like appears to be pragmatically compatible both with the quantity 
stated being exact and with it being approximate, and the listener is not licensed to 
conclude that approximation is being asserted.19 In other words, it is ambiguous 
with regard to whether approximation is even taking place.

Similarly, it is a well-known fact about quotative like that it can be freely used 
to introduce both direct quotations of actual speech and paraphrases of internal 
monologue and emotional state (e.g., Romaine & Lange 1991, Buchstaller 2013, 
and many others). So for example, a sentence like (7a) is entirely ambiguous with 
regard to whether or not the speaker actually spoke anything aloud, whereas (7b) 
explicitly describes speech and (7c) explicitly describes internal monologue. Thus 
quotative like differs from more traditional quotatives such as say and think in that 
it does not make any direct assertion as to whether the quotation being stated was 
something that was literally said.

 (7) a. I was like, “Gross.”
  b. I said, “Gross.”
  c. I thought, “Gross.”

Like the approximative, the quotative is sometimes described in the discourse-
pragmatic literature as a special case of the discourse marker or particle (e.g. 
Jucker & Smith 1998: 189ff), and its vague literality attributed to that. This is not 
the case for the comparative complementizer like; although it shares a “semantic 
core” (Jucker & Smith 1998: 184) with the discourse marker, it is a syntactically and 
pragmatically distinct entity (cf. Blondeau & Nagy 2008). However, that shared 
semantic core still includes the notion of vague literality. Brook (2014)  discusses 
level of literality specifically as a factor influencing the choice of comparative 
complementizer: for instance, she finds that that and the null complementizer are 
favored for subordinate clauses that are being asserted to actually seem to be the 
case, as in (8a), whereas as if and as though are favored for more metaphorical 

19.   This may merely be a consequence of the like in constructions such as (7a) being syn-
tactically ambiguous between the approximative adverb and the pre-DP discourse particle, 
though D’Arcy (2006) suggests that the discourse particle “rarely” appears in this context. 
However, even if that structural ambiguity is what is causing the ambiguous literality in this 
case, ambiguous literality is still being produced and thus is perceivable as a property of ap-
proximative like.
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 subordinate clauses, as in (8b) (although variation does exist and all variants are 
used for both levels of metaphoricality).

 (8) a. literal: It seems that the boys are sick today.
  b. metaphorical: I feel as though I could eat a boiled alligator.
   (Brook 2014)

López-Couso & Méndez-Naya (2015) echo this in describing as if and as though, 
together with other “minor declarative complementizers”, as specialized for 
“non-assertive matrices, i.e., those that do not claim the truth of the proposi-
tion”. But while López-Couso & Méndez-Naya group like in this category as 
well, Brook (2014) disagrees, arguing that “uniquely [like] is not sensitive to 
the literality of the subordinate clause” – it is more favorable to metaphori-
cal clauses than that is, but more favorable to literal clauses than as if and as 
though. If Brook’s analysis is correct, this function of like mirrors the vagueness 
associated with quotative like: it is equally open to the possibility that the clause 
in question is to be interpreted metaphorically and the possibility that it is to 
be interpreted literally, just as quotative like is equally open to the possibility 
that real speech is being quoted and the possibility that the quotation is only 
metaphorical or figurative.20

Thus the functions of like that have been found to be increasing in apparent time 
all share the pragmatic function of indicating vague or ambiguous literality, along-
side whatever other grammatical, pragmatic, and semantic functions they possess – 
like is overtly equally compatible with both literal interpretations and approximate, 
metaphorical, or figurative interpretations of the constituents it is associated with. 
This is a property of the lexical item like, shared across the several distinct variable 
contexts and grammatical functions in which it appears; it’s not strictly a property 
of its use as a discourse marker or particle even in the broad sense of Jucker & Smith 
(1998), since it applies to the comparative complementizer as well.

The conspiracy of change toward the variant like, then, may be motivated by 
this shared discourse function. In other words, we can conjecture that there has 
been a change in discursive practice toward greater ambiguity in degree of  literality 
in vernacular conversation, and that as a result of this sociolinguistic change (in 
Coupland’s sense), a variant that indexes vague literality gains ground at the 

.   Quotative and comparative-complementizer like are parallel in another way as well: 
despite its ambiguous literality, like has become the primary variant for both metaphorical 
functions, while the more specifically metaphorical as if / as though and think have been 
driven to marginality. In contemporary Toronto, as if represents only 1.4% of comparative 
complementizers, with as though unattested in the corpus (Brook 2014), and think only 4% 
of quotatives (Tagliamonte & D’Arcy 2007). The literal variants that/zero and say remain in 
the 20% range. 
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expense of its various competitors as a set of linguistic changes.21 This hypothesis 
thus unites the changes in multiple variables under the umbrella of a single change 
affecting top-level discourse content, in the same way that Crist (2001)’s account 
of phonological conspiracy unites several phonetic changes under the umbrella 
of a single change in phonological output constraints. The case of like suggests 
that change can be motivated by an individual variant being targeted with its spe-
cific discursive function shared across multiple variable contexts, and thus best 
explained by considering the variant, rather than the variable, to be the fundamen-
tal unit in terms of which change is described.

The point of the discussion in this section, therefore, has been to illustrate the 
connection between variant-centered analysis and the theory of change in discur-
sive practice as a mode of sociolinguistic change: since discourse function can be 
a property of a variant independent of its relationship to the variable context it 
instantiates, changes in discursive practice can motivate changes in variant choice 
in ways that would not be captured by an analysis that remained within the enve-
lope of variation. Variant-centered analysis has thus led us to a concrete hypoth-
esis about the motivation for change, which can be tested in future research.

This argument does not directly answer the question mentioned earlier in this 
paper of whether like has the same social meaning in all the variables it instanti-
ates: although the pragmatic discourse function of a variant and its sociolinguistic 
indexicality are related properties, in that they both constitute social information 
which can be conveyed to the listener over and above the variant’s semantic deno-
tation, they are not the same thing. The persistence of the popular “like is just like” 
metalinguistic belief does support the hypothesis that social meaning of this sort is 
shared across variable contexts to some extent, as discussed above, but addressing 
this question more formally must be the subject of a future paper.22

5.   Conclusion

The aim of this paper has been to synthesize several strands of research in lan-
guage variation and change that have been addressing the same deeper issues, 

1.   This hypothesis proposes an answer to the question posed by Tagliamonte & D’Arcy 
(2007:214) of “why the extant form think was not recycled for the rising option of quoting 
inner monologue” – viz., that be like was selected for its function of flexibly quoting both inner 
monologue and speech, not just for inner monologue alone.

.  Preliminary results of a matched-guise study (Maddeaux & Dinkin to appear) do not 
show significant similarity among the judgments of social meanings for different functions of 
like. This suggests that social indexicality is not sufficient to explain the conspiracy of change 
toward like in multiple variable contexts.
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in some cases without realizing it. Labov (1993) argued that sociolinguistic 
evaluation is associated specifically with surface features, and Campbell-Kibler 
(2011) extended this to show that it is a property of the surface variant, not 
of the variable structure in which it participates. At approximately the same 
time, Aaron (2010) showed that to explain changes within a variable context, 
it can be necessary to look at the role a variant plays outside that envelope of 
variation. In both cases, regarding the variant as an entity on its own terms, 
outside of its paradigmatic relationship to the variable it instantiates, yields 
insights about the structure of variation and change. Coupland (2014) argues 
for a more far-reaching understanding of sociolinguistic change, encompass-
ing more than just changes within a variable context, and D’Arcy (2012) dem-
onstrates that attention to change in discursive practice can explain changes 
taking place within a variable context as well. If we broaden Campbell-Kibler’s 
finding slightly to hypothesize that it is not only social evaluation but also other 
aspects of sociolinguistic and discourse function that inhere to the variant 
rather than the variable, then a change in discursive practice can be attached 
to a single variant, which becomes targeted for change across multiple vari-
able contexts. The precedent of phonological conspiracy in historical linguistics 
offers a parallel insight into how multiple changes in distinct variable contexts 
can be linked by a top-down change in an output target. The multi-functional 
like provides a concrete example of how a variant, rather than a variable, can 
be the sociolinguistically motivated entity driving a linguistic change; and thus 
what D’Arcy (2007) terms the “myth” that “like is just like” in fact represents a 
deeper sociolinguistic reality.

The traditional variable-centered approach of variationist linguistics hinges 
upon defining the envelope of variation and considering any variant from the 
perspective of the structure of its competition with other variants within a single 
variable contexts. This approach is absolutely necessary for discovering the con-
straints upon variation and the direction of linguistic change, and is the ideal 
approach for studying where within (or outside of) the grammar variation is 
actually produced. But the sociolinguistic work a variant does is, as Wolfram 
(1991) argued, not dependent on the grammatical structure of the variable pro-
cesses that produce it; and although the speaker must index social meaning by 
choosing one variant over another, the listener who perceives that social meaning 
need not make use of that same contrast. Moreover, keeping the focus within a 
single variable context can cause variationist researchers to miss the forest for the 
trees when a single variant has multiple functions, as Aaron (2010)  demonstrated. 
Thus variant-centered analysis, as exhibited in this paper, is a necessary comple-
ment to variable-centered analysis if a full understanding of the sociolinguistic 
structure of change is to be reached.
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Constant effects and the independence of 
variants in controlled judgment data

Bill Haddican, Daniel Ezra Johnson & Nanna Haug Hilton
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This article proposes that Kroch’s (1989) Constant Rate Hypothesis – the 
generalization that contextual effects tend to be stable in processes of diachronic 
variation in production data – be extended to synchronic variation in controlled 
judgment data. Two recent, large-sample judgment experiments are discussed 
suggesting that shared contextual effects across speakers in acceptability judgments 
can be used to infer a single abstract source for patterns of variation across 
superficially different contexts. At the same time, the results suggest that not 
all sets of variants – or “ways of saying the same thing” (Labov 1972: 271) – are 
linguistic variables of this formally defined type.

Keywords: variable, variant, constant rate hypothesis, syntax, change, competing 
grammar, particle verb, ditransitive

1.   Introduction

An important accomplishment of modern diachronic syntax has been the dis-
covery of a generalization, originally due to Kroch (1989), about the stability of 
contextual effects on variation in processes of syntactic change as manifested 
in production data. Kroch’s insight, the constant rate hypothesis, was that for 
any single abstract process of syntactic change, surface contextual effects tend 
to be constant across the trajectory of the change. A parsimonious explanation 
of these facts, Kroch suggested, was that syntactic change applies at an abstract 
level, that is, affecting structural representations rather than surface strings. 
Constancy in contextual effects, according to Kroch, reflects the fact that, in the 
general case, learners faithfully acquire (grammar-external) probabilities over 
contextual  conditions on the use of abstract forms. Grammatical change reflects 
incremental change in the probability of use of one abstract representation vs. 
a competing one  –  “grammar competition” in Kroch’s terms. In related work, 
Guy (1980; 2007) has proposed that within a given dialect, constancy in contex-
tual effects applies across speakers to processes of variation more generally, the 
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shared constraints hypothesis. That is, shared probabilistic constraints on varia-
tion within a dialect/population are visible not just in diachronic processes but 
in synchronic variation as well.

Constant rate effects have been reported in a now considerable body of 
 production studies of syntactic change (Santorini, 1993; Ball, 1994; Kroch, 1994; 
Pintzuk, 1999; Cukor-Avila, 2002; Kallel, 2007; Durham et al., 2011).1 To date, 
however, very little work has explored the implications of Kroch’s generaliza-
tion beyond production-based studies of syntactic variation and change. Recent 
results indicating that acceptability judgments closely mirror relative probabilities 
of semantically equivalent competing forms in production suggest that constant 
effects may also apply in judgment data (Bresnan & Ford, 2010; Melnick et al., 
2011). In this article, we propose that controlled judgment data can be used to 
measure constancy in contextual effects in synchronic variation and to identify 
different grammars posited by learners (Tortora & den Dikken, 2010). We describe 
two large-sample judgment experiments lending plausibility to this approach.

The discussion is organized as follows. In section two, we describe an experi-
ment with 297 subjects examining the effect of object weight on word order in 
English verb particle constructions in American and British English. In section 
three, we describe effects of voice and object shift on theme-goal ordering in 
ditransitives in Norwegian, in an experiment with 500 subjects.

.   Object weight effects on word order in particle verb constructions

In this section, we describe a study of regional and grammatical effects on the 
English particle verb alternation first reported in Haddican & Johnson (2012). We 
illustrate this variation in (1), which shows that, with a class of transitive verb + 
particle combinations, the particle may appear either immediately to the right 
of the verb, before the direct object, or further to the right, following the direct 
object. We refer to these word orders as the VPO (verb-particle-object) and VOP 
(verb-object-particle) orders respectively.

 (1) a. She cut open the melon. (VPO order)
  b. She cut the melon open. (VOP order)

1.  See also Fruehwald et al. (2009) for evidence of constant rate effects in processes of pho-
nological change.
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Most formal work on the variation illustrated in (1) takes the two variants to be 
transformationally related in view of the fact that the thematic interpretations of 
the two variants are identical. In particular, there are two main approaches to the 
alternation. One approach takes the VPO order to be underlying, often with the 
verb and particle merged as a “complex head” taking the object as its complement 
(Johnson, 1991; Dehé, 2002). On this approach, the VOP order is typically derived 
by movement of the object to a position above the V+P complex head, followed 
by “excorporation” of the verb to a position to the left of the object. A second 
approach takes the VOP order as underlying, with the object and particle merged 
in a small clause structure (Kayne, 1985; Den Dikken, 1995, 2010; Svenonius, 2010; 
Haddican & Johnson, 2014). On this approach, the VPO order is typically derived 
via raising of the particle into some higher position above the object. The present 
discussion will not require us to take sides in this debate. For our purposes, what 
will be crucial is the fairly standard assumption that the variants are related via an 
abstract process – a movement rule in the syntax.

Much of the formal and sentence processing literature on English particle 
verbs has focused on two kinds of linguistic constraints on word order. One set of 
studies has discussed the length, or prosodic weight, of the object as a processing 
or a phonological phrasing constraint on word order. Kroch & Small (1978); Gries 
(2001) and Lohse et al. (2004) all report evidence from corpus studies showing 
that “heavy” objects such as those in (2) tend to favor the VPO order.

 (2) a. She turned off the fan I bought her for Valentine’s Day. (VPO order)
  b. ?She turned the fan I bought her for Valentine’s Day off. (VOP order)

With lighter objects as in (3), on the other hand, the VOP order is no longer 
disfavored.

 (3) a. She turned off the fan. (VPO order)
  b. She turned the fan off. (VOP order)

Indeed, speakers generally find the VOP order obligatory when the direct object is 
an unstressed, weak pronoun, as in (4). (Because of the strength of this effect, pro-
nominal objects were not included in the experiment stimuli as described below.)

 (4) a. *She turned off it.  (VPO order)
  b. She turned it off.  (VOP order)

Lohse et al. (2004) explain the object length effect in terms of a more general pro-
cessing constraint, namely that processing is facilitated when the material inter-
vening between members of a syntactic dependency is minimized. In the case 
of the VOP order, but not the VPO order, heavy objects as in (3) incur a heavy 
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 processing cost, on this approach, because they create a large gap between the two 
elements in the particle verb dependency. The VPO order is therefore preferred in 
proportion to increasing object length, not because the VPO order itself becomes 
easier to process, but because the corresponding VOP order becomes harder to 
process as object weight increases.

A second set of studies has focused instead on information-structural con-
straints on word order. Bolinger (1971), Svenonius (1996), Kayne (1998), and 
Dehé (2002) note that given objects, or topics, favor placement further to the left, 
as found in the VOP order, while focused objects favor placement further to the 
right, as in the VPO order. This information-structural effect on particle verb vari-
ation is discussed in Haddican & Johnson (2012) and Haddican & Johnson (2014). 
Here we will focus on the effects of object weight.

A further goal of Haddican & Johnson (2012) was to test Hughes et al.’s (2005) 
claim of a dialectal difference in word order preference. Based on anecdotal evi-
dence, Hughes et al. (2005: 23) propose that Scottish speakers tend toward VPO, 
while speakers from the south of England tend toward VOP. Based on limited 
historical corpus evidence, Elenbaas (2007: 273–279) speculates that in the early 
Modern English period, VPO was favored in areas most exposed to Scandinavian 
varieties, that is, the Danelaw in Northern and Eastern parts of England, while 
VOP was favored elsewhere.

Haddican & Johnson (2012) suggested that if these claims for British Eng-
lish were true, there might be corresponding differences in American English. 
For example, if Scotland tends towards VPO, so might areas of the U.S. Mid-
land with heavy Scottish and Scots-Irish settlement patterns. And if South-
ern England favors VOP, areas mainly settled from there, like New England, 
might share this preference. In fact, combining the experimental data with 
geographically-targeted Twitter data, Haddican & Johnson (2012) found no 
evidence of regional differences within either country, but did find a clear dif-
ference between American subjects (who preferred VPO) and British subjects 
(who preferred VOP). Canadian and Irish subjects were generally intermediate. 
For this reason, while not excluding the other nationalities, the present study 
focuses on the American and British subjects, who showed the clearest contrast 
in this regard.

Subjects. Subjects for the experiment were 297 self-described native speak-
ers of English recruited online through personal contacts of the authors. 126 of 
these were from Great Britain (England or Scotland), 113 were from the United 
States, 32 were from Canada and 26 were from Ireland. Almost all had BA/BS-
level degrees or higher. Subjects ranged in age from 18 to 84 (M = 30). 63% were 
women.

Materials. The experiment crossed three within-subjects factors, each with 
two levels: particle-object order, object length and focus status of the object. In this 
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report, we will essentially ignore the focus condition.2 The word-order factor had 
the levels VPO and VOP, as illustrated in (1) above. Object length was operation-
alized as a binary factor: “short” objects were all three-syllable constituents with 
the definite article and a two-syllable noun, e.g. the melon; “long” objects were all 
seven-syllable DPs with a definite article, two two-syllable adjectives and a noun, 
for example the heavy juicy melon.

Fully crossing these three binary factors yields eight conditions, but com-
bining the data across the focus factor reduces the number of conditions to four, 
which we illustrate in (5)–(8).

 (5)  Her kids wanted a snack, so Andrea cut open the melon. 
 (VPO order, light object)

 (6)  Her kids wanted a snack, so Andrea cut open the heavy juicy melon. 
 (VPO order, heavy object)

 (7)  Her kids wanted a snack, so Andrea cut the melon open. 
 (VOP order, light object)

 (8)  Her kids wanted a snack, so Andrea cut the heavy juicy melon open. 
 (VOP order, heavy object)

Procedure. 32 lexicalizations were created, using particle verbs that were all non-
aspectual and compositional, as classified by Lohse et al. (2004). The lexicalizations 
were blocked and assigned to lists by Latin square, such that each subject saw all 
32 lexicalizations, eight in each of the four conditions. Random assignment of sub-
jects to lists ensured that there was no overall correlation between lexicalization 
and condition. The 32 experimental sentences in each list were pseudo-randomized 
within blocks with 32 filler sentences, half grammatical and half ungrammatical.

Subjects judged each of the sentences in a self-paced online judgment experi-
ment using Ibex Farm (Drummond 2013). The experiment was anonymous and 
subjects were neither paid nor did they receive academic credit for participating. 
Subjects rated each sentence on an 11-point scale by clicking an icon for a value 
ranging from 0 to 10 in a horizontal array, with the endpoints labeled “Bad” and 
“Good” respectively.

Results and discussion. The data for each subject were normalized by convert-
ing to z-scores, subtracting the mean and dividing by the standard deviation of the 
ratings of the 32 filler sentences. Since half of the fillers were ungrammatical, the 
experimental sentences with particle verbs tended to have positive z-scores (with 
an interquartile range between +0.37 and +0.94 units).

.  The effects of word order and object length on acceptability were very similar in the two 
focus conditions. Any differences between lexicalizations with respect to focus were corrected 
for, as described below.
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Using the lme4 package in R (Bates et al., 2015), we then divided the data by 
focus condition, and fit two separate linear mixed-effects models, with the nor-
malized acceptability judgment as the response, and weight * order (that is, object 
weight, word order, and their interaction) as fixed effect predictors. We used a 
maximal random-effects structure, as recommended by Barr et al. (2013).3

Since the aim of our paper is to compare the behavior of subjects, the regres-
sion models were used to construct estimates of each subject’s ratings of each 
order (VOP and VPO), in each condition. This was done by taking each normal-
ized response and subtracting the random effect estimates (BLUPs) for the appro-
priate model and lexicalization. For each condition, each subject’s eight adjusted 
ratings were then averaged. The result thus includes the model’s fixed effects, the 
by-subject random effects, and the residual error.4

Figure 1 shows, for each subject, the difference between VOP and VPO order 
(or the preference for VOP over VPO), with the subject’s age represented on the 
x-axis. Trend lines for heavy and light object conditions for UK and US subjects 
are also shown.

Figure 1 replicates the effect of object weight discussed in the literature: heavy 
objects tend to be placed after the particle, while lighter objects tend to precede 
the particle (Kroch & Small, 1978; Gries, 2001; Lohse et al., 2004). In addition, the 
figure shows a difference between UK and US subjects; on average, UK subjects 
tend slightly toward the VOP order, while Americans prefer the VPO order. (See 
 Haddican & Johnson (2012) for a discussion of this difference.) The slopes of the 
trend lines also show an age effect on word order preference. In both UK and 
US samples, younger speakers tend toward the VOP order. We return to this fact 
shortly.

More importantly for our purposes, Figure 1 shows that the object weight 
effect appears constant in apparent time, as indicated by the relatively parallel 
trend lines for heavy and light objects. In addition, the weight effect is constant 
across dialects: the gap between the trend line for heavy objects and the one 
for light objects is the same for the UK and US samples. The constant effects 
shown in Figure 1 are predicted if cross-speaker variation in preference for VPO 
vs. VOP orders (across apparent time and across dialect) reflects variation in 
the probability of application of an abstract process – the movement operation 

3.  The reason for dividing the data was because the full model with focus *weight *order did 
not converge. In any case, our results did not differ greatly from a model that simply ignored 
the focus variable.

.  We adopted this approach after discovering that using the by-subject BLUPs directly 
yielded very inconsistent results.
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responsible for the particle verb alternation – while probabilistic knowledge of 
contextual effects on this process, such as the effect of object weight, are acquired 
by learners independently. 

A crucial question that arises from the perspective of this discussion is whether 
weight affects the acceptability of VPO and VOP orders independently in judge-
ment tasks where these sentence types are treated as separate conditions. Previous 
acceptability judgment experiments have often enforced an inverse or mirror-
image relationship between variants, for example by asking subjects to divide 100 
points between two alternative sentences presented together – say 45 to variant A 
and 55 to variant B (Bresnan & Ford, 2010; Melnick et al., 2011). If an experimental 
manipulation does not affect the acceptability of variants in an inverse manner – 
for example, if it affects one variant but not the other – this previous approach 
will appear to show an inverse relationship anyway. However, comparison of such 
results with variationist corpus studies has suggested that relative acceptability in 
judgments does correspond to relative frequency of use (Bresnan & Ford, 2010).
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Figure 1. Estimated effects of object weight and word order on acceptability by speaker
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The present experimental approach provides a measure of acceptability of a 
variant independent of that of competing variants, and thereby allows us to infer 
distinct effects of contextual variables on those variants. For example, if a certain 
context increases or decreases the acceptability of only one variant, it can hardly 
be seen as a constraint on grammar competition. But when the inverse pattern 
emerges – for example, when effects that favor variant A are seen to independently 
disfavor variant B (and ones favoring B disfavor A) – those constraints may well 
apply to the competition between variants, that is, to the “variable” itself.

In the particle verb data, the mirror pattern that emerges is only partial. Object 
weight affects both orders of the English particle verb alternation, but increasing 
the weight of the object from two to four words (or from three to seven syllables) 
disfavors the Verb-Object-Particle order about 50% more than it favors the Verb-
Particle-Object order.5 We illustrate this in Table 1, showing the effects of weight 
on VOP and VPO orders. The greater effect of object weight in the VOP order is 
also reflected in the greater distance between the two trend lines in the left panel 
of Figure 2 (VOP), compared to the right panel (VPO).

Table 1. Average acceptability for four conditions

Object Weight Verb-Object-Particle Verb-Particle-Object

Light 0.618 0.575
Heavy 0.553 0.617
|∆| 0.065 0.042

These results are partially explained by Lohse et al.’s (2004) processing-based 
account, where the weight effect is taken to reflect a preference by the processor 
to resolve dependency relations in a maximally local domain. Heavy objects are 
dispreferred in the VOP frame, according to this approach, because the object NP 
material intervening between the verb and its associated particle entails a “non-
minimal domain” for processing (see also Hawkins (2004)).

However, the fact that object weight has an effect on the VPO order is unex-
pected from this perspective, since a larger object noun phrase should have no 
effect at all on the size of the processing domain for the relevant dependency 
 relation.6 In our experiment’s VPO condition, “the smallest contiguous substring 

5.  This calculation assumes that object weight itself has no overall effect on acceptability, an 
assumption we aim to test explicitly in future experiments.

.  A reviewer points out that if object length (or another experimental manipulation) has 
an overall effect on the acceptability of sentences, it would impair our ability to independently 
assess its effects on the VPO and VOP orders. We agree that the improvement seen for heavy 
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containing the verb, the particle, and the first constructing word in the object NP” 
(Lohse et al. 2004: 240) is the same length – indeed, is identical – in both light-
object and heavy-object conditions. For example, the relevant substring for both 
_cut open the melon_ and _cut open the heavy juicy melon_ is three words (four 
syllables): _cut open the_.
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Figure 2. Estimated effects of object weight on acceptability of VOP and VPO orders by speaker

This suggests that when subjects evaluate the acceptability of a given syntactic 
structure, they may implicitly compare it with a competing structure in the same 
environment. That is, the well-motivated weight effect disfavoring heavy objects in 
the VOP order may lead to a preference for heavy objects in the VPO order. Sub-
jects may evaluate the relative acceptability of both orders when they are exposed 
to either one of them, in a kind of perceptual version of competing grammars. At 
the same time, the fact that object weight has a smaller effect in the VPO condition 
may reflect it being parasitic on the effect in the VOP condition.

If the variants show a partially-inverse relationship in this respect, a clear 
independence between them is visible in diachrony. Over the twentieth century, 
in both American and British English, corpus data reveals a slow shift in par-
ticle verb realization in the direction of the VOP order (see Haddican & Johnson 
2012 for the US; unpublished work comparing the Pre-LOB, LOB, F-LOB, and 
BE06 corpora shows the same trend for the UK). Figure 2 shows that this shift has 
been driven almost entirely by an increase in the acceptability of the VOP order, 

objects in the VPO order is unlikely to be due to an overall preference for heavy objects, while 
taking the reviewer’s point that such effects should be controlled for in future experiments.
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without any concomitant decline in the acceptability of the VOP order. Relatedly 
(though not illustrated in Figure 2), the VOP order is clearly preferred in the UK 
compared to the US, while the VPO order has similar levels of acceptability in the 
two countries. (See Campbell-Kibler (2011) for similar evidence of the perceptual 
independence of variants in phonology.) Corpus studies must necessarily treat 
any change, like any constraint, as applying to the variable – to the relationship 
between variants. The present results from a judgement study, in which accept-
ability of the different variants are measured independently, suggest, instead that 
depending on the variable, or the constraint, speakers’ base rates of variation, and 
the competition between the variants, may not be governed by a single abstract 
probability. Rather, probabilistic knowledge of contextual effects may be repre-
sented separately for separate variants. The results presented in this section, how-
ever, suggest that these effects are relatively constant across speakers, a finding in 
keeping with Kroch’s generalization.7

3.   Shape conservation effects in Norwegian

The second experiment we discuss comes from a study on object ordering in Nor-
wegian. Norwegian is a “symmetric passive” language, meaning that in passives 
of double object constructions, both theme and goal arguments may passivize, as 
illustrated in (9).

 (9) Norwegian
  a. Jens ble gitt bok-en.
   Jens was given book-the
   ‘Jens was given the book.’
  b. Bok-en ble gitt Jens.
   Book-the was given Jens
   ‘The book was given (to) Jens.’
 (Adapted from Haddican & Holmberg (2012))

In this respect, Norwegian differs from Danish – an “asymmetric passive” lan-
guage – where only goal arguments may passivize in double object constructions:

7.  To clarify, when we say a given effect is constant across the speakers in our study, we do 
not mean that the speakers display no variability. For one thing, our data is noisy, partially 
because of the rough 0–10 scale, and no amount of statistical manipulation can completely 
correct for this. A less rigorous operationalization of a “constant effect” on a variable is that 
the size of the effect should be statistically independent of a speaker’s input probability. All the 
effects reported in this paper meet this criterion.
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 (10) Danish
  a. Jens blev givet bog-en.
   Jens was given book-the
   ‘Jens was given the book.’
  b. *Bog-en blev givet Jens.
      Book-the was given Jens
   ‘The book was given (to) Jens.’  (Holmberg & Platzack, 1995)

Anagnostopoulou (2003, 2005) proposed that the difference between Norwegian 
and Danish illustrated in (9) and (10) is relatable to a further difference between 
the two languages in terms of object ordering in object shift (OS) constructions in 
these languages. OS refers to contexts where weak pronominal objects – but not 
other VP material – raise out of the verb phrase. We illustrate this in (11) where 
the object pronoun raises out of the VP, to a position to the left of the negative 
adverbial, ikke.

 (11) Elsa så den ikke [VP så den.]
  Elsa saw it not
  ‘Elsa didn’t see it.’

Importantly, OS in Scandinavian languages is restricted to contexts where the verb 
raises out of the VP as well – a restriction known as Holmberg’s Generalization 
(Holmberg, 1986). (12), for example, shows that in perfect contexts, where the 
verb must remain inside the VP, OS is also blocked.

 (12) Holmberg’s Generalization (HG)
  a. Elsa har ikke gitt ham den.
   Elsa has not given him it
   ‘Elsa hasn’t given him it.’
  b. *Elsa har ham den ikke [VP gitt ham den.]
      Elsa has him it not given
   ‘Elsa hasn’t given him it.’

In sentences with object shift, the theme-goal order is strictly disallowed in Dan-
ish, while in Norwegian, some speakers marginally allow it, as illustrated in (13) 
and (14).

 (13) Danish double object OS
  a. Peter viste hende den jo.
   Peter showed her it indeed
   ‘Peter indeed showed it to her.’
  b. *Peter viste den hende jo.
      Peter showed it her indeed
   ‘Peter indeed showed it to her.’  (Anagnostopoulou, 2005)
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 (14) Norwegian double object OS
  a. Elsa ga ham den ikke.
   Elsa gave him it not
   ‘Elsa didn’t give him it.’
  b. %Elsa ga den ham ikke.
     Elsa gave it him not
   ‘Elsa didn’t give him it.’ (Haddican & Holmberg, 2012)

Anagnostopoulou proposed that this cross-linguistic correlation in the availability 
of theme-goal orders in passives and OS has an abstract source: the same short 
theme movement responsible for theme-goal orders in OS constructions in Nor-
wegian feeds passivization, as shown in (15). In Danish, where this short theme 
movement is not available, theme passivization is blocked by the intervening goal. 
On this approach, then, the unavailability of theme-passivization in asymmetric 
passive languages is explained as a locality effect.

 (15) Theme passivization on the locality approach
  [TP Theme T [vP v [XP Theme [XP Goal [YP Theme ]]]]]

As Anagnostopoulou noted, acceptability of theme-goal orders varies across 
speakers of Norwegian. The above locality approach therefore makes a strong pre-
diction about this cross-speaker variation: speakers should accept the theme-goal 
order in passives if and only if they also accept the theme-goal order in OS. Below, 
we describe a judgment experiment designed to test this prediction.

Subjects. Participants were 500 self-described native speakers of Norwegian, 
aged 18–81 (M =38.9, SD =11.5), 371 women and 129 men. Participants were 
recruited online and were not compensated. We did not require participants to be 
linguistically naive.

Materials. The experiment was a 2x3 design crossing argument order (with 
levels theme-goal and goal-theme) with context (with levels Passive, Active-OS and 
Active-non-OS ). The Active-non-OS condition was included to test Anagnosto-
poulou’s (2003) claim that the theme-goal order is degraded in such contexts. We 
illustrate these six conditions in Table 2.

Table 2. Example sentences for six conditions

Context Theme-Goal Goal-Theme

Passives Den ble gitt ham. 
‘It was given (to) him.’

Han ble gitt den.  
‘He was given it.’

Active OS Elsa ga den ham ikke. 
‘Elsa didn’t give it (to) him.’

Elsa ga ham den ikke.  
‘Elsa didn’t give him it.’

Active-non-OS Elsa har ikke gitt den ham. 
‘Elsa hasn’t given it (to) him.’

Elsa har ikke gitt ham den. 
‘Elsa hasn’t given him it.’
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All theme and goal arguments were third person pronouns. We biased theme vs. 
goal interpretation of the arguments using animate pronouns for goal arguments 
and inanimates for themes. Twelve lexicalizations were created for each of the 
conditions. These were then blocked and assigned to lists by Latin square. Each 
subject saw four items/condition, yielding 24 critical items, which were pseudo-
randomized with 24 fillers, half of which were grammatical and half ungrammati-
cal. Subjects were pseudo-randomly assigned to lists, using a counter mechanism.

Procedure. Subjects judged the above materials in a self-paced, web-based 
survey in Spring 2013 using Ibex Farm (Drummond, 2013). Subjects judged each 
sentence one-by-one and were not permitted to view or rejudge previously judged 
items. Subjects rated each sentence on an 11-point (0–10) scale by clicking an icon 
for a value ranging from 0 to 10 in a horizontal array, with endpoints labeled dårlig 
‘bad’ and god ‘good’. Results were normalized by converting to z-scores based on 
by-speaker means and standard deviations of fillers.

Results and discussion. Figure 3 plots mean scores and 95% confidence 
intervals for our six conditions. Zero on the y-axis corresponds to the mean 
scores for the fillers, half of which, again, were grammatical and half ungram-
matical. Zero on the y-axis might therefore be taken as a rough midpoint of 
acceptability. The figure shows that theme-goal orders are quite bad in the active 
conditions. The theme-goal order is particularly degraded in the Active-non-
OS condition (Anagnostopoulou, 2003), the same environment where the goal-
theme order is rated highest, an effect to which we return shortly. In the object 
shift condition, the goal-theme order is rated somewhat lower and the theme-
goal order is less sharply degraded. In passives, the theme-goal order was judged 
much better than in the other  contexts—substantially better, in fact, than the 
goal-theme order.
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Figure 4 illustrates subjects’ word-order preferences in two pairs of contexts. The 
x-axis shows each subject’s preference in the Active-non-OS context – that is, sub-
tracting each speaker’s estimate for the Goal-Theme order from their estimate 
for the Theme-Goal order. The y-axis shows the same contrast for the Active-OS 
context (in blue) and the Passive context (in red). The blue triangles, therefore, 
show the correlation of word-order preferences between Active-non-OS and 
ActiveOS sentences, and the red triangles show the correlation between Active-
nonOS sentences and Passive sentences. There is a fairly high positive correlation 
(+0.570) between the two active contexts, and no significant correlation between 
the Active-non-OS and Passive contexts.
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Figure 4. Preference for Theme-Goal over Goal-Theme order (Passive and ActiveOS com-
pared to Active-non-OS)

Figure 4 therefore suggests that an individual’s acceptance of the theme-goal order 
in Active-non-OS contexts is a poor predictor of their acceptance of the theme-
goal order in passives, contra the locality approach discussed above. The results, 
however, do suggest a relationship between the acceptance of theme-goal orders in 
the two active contexts. Haddican & Holmberg (2014) suggest that this is an order 
preservation effect, whereby certain movement operations – OS, in this case – may 
not change the linear order of syntactic objects established at a prior level (Sells, 
2001; Richards, 2004; Fox & Pesetsky, 2005; Engels & Vikner, 2013).  Specifically, 
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 Haddican & Holmberg (2014) propose that the same VP-internal movement oper-
ation responsible for the theme-goal order in Active-non-OS contexts also feeds 
OS. The cross-speaker correlation in scores for these two environments reflects 
this fact. To the extent that speakers allow the movement operation, they will also 
allow theme-goal order in OS; to the extent the movement is unavailable, theme-
goal order in OS will also be blocked. Importantly, this object order preservation 
effect applies in the same environments (OS contexts) as Holmberg’s generalization 
effects, which preserves the relative order of verbs and objects (see (12), above). We 
refer readers to Haddican & Holmberg (2014) for details on the implementation of 
this proposal, and an analysis of theme-passivization in these varieties.

The importance of these results for Kroch’s generalization is that they indicate 
stability in contextual effects on judgments across speakers, although acceptance 
of the abstract rule – a VP-internal movement operation according to Haddican & 
Holmberg (2014) – varies considerably across speakers. This is precisely the pattern 
expected if, as Kroch suggests, learners within a given dialect/community faithfully 
acquire probabilities over contextual conditions on the use of abstract forms.

Recall from the discussion of the English particle verb data that the effect of 
weight on the VPO order partially mirrors its effect on the VOP order: relative to 
light objects, heavy objects disfavor the VOP order and favor the VPO order, but 
the former effect is stronger than the latter. A question that arises in this light is 
whether the acceptability of Norwegian goal-theme and theme-goal word orders 
are affected differently by OS. Table 3, which summarizes the effects on OS in 
theme-goal and goal-theme contexts, shows that these effects are in a mirroring 
relationship with a greater asymmetry: object shift disfavors the goal-theme order 
more than twice as strongly than it favors the theme-goal order.8

Table 3. Average acceptability for four conditions

Context Theme-Goal Goal-Theme

Active OS -0.914 0.115
Active-non-OS -1.017 0.373
|∆| 0.103 0.258

8.  A reviewer notes that when judgments for two conditions fall mainly near one endpoint 
of the measurement scale (as for the Norwegian active theme-goal sentences), the difference 
in acceptability between them may be harder to measure. The point deserves further investi-
gation, but we are not dealing with a classic “floor effect” here. Only 118/500 subjects (23.6%) 
gave the theme-goal stimuli the lowest possible ratings in the Active-OS context, a figure 
which only increased to 161/500 (32.2%) in the Active-non-OS context.
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In discussing the degradation of theme-goal order in non-OS contexts compared 
to OS contexts, Anagnostopoulou (2003) proposes that the short theme move-
ment responsible theme-goal order is only licit when it feeds a subsequent move-
ment step, OS or passivization (see also Richards (1997: 127–162).) The results 
summarized in Figure 4 does not support Anagnostopoulou’s description, since 
many subjects in our sample accept theme-goal orders to a degree in active non-
OS  contexts. The fact that the theme-goal order is relatively worse in non-OS 
contexts than OS contexts is in line with Anagnostopoulou’s proposal. Whatever 
the source of the degradation of theme-goal order in non-OS contexts, it bears 
observing that it co-occurs with a stronger increase in acceptability of the compet-
ing word order – Goal-Theme. The fact that OS has an opposing effect on the two 
word orders again suggests that subjects may judge structures in light of contex-
tual restrictions on competing variants. Unlike the object weight effect on particle 
verbs, however, whose greater effect on the VOP order had a principled explana-
tion, the fact that OS should have a stronger effect on goal-theme than theme-goal 
orders is something we cannot account for here.

In the particle verb experiment, younger subjects gave more favorable judg-
ments to the VOP order, while judgments of the VPO order were surprisingly 
stable (Figure 2). An age effect was also observed for the Norwegian experiment, 
in the Passive condition. Figure 5 shows that as the theme-goal order is judged 
worse among younger speakers, the goal-theme order is judged better. The size of 
the age effect is similar for both conditions, as shown by the trend lines (the abso-
lute values of the trends are not significantly different; p = .26).
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Figure 5. Acceptability of goal-theme and theme-goal word orders in Passive contexts by 
speaker
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To summarize, we have seen evidence that in the light of acceptability judgment 
data, “grammar competition” is not a single phenomenon. In some cases, we do 
find the expected pattern: contextual or between-speaker effects have mirror 
image – that is, inverse – consequences on the two variants (assuming a binary 
competition). An example is the apparent-time change in the passive of the Nor-
wegian double object construction. For other effects, like object weight in the 
English particle verb alternation or object shift in the active voice of the Norwe-
gian double object, our experiments found a strong change for one of the variants, 
while the other showed a much weaker change in the opposite direction. We sug-
gest that in these cases, there may be a principled explanation for the larger effect, 
while the other effect derives from it through an implied comparison of the two 
variants (even though the experimental task is only to judge one sentence at a 
time). A third  situation is where only one variant is affected, like the apparent-time 
change in the English particle verbs. Further research will examine how general 
these three types of variant (in)dependence are in judgment data, and explore the 
reasons why a given effect on a given variable follows one of these three patterns, 
rather than another.

.   Conclusion

Kroch’s generalization about the constancy of conditioning effects in production 
data originally held the promise of a new kind of data capable of informing formal 
analysis by equipping formalists “to refine grammatical analyses on the basis of the 
predictions they make about the patterning of usage in change” (Kroch 1989). In 
practice, the application of this technique to formal issues has been fairly limited 
owing to the difficulty of finding or building appropriate corpora, and the time 
required to analyze such data. In addition, identifying the intended interpretation 
of a given string in production data may add uncertainty to formal analyses of 
usage data.

In this paper, we have argued that controlled judgment experiments provide 
an additional technique for inferring a single abstract source for superficially dif-
ferent forms, using Kroch’s generalization. In addition, this type of experiment 
allows us to distinguish and contrast three types of contextual effect: one where the 
acceptability of variants are affected inversely and equally, one where the inverse 
relationship is only partial, and one where only one variant is affected. Recent 
advances in techniques for carrying out web-based experiments now make such 
experiments relatively easy to implement. Future work in comparative syntax 
might therefore avail itself of these new techniques.
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This paper addresses the contribution that corpus-based studies of syntactic 
variation can make to the construction, elaboration and testing of formal 
syntactic theories, with a particular focus on the testing dimension. In particular, 
I present a new empirical study of obligatory and optional asymmetric negative 
concord phenomena, and I show how an influential analysis for obligatory 
concord patterns (de Swart, 2010) can be tested using variation data through 
looking at the predictions that its natural probabilistic extension makes for the 
forms, interpretations and frequency distributions of expressions in languages in 
which asymmetric concord is optional. In obligatory negative concord languages 
like Spanish, negative indefinites, such as nadie ‘no one’, appear bare in preverbal 
position (i.e. in an expression like Nadie ha venido ‘No one came’), but they co-
occur with the negative marker no in postverbal negative concord structures 
such as No he visto a nadie ‘I did not see anyone.’ (lit. ‘I did not see no one.’). 
Furthermore, in this language, co-occurrence between a negative marker and an 
n-word is either prohibited (*Nadie no ha venido), or it is obligatory (*He visto a 
nadie). Québec French shows a variable version of the Spanish pattern in which 
the negation marker optionally co-occurs with postverbal negative indefinites 
(J’ai (pas) vu personne ‘I saw no one’) but is prohibited with preverbal negative 
indefinites *Personne est pas venu (Ok: Personne est venu. ‘No one came’). I 
show how the predictions for Montréal French of de Swart’s analysis of Spanish 
can be tested (and, in this case, mostly verified) using a quantitative study of the 
distribution of bare and concord structures in the Montréal 84 corpus of spoken 
Montréal French (Thibault & Vincent, 1990) through looking at its natural 
extension within Boersma (1998)’s stochastic generalization of the Optimality 
Theory framework, which is the framework in which de Swart’s proposal is set.

Keywords: syntactic variation, negative concord, probabilistic grammar, 
Montreal French
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1.   Introduction

This paper addresses the contribution that language variation and change (LVC) 
studies can make to the construction, elaboration and testing of formal syntactic 
and semantic theories, with a particular focus on the testing dimension.

One of the fundamental scientific hypotheses characterizing the field of lin-
guistics in the 20th and beginning of the 21st centuries is that the principles and 
mechanisms that underly the construction and interpretation of natural language 
expressions are different from those principles/mechanisms that determine the 
patterns of use of these expressions. As a consequence of this hypothesis, for-
mal linguists, be they working in the Generative (Chomsky, 1957, 1965, et seq.) 
or other traditions, have taken their central object of study to be contrasts in 
grammaticality (i.e. whether or not a sequence of words or morphemes is a well-
formed expression in the language) and interpretation (i.e. which meanings are 
assigned to grammatical expressions with which forms). Thus, the main goal of 
formal linguistic theory has been to model grammaticality and interpretative 
contrasts found in the languages of the world through the use of determinis-
tic grammars: formal descriptions of a language consisting of a set of primitive 
words/morphemes and rules that combine (or ‘generate’) complex grammatical 
expressions from these primitives while, at the same time, assigning them an 
appropriate meaning.

On the other hand, LVC researchers have taken their central object of study to 
be patterns of linguistic variation; that is, contrasts in the distributions of synony-
mous grammatical forms (or ‘variants’) in the speech of a speaker (or a population 
of speakers), as observed in a written or spoken corpus. One of the main aims of 
scholars working in the Variationist tradition (Labov, 1963, 1966; Weinreich et al., 
1968, et seq.) is to identify the set of factors, linguistic and/or social, that influ-
ence the use of one variant over another and the role that these factors play in 
both linguistic and social change. In the analysis of these patterns of language use, 
many LVC researchers make use of probabilistic grammars: formal grammars that 
generate a language along with a probability distribution on its elements. These dif-
ferences in the classes of grammars used in linguistic analysis in these two different 
fields have made insights from LVC, which are primarily associated with the source 
and shape of the probability distribution on the language, difficult to  integrate into 
formal linguistic proposals that concern the form of the language itself.

However, more recently, compelling arguments have been developed that the 
hypothesis of the total separation between the form of human languages and the 
form of linguistic usage patterns is not well-founded. For example, there is a large 
(and growing) body of literature that shows that grammatical factors that deter-
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mine grammaticality contrasts, also known as hard contrasts,1 in some languages 
(traditionally, the domain of study of formal linguistics) determine preferential, or 
soft, contrasts in other languages (traditionally, the domain of study of LVC and 
psycholinguistics). A classic example of this hard/soft duality involves person hier-
archy effects and their interaction with grammatical voice. In many languages, the 
set of DPs that can occupy the subject position is restricted by grammatical person. 
For example, as observed by Jelinek and Demers (1983) (and taken up in Bresnan 
et al. (2001)), in Lummi, a Salish language spoken in British  Columbia, transitive 
predicates that have third person actors and first or second person patients must 
appear in the passive voice; that is, in this language, it is impossible to say (the 
Lummi equivalent) of The man knows me, rather one must say (1-a). On the other 
hand, if the agent is first or second person and the patient is third person, then the 
active voice is obligatory (1-b); that is, one cannot say the equivalent of The man 
is known by me.

 (1) Person-restricted voice in Lummi
  a. xči-t-ŋ =sən ə cə swəyʔqəʔ
   know-tr-pass =1.sing.nom by the man
   ‘I am known by the man.’
  b. xcǐ-t =sən cə swəyʔqəʔ
   know-tr =1.sing.nom the man
   ‘I know the man.’ Cited from (Bresnan et al., 2001, p.1)

The contrast between (1-b) and the corresponding active sentence with a third 
person subject is one of grammaticality, and, therefore, this is exactly the kind of 
empirical data that we would like our formal linguistic theories to account for.

Of course, not all languages are like Lummi: in English, having a third person 
agentive subject with a first person object is perfectly grammatical, and speakers 
of this language have the option of saying either The man knows me or I am known 
by the man. However, as shown by Bresnan et al. (2001) by means of a quanti-
tative study using the parsed Switchboard corpus of spoken English  (Godfrey 
et al., 1992), when first and second person actors act on third person patients in 
the Switchboard corpus, the action is uniformly expressed using the active voice 
(0/6246 occurrences). On the other hand, when third person actors act on first or 
second person patients, the action is expressed using the passive voice in 2.9% of 
the cases (14/486 occurrences), which is a small but highly statistically significant 

1.  See (Bresnan et al., 2001; Sorace and Keller, 2005; Thullier, 2012, among others).
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difference. In other words, what appear as grammaticality contrasts in Lummi and 
other languages appear as preferences in spoken English.

Hard/soft correspondences of the type just described are widespread and 
found in many different parts of the grammar, including subject definiteness 
(Givón, 1979), relative clause formation (Keenan and Comrie, 1977; Keenan 
and Hawkins, 1987; Hawkins, 2004), argument ordering in the noun phrase 
 (Rosenbach, 2002, 2005; Bresnan, 2007), polarity splits in agreement morphology 
(Chambers, 2004; Tagliamonte, 2011, among many others) and tense morphol-
ogy (Deshaies and Laforge, 1981; Poplack and Turpin, 1999; Poplack and Dion, 
2009), negative concord patterns (Burnett et al., 2015) and postverbal comple-
ment ordering (Bresnan et al., 2007; Thullier, 2012; Tagliamonte, 2014, among 
others). The coincidences between the shape of grammaticality contrasts in one 
language and the shape of preferential contrasts in another strongly suggest that 
these patterns have a common source and that at least some of the mechanisms 
that underly the construction and interpretation of natural language expressions 
coincide with at least some of those that determine the patterns of their use. This 
state of affairs has the important consequence that, if we accept that patterns of 
variation can shed light on the form of human grammars, we now have access to 
a whole new empirical domain (variation studies) which can be used to formulate 
generalizations concerning which kinds of grammatical factors universally con-
dition grammaticality contrasts and/or preferential contrasts in human languages 
(and which do not).

The hard/soft duality has a further consequence for the form of our linguistic 
theories: Since we pursue a grammatical explanation for hard contrasts (i.e. we say 
that, when one expression is grammatical in a language and another is not, it is 
because of features of that language’s grammar), I suggest that the most straight-
forward explanation for (pertinent) soft contrasts in natural languages is also 
grammatical. However, in order to integrate ‘soft’ syntactic patterns into our for-
mal linguistic theories, we need to move to grammars that will allow us to do so.2 

.  The use of non-deterministic grammars is not the only logically possible way of capturing 
the hard/soft correspondences discussed in this paper. One could also propose that varia-
tion is the result of the speaker having multiple grammars that define multiple languages, in 
the style of Kroch (2000). Soft syntactic patterns would therefore mirror hard syntactic pat-
terns because the soft patterns are the result of alternation between languages in which these 
patterns are hard. I view the proposals made in this paper as compatible, in principle, with 
this view. Indeed, as we will see, the Stochastic OT grammars that are used in the analysis 
presented in the paper account for variation using alternation between deterministic gram-
mars. Likewise, certain theories of morphological variation, such as Adger and Smith (2010); 
Adger (2014), use deterministic grammars for syntax and adopt a more complicated theory 
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As  discussed above, probabilistic grammars can capture preferential  distinctions 
between grammatical expressions in a way that deterministic grammars cannot. 
Therefore, in this paper, we will explore how (an appropriate subset of) this class 
of formal systems can be useful in the construction and testing of formal syntactic 
theories.3

As an illustration of this proposal, in this paper, I present a new empirical 
study of obligatory and optional asymmetric negative concord, and I show how an 
influential analysis for obligatory concord patterns (de Swart, 2010) can be tested 
through looking at the predictions that its natural probabilistic extension makes 
for the forms, interpretations and frequency distributions of expressions in lan-
guages in which asymmetric concord is optional. In obligatory asymmetric nega-
tive concord languages such as Spanish, Italian and European Portuguese, negative 
indefinites, known in the literature (after Laka (1990)) as n-words, may appear 
in preverbal position without sentential negation; however, when they appear 
in postverbal position, they must be c-commanded by an appropriate negative 
operator, usually sentential negation. This asymmetry is exemplified in using the 
Spanish n-word nadie ‘no one’.

 (2) a. Nadie ha venido.
   No one has come.
   ‘No one came.’
  b. *(No) he visto a nadie.
      Not have seen a no one
   ‘I saw no one.’

A further characterizing feature of the Spanish/Italian/Portuguese asymmetric 
pattern concerns co-occurrence possibilities between preverbal n-words and sen-
tential negation; in particular, not only can preverbal n-words in these  languages 
appear bare, they must do so. That is, while co-occurrence of nadie and no is 
 obligatory in (2-b), it is prohibited in (3), under normal intonational patterns.

of the lexiconmorphology interface. The phenomenon analyzed in this paper is located at the 
syntax-semantics interface, so it is not clear to me how naturally Adger et al.’s model extends 
to cover something like variable negative concord (or even if it is meant to). However, this may 
be an interesting analytical path to pursue in the future.

3.  Of course, we must be very careful with which kinds of probabilistic grammars that we 
choose; in particular, we need to avoid systems (such as Markov models or stochastic con-
text-free grammars) which, as discussed already by Chomsky (1957), have certain features 
that render them inappropriate for the modelization of linguistic competence. See also Stabler 
(2013) for similar criticisms of this use of certain recent stochastic extensions of multiple 
context-free grammars and Minimalist grammars.
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 (3) *Nadie no ha venido.
    No one not has come
  Intended: ‘No one came.’

Another language that shows the preverbal/postverbal asymmetry is the dia-
lect of French spoken in Montréal, Québec. As observed by (Daoust-Blais, 1975; 
Lemieux, 1985; Muller, 1991; Sciullo and Tremblay, 1996; Déprez, 2002; Labelle, 
2010;  Larrivée, 2014, among many others), Montréal French (MF) displays a 
negative concord pattern similar to the one found in Spanish: MF n-words, such 
as personne ‘no one’, may not co-occur with sentential negation (the VP adverb 
pas) when they appear in preverbal position (4-a);4 however, co-occurrence with 
 negation is possible with postverbal n-words (4-b), in which case (under neutral 
intonation) the unique interpretation created is a negative concord one.5

 (4) Asymmetric Concord in Montréal French
  a. Personne est (*pas) venu.
   No one is (*not) come
   ‘No one came.’
  b. J’ai pas vu personne.
   I have not seen no one
   ‘I saw no one.’

However, unlike the categorical asymmetric concord systems described above, co-
occurrence with negation is optional for postverbal n-words in the French dialect; 
that is, postverbal n-words can also appear bare (5), and the interpretation is the 
same the same as (4-b).

 (5) J’ai vu personne.
  I have seen no one
  ‘I saw no one.’

.  As observed by Sankoff and Vincent (1977), bipartite negation (i.e. ne… pas) has been 
(almost) completely eradicated from the language spoken in Québec, with ne appearing in 
only 0.5% of negative sentences in the Sankoff-Cedergren (a.k.a. Montréal 71) corpus, which is 
a precursor to the Montréal 84 corpus used in this paper.

5.  This is an important difference between Montréal French and most varieties of French 
spoken in Europe, where co-occurrence between postverbal n-words and sentential negation 
obligatorily gives rise to double negation interpretations, i.e. in most of the French dialects 
spoken in Europe, J’ai pas vu personne only means ‘I didn’t see no one.’
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MF thus shows a ‘soft’ version of the postverbal n-word/negation co-occurence 
pattern that is ‘hard’ in Spanish and, in this paper, we will investigate a probabilis-
tic extension of de Swart (2010)’s analysis for the Spanish pattern can capture these 
patterns of syntactic variation, as observed in a quantitative study of the distribu-
tion of negative concord structures in the Montréal 84 corpus of spoken Montréal 
French (Thibault & Vincent, 1990).

The paper is laid out as follows: in Section 2, I present the main lines of de 
Swart (2010)’s account of the Spanish pattern, which is set within a Bidirec-
tional Optimality Theory (OT) approach to the syntax-semantics interface. In 
Section 3, I consider extending this analysis within Boersma (1998)’s stochastic 
generalization of the OT framework (StOT) to account for variable asymmetric 
concord languages, and I identify what predictions the appropriately extended 
proposal makes for the distribution of negative concord structures in a corpus of 
spoken Montréal French. Section 4 presents a quantitative study of the distribu-
tion of negation and negative indefinites in the Montréal 84 oral corpus. I show 
that the main (non-trivial) predictions of the extension of de Swart’s account 
are borne out; however, I also argue that certain other aspects of the distribu-
tion of concord structures in the data are problematic for the naive extension of 
the analysis presented in Section 2. Therefore, in Section 5, I modify de Swart’s 
analysis and show how my proposal can account not only for the range and 
interpretation of negative structures in this Montréal French, but also for their 
rate of use in Montréal 84. Section 6 gives a summary of the main empirical 
and theoretical proposals in this work and provides some concluding remarks 
on the role of both Stochastic grammars and quantitative corpus studies in the 
construction of syntactic theory.

.   Obligatory asymmetric concord in bidirectional OT

This section presents de Swart (2010)’s account of the syntax and semantics of 
obligatory asymmetric negative concord in languages like Spanish. As mentioned 
in the introduction, her proposal is set within a Bidirectional OT approach to the 
syntax-semantics interface. Therefore, I will first lay out a version of the basic OT 
framework and then show how de Swart derives the preverbal/postverbal asym-
metry within it.

.1   Bidirectional OT as a theory of the syntax-semantics interface

Although Optimality Theory was originally developed to model phenomena 
associated with the phonological module of the grammar (Prince & Smolensky, 
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1993); this architecture was quickly extended to the analysis of syntactic phenom-
ena (Grimshaw, 1997; Bresnan, 2000, and much subsequent work), and, more 
recently, to semantic and pragmatic phenomena (see Hendriks and de Hoop, 
2001; de Hoop and de Swart, 2000; Blutner, 2000; Zeevat, 2001; Krifka, 2007, and 
much subsequent work in the field). In contrast to the vast majority of work done 
in Interpretative semantics (Montague, 1970) and derivational approaches to the 
syntax-semantics interface (May, 1985; Chomsky, 1995), in OT approaches to the 
syntax-semantics interface, the pairing of linguistic forms with particular mean-
ings is optimized according to both generation (i.e. speaker) and parsing (i.e. 
hearer) considerations. In order to model this, we use a class of grammars called 
Optimality Systems, which are defined as follows:6

Definition 2.1. OT System. An OT system O is a pair 〈GEN, C 〉, where GEN is a 
relation and C  (the constraint set) is a linearly ordered set of functions (C  = 〈c1, c2, 
c3 … cn 〉) from GEN into .

In phonology and morphology, GEN is usually conceived of as a relation 
between 〈input, output〉 pairs. In a syntax-semantics interface setting, however, 
GEN is a relation between a syntactic form f and a meaning m (so we write 
〈 f, m〉 ∈ GEN). The OT architecture is extremely versatile, which allows for 
almost limitless possibilities when it comes to what constitutes a form and what 
constitutes a meaning. In order to be as general as possible, in this paper (as 
in de Swart (2010)), we will consider forms to simply be sequences of words 
taken from a language-specific lexicon structured into syntactic constituents 
(although (with some exceptions discussed in Section 5) I will remain as agnos-
tic as possible concerning what exactly those constituents are). Furthermore, 
I assume that the lexical items of Spanish (or English or Montréal French or 
whatever) that compose these forms are assigned semantic interpretations in 
the lexicon in a way that consistent with (many versions of) Generalized Quan-
tifier Theory (Barwise and Cooper, 1981; Keenan and Stavi, 1986; Keenan and 
 Westerstahl, 1997, among others).7 For example, verbal predicates will denote 
relations of the appropriate arity; that is, intransitive verbs will denote subsets 
of the domain D (so, for the English verb arrive, we write ⟦arrive⟧ ⊆ D) and 
transitive verbs will denote binary relations (so, for the English verb see, we 
write ⟦see⟧ ⊆ D× D). Furthermore, expressions that are syntactically determiner 

.  All formalizations are taken from Jäger (2002), sometimes recast in my notation.

7.  Thus, this framework is only interested in modelling optimization at the level of compo-
sitional semantics, not lexical semantics. This is not necessary, and see Blutner (2000) among 
others. I will make further remarks on the optimized lexicon in Section 5.
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phrases (DPs) are analyzed as denoting generalized quantifiers: arity reducing 
functions which map n+1-ary relations to n-ary relations in the way specified by 
the lexical meaning of the DP.8

In the spirit (if not the letter) of de Swart, we will take meanings to be 
strings of symbols, for which will give a model theoretic interpretation based 
on combinations of possible denotations of lexical items. More specifically, we 
will have a set of (in)transitive predicates such as ARRIVE or SEE. I highlight 
that, although these symbols bear striking resemblances to English words, they 
are meant to form part of the abstract semantic representations that will be 
given for a number of languages in this paper. Symbols like ARRIVE and SEE 
are interpreted into the same model as the lexical items above, and we write 
[ARRIVE] ⊆ D or [SEE] ⊆ D × D for their interpretations. Likewise, we will 
have symbols that will be interpreted as quantifiers: [NOBODY] will map prop-
erties to true just in case they have no human members. Thus, the string (7-a), 
where NOBODY and ARRIVE are appropriately concatenated based on their 
semantic type, will be true in a model M just in case the denotation of ARRIVE 
in M has no human members. Strings with transitive predicates such as (7-b) 
and (7-c) indicate the order of the composition of arguments: (7-b) is true in 
a model M just in case [JOHN] maps the set of individuals who saw nobody 
to true in M (i.e. if John saw nobody), and (7-c) is true in a model just in case 
[NOBODY] maps the set of humans who saw John to true in that model (i.e. if 
nobody saw John).9

 (7) Sample meanings in the range of GEN
  a. NOBODY(ARRIVE)
  b. JOHN(NOBODY(SEE))
  c. NOBODY(JOHN(SEE))
  d. NOT(JOHN(ARRIVE))

8.  More technically: for a unary generalized quantifier F1 (a function from properties to 
truth values over a domain D), we extend the domain of F1 to include all n + 1-ary relations 
R by setting

 (6) Fn+1(R) = {〈a1, a2 … an〉 : F1({b: 〈a1, a2 … an, b〉}) = 1}.

(see Keenan and Westerstahl, 1997, for more details).

9.  Note that just because, in this paper, we use this small language to pick out meanings, this 
does not mean that the (language independent) meaning denoted by NOBODY(JOHN(SEE)) 
will necessarily be paired with a form containing a negative quantifier. Depending on the 
language specific constraint ranking, such a meaning could also be realized through the com-
bination of an indefinite or negative polarity item and sentential negation.
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Furthermore, in line with de Swart and Sag (2002) and Peters and Westerstahl 
(2006), we will represent sentential negation as a 0-ary quantifier which maps 
truth values to truth values; thus the string in (7-d) is interpreted as true in a 
model in which John did not arrive.

Thus, GEN will consist of the product of the set of complex forms and the set 
of meanings, which are strings such as in (7).10 So some sample members of GEN 
for a language like English would be as in (8):

 (8) Subset of GEN for English
  a. 〈John saw nobody, JOHN(NOBODY(SEE)〉
  b. 〈John saw nobody, NOT(JOHN(NOBODY(SEE))) 〉
  c. 〈John saw nobody, FELIX(MEOW) 〉

Of course GEN will contain very many more form-meaning pairs than will form 
part of the interpreted language, and the way that the final set of pairings between 
syntactic forms and semantic interpretations is calculated involves the use of the 
constraint set C in Def. 2.1. A constraint ci ∈ C  is a function from form-meaning 
pairs (〈 f, m〉 ∈ GEN) to natural numbers such that ci maps 〈 f, m〉 to the number 
of violations of ci that 〈 f, m〉 incurs. Now, based on the ordering of the constraints 
in C  and the values of the members of GEN at the cis, we define an ‘optimization’ 
ordering on form-meaning pairs as follows:

Definition 2.2. Optimization Ordering (>O ) Let O  be an OT system and let 〈 f, m〉, 
〈 f ′, m′〉 ∈ GEN. Then, 〈 f, m〉 >O  〈 f ′, m′〉 iff

1. There is some i: 1 ≤ i ≤ n such that ci(〈 f, m〉) 〈 ci(〈 f ′, m′〉), and
2. For all j 〉 i, cj(〈 f, m〉) = cj(〈 f ′, m′〉).

According to Def. 2.2, a form-meaning association x is better than another one 
(y) just in case there is some constraint ci at which x incurs fewer violations than 
y, and x and y have the same values at all the higher ranked constraints. With this 
definition, it turns out that if O  is an OT system, then >O is both transitive and 
well-founded (cf. Jäger (2002)’s Lemma (2). The acceptable form-meaning asso-
ciations are only a subset of GEN, namely those that are optimal:11

1.  Having GEN be quite unrestricted is known as the free interpretation hypothesis in OT 
Semantics (Hendriks and de Hoop, 2001), which can be thought of as the semantic correspon-
dent to OT phonology’s richness of the base hypothesis.

11.  The notion of optimality that we use here is Jäger (2002)’s X-optimality, which (given 
the definition of >O that we are assuming) is equivalent to and more elegant than Blutner’s 
original formulation, which Jäger calls Z-optimality.

 EBSCOhost - printed on 2/10/2023 10:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



 Variation as a testing ground for grammatical theory  17

Definition 2.3. Optimality. A form meaning pair 〈 f, m〉 is optimal iff

1. 〈 f, m〉 ∈ GEN.
2. there is no optimal 〈 f, mr〉 such that ( f, m′) >O ( f, m).
3. there is no optimal ( f ′, m) such that ( f ′, m) >O ( f, m).

According to Def. 2.3, then, grammars pair-up forms and meanings in a way such 
that the best forms get paired up with the best meanings, the second-best forms 
get paired up with the second-best meanings, and so on.

Of course, the meat of any OT analysis lies in the exact proposals concerning 
the inventory and ranking structure of the constraint-set. Although the grammar 
formalism does not force this, it is generally assumed that the constraint inventory 
is universal, and, therefore, ideally one would like the constraints to be as general 
and typologically or functionally well-motivated as possible. The rankings of the 
constraints, on the other hand, vary from language to language, and this variation is 
what creates the diverse syntactic and interpretative patterns that we see across lan-
guages. As a preview of what is to come, I highlight here that the proposed univer-
sality of C  is what allows proposals set in OT frameworks to make clear predictions 
for linguistic systems that have not yet been studied (such as Montréal French).

First of all, most OT syntax/semantics systems adopt some form of highly-
ranked (but ultimately violable) faithfulness constraint that ensures that the 
elements in the semantic representations largely have correspondences in the syn-
tactic representation (see Bresnan, 2000; Hendriks and de Hoop, 2001; Zeevat, 
2001; Blutner et al., 2003, among others). This has the effect of eliminating the 
most unlikely form-meaning pairings (such as (8-c)) and restoring, in the words 
of (Zeevat, 2001, 10), “the important aspects of compositional semantics (not the 
full principle but essential aspects)”. In line with the setup here, the faithfulness 
constraint that we will adopt is the following, which I call FaithLex.

 (9)  FaithLex assigns one violation to a pair 〈 f, m〉 for every symbol in m 
whose interpretation is not the denotation of a lexical item of f.

So, for example, FaithLex assigns no violations to (8-a) and 2 violations to (8-c). 
This constraint concerns general correspondences between forms and meanings; 
however, in the next section, we will see more specialized ones that create the 
Spanish asymmetric negative concord pattern, as analyzed by de Swart (2010).

.   Categorical asymmetric concord in bidirectional OT (de Swart, 2010)

In her 2010 book, de Swart proposes an OT analysis of the main typological pat-
terns associated with the distribution and interpretation of negative morphemes. 
In this work, she accounts for an impressive range of data from the various kinds 
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of attested negative concord patterns, the Jespersen cycle, double negation inter-
pretations and the distribution of positive and negative indefinites, among other 
phenomena. As such, the OT analysis presented in de Swart (2010) is highly artic-
ulated and involves many different syntactic and semantic constraints. Since the 
aim of this paper is much more modest (only to account for categorical and vari-
able asymmetric concord languages), I will only present the subset of her con-
straint-set that creates the patterns discussed above.

The heart of de Swart’s proposal is the claim that the asymmetric pattern is cre-
ated by the interaction between two markedness constraints: *Neg and neg first. 
*NEG is a constraint that considers both members of the form-meaning pair, and 
assigns violations depending on how many occurrences of negative marking or 
elements with a negative interpretation are found in the pair.

 (10)  *Neg assigns one violation to a pair 〈 f, m〉 for every negative morpheme in f 
and every symbol in m with a negative denotation.12

As de Swart says (p.78), “the intuition behind *Neg is that negation is marked, 
both in form and in meaning. Marked forms and meanings should be avoided, so 
negation should be avoided both in the syntax and the semantics”.

Unlike *Neg, which evaluates both the forms and the meanings, Neg First 
only looks at the form. For de Swart, Neg First is actually conceived of as a family 
of markedness constraints that govern the placement of negation in the sentence, 
and we will also take this view in this paper. The version of the constraint that de 
Swart proposes that is highly ranked for languages like Spanish is shown in (11).

 (11) Neg First (de Swart, 2010, 96):
  Negation precedes the finite verb.

The use of a principle such as neg first to account for the syntactic distribu-
tion of negative morphemes has, in fact, a long history in both functional and 
formal linguistics. Indeed, de Swart adopts the term Neg first from Horn (1989), 
who describes it as “the strong tendency for negative markers to gravitate leftward 
so as to precede the finite verb or other possible foci of negation” (Horn, 1989, 
p. 452). Horn himself traces this principle back to the work of Jespersen (1917, 
1933), who suggests that natural languages have “a natural tendency, also for the 
sake of clearness, to place the negative first, or at any rate as soon as possible, very 
often immediately before the particular word to be negated (generally the verb)” 
(Jespersen, 1917, p.5).

1.  A generalized quantifier F is negative iff F(Ø) = 1 (see Keenan and Stavi, 1986; Peters and 
Westerstahl, 2006).
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In obligatory asymmetric concord languages, de Swart proposes that Neg 
First is ranked higher than *Neg, since satisfying neg first allows for two 
negatively marked elements to be acceptable when the n-words are in postverbal 
 position. As I mentioned, in Bidirectional OT, form-meaning pairs are optimized 
with respect to both the speaker (meaning → form, as in OT Syntax) and hearer 
(form → meaning, as in OT Semantics). Thus, it is convention to represent this 
optimization through the use of two tableaux: one showing the evaluation from 
the semantic input to the syntactic output (speaker), and then another showing 
the evaluation from syntactic input to semantic input (hearer). In this way, tableau 
1 shows how the meaning NOBODY(ARRIVE) is optimally paired with the form 
Nadie ha llegado (abstracting away from tense), and tableau 2 shows how the form 
Nadie ha llegado is optimally paired with the meaning NOBODY(ARRIVE).

Table 1. Preverbal n-words in Spanish (speaker’s perspective)

Input: NOBODY(ARRIVE) FaithLex NegFirst *Neg

a.  Nadie ha llegado *
b.  Nadie no ha llegado **!

Table 2. Preverbal n-words in Spanish (hearer’s perspective)

Input: Nadie ha llegado FaithLex NegFirst *Neg

a.  NOBODY(ARRIVE) *
b.  NOT(NOBODY(ARRIVE)) **!

Furthermore, because of the high ranking of neg first, the optimal output for the 
semantic form MARIA(NOBODY(SEE)) is María no ha visto a nadie, as shown 
in Tableau 3.

Table 3. Postverbal n-words in Spanish (speaker’s perspective)

Input: MARIA(NOBODY(SEE) Faith Lex Neg First *Neg

a.  María ha visto a nadie *! *
b.  María no ha visto a nadie **

Since, as shown in tableau 4, MARIA(NOBODY(SEE)) has fewer seman tic 
negations than NOT(MARIA(NOBODY(SEE))), (María no ha visto nadie, 
MARIA(NOBODY(SEE))) is selected as the optimal form-meaning pair, and 
we correctly predict that such sentences should only have a negative concord 
interpretation.
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Table 4. Postverbal n-words in Spanish (hearer’s perspective)

Input: María no ha visto a nadie FaithLex NegFirst *Neg

a.  MARIA(NOBODY(SEE)) *
b.  NOT(MARIA(NOBODY(SEE))) **!

In the next section, I consider applying de Swart’s analysis to variable asymmet-
ric concord patterns within a stochastic extension of the bidirectional OT system 
described above. I show how this account makes straightforward predictions for 
the patterns of use of negative concord structures in a spoken corpus.

3.   Optional asymmetric concord in StOT

This section examines the prospects for integrating the variable Montréal French 
asymmetric concord system into the OT theory described in Section 2. As men-
tioned in the introduction, MF shows the preverbal/postverbal contrasts that char-
acterize the asymmetric concord pattern, with the exception that co-occurrence 
between sentential negation pas and an n-word (such as rien ‘nothing’) is optional 
rather than obligatory (12). That true (i.e. intra-speaker) variation exists in this 
dialect can be established through the observation that both bare and negative 
concord variants can be used by the same speakers in the same conversation, as 
shown, for example, by (12) from the Montréal 84 corpus. More generally, Burnett 
et al. (2015) show that education is a significant social factor conditioning the use 
of concord structures in Montréal 84: speakers with a higher level of education are 
less likely to use concord sentences than speakers with a lower level of education. 
However, I highlight that there are speakers from every education level that have 
the variable system described in this paper.13

 (12) a. La loi cent un moi j’ai rien contre ça   (27 213)
   ‘Loi 101 me I have nothing against that.’
  b. C’est pour ça que j’ai pas rien contre la loi cent un (27 221)
   ‘It’s for that that I have nothing against Loi 101.’

Although de Swart does not discuss this dialect of French (or other systems 
that show the same variable pattern), she suggests that similar cases of variation 

13.  Although very interesting and important, the question of the social meaning of variable 
negative concord, the style(s) (in the sense of Eckert (2008)) with which it is associated and 
how its social conditioning should be modelized in an OT framework is out of the scope of 
this paper.
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in the realization and interpretation of negative indefinites should be handled 
within a stochastic extension of her OT system. Moving to a probabilistic system 
(or some other kind of significant departure) is necessary to allow for the co- 
existence of the two synonymous forms in (12-a) and (12-b) for the following 
reason: if we wish to explain the ungrammaticality of a sentence like *Rien me 
plaît pas. (Intended: ‘Nothing pleases me’) through the use of the *Neg constraint 
(as we did for Spanish), then we will need to find some reason why (12-b) is not 
ungrammatical, because it presumably incurs the same number of violations. In 
Spanish, negative concord structures with postverbal n-words were permitted 
because they satisfied a higher-ranked neg first constraint; however, again, if 
we use the ranking neg first≫ *Neg to allow (12-b), we end up predicting that 
it should win over (12-a) because the negative element appears later in the utter-
ance. In other words, the optimization algorithm that we use to determine which 
form-meaning pairs are in the language predicts only obligatory patters; there is 
no place for optionality.

3.1   Modelling grammatical variation

An influential way through which grammatical optionality is modelled in Opti-
mality Theory is through the use of Boersma (1998)’s stochastic generalization of 
the framework. Stochastic OT (StOT) shares the generation relation (GEN) and the 
constraint set C  with regular (also known as ordinal) OT, and the main differences 
between the two classes of grammars come in the form of the ordering relation 
between constraints and the evaluation algorithm. Unlike in the system described 
above in which constraints are ordinally ordered, in StOT each constraint ci is 
assigned a real number on a continuous scale, called its rank. Since the constraints 
are ranked on a continuous scale, we can now talk of the distance between two 
constraints in a meaningful way. Additionally, at every evaluation event, a small 
amount of noise (a value chosen from a normal distribution with mean 0 and 
standard deviation 2 (or some other arbitrary value)) is added to the constraint 
ranking. The rank of a constraint after the noise is added is called its selection 
point. If the ranks of two constraints are very far apart, the noise that is added at 
evaluation time will not change the ordinal ranking of the selection points at each 
evaluation event. However, if the constraints are ranked very close together, then 
the ranking of selection points might change from evaluation to evaluation. It is in 
this way that StOT models linguistic variation: the evaluation algorithm defines a 
probability distribution over ordinal rankings of selection points, which, in turn, 
defines a probability distribution over the set of candidates. More specifically, the 
probability of a particular expression (in our case, particular form-meaning pairs) 
being optimal will be the sum of the probabilities of all ordinal rankings that make 
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it optimal. As such, a StOT grammar describes an interpreted language just in case 
it assigns probabilities to the form-meaning pairings that correspond to their rela-
tive frequencies in the language.

With these considerations in mind, let’s examine the predictions that a sto-
chastic extension of de Swart’s analysis applied to variable concord in Montréal 
French make for the distribution of negative concord structures with pas in an 
oral corpus. As discussed above, MF displays a preverbal/postverbal asymmetry 
(Personne est (*pas) venu. ‘No one came.’ vs Jean a pas vu personne. ‘Jean saw no 
one.’ ). Therefore, in line with de Swart, we would like to account for this pattern 
using the interplay between the neg first constraint and *Neg: the extra negation 
in Jean a pas vu personne. is acceptable because it satisfies neg first; however, it is 
prohibited in *Personne est pas venu. because Personne est venu. is already optimal 
for neg first. This being said, variation in this dialect is possible when the n-word 
is in postverbal position: n-words in this position can also appear bare (ex. J’ai vu 
personne. ‘I saw no one.’). Within the context of the analysis developed above, the 
most natural account of the acceptability of bare postverbal n-words is that it is 
due to the ranking of *Neg over neg first: it is more important to avoid the pro-
liferation of negative markers than to express negation as soon as possible in the 
sentence. The optimal pairing of Jean a vu personne with JEAN(NOBODY(SEE)) 
is shown in tableau 5.

Table 5. Bare postverbal n-words in Montréal French (speaker’s perspective)

Input: JEAN(NOBODY(SEE) FaithLex *Neg NegFirst

a.  Jean a vu personne * *
b.  Jean a pas vu personne **!

Indeed, the ordering *Neg ≫ neg first is what de Swart proposes to derive the 
Spoken European French pattern (13), in which postverbal n-words appear bare 
and cooccurrence with pas creates an obligatory double negation interpretation.

 (13) Spoken European French
  a. J’ai vu personne.
   I have seen no one
   ‘I saw no one.’
  b. J’ai pas vu personne.
   I have not seen no one
   ‘I didn’t see no one.’, i.e. I saw someone.  Double negation only

In StOT, the variation between the European French-style system (with bare 
n-words) and the Spanish system (with negative concord structures) can be 
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modelled through the construction of an OT grammar in which the *Neg and 
Neg first constraints are assigned very close values on the continuous rank-
ing scale. The noise that is added at each evaluation event could perturb the 
initial ranking order between *Neg and Neg first, which will, in turn, define a 
probability distribution over ordinal rankings: *Neg will be ordered before neg 
first (which associates Jean a vu personne with JEAN(NOBODY(SEE))) some 
proportion of the time, while neg first will be ordered before *Neg (which 
associates Jean a pas vu personne with JEAN(NOBODY(SEE))) the rest of time. 
In order to determine how close the initial rankings of the two constraints need 
to be to create this pattern, we will need to look at corpus data, which is what we 
will do in Section 4.

An important way in which MF differs from Spanish (which will affect the 
version of Neg First family of constraints that we test) is in the morphophono-
logical properties of its sentential negation marker. Unlike Spanish, Italian and 
European Portuguese in which negation is a preverbal head (sometimes called 
a light negation (Giannakidou, 2006)), MF negation is a phrasal adverb (Pollock 
(1989); Abeillé and Godard (1997), also known as a heavy negation), which gener-
ally occupies the third position in the sentence following the finite verb (14-b) or 
auxiliary (14-c).

 (14) a. No he visto a Juan.  Light negation (Spanish)
  b. Je vois pas Jean.  Heavy negation (Montréal French)
  c. J’ai pas vu Jean.  Heavy negation (Montréal French)

So, unlike in Spanish in which neg first is satisfied through having negation in 
preverbal position, the fact that there exists a preverbal/postverbal asymmetry in 
Montréal French, shows that neg first in this language must be satisfied with the 
negation in third position.14 In other words, de Swart’s proposal for the constraint 
that is highly ranked in Spanish (11) needs to be replaced by a more general ver-
sion of the constraint.

Furthermore, if we would like to evaluate whether neg first is active (at the 
‘soft’ level) in Montréal French, we first have to be more precise about its formula-
tion. In the literature (Jespersen, 1933; Horn, 1989; Corblin and Tovena, 2003; de 
Swart, 2010, among others), neg first is treated as a constraint that is sensitive to 
linear order. Therefore, I will devote the majority of the rest of this paper to testing 
the pertinent extension of de Swart’s analysis using linear Neg first, which counts 

1.  A similar point could be made about (informal) Welsh, which allows (restricted) variable 
negative concord with a postverbal adverbial negation marker. See Borsley and Jones (2005) 
for discussion.
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syntactic constituents15 from the beginning of the utterance. As shown in (15), 
a form-meaning pair containing a negative constituent is assigned the number 
of violations equal to the number of syntactic constituents in the utterance that 
(properly) linearly precede the constituent.

 (15) Linear neg first (Neg FirstL):
   Let >L be the linear precedence relation between syntactic constituents 

(ψ, ψ1, ψ2 …) in an utterance, and let 〈 f, m〉 be a form-meaning pair such 
that f contains a constituent ϕ with a negative denotation. Then,

   Neg FirstL(〈 f, m〉) = |{ψ: ψ >L ϕ }|

Since the set of candidates that we will be considering in the rest of the paper will 
differ minimally in their number of syntactic constituents, I will only mark the 
violations of Neg FirstL that distinguish two candidates in the tableaux that fol-
low. For example, in a tableau comparing candidates J’ai pas vu personne and J’ai 
vu personne, I will mark the concord structure has having no violations of Neg 
FirstL and the bare structure as having a single violation of this constraint. This 
will greatly increase the readability of the tableaux, and I hope that this will not 
cause confusion about the application of the constraint.

In combination with some syntactic constraints forcing the realization of sen-
tential negation as an adverb, the constraint in (15) has a consequence for the pre-
dictions of an analysis in which variable asymmetric concord patterns are derived 
through a ‘soft’ neg first constraint. In particular, unlike in Spanish/Italian/ 
Portuguese in which having a bare direct object n-word is always less optimal 
with respect to neg first than having a concord structure, this is not necessarily 
the case in Montréal French. As shown in (16), if the verb is in the present tense, a 
direct object n-word will be in third position (16-a), which is the same place in the 
linear order as pas in the negative concord version of the sentence (16-b). There-
fore, both structures should satisfy neg firstL equally well. However, (16-a) and 
(16-b) do not both satisfy *Neg equally well: (16-b) has an extra negation marker 
which earns this candidate an extra violation.

 (16) a. Je vois personne.
   I see no one
   ‘I see no one.’
  b. Je vois pas personne.
   I see not no one
   ‘I see no one.’

15.  Of course, we could also count the number of ‘words’ from the beginning of the sentence, 
which would make similar predictions, but, since we will ultimately revise the linear Neg 
first constraint in the next section, I will not consider this alternative here.

 EBSCOhost - printed on 2/10/2023 10:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



 Variation as a testing ground for grammatical theory  135

As a consequence, even at an evaluation event in which the selection point of neg 
firstL is higher than that of *Neg, the optimal form for a sentence with a transi-
tive verb in the present tense will be Je vois personne. This is shown in tableau 6.

Table 6. Postverbal third position n-words (speaker’s perspective)

Input: JEAN(NOBODY(SEE) FaithLex NegFirstL *Neg

a.  Jean voit personne *
b.  Jean voit pas personne **!

In other words, a stochastic extension of de Swart’s analysis predicts that negative 
concord structures where n-words follow the finite verb (modulo pas) are har-
monically bounded and should not appear in a spoken corpus.

The same prediction is made for fragment answers: because of the extra nega-
tion, pas personne is harmonically bounded and not predicted to occur.

 (17) Qui as-tu vu?   ‘Who did you see?’
  a. Pas personne/Personne. ‘No one.’

On the other hand, where we do expect to see the contribution of neg firstL is 
in structures in which negation appears in an earlier position in the sentence than 
the bare n-word would, such as in sentences with composed tenses (18-a), when 
the n-word is embedded in a prepositional phrase (18-b), when the n-word is in an 
infinitival construction (18-c), and when the n-word is embedded in subordinate 
clause (18-d) under a neg-raising verb.

 (18) a. J’ai (pas) vu personne.
   I have   not seen no one
   ‘I saw no one.’
  b. Je parle (pas) à personne.
   I speak   not to no one
   ‘I speak to no one.’
  c. Je veux (pas) voir personne.
   I want   not see no one
   ‘I don’t want to see anyone.’
  d. Je veux (pas) que Jean voie personne.
   I want   not that Jean see no one
   ‘I don’t want Jean to see anyone.’

3.   Summary

In summary, although de Swart (2010)’s analysis of asymmetric negative con-
cord was designed with invariant systems like Spanish in mind, by virtue of its 
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 Optimality Theoretic architecture, it makes clear predictions for the kinds of pat-
terns that should exist in variable systems like Montréal French. In particular, 
given that, in categorical asymmetric concord languages, neg first appears as a 
hard constraint, in variable asymmetric concord languages, it should appear as a 
soft constraint. Furthermore, taking into account the heavy morphophonological 
status of MF sentential negation, a straightforward StOT extension of her proposal 
predicts that variation should be limited to postverbal n-words in 4th position or 
later in the sentence. These predictions are summarized in Table 7.

Table 7. Predictions of ‘soft’ NegFirst analysis for Montréal French

Syntactic Position Prediction

Preverbal No concord
Fragment Same as 3rd (no concord)
3rd position Same as fragment (no concord)
4th position Variable concord
5th position Same as 4th (variable concord)
6th+ position Same as 4th (variable concord)

I test these these predictions in the next section using the Montréal 84 corpus of 
spoken Montréal French.

.   Variable negative concord in Montréal 84

This section presents a quantitative study of the distribution of negative concord 
structures in the Montréal 84 corpus. The Montréal 84 corpus is composed of soci-
olinguistic interviews performed in 1984 with 72 speakers of a variety of ages, edu-
cation levels and professions. From this corpus, we extracted all the occurrences 
of n-words (personne ‘no one’, rien ‘nothing’, aucun ‘no’, jamais ‘never’, nulle part 
‘nowhere’). From this initial dataset, we excluded clearly idiomatic expressions 
and structures where the n-words are within the scope of another n-word such 
as (19); these are instances of what is called (after den Besten (1986)) the negative 
spread construction, which does not allow for co-occurrence with negation.

 (19) a. Puis il-y-a jamais que: personne qui s’est plaint de
   Then there is never that no one     that refl is complaint of
   ma bouffe
   my food
   ‘No one has ever complained about my food.’  (126 2114)

 EBSCOhost - printed on 2/10/2023 10:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



 Variation as a testing ground for grammatical theory  137

  b. personne: débouchait sur rien
   No one open up on nothing
   ‘No one ended up with anything.’   (85 532)

Additionally, I excluded examples in which the n-words are modified by a maxi-
mizing degree adverb such as absolument ‘absolutely’, presque ‘almost’, pratique-
ment ‘practically’, and quasiment ‘almost’, since modification by this class of 
adverbs uniformly blocks negative concord in Québec French (Déprez and Mar-
tineau, 2004, 10) and crosslinguistically (Giannakidou, 2006).

 (20) a. Nécessairement, il  connaît absolument rien.  (2 293)
   ‘Necessarily, he knows absolutely nothing’
  b. Oui parce-que: j’ai presque jamais été au travail. (91 273)
   ‘Yeah because: I almost never went to work.’
  c. on les voit pratiquement jamais   (64 128)
   ‘We practically never see them.’
  d. mais la j’écoute quasiment rien.   (131 506)
   ‘but now I listen to almost nothing.’

Furthermore, we also excluded expressions in which an n-word co-occurs with 
negation yielding a double negation interpretation, not a single negation interpre-
tation. Double negation interpretations in the Montréal 84 corpus are limited to 5 
occurrences of the expression pas pour rien ‘not for nothing’ (21), which suggests 
also that double negation interpretations in Montréal French are largely idiomatized.

 (21) Un gars qui parle bien pour moi c’est un gars comme Robert-Charlebois.
   〈hum〉 Un gars qui: bien Robert-Charlebois a: a déjà sacré comme tout le 

monde, il doit sacrer encore de toute façon 〈humhum〉 mais: un gars qui a: 
qui prend pas des mots: longs comme ça: pour rien.

   A guy that talks well for me that’s a guy like Robert-Charlebois. 〈hum〉 A guy 
that: well Robert-Charlebois has: has a cursed before like everyone, he must 
still curse in any case 〈humhum〉 but: a guy that has: that does not use long 
words like that: for nothing.    (113 606)

Finally, since this paper only addresses the question of the analysis of variable 
asymmetric concord systems, I limit the investigation to speakers that actually 
have such systems. In fact, 11 of the 72 speakers never use negative concord struc-
tures with pas;16 in other words, these speakers have an invariant grammar along 

1.  As mentioned above, although there is social conditioning in the data, the 11 speakers 
who are invariant in the interviews do not constitute a well-defined socio-economically 
defined class, according to the stratifications of the corpus.
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the lines of the Spoken European French grammar in which *Neg ≫ Neg first 
and the ranges of these constraints do not overlap. Thus our final dataset contains 
2160 n-words taken from the speech of 61 speakers.

We coded each n-word for its syntactic position (preverbal, postverbal (i.e. 
following the finite verb/auxiliary) or fragment) and whether it co-occurs with 
pas. Then, within the set of postverbal n-words (n = 1964), I coded for the pres-
ence of the neg firstL constraint, as defined in (15).

.1   Results

The rates of the use of concord structures (i.e. co-occurrence with pas) by syntactic 
position are shown in Table 8.

Table 8. Distribution of negative concord structures by syntactic position in Montréal 84

Syntactic postion Bare n-word Negative concord % Concord

Preverbal 77 0  0.0%
Fragment 236 17  6.7%
3rd position 1621 128  7.3%
4th position 39 42 51.8%
5th position 22 40 64.5%
≥6th position 27 45 62.5%

As expected, there were no occurrences of structures of the form *Personne est 
pas venu. Furthermore, when we consider the rate of concord between n-words 
in postverbal position, we find a significant difference between the use of pas with 
n-words in the 3rd position compared to the 4th, 5th or ≥6th positions (χ2 = 460; 
p < 0.0001); whereas, we find no significant difference between the rate of negative 
concord between 4th, 5th and 6th position (χ2 = 2.85; p = 0.239). Since our analy-
sis predicted that the rate of negative concord should be drastically higher with 
n-words in 4th position and later than in third position (and that we should not 
find major differences in the use of pas with n-words past 4th position), I suggest 
that the data from Montréal 84 supports this hypothesis.

Our ‘soft’ linear neg first analysis also predicted that fragments and n-words 
in third position should show the same rate of concord; this was borne out (albeit 
in a trivial way): there is no significant difference between the rate of negative con-
cord in fragments as in 3rd position (χ2 = 0.118; p = 0.73). However, by virtue of 
the fact that both fragment and postverbal 3rd position structures with pas were 
predicted to be harmonically bounded, it is therefore surprising to find an (albeit 
limited) number of concord sentences such as (22) and (23) in the corpus.
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 (22) Third position negative concord structures.
  a. Moi: Je suis pas aucun programme anyway
   ‘Me, I follow no program anyway.’   (27 367)
  b. Puis: je connais pas personne de parfait.
   ‘So: I don’t know anyone perfect.’   (2 993)
  c. J’ai pas de vacances, j’ai pas rien.
   ‘I have no vacation; I have nothing.’   (2 616)
  d. mes frères ont pas jamais été tu-vois dans le hockey
   ‘My brothers were never, you know, into hockey’  (54 419)
  e. Il-y-a pas de gang.Il y en a pas nulle part
   ‘There aren’t any gangs; there aren’t any anywhere.’  (4 942)

 (23) Fragment negative concord structures.
  a. Pas aucune. Aucune aucune aucune influence.17

   ‘None. No no no influence.’    (66 863)
  b. … de voir: ma mère dans la maison pas personne d’autre.
   ‘… to see my mother in the house; no one else.’  (126 831)
  c. Qu’est-ce-que tu vas faire avec ça? 2. Bien non, pas rien. (rire)
   ‘What are you going to do with that? 2. Well no, nothing.’ (7 126)
  d. j’avais bien du stock mais; pas jamais ( ).
   ‘I had a lot of stuff but; never ().’    (90 500)

In summary, although many of the predictions made by the StOT analysis given 
above for the distribution of negative concord structures in the Montréal 84 corpus 
were borne out, we find an unexpected contrast between third position postverbal 
and fragments contexts on the one hand, and preverbal contexts on the other. 
These observations are summarized in Table 9.

Table 9. Negative concord in Montréal 84: Predictions vs observations

Position Prediction Observation

Preverbal No concord No concord
Fragment Same as 3rd (no concord) Same as 3rd (limited concord)
3rd position Same as fragment (no concord) Same as fragment (limited concord)
4th position Variable concord Variable concord
5th position Same as 4th (variable concord) Same as 4th (variable concord)
≥6th position Same as 4th (variable concord) Same as 4th (variable concord)

17.  In the final dataset, we also excluded n-words that were part of repetitions, i.e. the last two 
aucunes in this example, since negative concord is uniformly excluded from these contexts.
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In the next section, I address the question of what makes third position post-
verbal nwords and fragment n-words different from preverbal n-words, and I 
modify the existing StOT analysis to account for the observed patterns of variation.

5.   A new probabilistic analysis of Montréal French

This section modifies the analysis presented in Section 3 with an account of the 
variable use of pas in fragments and third postverbal position. Then, with the final 
constraint-set in place, I show how we can use Boersma (1998); Boersma and 
Hayes (2001)’s Gradual Learning Algorithm (GLA) to assign ranking values to the 
proposed constraints that will generate the appropriate distribution of concord 
structures in Montréal 84.

5.1   Structural Neg First

Although the results in the previous section suggest that the use of Neg First 
has significant potential for explaining both categorical and variable negative con-
cord patterns, our extension of de Swart (2010) did not make quite the right pre-
dictions. In addition to predicting categorical exclusion of concord in fragment 
n-words and third position n-words, closer inspection of the set n-words in third 
position in Montréal 84 show that not all utterances where the n-word occupies 
linear third position are created equal. For example, if we restrict our attention 
to the 1749 occurrences of n-words in third position, we find a significant effect 
of the presence of (non-)finite clause boundaries in the use of concord structures 
(χ2 = 146.08; p < 0.0001). In particular, n-words in third position that, presumably, 
appear in a lower infinitival or finite clause (i.e. would appear in a lower clause 
than pas) are significantly more likely to appear in a concord structure (49% of 
cases) than n-words that appear in the same finite clause as pas would (6%). This 
pattern is shown in Table 10.

Table 10. Negative concord with n-words in third position

Position of n-word Bare n-word Negative concord % Concord

Upper clause 1593 101  6%
Lower clause   28  27 49%

In other words, despite the n-word appearing in third position in both cases, 
examples like (24-a), where there is a (infinitival) clause boundary between 
where sentential negation is placed and where the direct object n-word appears, 
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are much more frequent than examples like (24-b), where pas and rien appear in 
the same clause.

 (24) a. Je peux pas rien faire face a ça.
   I can not nothing do.inf face to that
   ‘I can’t do anything faced with that.’   (1 770)
  b. il-y-a pas rien mais ça serait calme
   there is not nothing but it be.fut calm
   ‘there is nothing, but it will be calm’   (8 175)

The pattern in Table 10 tells us that our hypothesis that Neg First makes ref-
erence to linear order is not fine-grained enough; rather, hierarchical relation-
ships between constituents play an important role in the co-occurrence patterns 
between sentential negation and postverbal n-words in Montréal French. There-
fore, in order to account for differences in the frequencies of utterances like (24-a) 
and (24-b), I propose that Neg First should be restated with respect to domi-
nance relations between syntactic nodes in a tree, rather than linear order.

 (25) Structural Neg First (Neg FirstD):
   Let >D be the dominance relation between syntactic nodes (ψ, ψ1, ψ2 …) in 

a tree, and let 〈 f, m〉 be a form-meaning pair such that f contains a constitu-
ent ϕ with a negative denotation. Then,

   Neg FirstD(〈 f, m〉) = |{ψ: ψ >D ϕ }|

(25), then, would make a distinction between (24-a) and (24-b) because there 
are presumably more syntactic nodes (for example, infinitival clause structure) 
dominating rien in (24-a) than in (24-b). Additionally, moving to a structural 
characterization of Neg First can help explain why, in this system, we might 
get some occurrences of negative concord with n-words in third position. If we 
assume, following, for example, Pollock (1989), that the tensed verb in French is 
base-generated in a low syntactic position and raises into a higher tensed posi-
tion, and that pas occupies an adverbial position that is medial between these two 
positions, then, under Neg FirstD, fewer nodes dominate the negative element 
in the concord structure than in the bare structure. So the concord structure 
would receive fewer violations than the bare structure, and we would no longer 
predict that Je vois pas personne would be harmonically bounded.18 This is one 
possible analysis of the syntactic differences between Je vois personne and Je vois 

18.  Under this account, we would have the same explanation for variation in fragments. 
Thus, this kind of analysis would have to adopt an analysis of the syntax of fragments in 
which fragment answers are associated with at least some non-audible syntactic structure (for 
example, in a theory such as Merchant (2004)).

 EBSCOhost - printed on 2/10/2023 10:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



1 Heather Burnett

pas  personne; there could be other possibilities. The point that is pertinent for this 
paper is simply that the structural relations between pas in a concord structure 
and personne in a nonconcord structure be different and that Neg FirstD is be 
sensitive to this difference.

Although this structural revision to Neg First improves on our previous lin-
ear version of the constraint, we now need to capture the difference in frequency 
between n-words that directly follow the finite verb and those that are separated 
from it by some other constituent. Once again, I suggest that typology can give us 
some insight into what is driving these patterns. Although the difference in the use 
of a negative concord structure between Je vois pas personne and J’ai pas vu per-
sonne is a matter of frequency in Montréal French, we see this preferential contrast 
showing up as a grammaticality contrast in some other languages. For example, 
Zanuttini (1997) shows that in Piedmontese, an Italian dialect, the postverbal sen-
tential negation marker nen cannot co-occur with an nword such as gnun ‘no one’ 
if the verb is in (what she calls) a ‘simple’ form, i.e. it does not consist of an aux-
iliary and a past participle (Zanuttini, 1997, 76) (26-a). However, if the n-word is 
embedded under a participle (26-b) or within a prepositional phrase (26-c), then 
negative concord is grammatical.19

 (26) Piedmontese (Zanuttini, 1997, 77)
  a. *A veddu nen gnun.
    I see not no one
   Intended: ‘I don’t see anyone’.
  b. I l’hai nen vist gnun.
   I it.have not seen no one
   ‘I have not seen anyone.’
  c. A parla nen cun gnun.
   he talks not with no one
   ‘He doesn’t talk with anyone.’

Thus, to capture the categorical patterns found in Piedmontese, we need a con-
straint that makes reference not only to the presence of syntactic structure, but 
also to particular syntactic domains. In the logic of the OT analysis, then, this 
would boil down to saying that forms in which the n-word is not in the same 
unembedded domain as the finite verb receive an extra violation of Neg First 

19.  Interestingly, Piedmontese has a second negation marker pa which, according to Zanut-
tini, is not subject to the same restrictions as nen; however, pa also has very different syntactic 
and semantic/pragmatic properties than nen, so it would seem that certain meaning-related 
considerations can override the high rankings of NEG FIRSTDi. But I leave a full analysis of 
the Piedmontese negation system within StOT to future work.
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than forms in which the n-word occurs with no embedding next to the finite verb. 
So, the version of Neg First that is highly ranked in Piedmontese is a more spe-
cialized case of the structural Neg First constraint proposed above, one that only 
looks at a subset of the dominance relations in the tree. I will call this the domain-
relativized Neg First constraint (and notate it as Neg FirstDi ).

 (27) Domain-Relativized Neg First (Neg FirstDi):
   Let >Di be the dominance relation between syntactic nodes (ψ, ψ1, ψ2 …) 

relativized to the appropriate (unembedded) domain (i.e. >Di ⊂ >D), and 
let 〈 f, m〉 be a form-meaning pair such that f contains a constituent ϕ with a 
negative denotation. Then,

   Neg FirstDi (〈 f, m〉) = |{ψ: ψ >Di ϕ }|

In Piedmontese (which also allows optional negative concord with nen), Neg 
FirstDi and *Neg would be ranked closely together. The more general Neg 
FirstD would be ranked much lower. In Montréal French, on the other hand, I 
propose that the three constraints are be ranked very close together such that we 
can have optional negative concord with n-words in postverbal position (but not 
with n-words in preverbal position), but still capture the difference in frequency 
between concord structures with n-words with ‘simple’ verbs and n-words with 
some level of embedding.20

5.   Structural Neg First and the GLA

Now that we have a full constraint-set, the final step in the analysis is to show that 
it is possible to assign ranking values to the constraints proposed in this paper 
(FaithLex, Neg FirstD, Neg FirstDi, and *Neg) such that our grammar gener-
ates the appropriate distribution of concord and bare forms in spoken Montréal 
French. In order to show that our StOT grammars describe this language, we need 
to assign ranking values to the constraints in C and show that they generate the 
patterns of variation that we see in the language. In order to do so, I will use the 
Gradual Learning Algorithm (GLA) (Boersma, 1998; Boersma and Hayes, 2001), 
which is a learner for StOT grammars from categorical or variable data and for 
which there is an implementation in the Praat system (Boersma & Weenik, 2014). 
The GLA is given an OT grammar in which all the constraints have the same rank-
ing (as a convention, we set them at 100.00) and learning data which consists of a 

.  Note that we might need some other explanation for the contrast between Je vois pas 
personne and J’ai pas vu personne if we assume, following Abeillé and Godard (1996, 2002), 
that composed tenses in French are associated with a flat structure. However, I leave exploring 
this possibility to future work.
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set of form-meaning pairs21 with the statistical distribution of the language under 
study. The learner then assigns ranking values to the constraints in the grammar, 
modifying its ranking assignment based on the form-meaning pairs it is exposed 
to. In this study, the GLA was fed with 100 000 observations of negative mean-
ings paired with sentences with n-words in preverbal position (i.e. Personne est 
(pas) venu), non-embedded postverbal position (i.e. Jean voit (pas) personne.), and 
embedded postverbal position (i.e. Jean parle (pas) à personne.) according to their 
distribution in Montréal 84. To get an idea of the range of constraint rankings that 
the GLA will learn on the Montréal French dataset, I ran the simulation 5 times, 
and the resulting learned grammars are shown in Table 11.

Table 11. 5 grammars learned by the GLA learner in Praat (Montréal 84 data)

Grammar 1 2 3 4 5

NegFirstDi 102.675 102.699 102.619 102.629 102.691
*Neg 102.172 102.221 102.171 102.251 102.183
FaithLex 100.00 100.00 100.00 100.00 100.00
Neg FirstD 97.828 97.779 97.829 97.749 97.817

As shown above, Faith Lex does not interact with any of the other constraints that 
are the focus of this paper, so it remains ranked at 100.00 even after exposure to the 
Montréal 84 data. The other constraints, on the other hand, separate themselves 
out such that *Neg and Neg FirstDi have almost the same ranking, allowing for 
much variation with embedded postverbal n-words; however, the more general 
Neg FirstD is ranked much lower, only overlapping with *Neg a very small pro-
portion of the time, allowing for only rare occurrences of concord structures with 
unembedded postverbal n-words.

Note that if we feed the GLA learner a different dataset, one that is just like 
Mon tréal 84 but where there are no occurrences of concord sentences with un-
embedded postverbal n-words (i.e. what we might observe in a corpus of spoken 
Piedmontese), after 100 000 observations the distance between the rankings of 
*Neg and Neg FirstD gets larger and overlap is no longer possible, as shown in 
Table 12. Thus, I argue that this new analysis can capture not only the typologi-
cal relationships between categorial asymmetric systems like Spanish and variable 
asymmetric systems like Montréal French/Piedmontese negative concord on the 
one hand, but also the more subtle connections between Montréal French-style 
variable systems and Piedmontese-style variable systems on the other.

1.  There is a bidirectional GLA (Jäger, 2003); however, since the variation that interests us in 
this paper concerns variation in the form of sentences with negative indefinites, we will only 
need to look at the unidirectional speaker → hearer system.
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Table 12. 5 grammars learned by the GLA learner in Praat (Hypothetical Piedmontese)

Grammar 1 2 3 4 5

NegFirstDi 107.474 107.758 107.540 107.957 107.878
*Neg 107.070 107.164 102.171 107.527 107.354
FaithLex 100.00 100.00 100.00 100.00 100.00
NegFirstD 92.930 92.836 92.964 92.473 92.646

. Conclusion

In conclusion, this paper argued that language variation and change studies have 
an important role to play in the construction, elaboration and testing of formal 
syntactic theories. As an illustration of this proposal, I showed how we can test 
a probabilistic extension of de Swart (2010)’s analysis of obligatory asymmetric 
negative concord using Montréal 84 corpus of spoken Montréal French. I argued 
that the main lines of the predictions of de Swart’s analysis were born out; however, 
looking at variation data showed us that the syntactic patterns associated with 
negative concord require a more subtle definition of the Neg First family of con-
straints. More specifically, I argued that the Neg First constraint family should be 
conceptualized as taking into account hierarchical structure, rather than simple 
linear order, and that members of this family can differ with respect to the syntac-
tic domains to which they are sensitive. This conclusion thus constitutes a novel 
contribution to grammatical theory (particularly OT syntax/semantic theory), 
one that was arrived at through the careful study of patterns of the use of syntac-
tic variants. Therefore, I argue that, in addition to serving as a testing ground for 
formal syntactic and semantic proposals, variation data can also provide new data 
relevant to constructing these proposals in the first place.

Finally, it is worthwhile noting that the choice of testing de Swart’s proposal 
(rather than other proposals) was not arbitrary: in particular, in order to test the 
quantitative predictions of a formal analysis that was formulated to account for 
categorical syntactic patterns, we need for this analysis to be set within a syntactic 
framework that has an (appropriate) stochastic generalization. Since de Swart’s 
proposal was framed within OT, and we have extensions of this framework such as 
Boersma’s that are equipped to model syntactic variation, her analysis for Spanish 
made clear predictions for Montréal French. However, there are many other analy-
ses of the forms and interpretations of asymmetric negative concord sentences that 
are set in frameworks that do not permit variation (Penka and Zeijlstra, 2010, for 
a recent overview). Although a fair amount of progress has been made in extend-
ing other mainstream syntactic frameworks, such as Chomsky (1995)’s Minimalist 
framework, to deal with certain kinds of sociolinguistically conditioned  variation 
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such as variable morphological agreement (Adger and Smith, 2010; Comeau, 
2011; Adger, 2014, among others), these proposals do not so clearly extend to phe-
nomena at the syntax-semantics interface such as negative concord. I therefore 
leave the exploration of the probabilistic analysis of variable negative concord in 
other frameworks as an open research area.
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This paper examines the factors conditioning the production of linguistic 
variables in real time by individual speakers: what we term the dynamics 
of variation in individuals. We propose a framework that recognizes three 
types of factors conditioning variation: sociostylistic, internal linguistic, and 
psychophysiological. We develop two main points against this background. The 
first is that sequences of variants produced by individuals display systematic 
patterns that can be understood in terms of sociostylistic conditioning and 
psychophysiological conditioning. The second is that psychophysiological 
conditioning and internal linguistic conditioning are distinct in their mental 
implementations; this claim has implications for understanding the locality of 
the factors conditioning alternations, the universality and language-specificity 
of variation, and the general question of whether grammar and language use are 
distinct. Questions about the dynamics of variation in individuals are set against 
community-centered perspectives to argue that findings in the two domains, 
though differing in explanatory focus, can ultimately be mutually informative.

Keywords: variation, dynamics, quantitative, sociolinguistic cognition, language 
use, locality, alternations

1.   Introduction

Since the 1960s, the quantitative patterning of intra-and inter-speaker variation 
has been the primary focus of study in variationist sociolinguistics. Research in 
this tradition has documented the sensitivity of variation to social factors, such as 
class and gender, as well as to grammatical structure. Work in this vein has pro-
duced highly successful community-level profiles of the factors that affect a given 
linguistic variable. These profiles are, in the typical case, static, in the sense that 
they provide a snapshot of the social and linguistic parameters that characterize a 
particular community’s distribution of variants at a particular point in time. That 
is to say, even when work of this type looks at diachronic change, it is usually 
focused on change in the aggregate distribution of linguistic forms across different 
generations.
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For a variety of reasons, some of principle and some practical, variationist 
sociolinguistics mostly puts to the side questions about the dynamics of variation 
within the speech of individuals, like the one that we have framed in (1):

 (1)  Dynamics of Variation in Individuals Question (DVIQ): What factors 
 affect whether a given speaker will produce a given variant of a variable in a 
 specific real-time instance of use?

So, for example, it might be the case that two individuals may produce very 
similar overall proportions of variants A and B of a variable, but the first indi-
vidual produces the sequence AAAAAABBBBBB while the other produces 
 ABABABABABAB. Although both speakers produce variant A 50% of the time, 
it may not be accurate to say that the chance of the first individual producing A at 
any given moment is 50%. The apparent difference would be lost in the traditional 
variationist approach, which pools tokens across individuals irrespective of which 
tokens occurred in which order. The temporal-sequential properties of variable 
observations – by which we mean information about which tokens were produced 
when, relative to other tokens – are set aside in community-centric approaches to 
the study of variation but are at the heart of the DVIQ posed here. Our goals in 
this paper are to synthesize findings showing that there is much to be asked about 
the dynamics of variation in individuals, and to develop a framework in which 
this and related questions about how individuals deploy linguistic variants can be 
investigated systematically.

In the first part of the paper (Section 2), we outline a framework in which an 
individual speaker’s production of variability in any given instance of language use 
is shaped by three types of conditioning factors: sociostylistic (‘s-conditioning’), 
internal linguistic (‘i-conditioning’), and psychophysiological (‘p-conditioning’). 
With respect to the third of these, one of our main lines of argument is that look-
ing at the individual-level dynamics of variation requires a careful examination 
of general cognitive systems (for example, those related to memory) and psycho-
physiological systems (like those involved in articulation and perception).

After setting out a general framework, we develop in detail two main points:

 (2) Main points to be developed
  a.  Point 1: Token sequences produced by individuals exhibit systematic 

patterns that are attributable partly to social context and partly to psy-
chophysiological conditioning.

  b.  Point 2: Psychophysiological conditioning factors and internal linguis-
tic conditioning factors are architecturally distinct.

Point 1, developed in Section 3, consists of the claim that there are indeed impor-
tant things to be explained about how variation emerges from individual speakers 
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in real time. We argue in a review and synthesis of prior literature that there are 
systematic quantitative patterns displayed in sequences of variants produced by 
particular individuals, and that aspects of these patterns can be explained in terms 
of what we have called p-conditioning above. When generalized, the results of this 
section comprise a research program on variation in language in which the indi-
vidual must play a central role.

Point 2, which is elaborated in Section 4, addresses a specific question about 
how two types of conditioning relate to each other, in ways that implicate ques-
tions about how language is connected with other cognitive systems. First, we posit 
that p-conditioning and i-conditioning are subject to different types of contextual 
restrictions, with i-conditioning being constrained by the same locality demands 
as categorical grammatical alternations and p-conditioning operating over differ-
ent, potentially larger, domains. This argument suggests that i- conditioning and 
p-conditioning are architecturally distinct. Second, we suggest that p- conditioning 
effects are expected to be more or less invariant across communities (due to the way 
in which they derive from language-external systems such as memory), whereas 
i-conditioning is at least potentially arbitrary, so that a given individual must learn 
the effects that an i-conditioning factor has in their speech community. Separating 
i-conditioning and p-conditioning in the way that we propose has implications for 
the often discussed distinction between grammar and language use, a point that is 
addressed at the end of Section 4.

Section 5 offers general conclusions.

.   Three types of conditioning factors

The primary focus of variationist sociolinguistics is the quantitative correlation of 
a set of linguistic variants with various independent factors, termed “constraints” 
in early literature. That any given linguistic variable is typically sensitive to a range 
of distinct predictors is well known; Bayley (2013, 86) terms this the “principle 
of multiple causes.” These multiple factors are traditionally categorized into two 
groups: one called “extralinguistic” or “external,” which comprises what Ceder-
gren & Sankoff (1974, 333) describe as “non-language factors such as age, class, 
and social context,” and the other referred to as “internal linguistic,” reflecting 
“elements of the linguistic environment” (Labov, 1969; Weinreich et al., 1968). 
The late 1980s saw a period of intensive inquiry into the basis of this dichotomy, 
particularly the different developmental profiles of internal and external condi-
tioning patterns (Labov, 1989) and the hypothesized susceptibility of external but 
not internal factors to interactions (Fasold, 1991). While these particular ques-
tions have largely fallen out of focus more recently, general questions concerning 
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the relative roles of internal and external factors in driving language change con-
tinue to be explored (Farrar & Jones, 2002; Torgerson & Kerswill, 2004; King et al., 
2011). Overall, the binary separation between social and linguistic factors remains 
a major organizing principle of sociolinguistic theory, as evidenced by recent gen-
eral overviews of the variationist paradigm (e.g. Bayley, 2013).

Looking at the dynamics of variation in individuals prompts us to expand the 
typology of influences on variation. In particular, it becomes necessary to distin-
guish three types of factors that may condition variation, as follows:

 (3) Factors that influence variation at the individual level
  a. Sociostylistic factors, the effects of which we term s-conditioning
  b. Internal linguistic factors, i-conditioning
  c. Physiological and psycholinguistic factors, p-conditioning

Our s-conditioning and i-conditioning correspond in some ways to the external 
and internal factors discussed above (although see Section 2.1 below, where we 
motivate an internal division of s-conditioning). What we call p-conditioning fac-
tors arise from cognitive and physiological systems that are shared by all humans, 
like working memory capacity, articulatory pressures arising from the physiol-
ogy of the speech apparatus, resting activation levels for words (of the type that 
are implicated in priming), and so on. While p-conditioning factors are typically 
discounted when a community profile is at issue, Point 1 of our paper is to show 
that these factors figure crucially in determining the dynamics of variation: i.e. 
that p-conditioning gives rise to systematic quantitative patterns of sequences of 
variants produced by individuals in real time.1

After motivating the study of variation in individuals in Section 3, we move to 
Point 2, which initiates the search for empirical differences between i-conditioning, 
s-conditioning, and p-conditioning. We are actively investigating the idea that the 
three types of conditioning factors are distinct in source and in cognitive instantia-
tion, a point which we discuss further in Section 4.2 with respect to i- conditioning 
and p-conditioning. Though there is no question that they frequently act together 
to shape a speaker’s output distribution of linguistic variants (Bayley’s “principle 
of multiple causes” again), we believe that treating the factors in (3) as distinct is 
important in ways that are elaborated in the pages to come.

1.  S-conditioning – in particular, the effects of style – can of course also structure sequences 
of variables discussed by individuals. Although s-conditioning is not a primary focus of this 
paper, several points concerning s-conditioning and its relation to our overall framework are 
addressed as the discussion unfolds.
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In order to frame the main arguments in Sections 3 and 4, we look briefly at 
the three types of conditioning in the following subsections.

.1   S-Conditioning

Sociostylistic effects on variation are probably the best known of the three types 
of conditioning factors identified here. However, when the dynamics of individual 
variation are considered, it is important to make a distinction between static and 
dynamic components of s-conditioning. Static s-conditioning refers to the demo-
graphic categories or social group memberships with which variants may covary 
(e.g. age, sex, social class). Many of the current methods used in the variation-
ist program characterize a group of people with respect to their collective rate of 
use of some variable: their socially-determined baseline values. In the discussion 
to come, it will be assumed that any particular speaker has a baseline value for 
each variable of their language, and that the baseline value is derived from static 
s-conditioning in the familiar way. Beyond this, though, we set this type of con-
ditioning aside in our discussion below, as our primary focus in this paper is on 
variation at the level of the individual (see in particular Section 3.1), and this type 
of conditioning naturally requires abstracting over individuals to identify group-
level patterns.

In addition to covering baseline issues, s-conditioning also comprises a class of 
intraspeaker properties of variation, sometimes treated under the banner of ‘style’ 
but here termed dynamic s-conditioning. (With this terminological choice we aim 
to sidestep debates about competing sociological or anthropological explanations 
for stylistic variation.) This type of s-conditioning is particularly important for 
the DVIQ, because different styles deployed by the same individual will have an 
effect on their probability of producing certain variants. That is to say, dynamic 
s- conditioning is viewed as a set of socially-motivated or discourse-related changes 
that affect a speaker’s target rate for a variable in real time. In simplified terms, we 
might expect a given speaker to have an implicit goal of producing a colloquial 
variant at a high rate in a casual situation and a low rate in a situation requiring 
formality. Dynamic s-conditioning, then, is a cover term for externally-motivated 
deflections from a socially-established baseline that may arise from the influence 
of any number of contextual factors.

.   I-Conditioning

I-conditioning refers to the effects that elements of linguistic representation in the 
environment surrounding and containing an instance of a variable can have on that 
variable’s realization. The types of representation in question can differ depend-
ing on the particular variable: some alternations have phonological  conditioning 
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 factors, some have morphological conditioning factors, others might be sensitive 
to syntactic context, and so on. Moreover, for some variables, sensitivity can be to 
more than one type of representation, as we discuss in Section 4.2 below.
I-conditioning factors are in many cases the common internal linguistic factors 
considered in classic sociolinguistic studies. So, for example, we categorize as 
i-conditioning those factors that implicate the morphological makeup of the word 
containing the varying element, such as the differential sensitivity of coronal stop 
deletion to monomorphemes versus past tense forms (Guy, 1980), or the effect on 
[iŋ]∼[in] variation of the morphological structure of the word containing -ing (an 
effect identified by Houston (1985) and most recently refined in Tamminga, 2014).

Positional constraints on variation also fall under the umbrella of 
i- conditioning, such as the differential rates of fronting of /θ/ in Glasgow and 
other communities depending on whether the fricative is word-initial or word-
final (Clark & Trousdale, 2009; Stuart-Smith et al., 2013).

.3   P-Conditioning

P-conditioning comprises the effects of a range of physiological and psychological 
factors that govern a speaker’s language production in real time.2 P-conditioning 
can be further divided into two types: physical and cognitive.

Physical p-conditioning has long been recognized in research into speech per-
ception as contributing to what is known as the “lack of invariance problem”: the 
lack of a simple and direct mapping between phonetic categories and the acous-
tic patterns that physically instantiate them (Liberman et al., 1967). Though this 
lack of invariance stems ultimately from a range of differences between individu-
als, speech is naturally variable even within individuals, due to what Hoole et al. 
(1993, 237) describe as “universal neurological and biomechanical constraints of 
the speech motor system.” Factors such as coarticulation and breathing patterns 
can be included under this type of p-conditioning.

One of the major claims that we aim to develop is that a number of 
p- conditioning factors above and beyond these low-level physiological constraints 
affect the dynamics of variation: this cognitive type of p-conditioning involves the 
 universal properties of the human mind/brain. Among the factors that we suggest 
should be included in this category are working memory, production planning, 
priming, and automatic imitation. Section 3.1 examines a range of these factors, 
and discusses how they structure the way in which individuals produce variants.

.  For reasons related to the Dynamics of Variation in Individuals Question stated in (1), we 
focus on production; an equally important set of questions concerns the effects of perceptual 
factors on variation.
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Although p-conditioning can be observed in aggregate data under the right 
analysis (see, for example, our discussion of auxiliary contraction in Sections 
3.1 and 4.2), these factors are manifested in the behavior of individual humans 
using language in real time, and as such are seen when the behavior of individual 
speakers is examined. We suspect that p-conditioning factors are pervasive and 
potentially involved in most if not all cases of variation. There is also reason to 
believe that they may be quite strong. Take, for example, the variation between 
[in] and [ɪŋ] for the verbal -ing suffix. In Philadelphia English a shift from careful 
to casual speech in an interview is accompanied by a shift from around 15% [in] 
to around 35% [in] (Labov, 2001). By way of contrast, the immediately previous 
variant choice (the p-conditioning factor of priming) has a much larger impact for 
the same variable in the same speech community: when two tokens of the vari-
able are within a few seconds of each other, the difference in variant choice for 
the second token triggered by the variant in the first token can be as large as 25% 
[in] after [ɪŋ] versus 85% [in] after [in] (Tamminga, 2014). Although the stylistic 
range of the interviews from which these data were drawn is far from maximal, 
we see that not only is the size of the difference elicited by priming detectable, it 
is in fact sizable in comparison to better-known conditioning factors. Of course, 
not all p- conditioning effects are expected to be this strong. For example, with 
another well-known variable, the deletion of word-final coronal stops in conso-
nant clusters, a priming effect arises only under a narrow set of conditions: when 
the stop in question represents a past tense suffix or when a lexical item is repeated 
 (Tamminga, 2014). Our view is that understanding such p-conditioning effects 
(and how they apply to different variables) should be a basic goal in a theory of the 
dynamics of variation.3

.   On the division of conditioning factors

Having now outlined three types of factors that condition variation, a brief discus-
sion of Point 2, concerning the factors’ architectural distinctness, is in order.

In principle, both i-conditioning and p-conditioning look as if they can 
involve reference to linguistic objects in the context of the variable in question. 
For instance, when a particular instance of the -ing suffix is affected by the choice 
made earlier between [ɪŋ] and [in] (the p-conditioning factor of priming), there is 
a sense in which a linguistic object in the context is affecting the probability that 
one variant will be selected. Superficially, this is the same as saying that, e.g. coro-
nal stop deletion rate is affected by morphological information (an i- conditioning 

3.  An additional question is whether p-conditioning effects might lead to mistaken attribu-
tion of the variation from this source to social, stylistic, or linguistic factors.
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factor). However, as we will discuss in depth in Section 4, it is sometimes pos-
sible to adduce both grammatical arguments and quantitative arguments to show 
that a particular instance of conditioning is in fact p-conditioning rather than 
i-conditioning.

Though separating p-conditioning from other types of conditioning is not 
unprecedented in the literature on variation (see Labov, 1979 and the more recent 
Preston, 2004),4 previous work has typically not differentiated the three types of 
conditioning factors in the way that we have here. Some researchers, for instance, 
have proposed treating our i-conditioning as derivative from p-conditioning fac-
tors, among them Kiparsky (1972) and Slevc (2011). Conversely, but in a similar 
vein, factors that we would ascribe to p-conditioning are sometimes implicitly 
treated as being part of i-conditioning by virtue of their apparently non-social 
nature (e.g. early discussions of priming (Poplack, 1980, 1984)). More recently, 
some usage-based models of language make no apparent architectural distinction 
between our three types of conditioning factors at all, treating all contextual and 
sociostylistic conditions on variant use as represented in the same way (e.g. as 
tags on lexical exemplars, as in the implementation of Hay & Bresnan (2006)). 
Although we will not attempt to make a point-by-point comparison with these 
and other alternatives, we return to the architectural implications of our three-way 
distinction between conditioning factors in Section 4.3.

In practice, the dividing line between p-conditioning and i-conditioning, and 
between p-conditioning and s-conditioning, will not always be prima facie obvi-
ous from a superficial observation of the facts: the question of which factor(s) 
determine the properties of any given variable is an empirical one, as we will illus-
trate in Section 4. First, however, it must be established that there is structure to 
the sequences of variants produced by individuals in the first place. This is the 
topic of the next section, which explores this point with a focus on p-conditioning.

3.   Point 1: Quantitative patterns in variable sequences

It is useful to frame the study of individual dynamics with reference to the speech 
community. A speech community has historically been defined (at least within 
variationist sociolinguistics) as a group of people who share the same constraints 
on, and social evaluation of, intraspeaker variation (Labov, 2006 [1966]). Such 

.  Note also the division of Labov’s seminal Principles of Linguistic Change trilogy into 
volumes on Internal, Social, and Cognitive factors; however, ‘cognitive’ in that case refers to 
the human capacity to perceive and reproduce cultural patterns.
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constraints, because they are by definition common to members of the group, are 
often discussed as if they are a property of the group itself, recalling the “gram-
mars of the speech community” at the center of the foundational Weinreich et al. 
1968. Guy’s point that coronal stop deletion is “uniformly compelling on all speak-
ers” (1980, 34) exemplifies the justification for what we might call the community 
grammar view. But since utterances are produced by human individuals, not com-
munities, the constraints on variation must inhere in the mental representations of 
individual speakers, and the fact that those speakers all share the same constraints 
is a product of our definition of a speech community. The study of what is shared 
by all group members, in other words, is strictly speaking the study of a recur-
ring property of individuals, despite the fact that the conventional terms for such 
analysis suggest a community-level phenomenon.5

Our Point 1 is that there are structured quantitative patterns in the produc-
tion of variants by individual speakers: patterns in the sequences of variants 
as they are produced by speakers in real time. As mentioned in Section 2, the 
 temporal-sequential properties of variants are set aside in the traditional varia-
tionist methodology. The practice of dissociating variable observations from 
the order in which they were produced is rooted in claims such as the following 
(Labov, 2006 [1966], 77, emphasis added):

Here are the occurrences of (th) in casual speech, in the order that they occurred: 
1 2 2 1 2 2 1 1 1 1; and here are the occurrences in careful speech: 2 2 1 1 1 1 1 1 1 1 
1 1 1 1 2 1 2 1. There seems to be no pattern or system within this sequence – yet 
it fits into the larger pattern shown in the array of styles.

While Labov here acknowledges that some stretches of speech are different than 
others by virtue of style-shifting, he does not pursue the possibility that there is 
further systematicity within the careful and casual sequences that is derivative 
of other sources. In other words, the standard view is that once we have delin-
eated stylistically-distinct sections of speech, what remains within each section is 
stochastic variation (albeit constrained by linguistic factors in a way that can be 
observed once all tokens are pooled).

In the remainder of this section we will synthesize findings that show that the 
order and timing in which variant tokens occur are not fully random, in ways that 
implicate p-conditioning in particular (Section 3.1). We will then outline some 

5.  How the same set of constraints is learned by many individuals is a separate, though 
certainly relevant, question; we reject the premise of Labov (2012) that the existence of the 
individual as an important level of linguistic analysis is isomorphic to the question of the 
target of acquisition.
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further questions concerning sequences of variants, and situate the investigation 
of individual dynamics with respect to directions for future research (Section 3.2).

3.1   P-conditioning as a source of individual dynamics

It is relatively easy to imagine how dynamic s-conditioning, as described in Sec-
tion 2, could play a role in giving rise to quantitative patterns of individual dynam-
ics, even if questions about how to incorporate style and related notions into 
the cognitive architecture of language continue to be actively discussed. On the 
other hand, the influence of p-conditioning factors, especially cognitive ones, has 
received much less attention in the study of variation. In this section we review 
and synthesize evidence concerning the role of p-conditioning.

In Section 2.3 above, we briefly outlined the nature of p-conditioning factors. 
In that initial discussion, we distinguished physical p-conditioning from cognitive 
p-conditioning. Under the former, we have in mind the effects of physiological 
constraints on speech production. For example, a major source of intra-speaker 
phonetic variability is coarticulation, the overlap and interaction between articu-
lators in the real-time production of speech (see Farnetani & Recasens, 2010 for an 
overview). Coarticulation has been proposed as the source of gradient patterns of 
assimilation such as the palatalization of /s/ before a following /j/ (Zsiga, 2000) and 
the absence of an alveolar gesture in instances of /n/ before /k/ (Ellis & Hardcastle, 
2002). Though there is evidence that coarticulation can show language-specific 
effects (e.g. Manuel, 1990), these differences constitute crosslinguistic variation in 
the degree of coarticulation, not its absolute presence, which is thought to be uni-
versal (Farnetani & Recasens, 2010). Another source of variability in speech pro-
duction within the individual is breathing patterns: respiratory function has been 
found to be influenced by cognitive load, audiovisual stimulation, conversational 
turn taking, and a speaker’s emotional state (McFarland, 2001), and breathing is in 
turn connected to features of speech including pitch contours across breath groups 
(Kutik et al., 1983), pause prevalence (Zellner, 1994), and voice onset time (Hoit et 
al., 1993). Low-level, physical p-conditioning factors always play a role in speech 
production,6 and thus must be part of the investigation of individual dynamics.

For present purposes, however, we are more interested in the effects of cogni-
tive p-conditioning on variation. In the rest of this section, we review several cogni-
tive p-conditioning factors, and expand on their relationship with the  production 

.  In addition, some types of conditioning are not exclusively “low-level”, despite being 
prima facie physical p-conditioning. For instance, Scarborough (2013) reports that degree of 
coarticulation interacts with neighborhood density/frequency, indicating that the “low-level” 
effect interacts with what we could call a cognitive p-conditioning system.
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of variation in individuals. We begin with a discussion of factors shown to affect 
variation in recent work, namely production planning and priming, then turn to 
the factors that we believe should be considered in future investigations.

3.1.1  Planning
One cognitive system affecting language production in ways that are important 
for variation is the planning of utterances (see Allum & Wheeldon (2007) for 
an overview). There is good reason to believe that the planning of units “down-
stream” occurs simultaneously with the production of earlier units (Levelt, 
1989), and the degree and extent of downstream planning can affect a number 
of features of those units that are being articulated. Among these features are 
a unit’s likelihood to be followed by a pause and to contain a disfluency, both 
of which are more likely the more complex the upcoming unit being planned 
(Clark & Wasow, 1998; Ferreira, 1991).

A speaker’s ability to plan a given utterance may be modulated in certain 
experimental settings, and this, too, can affect her language production. For exam-
ple, Tilsen (2012) demonstrates that speakers shift a clashing primary stress in 
accordance with the Rhythm Rule (changing, say, the phrase Japanése géckos to 
Jápanese géckos) only in prepared, but not in unprepared speech, where (infor-
mally) constraints imposed by the planning system preclude the execution of the 
prosodic alternation. That planning constraints can produce such an alternation 
suggests that they may also influence already-variable phenomena in ways that 
have only begun to be explored.

In most cases, the variationist approach implicitly assumes that all relevant 
conditioning information is equally present and operative on each instance of the 
variable (though see Guy (1991a) for a counterexample). But when we consider 
the dynamics of variation in individuals, it can be seen that this assumption is not 
uniformly valid. Regarding planning, a possibility is that contextual factors and the 
variables that they affect are not always present in the same planning buffer. Plan-
ning is thus important to variation because the planning system will determine 
whether or not an instance of a variable and its potential contextual influencer are 
able to interact with each other. For example, MacKenzie (2012) attributes subject 
length effects on auxiliary contraction to the possibility that the auxiliary is not 
always planned in the same buffer as the subject if the subject is long. In Wagner 
(2011, 2012), data from an experimental production task show that the strength 
of the prosodic boundary preceding an upcoming clause, a metric taken to indi-
cate whether that clause is likely to have been planned at the time the boundary is 
reached, affects the conditioning of the [iŋ]∼[in] alternation. The argument is that 
when a following constituent has been planned, its phonology is available to condi-
tion [iŋ]∼[in] choice, with more [iŋ] surfacing before a following vowel and more 
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[in] before a following consonant. When the following constituent has not been 
planned, though, this regressive phonological conditioning  cannot operate, and 
the distribution of variants changes. A number of recent papers have shown that 
the basic prediction made by this analysis – that variable conditioning by elements 
across word boundaries is sensitive to planning likelihood – hold in conversational 
speech corpus data as well (Tamminga, 2015; Tanner et al., 2015), although the facts 
may differ for phonological and morphosyntactic variation (MacKenzie, 2015b).

The DVIQ asks what factors affect the outcome for a variable in an actual 
instance of use in real time; the discussion here shows that the production of varia-
tion is affected by what is being planned at the moment of that instance of use. Con-
straints on production planning may cause the choice of a variant to be deferred 
too late to affect a left-leaning process like contraction, or they may make elements 
of the context following a variable element unavailable at the time variant choice 
occurs. Limits on cognitive capacity thus illustrate another way in which individuals 
must figure prominently in the study of variation. Constraints on variability which 
seem arbitrary when viewed at the community level may in fact be a reflection of 
individual-level cognitive constraints. For instance, the finding from MacKenzie 
(2012) that contraction is unattested in spoken English after subjects longer than 
eight words may be related to the generally-accepted limits on working memory 
capacity, which center around seven items across individuals (Miller, 1956).

We return to the topic of interactions between conditioning factors with a 
more detailed example of production planning effects in Section 4.2.

3.1.  Priming
Another cognitive p-conditioning factor that intervenes in the production of vari-
ation is priming. With respect to lexical items, priming (shorthand for priming 
facilitation) refers to speeded lexical access after prior exposure. The seemingly 
related phenomenon of structural priming is a preference for using a recently-
processed syntactic structure to form a novel utterance in cases with multiple syn-
tactic options available, whether in an experimental setting (Bock, 1986; Pickering 
& Ferreira, 2008) or conversational speech (Weiner & Labov, 1983; Gries, 2005; 
Szmrecsanyi, 2006). In the context of sociolinguistic variation, priming is gen-
erally thought of as an increase in the tendency towards one variant or another 
after previous processing. For example, as mentioned above, speakers who have 
recently used the [in] variant of the variable [iŋ]∼[in] alternation are significantly 
more likely to reuse [in] in the next instance than if they had recently used [iŋ] 
(Abramowicz, 2007; Tamminga, 2014).

Since this phenomenon was first identified in conversational speech 
(Sankoff & Laberge, 1978; Poplack, 1980; Weiner & Labov, 1983), sociolinguists 
and  corpus linguists have identified priming in a wide range of variables, across 
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different languages and different linguistic levels (see inter alia Scherre & Naro 
(1991); Cameron (1992); Scherre (2001); Cameron & Flores-Ferrán (2004); Szm-
recsanyi (2006); Abramowicz (2007); Travis (2007); Tamminga (2014); Clark & 
Walsh (2014)). The identification of priming as a relevant factor in linguistic varia-
tion is thus far from new. It is also not novel to point to a cognitive basis for repeti-
tiveness in variant choice; Scherre (2001), Cameron & Flores-Ferra′n (2004) and 
Szmrecsanyi (2006) all explicitly tie their corpus results to psychological models of 
priming. However, the notion that priming is a distinct type of conditioning factor 
has not been fully developed in sociolinguistic theory. Crucially, sustained influ-
ence from previously–produced or –perceived tokens is not static, and requires 
reference to the recent experiences of the individual speaker in real time. The 
study of priming thus requires reference to temporal sequences of variants in a 
way that is not properly captured by the notion of a community grammar. It is our 
view that the full architectural and quantitative implications of this point have not 
been realized or explored.

Furthermore, Tamminga (2014) suggests that repetitiveness in variation, pre-
viously conceptualized straightforwardly as a reflex of “priming,” is not a single 
effect but instead may involve multiple underlying facilitatory cognitive mecha-
nisms interacting with variables at different levels of the grammar. She finds that 
priming effects have different degrees of generality, and different patterns of tem-
poral decay, in phonological and morphological variables, and attributes the dif-
ferences to a distinction between activation of abstract lexical items and episodic 
memory for surface properties of words. Each of these layers of complexity adds a 
dimension to be explored in the dynamics of individual variation.

The progress made in recent studies of how planning and production affect 
variation motivate us to suggest other cognitive p-conditioning factors that might 
be considered in future research. While the following paragraphs highlight the 
potential that studies of imitation and working memory effects hold for under-
standing the dynamics of variation in individuals, this is far from a comprehen-
sive listing of the set of cognitive p-conditioning factors that might be pursued in 
future work.

3.1.3  Imitation
Another potential source of variation in the dynamics of speech is imitation. 
A number of studies have shown that speakers imitate details of the speech 
of their interlocutors; see Zellou et al. (2016) for a recent review of relevant 
literature. Current theories of the cognitive mechanisms responsible for imita-
tion posit (at least) two distinct (but not mutually exclusive) sources for such 
effects: one is social in nature (see e.g. Namy et al. (2002); Pardo (2006); Pardo 
et al. (2012, 2013); Babel (2012)) the other is more bottom-up and  mechanical, 
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reflecting either a perception–production loop (e.g. Pierrehumbert (2002); 
German et al. (2013)) or a type of priming (e.g. Pickering & Garrod (2004)). 
Current work in this area is examining exactly what aspects of interlocutors’ 
speech are imitated, with uncertainty remaining around key questions about 
what is imitated, how fine-grained imitation is, and how long imitation effects 
last. These questions notwithstanding, automatic imitation (i.e. the non-social 
type) represents another important source of potential p-conditioning, as it 
means that the realization of any given token of a variable in real time depends 
on recently processed tokens in a way that can be conceptualized only at the 
level of an individual speaker.

3.1.  Working memory
The final cognitive p-conditioning factor that we consider here is limitations on 
working memory, the system implicated in the processing and temporary stor-
age of verbal material (Baddeley, 1986). A number of converging lines of research 
have demonstrated that a speaker’s working memory capacity affects their lan-
guage production. For instance, speakers with shorter memory spans (assessed 
by the number of items which they can remember in a controlled task) are more 
likely to produce “slip of the tongue” speech errors (Daneman, 1991; Saito & Bad-
deley, 2004) and subject-verb agreement errors (Hartsuiker & Barkhuysen, 2006) 
in experimental settings designed to elicit them. Their speech in open-ended pro-
duction tasks consists of fewer words per minute and is less semantically rich and 
grammatically complex than that of speakers with longer memory spans (Dane-
man, 1991; Kemper & Sumner, 2001). These correlations extend beyond cross-
speaker differences to the intra-speaker level: when a subject’s working memory 
is taxed (e.g. by a requirement to hold in memory a series of digits or words, or 
when asked to perform a concurrent task such as walking or finger tapping), they 
produce less semantically rich and grammatically complex utterances than when 
speaking without a cognitive load (Kemper et al., 2003; Power, 1985).

Absolute and speaker-specific limits on memory, as well as fluctuations in an 
individual’s available memory capacity over time, may influence variation by limit-
ing the degree to which variables may be sensitive to prior sequences of variants or 
other contextual factors. Insofar as producing variation entails tracking informa-
tion across stretches of speech, quantitative patterns of variation may be affected 
by interspeaker differences or intraspeaker fluctuations in working memory 
capacity. Memory constraints may interact with the imitation effects so pervasive 
to the general process of language production; socially-mediated accommodation 
between two conversational partners, for example, requires crucially that each 
partner retain a memory of not just what the other speaker has said but how they 
said it. The level of detail that can be stored in this respect, and how long it can be 
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stored for, has a direct impact on the amount of accommodation possible and may 
be based at least partially in memory capacity.

To be quite clear, this discussion does not attribute variability to speech error; 
we maintain a sharp distinction between systematic inherent variability and 
speech errors. Rather, we suggest that memory constraints (as discussed in the 
speech error literature) may interact with other constraints in the systematic pro-
duction of variation.

3.   Degree of dynamism and microcovariation

We have seen above the role that p-conditioning can play in affecting the out-
come of variation when it is considered in real time. This perspective directs our 
attention to the temporal-sequential properties of variation. Many of the effects of 
p-conditioning extend across distances longer than the span of grammatical local-
ity, meaning that the evidence for them is embedded in longer sequences of vari-
ants. As the questions that arise from the DVIQ become more complex, we will 
need to turn away from looking at isolated tokens and find new ways of describing 
and analyzing the properties of these longer sequences. In other words, we expect 
sequences of variable tokens to show patterns that are related to the operation 
of p-conditioning factors. To illustrate, we outline two simple dimensions along 
which we might expect to find differences between individuals in the temporal 
properties of the sequences of variants they produce.

The first dimension is degree of dynamism: the idea that even two speakers 
with an identical mean for a given variable might arrive at that mean through 
a wide or narrow distribution of tendencies and choices over time. Tamminga 
(2014) illustrates an effect of this type through a brief comparison of several 
speakers’ real-time production of [iŋ]∼[in] alternation, coronal stop deletion, 
and [ð]-stopping. The data are taken from the Philadelphia Neighborhood Cor-
pus (Labov et al., 2011), a collection of transcribed and forced-aligned sociolin-
guistic interviews with English speakers from Philadelphia. Figure 1, adapted 
from Tamminga (2014), presents rolling averages (with a window equal to 1/20 
of the number of tokens, with approximately equal numbers of tokens across 
both interviews) of coronal stop deletion for two different individuals. Both 
speakers have an overall mean deletion rate close to 50%. The individual in the 
top panel, though, arrives at that mean by averaging over sections of very high 
and very low deletion, whereas the individual in the bottom panel arrives at 
the same average after clinging quite closely to the 50% mark for most of the 
interview. This pattern suggests that – despite their identical means – there is 
something different about how coronal stop deletion is implemented by these 
two speakers.
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Figure 1. High (top) and low (bottom) dynamism in two PNC speakers’ moving averages for 
coronal stop deletion (window=N/20)

A central component of individual speaker dynamics is of course dynamic 
s- conditioning. The most obvious interpretation of high dynamism in a stretch 
of speech is that the speaker was moving across different styles evoked by shifts 
in topic or interlocutor. Even so, there may well be individual differences in the 
degree to which different individuals respond to contextual shifts, with some 
speakers having a wider range of stylistic variability than others. It is is unlikely 
that dynamism is fully reducible to s-conditioning, as dynamic s-conditioning will 
likely co-occur with (or even induce) changes in p-conditioning factors that may 
themselves constrain variability above and beyond the effects of style. For exam-
ple, inter-speaker differences in dynamism may reflect individual differences in 
the degree of facilitation from priming or the speed at which priming effects decay.

Modern sociolinguistic views of style in many cases highlight the shifting ways 
that variants of different variables can cluster together to produce stylistic perfor-
mances in specific moments or interactions (Eckert, 2012). In keeping with this 
emphasis on multiple variables at once, the second dimension of individuallevel 
dynamics of variation that we consider here is microcovariation: the different tem-
poral co-occurrence patterns of variant instances across variables, independent of 
their dynamism profiles. Figure 2, again taken from Tamminga (2014), illustrates 
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that temporal co-occurrence patterns can differ in this way. For the individual 
in the top panel, coronal stop deletion and [ð]-stopping track each other closely, 
moving up and down in tandem. In contrast, the individual in the bottom panel 
shows exactly the opposite pattern for most of the interview, with coronal stop 
deletion and [ð]-stopping appearing to be almost repelled by each other.
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Figure 2. Coincident (top) and divergent (bottom) microcovariation in coronal stop deletion 
and [ð]-stopping moving averages from two PNC speakers (window=N/20)

The degree to which the patterns here should be attributed to s-conditioning or 
p-conditioning is, as with the dynamism patterns above, a question which will cer-
tainly have a complex answer. Careful attention must to be paid to the analytical and 
quantitative task of disentangling dynamic s-conditioning from the more mechan-
ical dynamic properties of p-conditioning. An important direction of research will 
involve connecting the framework outlined in this paper with recent and continu-
ing methodological advances in the quantification of style shifting (Podesva, 2007; 
Sharma & Rampton, 2011; Ginsberg, 2012; Tamminga et al., 2016).7

7.  A related and important topic, which is already attracting careful attention from other 
directions (Campbell-Kibler, 2010; Babel, 2012; Squires, 2013), is how the interface between 
variable production and social meaning is mediated by social cognition.
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3.3   Summary

In this section we have examined a range of factors that are set aside in traditional 
variationist analysis. These factors affect the outcome of variation when we consider 
the production of variation by individuals in real time, which is, we argue, struc-
tured in ways that deserve systematic investigation. Our main focus in this section 
is on what we stand to gain by viewing such patterns in terms of p - conditioning. As 
we discussed, production planning can interact with i-conditioning by disrupting 
the presence of elements of the linguistic context in real time. Priming can reflect 
repetition of variants used by the same or a different speaker several utterances 
earlier. Automatic imitation necessarily makes reference to a connection between 
what a speaker perceives and what they subsequently produce. A speaker’s working 
memory capacity may limit the temporal span over which accommodation effects 
can take hold. Such factors do not fit naturally into a perspective where the speech 
community is the unit of analysis, because they tie instances of a variable to longer 
sequential contexts reflecting the psychological state of an individual. As the evi-
dence for the influence of these and other p-conditioning factors accumulates, the 
need to take an individual-level perspective will become more apparent.

The traditional community grammar perspective against which we situate 
this need has both a methodological and a conceptual component. Methodologi-
cally, for as long as sociolinguists’ standard statistical tool was what we now call 
fixed-effects regression, the only options for investigating individual-level patterns 
 statistically were to include individual identity as a predictor (with an unreason-
ably large number of values), or to fit a separate regression to each individual’s data, 
and thus lose the generalizations about what conditioning patterns individuals do 
in fact share. The increasingly widespread adoption of mixed-effects hierarchical 
regression modeling has largely rendered this problem obsolete. The inclusion of 
by-speaker random intercepts in regression models compensates statistically for 
different rates of variant use across speakers, and allows for the intercepts to be 
extracted for further examination (Drager & Hay, 2012).

In line with this shift in statistical practice, sociolinguists have recently 
begun to investigate the distribution of individual means within groups, asking 
for example whether speakers’ means correlate across variables (Oushiro & Guy, 
2015, Oushiro 2016). Although our research agenda extends beyond questions 
about individual means, sequential properties such as dynamism and microco-
variation deal with deflections away from some putative abstract baseline rate that 
needs to be calculated and discussed. Doing so may in turn open new avenues of 
inquiry relevant to the DVIQ. As one example, Tamminga (2014) asks whether 
priming might differ across individuals as a function of their own baselines due to 
the known sensitivity of priming to rare occurrences (see Jaeger & Snider (2013), 
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who analyze this effect by calculating surprisal, an information-theoretic mea-
sure of unexpectedness, over linguistic contexts). So, for a speaker from a work-
ing class background who produces primarily [in] it may be the case that [iŋ] is 
the unexpected variant that elicits a strong surprisal-based priming effect, despite 
the global status of [iŋ] as the standard variant. When we focus on the DVIQ, we 
will also encounter a new set of quantitative problems, such as normalization of 
variable occurrence rates across individuals and over time. Novel applications of 
existing statistical tools, such as the use of Generalized Additive Models with time 
splines to simultaneously estimate independent effects of dynamic s-conditioning 
and priming (Tamminga et al., 2016), hold promise for the methodological inte-
gration of speaker-level and community-level perspectives.

As mentioned above, the traditional view is not merely methodological, how-
ever; Labov has called it “the central dogma of sociolinguistics that the community 
is conceptually and analytically prior to the individual” (2012, 266) and asserted 
that “the individual does not exist as a unit of linguistic analysis” (2014, 18). While 
we do not dispute the importance of the speech community in sociolinguistics, we 
note that this dogma is related directly to the explanatory goals that it is associated 
with. Variation can be studied in more than one way; if one’s goals are to explain 
how variation is manifested along different social dimensions, then of course the 
group is going to be of central interest. On the other hand, variation can also be 
studied in real time, and in individuals, in ways that will be informed by – and ulti-
mately inform – the community-based perspective. Our comments in this section 
present a preliminary argument that individuals not only exist, sociolinguistically 
speaking, but also must be taken into account as the source of the p-condition-
ing factors that are of central interest in a theory addressing the DVIQ. In the 
next section, we consider the architectural implications of distinguishing indi-
vidual behavior from community level patterns, through an argument for treating 
p- conditioning as qualitatively different from i-conditioning.

.   Point 2: p- and i-conditioning are architecturally distinct

In this section we take a closer look at some of the properties of individual speak-
ers that shape variable outcomes. The argument involves two main components. 
The first point (Section 4.1) is that variable and categorical alternations show 
asymmetries in how they are conditioned, and that accounting for these asym-
metries is straightforward in a theory in which i-conditioning and p-conditioning 
are architecturally distinct. The second point (Section 4.2) is that p-conditioning 
is universal, whereas i-conditioning is potentially arbitrary; this is a further argu-
ment for distinguishing p- and i-conditioning. In Section 4.3 the more general 
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implications of this argument are examined, with respect to the idea that grammar 
and use are distinct.

.1   Asymmetrical conditioning of alternations

The proposal that p-conditioning and i-conditioning are distinct is suggested by 
an asymmetry in how conditioning factors interact with different types of lin-
guistic alternations. We use the word “alternation” broadly here, to capture any 
instance in which a single underlying linguistic element can be realized in more 
than one way. Alternations can be categorical (i.e. invariant), as exemplified in (4), 
or variable, as exemplified in (5). As we will show below, categorical alternations 
and variable alternations can be conditioned in different ways, and it is this asym-
metry in conditioning that lends support to a separation between p-conditioning 
and i-conditioning.

 (4) Examples of categorical alternations
  a.  Phonological: In many varieties of American English, /æ/ is realized 

differently in front of nasals (hand) than in front of other consonants 
(happened) (Labov et al., 2006).

  b.  Morphophonological: The final segment of plastic, realized as /k/ in 
that form, surfaces as /s/ in front of -ity (plastic-ity). (But not in front of 
e.g. -esque in plastic-esque, or -y in plastic(k)-y.)8

  c.  Morphological: The past tense morpheme is realized as /d/ in play-ed 
(and all other “regular” verbs), but as /t/ in the context of bend, leave, 
and some other verbs.

  d.  Morphosyntactic: The first person pronominal is realized as I in one set 
of contexts (to oversimplify, “nominative”), and me in others.

 (5) Examples of variable alternations
  a.  Phonological: Coronal stops are sometimes deleted and sometimes 

retained in word-final consonant clusters (e.g. mis’ ∼ mist).
  b.  Morphophonological: The final segment of path is sometimes voiced 

next to the plural marker /-z/ (pað-z), sometimes not, triggering as-
similation of the plural suffix (paq-s) (MacKenzie, 2015a).

  c.  Morphological: The realization of the past tense morpheme varies for 
e.g. the verb burn (burn-t ∼ burn-ed); the realization of the participle 
morpheme varies for e.g. the verb show (show-n ∼ show-ed).

  d.  Morphosyntactic: Auxiliaries (forms of be, have, will) are sometimes 
contracted onto the word immediately to their left (That dog’s barking 
again), and sometimes realized as full forms (That dog is barking again).

8.  This alternation is morphophonological in the sense that /k/ → /s/ is not a general prop-
erty of English phonology; compare wake, wak-ing.
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Whether categorical or variable, each of these alternations shows sensitivity to 
material in its linguistic environment. So, for example, in (4b), the alternation 
between /k/ and [s] is triggered by the suffix following the /k/; in (4c), the alter-
nation between /d/ and /t/ in the realization of the past tense is triggered by the 
particular verb the suffix attaches to. In a similar way, variable alternations are 
sensitive to surrounding linguistic material (as previously outlined in Section 2.2). 
For example, it has long been known that coronal stop deletion (5a) applies at 
higher rates in monomorphemes than in contexts where the stop is coterminous 
with the past tense suffix (Labov et al., 1968); contraction of is (5d) applies at a 
higher rate after a vowel than after a consonant (Labov, 1969); and so on. We unite 
the contextual sensitivity of categorical alternations and the contextual sensitivity 
of variable alternations under the heading “conditioning.”

It has been recognized (Guy & Boberg, 1997; Bresnan & Nikitina, 2009; Bur-
nett, this volume) that, in many cases, the same factors are at play in the condition-
ing of both variable and categorical alternations. For instance, Bresnan & Nikitina 
(2009), discussing the dative alternation in English (e.g. I gave John the cake ∼ I 
gave the cake to John), demonstrate an effect of recipient locality, with non-local 
(third person) recipients favoring prepositional datives compared to local (first and 
second person) recipients. They then note the presence of a similar, but categorical, 
effect on dative realization in Kanuri, where non-local person recipients of the verb 
give can be expressed only with a postpositional phrase, while local recipients are 
expressed via a direct object prefix on the verb. Additional cases in which categori-
cal and variable alternations are conditioned by the same factors are not difficult to 
find. For instance, variable is-contraction in English, which is sensitive to whether 
the preceding segment is a consonant or a vowel, shares this conditioning with 
invariant Korean nominative suffix allomorphy, which alternates between /i/ after 
consonants and /ka/ after vowels (see Paster (2006) and references cited there).

In previous work exploring the extent to which linguistic variation is part of a 
speaker’s grammatical competence, such overlap in conditioning factors plays an 
important role. For instance, Guy & Boberg (1997) argue that shared condition-
ing factors between categorical and variable alternations is evidence in favor of 
treating variable alternations as part of a speaker’s linguistic competence, rather 
than as arising from grammar-external performance phenomena. More specifi-
cally, they argue that variable coronal stop deletion, by virtue of being conditioned 
by the similarity of the coronal stop to the segment that precedes it, demonstrates 
sensitivity to the same similarity-avoidance effects that condition categorical alter-
nations in the world’s languages. Based on considerations of parsimony, they con-
clude that because categorical grammatical alternations and variable alternations 
can make reference to the same conditioning factors, they should be handled in 
the same cognitive system, viz. the grammar.
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We will return to Guy and Boberg’s claims later in this section. For the moment, 
we will focus on a different point: there are also cases in which variable alterna-
tions are conditioned by factors that do not condition categorical alternations. 
Variable auxiliary contraction in English, for instance, is strongly sensitive to the 
length of an auxiliary’s noun phrase subject, with a gradient decline in likelihood 
of contraction with every word added to a subject (MacKenzie, 2012). Unlike the 
preceding-segment constraint on this same alternation, however, this condition-
ing is, to our knowledge, not shared by any categorical alternation: “grammars 
can’t count” (e.g. Selkirk (1986) among others), and categorical alternations are 
not found to make reference to quantities greater than two. Similarly, the priming 
effects demonstrated to condition many sociolinguistic variables (see Section 3.1) 
are unattested in the categorical domain, and in fact violate the locality conditions 
that appear to apply to invariant grammatical alternations (see Embick 2010a, 
2010b, 2013 for morpho(phono)logical proposals that relate to (4)–(5)).

Based on this observation, our argument is that some factors that condition 
variation are extragrammatical: that is, factors that condition variable alternations, 
but never categorical alternations. These types of factors must be represented 
outside of the grammar. To illustrate, a categorical version of the priming effect 
on variation might be something like this: imagine a language with two suffixal 
allomorphs for first person singular verb inflection. One allomorph is used after 
obstruent-final verbs, while the other is triggered by vowel-final verbs. Verbs end-
ing in sonorant consonants, however, invariably take whichever allomorph was 
used most recently by the speaker. We contend that such an alternation, the putative 
categorical counterpart of [iŋ]∼[in] priming, does not and could not exist. While 
interactions across stretches of words are found with priming, they are not attested 
in categorical instances of allomorphy, for reasons of locality.

Similarly, to our knowledge, there is no invariant version of the subject length 
effect that conditions contraction: no case of allomorphy where, say, one allo-
morph surfaces after items of five syllables in length or less, while another surfaces 
after items of six syllables or longer. Priming and subject length, which operate 
robustly in the conditioning of variable linguistic alternations, do not operate on 
the conditioning of invariant ones. For convenience we call such conditioning fac-
tors “extragrammatical”; what should be understood by this term is “factors that 
condition variable but never categorical alternations.”

Our proposal is that this asymmetry in conditioning derives from an archi-
tecture in which i-conditioning and p-conditioning factors are distinct in kind. 
Specifically, as we discussed in Section 2.2, i-conditioning is found when an ele-
ment in a linguistic representation affects the probability that a given variant will 
be chosen. For this reason, i-conditioned instances of variation lend themselves 
to analysis in terms of variable rules (or related ways of introducing variation 

 EBSCOhost - printed on 2/10/2023 10:17 AM via . All use subject to https://www.ebsco.com/terms-of-use



 The dynamics of variation in individuals 173

into grammars). It is important to observe that variable rules are just rules whose 
probability of applying is not 1; that is to say, they are possible rules of grammar, 
and thus in principle could become categorical if their probability increased to 1. 
I-conditioning, then, is what we often see when a variable alternation is condi-
tioned by the same factors that apply to a categorical one (for the qualification to 
“often” see below). By contrast, we conjecture that when a variable alternation is 
conditioned in ways that are not attested in categorical alternations, the condition-
ing is p-conditioning (or s-conditioning), and not i-conditioning. Now it is clear 
what is gained by maintaining a sharp distinction between the sources of p- and 
i-conditioning: not having such a distinction would amount to saying that there 
is a set of alternations in the grammar that all happen (i) to be variable, and (ii) 
to not be subject to the locality conditions that apply to invariant alternations. 
Rather than accept a single system with this kind of unfortunate coincidence, our 
view attributes the conditioning asymmetries to the fact that distinct underlying 
systems are involved in shaping surface variation.

Analyzing extragrammatical effects as p-conditioning is a first step in under-
standing a particular case of variation. The next step is to identify the particular 
type of p-conditioning that is at play: that is, it should be possible to identify a 
grammar-external cognitive system with properties that fit the effect, e.g. one of 
the p-conditioning factors discussed in Section 3. So, for example, in the case of 
English auxiliary contraction, MacKenzie (2012) argues that the effect of subject 
length may derive from constraints on production planning: specifically, long sub-
jects are planned separately from the verb that follows them (Ferreira, 1991), such 
that contextual conditions on contraction (namely, host–auxiliary adjacency in a 
single planning buffer) are not always met. Similarly, in the case of priming, the 
cognitive basis of repetition in variant choice has been studied extensively (see 
Section 3.1), even though many questions remain about how priming effects are 
manifested in variation.

With respect to the scope of the argument outlined so far, there are three 
 further points to be made.

First, we have spoken above of factors that affect variable but not 
 categorical alternations, and that have their source in p-conditioning, and not 
in i- conditioning. However, the possibility also exists that such effects could 
be attributed to s- conditioning. For example, repeated instances of [iŋ] could 
result from a stretch of especially casual speech rather than from priming. It is 
for this reason that understanding the dynamic component of s-conditioning 
identified in Section 2.1 is essential for this research program. Ultimately, a 
comprehensive theory addressing the DVIQ must be able to identify the ways 
in which p- and s-conditioning interact to produce patterns of variable behav-
ior in real time.
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Second, our claim here is based on the idea that extragrammatical 
p- conditioned alternations are not possible categorical rules of grammar. While 
in the typical cases we have in mind this results in variability that is affected by 
p- conditioning, it is also true that there are apparently categorical effects in the p- 
domain. For example, the well-studied case of English center embedding (Miller 
& Chomsky, 1963, etc.) is of this type: after a certain level of embedding, sentences 
are categorically regarded as deviant (for a more detailed discussion of this effect 
see Lewis and Phillips (2015) and references cited there). Unlike what we find with 
e.g. priming, where the p-conditioning effect allows for grammatically non-local 
interactions, the memory effect implicated in center embedding restrains the use 
of certain structures derived by the grammar, making them essentially unusable 
due to memory considerations. For our purposes, what is important is that even 
though this effect is categorical, it is not a categorical rule of grammar; rather, it is 
categorical in the way that it is because of the properties of memory.

Finally, the view that we have developed here builds on ideas developed by 
Guy & Boberg (1997), but ultimately departs from their conclusions. Our pri-
mary point is that non-local conditioning is necessarily p-conditioning, and not 
 grammar-internal. Guy and Boberg, on the other hand, argue that identity of con-
ditioning factors for variable and categorical alternations requires the conditioning 
factors to be treated in a single cognitive system. This conclusion does not follow in 
our framework. Rather, conditions on variable alternations that are also observed 
in categorical alternations could in principle be i-conditioning or p-conditioning.

By way of illustration, consider the conditioning of coronal stop deletion. An 
unresolved question about this phenomenon is to what to attribute the following 
segment effect, the very robust observation that deletion is more likely when fol-
lowed by a consonant-initial word and less likely when followed by a vowel-initial 
word. One explanation for this fact, which relies on a conceptualization of coronal 
stop deletion as at least partially a fast speech reduction process (as in e.g. Ernes-
tus (2014)), is that consonant clusters may result in overlap and masking of the 
multiple closure gestures, whereas CV sequences are more likely to allow for full 
realization of the consonantal gesture. Alternatively, the following segment effect 
might be attributed to the abstract phonology, with the preference for CV syllables 
leading to resyllabification of a word-final coronal stop onto the first syllable of the 
following word, which in turn might bleed a phonological word-final deletion rule 
(as in e.g. Guy (1991b)). The following segment is grammatically local to the coro-
nal stop regardless of what view we take on the deletion process. But in the former 
account, the following segment effect on coronal stop deletion is an example of 
p-conditioning, while in the latter account it is an example of i-conditioning.

The two explanations in the preceding paragraph are not mutually exclusive; 
they could both be at work to produce the surface effects of variable coronal stop 
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absence. If there is a phonological coronal stop deletion rule, it is reasonable to 
expect that the stops that do survive deletion will still be subject to general fast-
speech lenition processes, meaning that some absent coronal stops were removed 
entirely in the phonology while others were eroded to the point of imperceptibility 
during the online process of speech production. This kind of “deconstruction” of 
variable alternations has been executed for several phenomena, including coro-
nal stop deletion (Patrick, 1991; Fruehwald, 2012; Tamminga & Fruehwald, 2013; 
Tamminga, 2014), [iŋ]∼[in] variation (Labov, 2001; Tagliamonte, 2004;  Tamminga, 
2014), and auxiliary contraction (MacKenzie, 2013), among others. This work also 
finds an analog in Bermudez-Otero’s (2013) concept of “rules-cattering.”

We will return to the theme of non-exclusivity in the next section, which 
examines further differences between i-conditioning and p-conditioning.

.   Universality and arbitrariness in the p- and i- domains

As discussed in Sections 2 and 3, p-conditioning effects derive from the workings 
of the (often domain-general) cognitive systems that are involved in language use. 
In contrast, i-conditioning is hypothesized to be grammar internal. An important 
consequence of this view is that i-conditioning can be language- or variety-specific, 
arbitrary, and therefore learned, whereas p-conditioning is expected to be univer-
sal and automatic. We expect to find p-conditioning across all similar phenomena 
in all varieties, exerting a constant or at least predictably-distributed effect on all 
individuals (although interactions with i- and s-conditioning could complicate this 
simple picture in practice). Such an expectation does not hold for i-conditioning.

Coronal stop deletion again offers a familiar example to illustrate these points. 
We classify as i-conditioning the effect of utterance-finality on deletion probabil-
ity, which Guy (1980) shows goes in opposite directions in New York and Phila-
delphia English: an arbitrary difference across varieties that must be learned. 
Similarly, the observation from Tagliamonte & Temple (2005) that the past tense 
suffix affects deletion rates only in American English, but not in British English, is 
evidence that grammatical conditioning of deletion in American English results 
from i- conditioning.9 In contrast, fast-speech reduction processes (as discussed in 
Section 4.1) should be essentially unavoidable without concerted effort; indeed, 
this intuition was the basis for the suggestion that even stops that survive a phono-
logical deletion process should still be subject to lenition in production.

Cross-dialectal differences do not need to be wholly random to be compatible 
with an i-conditioning interpretation: it would not be surprising to find  typological 

9.  See Tamminga & Fruehwald (2013) and Tamminga & MacKenzie (2014) for more on 
coronal stop deletion at different grammatical levels in American English.
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patterns across varieties in i-conditioning that arise from e.g. p-conditioning ten-
dencies that develop into i-conditioning diachronically. But we would also not be 
surprised to find exceptions or counterexamples to commonly-attested types of 
i-conditioning, whereas with p-conditioning such exceptions are not expected.10

On the general theme of universal versus language-particular effects, some 
care must be taken to specify what it means for a conditioning effect to be “univer-
sal.” One outstanding question where p-conditioning is concerned is the question 
of how the influence of different cognitive systems found in all humans should be 
manifested in variable linguistic phenomena. Given that many cognitive systems 
at issue (e.g. those related to memory) are distributed differently across individuals 
(Ackerman, 1988), “universal” in this context does not mean completely invari-
ant; rather, it means an individual’s p-conditioning effects should fall within an 
expected distribution. So, for example, we might find that two different individu-
als show different effect sizes with respect to p-conditioning driven by working 
memory; the universality is that these two effects would be contained within a 
range of working memory sizes (Brewer & Unsworth, 2012).

In addition, we have already seen in a number of cases that p-conditioning may 
interact with other factors. Such interactions may result in apparent nonuniver-
sality. The interaction of planning with the availability of adjacent i- conditioning 
 elements discussed in Section 3.1 (with reference to English auxiliary contraction) 
is one such example; so is the possibility raised in Section 3.3 that priming mag-
nitude might vary inversely with speaker baselines. Expanding on the latter point, 
we also note that other facts that generate social expectations, such as changes 
to the participants in a conversation or the physical situation of that conversa-
tion, might likewise evince surprisal-based priming modulations: an interaction 
between s-conditioning and p-conditioning. Thus, while priming effects may very 
well be “universal” (i.e. driven by mechanisms that are present in all language 
users), they may nonetheless vary dynamically with situational factors in ways that 
are now beginning to be explored quantitatively. This poses not just the problem 
of quantitatively disentangling two causes with similar surface effects, but rather 
the even more complex problem of doing this when the two causes also interact.

Finally, we have also already seen that surface variability may have more than 
one underlying source. From this idea, it is not a great conceptual leap to envi-
sion that individuals may differ in which of these underlying sources are present 
in their grammars. For example, consider the variable of [ð]-stopping, the use of a 
stop or flap in place of a voiced interdental fricative, which is typically a  stigmatized 

1.  There are some important observations to be made considering what happens when 
 p-conditioning interacts with the other conditioning types; see the end of this subsection.
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 working-class feature in the English-speaking communities where it is found. While 
the stop variant attracts this stigmatization, Labov (2001) points out that there exists 
a range of pronunciations between a pure fricative and an affricate that do not seem 
to carry the same social evaluation. Suppose that it turned out that everyone has a 
range of initial closure degree for interdental fricatives due to the temporal demands 
of gestural alignment, sometimes resulting in a completely non-continuant pronun-
ciation; this is a kind of p-conditioning. Suppose in addition that some individu-
als have a separate phonological stop–fricative alternation that is represented in 
the grammar and thus operates in terms of binary features, not gradiently. In this 
scenario, we might very well expect different p-factors to interact differently with 
the two different sources of [ð]-variation. That is, if a p-conditioning factor inter-
acted with the phonology, its effects would be manifested in individuals who have 
the “phonologized” version of the alternation; other p-conditioning factors such as 
speech rate might be expected to interact primarily with the gradient part of the 
alternation.11 In this hypothetical scenario, the two subgroups in the population 
would show what might look like different reflexes of the influence of speech rate. 
Taken at face value this would be counterevidence to the predicted universality of 
p-factors, but would be no counterexample when the underlying differences in the 
linguistic representation of the variable processes are taken into account.

In much of the discussion in this section our goal has been to identify poten-
tial ways in which the effects of p-conditioning could be studied in the speech 
of individuals. In almost all of our examples, the important questions quickly 
become involved with issues from a number of different domains, concerning pri-
marily (i) the nature of the different cognitive systems that drive p-conditioning 
effects; (ii) the ways in which p-conditioning might interact with grammatical 
representations, i-conditioning, and s-conditioning; and (iii) the possibility that 
different individuals might have different loci of variation (in terms of i- versus 
p-conditioning) for even relatively well-studied variables. We see these complica-
tions as a challenge to be faced by a new line of empirical research – both in (re-)
examination of corpora, and, in particular, in the experimental domain, where 
many of the various complicating factors we have identified can be systematically 
controlled and manipulated.

.3   Grammar and use

The idea that i-conditioning and p-conditioning are architecturally distinct speaks 
directly to questions about the relationship between grammar and language use 

11.  On the differential patterning of speech rate with different types of variable phenomena, 
see Coetzee & Pater (2011).
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that are central to the study of language. In particular, a distinction between 
p-conditioning and i-conditioning is straightforwardly compatible with an archi-
tecture in which grammar is distinguished from use, with p-conditioning being 
one instantiation of what happens when speakers use grammars in real time.12

It is important to explain exactly what is at issue in the grammar versus use 
discussion, since questions about this have many different dimensions, and are 
discussed from distinct theoretical positions with potentially inconsistent termi-
nologies. By grammar, we mean a formal system of representations and computa-
tions that make one set of linguistic objects grammatical (those that are derived by 
the system, in a generative theory), and another set ungrammatical (generatively, 
those objects that are not derived). The nature of the representations and rules (or 
their equivalent) of the grammar have been a central concern of a large part of lin-
guistic theory for the past sixty years or so. By use, we mean a system that employs 
grammars in real time to produce and comprehend utterances. In terms of this 
distinction, p-conditioning derives from use, whereas i-conditioning can (at least 
in principle) be attributed to variability in the grammar itself.

One fruitful way of understanding the relation between grammar and use is in 
terms of the distinctions made in Marr (1982), who describes complex neurocog-
nitive capacities like language in terms of three distinct levels of analysis:

 (6) Marr’s levels of analysis
  a.  Computational Theory: What is the goal of the computation, why 

is it appropriate, and what is the logic of the strategy by which it can be 
carried out?

  b.  Representation and Algorithm: How can this computational 
theory be implemented? In particular, what is the representation for the 
input and output, and what is the algorithm for the transformation?

  c.  Hardware Implementation: How can the representation and algo-
rithm be realized physically?

In these terms, the typical approach within theoretical linguistics is to construct 
theories at the computational level: theories that specify what is  grammatical and 

1.  Our distinction between grammar and language use picks up on a recurrent theme in 
the literature and could connect to many prior such distinctions (for a perspective close to the 
one in this paper see Embick (2008)). For example, the distinctions between competence and 
performance (Chomsky, 1965) and between I-Language and E-Language (Chomsky, 1986) are 
directly relevant to our concerns. The first distinction corresponds in certain important ways 
to the grammar/use distinction as we envision it; the latter has important connections with 
our central claim that variation must be understood in relation to individuals’ grammars (and 
other cognitive systems), not just at the community level. We leave a detailed examination of 
these connections for another occasion.
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what is not, in ways that abstract away from real-time implementation, memory 
limitations, errors in performance, and so on. On the other hand, psycholinguistic 
theories, which are directed at how language is produced and comprehended in 
real time, are directed at the Representation and  Algorithm level of analysis. 
(For discussion of (psycho)linguistics in these terms, see Lewis & Phillips (2015), 
and for connections with the neurobiological domain, see Poeppel & Embick, 
2005 and Embick & Poeppel, 2015).

In Sections 4.1 and 4.2 we have advanced two hypotheses under the general 
idea that p-conditioning and i-conditioning are distinct: first, that conditioning 
is asymmetrical, such that certain effects on alternations must be p-condition-
ing and not i-conditioning; and second, that p-conditioning is universal while 
i- conditioning is arbitrary. If these claims are correct, they would follow natu-
rally from a theory in which grammar and use are distinct, but would require 
puzzling stipulations in a theory that eschews this distinction. The following two 
paragraphs elaborate briefly.

Asymmetries in conditioning (4.1): In a theory in which grammar and 
use are distinct, it is easy to explain why certain (non-local) alternations (like 
the ones influenced by priming, for example) must necessarily be variable and 
p-conditioned: p-conditioning arises from the properties of the cognitive systems 
involved in the use of grammars. A theory that collapses grammar and use, on the 
other hand, would be hard-pressed to explain why alternations that are grammati-
cally non-local should necessarily be variable (and show properties of the systems 
that produce p-conditioning).

Arbitrary i-conditioning versus universal p-conditioning (4.2): In a the-
ory that separates grammar and use, this difference follows naturally as well: 
p- conditioning derives from universally shared cognitive systems that are involved 
in the use of grammars, whereas i-conditioning is by its nature grammatical, and 
thus potentially different for different languages and speech communities. A divi-
sion of this type would be difficult to capture in a theory that denies the clear 
distinction between the cognitive systems of grammar and use.

In summary, our claim is that important facts about the conditioning of alter-
nations follow naturally in an architecture in which grammar and use are distinct. 
This is, of course, not to say that a framework with no such distinction cannot say 
something about the kinds of facts we have discussed above; rather, the question 
is whether a usage-based view is able to adequately explain why the factors that 
shape the use of linguistic alternations appear to be different in kind.

We are aware that distinguishing between grammar and use is controver-
sial, particularly so in the more experimental and quantitative areas of language 
research. Our goal here has been to suggest that progress can be made in under-
standing the dynamics of variation in individuals by making such a distinction, 
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because of the predictions that we have outlined in this section. We hope that at a 
minimum, connecting the quantitative details of variation with the larger issues of 
grammar versus use in this way lays the foundation for more sustained theoretical 
evaluation of these (and other) architectural matters.

5.   Conclusion

The first sections of this paper outline the Dynamics of Variation in Individuals 
Question and propose a framework in which this question and others related to 
it can be explored. The framework we advance distinguishes three distinct types 
of conditioning factors that affect variable processes in real time: i-conditioning, 
s-conditioning, and p-conditioning. Much of our discussion in this paper has con-
centrated on p-conditioning and its relationship to i-conditioning.

With respect to p-conditioning, Sections 3 and 4 develop two main themes. 
First, Section 3 connects the operation of domain-general cognitive factors 
to their effects on the production of variation in real time, as evidenced in 
sequences of variants. Section 3.1 outlines a number of factors that fall under 
the umbrella of p-conditioning, such as production planning and priming. Sec-
tion 3.2 proposes that the impact of such factors is most naturally detected in 
structured variation within temporally-ordered sequences of variable tokens, 
and suggests dynamism and microcovariation as two avenues for quantita-
tive inquiry into such sequences. Section 3.3 juxtaposes our suggestions with 
the standard practice in variationist sociolinguistics and argues that the two 
approaches must be taken together as parts of an integrated theory of linguistic 
variation.

Section 4 develops aspects of our approach that connect with broader archi-
tectural issues in the study of language. Section 4.1 explores the possibility that 
while i-conditioning and p-conditioning both may involve reference to linguistic 
objects in the context of a variable, p-conditioning allows long-distance and other 
types of interactions that are not possible for categorical rules of grammar. In Sec-
tion 4.2, we examine another way in which i-conditioning and p-conditioning dif-
fer: while p-conditioning effects are hypothesized to be cognitively universal, and 
show the same effects (within a particular distribution) across all speakers and 
languages, i-conditioning effects are potentially parochial or language-specific. If 
correct, these points (and others related to them) follow naturally in a theory in 
which i-conditioning and p-conditioning are architecturally distinct. In turn, this 
distinction is, in our view, a manifestation of the cognitive separation between 
grammar and language use. The specific hypotheses that can be derived and tested 
from Sections 4.1 and 4.2 thus have important consequences for understanding 
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basic architectural questions about grammar, language, and the cognitive systems 
that are involved in language use.

In many parts of the discussion above, we have described research surround-
ing the DVIQ as asking different questions from those posed in quantitative stud-
ies of variation at the community level, or as building on that work (since, for 
example, we need to know an expected “baseline” type of s-conditioning for an 
individual speaker before we can examine questions about p- and i-conditioning 
in real time). Clearly a large part of the research program outlined here is intended 
to complement work in quantitative sociolinguistics as typically practiced. How-
ever, there are also some indications that, in addition to asking a new set of ques-
tions, research on the dynamics of individuals can shed light on community-level 
findings that would otherwise be mysterious. For example, the effect of subject 
length on contraction rates, easily detected at the group level, might find explana-
tion in the role of general production planning within the speech of individuals. 
We believe that looking seriously at language use in individuals will yield many 
more insights into why community-level variation is structured as it is.

Many of the discussions in this paper are preliminary, and in many cases we 
have needed to discuss possible findings abstractly, without specific illustrations. In 
addition, some crucial questions concerning how the different types of condition-
ing interact with each other have only been outlined in their most skeletal form, 
even though this type of question is of crucial importance when any  particular case-
study is examined in depth. Our hope is that by outlining a framework that identi-
fies the potential types of conditioning to be investigated – and by showing how the 
specific questions addressed here intersect with questions of much more general 
interest – we have been able to provide a foundation for further work in this area.
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